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Abstract: This article presents a potential method to assist developers of future bioenergy schemes when 
selecting from available suppliers of biomass materials. The method aims to allow tacit requirements made on 
biomass suppliers to be considered at the design stage of new developments. The method used is a combination 
of the Analytical Hierarchy Process and the Quality Function Deployment methods (AHP-QFD). The output of 
the method is a ranking and relative weighting of the available suppliers which could be used to improve 
optimization algorithms such as linear and goal programming. The paper is at a conceptual stage and no results 
have been obtained. The aim is to use the AHP-QFD method to bridge the gap between treatment of explicit and 
tacit requirements of bioenergy schemes; allowing decision makers to identify the most successful supply 
strategy available.  
 
Keywords: AHP, QFD, Bioenergy, supplier selection 

1. Introduction 

The UK Bioenergy industry is expected to undergo significant growth over the coming decade 
as utilities and government aim to reach renewable energy targets by 2020. This expected 
growth is due to increasing installations of biomass heating, biofuel production for transport, 
biochemical for oil substitution, combined heat and power production and centralized 
electricity generation from biomass. For the sector to succeed the rapid development of 
demand for biomass resources must be matched by a sustainable supply. The various different 
bioenergy conversion processes that can be used to supply this range of lower carbon products 
brings a diverse set of material suppliers to the attention of project developers and 
procurement managers.  
 
These fuels are likely to arise from a wide variety of sources and will have greatly differing 
properties and characteristics such as varying moisture or energy content. Additionally there 
are likely to be both positive and negative impacts associated with deciding to use a particular 
supplier. These impacts are less well defined when compared to the explicitly expressed 
measures of material properties and cost. The more tacit properties of a biomass fuel could 
include labor hours, CO2 emissions, air water and noise pollution, job creation, waste diverted 
from landfill, price fluctuation and reliability of supply are all examples of impacts a 
bioenergy scheme may have upon wider society and the environment. The challenge for the 
procurement manager is to decide which sources of materials to select and how much of each 
material to purchase from each supplier, thus creating a supply strategy.  
 
Most conversion plants will have some technical parameters to which the input feedstock 
blend should comply with; these parameters define the desired fuel specification required of 
the blend. The problem of which blend to use lends itself well to goal programming 
techniques as the relationships are linear and the optimal blend can be expected to be a 
mixture of materials from different sources. Several methods have previously been 
successfully applied to the optimization of the bioenergy supply chain under various contexts. 
For instance for a multi-fuel problem and maximizing some objective function; energy 
efficiency, net CO2 emissions, or labor hours [1]. The output of such decision models is to 
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give recommendations on the optimal location and capacity of new bioenergy plants, or to 
suggest an optimal supply or logistics strategy.  
Previous research on the tacit impacts of a bioenergy system also exists. Often these tacit 
requirements are described in the context of sustainability metrics described as social and 
environmental impacts. Key sustainability constraints for UK bioenergy schemes have been 
identified as greenhouse gas savings, land availability, air quality, and problems associated 
with facility siting [2]. In a study on decision making for sustainable energy schemes some 
assessment criteria were identified and categorized as ecological, social and economic and 
included factors such as employment rate, land competition and supply security [3]. Indeed 
the study of sustainability regarding biomass grown for energy use has attracted a great 
amount of academic and public attention over the past decade.  
 
The understanding of these two sides of the supplier selection problem is fairly robust 
considering the relative immaturity of the sector and the small number of commercially 
operating schemes. There is a gap in the treatment of the supplier selection problem however 
and more widely in the design of the biomass supply chain. The existing studies are unable to 
fully combine the optimization algorithms used for explicit aspects with knowledge of tacit 
requirements made of suppliers. This work presents a possible method to bridge this gap 
between the treatment of tacit and explicit requirements. The output of the work will be a 
structured process for developers to follow which will allow a score to be generated for each 
supplier given the extent to which that supplier meets the requirements of the development 
and any identified critical stakeholders.  
 
The method behind the proposed framework is the combined AHP-QFD supplier selection 
method [4]. The hypothesis is that by selecting biomass suppliers using the AHP-QFD 
method a combination of suppliers can be selected to provide a supply which more effectively 
meets the needs of the conversion facility whilst remaining within the feasible region of cost 
and technical requirements. 
 
This approach allows developers to move their procurement strategy beyond the model of 
transaction cost theories which are not suitable for the non-commodity market faced by the 
bioenergy industry sector at present. Building relationships between suppliers and conversion 
facilities will allow suppliers to better understand and meet the requirements of the conversion 
facility. Increasing the degree to which requirements are satisfied and maintaining a 
competitive cost for the fuel compared to other supply options. This is expected to be a better 
model for all parties than either the transaction cost model or the vertically integrated supply 
chain model.  
 
2. Methodology 

The AHP-QFD method has been applied in several previous cases for the selection problem 
under various multi-criteria conditions. The AHP-QFD method has been frequently applied in 
the manufacturing sector to select engineering projects [5] and more commonly to the area of 
product design [6, 7] that QFD was initially developed for. Elsewhere the method has also 
been applied to selecting budgets, teams and facility locations within logistics problems.  
Current practice is for developers to select supply blends based on a mixture of experience 
and market knowledge as well as the price of each supply. The AHP-QFD method will be 
used to generate a recommended supply blend for a given scheme with a supply blend 
designed using current practice. The two recommended supply blends will then be compared 
with one another to determine the extent to which key tacit requirements are met by each 
approach. 
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2.1. The QFD Method 

Quality Function Deployment (QFD) allows the requirements of a customer to be mapped 
against the characteristics of a product. The House of Quality technique is closely associated 
with QFD and allows for this translation or mapping to be done systematically. The method 
uses one or more interrelationship matrices to relate the properties of the product to the 
requirements of the customer. The customer requirements are given a weighting related to its 
importance to the customer. The person or team of people completing the matrix is required to 
judge to what extent each requirement is met by each product characteristic. The output of the 
process is an importance score for each of the product characteristics. 

 
Fig. 1. A typical construction of a product HoQ. 

 
The great advantage of the HoQ and QFD method is that each product characteristic is given a 
relative importance related to the degree to which that characteristic meets the customers’ 
requirements. The weakness of the method is that the assigned importance is heavily reliant 
upon accurate completion of the interrelationship matrix. Any inconsistency or inaccuracy in 
this part of the HoQ process will lead to misleading final importance scores. Obtaining 
accurate weightings for the customer requirements is also important. This weakness is 
overcome when the Analytical Hierarchy Process (AHP) is applied. 
 
2.2. The AHP-QFD Method 

This section describes the steps used to determine the relationship weightings between the list 
of product characteristics and the customer requirements thus completing the interrelationship 
matrix. The following steps describe the AHP for use in a House of Quality.  
Step 1: Construct a comparison matrix A with a customer requirement for each row and a 
product characteristic for each column.  
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Where n is the number of elements in the top array (Product Characteristics), and aij is the 
comparison of element i to element j using a 9-point scale shown in table 1. 
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Step 2: AHP Synthesization  
Divide each entry of the matrix A by the column total. This creates a normalized comparison 
matrix A’.  
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Where R is a set of customer requirements R = {1, 2, …, n}.   
 
Step 3: Create a column vector C from the averages of each row of matrix A’.  
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Where ܿ௜௞
ଵ  denotes the relationship weightings between the product characteristics i and the 

corresponding customer requirement k. 
 
Step 4: Verify Consistency of AHP 
To ensure that the respondent has assigned values from table 1 in a consistent way a 
consistency test should be carried out. Create a further column matrix by multiplying each 

entry in column i of matrix A by the column vector ܿ௜௞
ଵ  from step 3 then divide by the sum of 

values in each row i by ܿ௜௞
௜ . 

 



















































c
acacac

c
acacac

c

c

nk

nnnknknk

k

nnkkk

nk

k

C

1

1

2

1

21

1

1

1

1

1

1

12

1

211

1

1

1

1

1






 , (4) 

 
Where ̅ܥ is a weighted sum vector.  
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Table 1. AHP scale for completing the HoQ comparison matrix. 

Intensity Importance Explanation 

1 Equal Two activities are equally 
important 

3 Moderate One is slightly more 
important than the other 

5 Strong One is strongly more 
important than the other 

7 Very Strong One is dominant of the other 
9 Extreme Highest possible affirmation 

of evidence favoring one 
over another.  

2,4,6,8 Intermediate Used for compromise when 
desired value falls between 

above scales  
Reciprocals of the above 

numbers 
 Used for inverse 

relationships 
 
Step 5: Calculate the averages of values in vector ̅ܥ to give the maximum Eigenvalue (ߣ௠௔௫) 
of matrix A.  
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Step 6: Calculate the consistency index. 
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Step 7: Compute the consistency ratio, 
 
The consistency ratio is based on RI(n), a random index taken from table 2 based on the value 
of n.  
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The consistency ratio is a measurement of consistent responses when completing the 
relationship matrix. If the measurement is greater than 0.10 the process is considered 
inconsistent and should be repeated in the hope of realizing a more consistent response. This 
measurement of consistency gives greater confidence when using the AHP-QFD method over 
the QFD method alone.  
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Table 2: List of Random Index values 

n 2 3 4 5 6 7 8 9 

RI(n) 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 

 
Assuming consistency is acceptable the matrix will be populated with relationship weightings 
that link the top matrix with the left hand side matrix (Product characteristics with Customer 
Requirements from Fig. 1). The importance rating of each product characteristic can then be 
calculated. 
 
Step 8: Compute importance rating  
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Where S denotes the set of customer requirements S={1, 2, …, m}, and pk denotes the 
importance rating given to that requirement.  
 
The result of step 8 is an importance score for each product characteristic which has been 
obtained from the requirements of customers. The AHP-QFD method can also be applied to a 
selection problem. By using the QFD to link the requirements made on a supplier, to the 
characteristics displayed or possessed by any given supplier, qualitative aspects of supplier 
selection can be managed in a systematic and robust way. 
 
2.3. The AHP-QFD approach for bioenergy suppliers 

The QFD method can deal with both qualitative and quantitative aspects of a product or 
service [7], several other techniques are available for the explicit optimization of fuel blends, 
therefore the QFD-AHP process will be used to better analyze and understand the qualitative 
requirements made of suppliers. The method is intended to be applied from a developer 
perspective as it is the developer that will make the initial decisions on the supply strategy for 
the scheme. Therefore rather than customer requirements being used as the success criteria the 
requirements of the developer and the scheme should be identified and weighted.  
 
Many of the requirements of a good biomass supplier are likely to be in line with the 
requirements on suppliers from other industries. Reliability, company size, responsiveness 
and quality control are likely to be important tacit requirements. Other requirements may be 
more unusual and regard the material itself such as accreditation by sustainable forestry 
bodies, the local or national sourcing of waste, compliance with best practice and the method 
of delivery may be important aspects not covered by the technical fuel specification. 
 
Having identified the requirements the developer places upon potential suppliers the relative 
importance of each requirement should be identified. This is done using the first HoQ matrix. 
The developer is likely to consist of several teams or members of staff with different 
perspectives on the project. These different teams will place differing importance weightings 
on different requirements. In this case the developer teams are considered to be equally 
important, typical developer teams may consist of planning, technical/design teams and 
finance teams. 
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Fig. 2. HoQ 1 giving the importance of each requirement as determined by the developer. HoQ 2 
linking the developer requirements with available evaluating factors for potential suppliers and HoQ 
3linking those evaluating factors with the available suppliers to the bioenergy scheme.   

 
The output of HoQ 1 is then used in HoQ 2 which links the developer requirements to 
externally observable characteristics possessed by the suppliers. These characteristics take the 
place of product characteristics and allow the decision maker to determine to what extent each 
requirement would be met by certain aspects of a supplier. For instance a requirement for 
sustainable fuel would be significantly met by a supplier approved by some sustainable 
forestry stewardship scheme. The use of organic wastes may be negatively related to a 
requirement to keep site odors to a minimum whilst a guarantee to deliver at within a narrow 
band of moisture content may score highly against a requirement for consistent fuel 
characteristics.  
 
A final House of Quality table HoQ 3 can then be constructed which links the evaluating 
factors and their relative importance with the suppliers available. Here the decision maker 
must decide to what extent each supplier matches the evaluating factors identified. The output 
of HoQ 3 is a score for each supplier based on the ability of that supplier to meet the tacit 
requirements of the developer. Those suppliers that score highest should be favored.  
 
3. Discussion 

The weighted ranking score of each supplier assists decision makers in determining which 
suppliers to use when creating a strategy for biomass supply to large scale facilities. The 
massive quantity of materials required for large scale conversion facilities mean supply chain 
managers are forced to source from a range of materials and sources. The objective function 
for optimization algorithms can, using the presented method, incorporate the tacit 
requirements made on suppliers to create a model constrained by the explicit requirements of 
material specification imposed by equipment specifications. The objective function therefore 
could take a form similar that shown in equation (9). 
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 mm SwSwSw  2211max   (9) 

 
Where wm denotes the score for each supplier Sm for m different suppliers. This approach 
would ensure the resulting suggested strategy is technically feasible, whilst also ensuring the 
best possible combination of suppliers is contracted.  
 
The AHP-QFD method is suitable for application within developing companies as it is simple 
to apply and gives predictable and clear outputs for the decision maker. An inherent weakness 
of the approach is the subjective viewpoint of the decision maker compiling the list of 
requirements. In this application this weakness is minimized by considering only 
requirements of the teams within the developer company, not the wider stakeholder group. 
The AHP-QFD method also has an advantage over other weighting or ranking methods that 
could be incorporated into the objective function as it directly translates the requirements 
made on suppliers into their performance score using a robust method rather than a user 
estimate.   
 
As the research develops more stakeholders could be interviewed for requirements and asked 
to complete the AHP-QFD process. This would allow developers to gain insight into the 
requirements that should be satisfied to make the scheme more successful from the 
perspective of other development stakeholders. As the framework is applied to different 
stakeholders a database of requirements can be constructed showing global and scheme 
specific requirements of different stakeholders. 
 
This work is part of a CASE studentship PhD awarded by the ERSC and the authors are 
grateful for support from Express Energy Holdings UK. 
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Abstract: The purpose of this research is to explore the disparity between the existing model-orientated 
bioenergy decision support system (DSS) functions and what is desired by practitioners, in particular bioenergy 
project developers. This research has compiled the published bioenergy project development models, to highlight 
the characteristics emphasised by academics. When contrasted against a UK practitioner’s perspective through 
the administration of a Likert style questionnaire, it is clear that the general DSS issues still persist. Finally, the 
research suggests how this ‘theory-practice’ divide could be addressed. The research contributes by giving a 
unique insight into the demands of a practitioner, but is currently limited by a small sample size. 
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1. Introduction 

Developing a bioenergy project requires large volumes of complex information to be gathered 
and processed by project developers. This information tends to be fairly structured and 
accessible; although, often not easily retrievable for use in a timely manner [1]. The 
difficulties faced in progressing through the necessary phases in bioenergy project 
development encourage a dependence on experts, which restricts knowledge transfer and non-
expert project developers entering the industry – ultimately constraining sector growth. This 
could be one explanation why growth in the UK bioenergy market, in particular has been 
slower than expected, with some referring to growth as ‘slight’ [2].  
 
Academic literature supports the use of model-oriented decision support systems as a proven 
method to aid both expert and non-expert decision-makers [3], with a substantial amount of 
bioenergy support systems being assembled to address a multitude of development problems 
in countries such as: Japan, Greece and Italy. Although, this literature rarely considers the 
most critical issue; the theory-practice divide in DSS research [4]. At present, there is no 
research to understand the lack of practical application of decision support tools in the 
bioenergy sector. With the dire need for bioenergy project support tools to aid decision-
making and in turn sector growth in the UK, but with a persistent disconnect between theory 
and practice [4, 5], a lack of relevance [5] and little evidence to show that these tools are ever 
really adopted [6] – can a decision support system really ever have a pragmatic contribution.  
 
1.1. Objectives 
The research objectives are to ascertain whether bioenergy DSS are worth the effort, by: 

- reviewing published bioenergy project development DSS models; 
- critically comparing these models to the requirements of the industry practitioner; 
- discussing how future research could be more applicable to the practitioner. 

 
1.2. Contribution 
The contribution of this research is two-fold: it is the first paper to analyse the characteristics 
of all existing model-orientated DSS papers in developing bioenergy projects; and it increases 
understanding of the theory-practice gap by assessing these characteristics against a 
practitioner’s perspective.   
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2. Developments and Issues with Decision Support Systems 

Since the term decision support system’ was coined by Gorry and Scott-Morton [7] when 
suggesting a framework for improving management information systems (MIS), there have 
been many developments in this discipline. One of the most successful attempts to classify the 
characteristics of a DSS was by Alter [8] who created a taxonomy of seven categories, which 
could be further condensed down to two: data-orientated or model-orientated support systems. 
The bioenergy DSS models reviewed in this research are all model-orientated, spanning the 
representation and optimisation categories in Alter’s [8] classification, most support systems 
in use today are in these two categories [4]. Model-orientated decision support systems are 
typified by their user(s) and whether they integrate knowledge. This can be seen in the table 
below: 
 
Table 1. DSS types [9]. 

Type Description 
Personal DSS 
(PDSS) 

Small-scale systems that are normally developed for one manager, or a 
small number of independent managers, for one decision task. 

Group support 
systems (GSS) 

Decision responsibility is shared by a number of managers and a number 
of managers need to be involved in the decision process. 

Intelligent DSS 
(IDSS) / 
knowledge-based 
DSS 

Intelligent DSS can be classed into two generations: the first involved 
the use of rule-based expert systems and the second generation uses 
neural networks, genetic algorithms and fuzzy logic [Turban et al., 2005 
cited 9]. 

Knowledge 
management-based 
DSS  

Involves the combination of several areas including IT, organizational 
behaviour, organizational structure, economics and organizational 
strategy. 

 
Table 1, also illustrates the chronological order in which the field has developed. The earlier 
PDSS were intended for a single decision-maker or user. As the field developed, multiple 
decision-makers were accounted for in the DSS design. More recently, in the last two decades 
researchers have built in expertise to support systems to further support decision-making.  
 
Decision support systems have been extensively applied to a myriad of industries and 
problems over the past four decades, with Eom [4] reviewing over 25,000 published articles; 
however, he concluded theory-practice divide issues still persist. A paper by Arnott and 
Pervan [5] reduced the field’s problems to eight issues, of which the research has selected 
four relating to the theory-practice divide have been selected, listed in table 2: 
 
Table 2. DSS discipline key issues [adapted from 5]. 

Key Issue Comments 
Professional 
relevance 

Most DSS research is disconnected from practice.  

Research 
methods and 
paradigms 

DSS is more dominated by positivism than general IS [information 
systems]. Case study research is under represented. A long history of 
design science research could contribute methodologically to IS research. 

Theoretical 
foundations 

Around half of the papers have no explicit foundation in judgement and 
decision-making. Much DSS research is based on a relatively old 
theoretical foundation. 

Inertia and 
conservatism 

The relatively older types of PDSS and GSS still dominate research 
agendas. 
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The first and foremost issue is ‘professional relevance’, Arnott and Pervan [5] found “only 
10.1% of research is regarded as having high or very high practical relevance. On the other 
hand, 49.2% of research was regarded as either having low practical relevance or none at all”.  
Two of the papers, Hirschheim and Klein [10] and Banbasat and Zmud [11], which are cited 
in the focal article as giving possible explanations, point toward the disconnect between these 
two groups; both articles focus on the researcher and academia as the cause of the divide. 
With Hirschheim and Klein [10], in particular, analysing the performance of the discipline 
from an external, management viewpoint. They show how the practitioners’ expectations 
were not fulfilled – no matter how unrealistic. The issue with this defence is that it is bias and 
fails to consider, the practitioners’ role in this ‘disconnect’.  
 
There are a variety of possible explanations why decision support systems fail to get adopted 
by practitioners. The first being given by Rizzoli and Young [12] who found that decision-
makers lack trust in a DSS even if it is proven to be effective, opting for their own often sub-
optimal decisions. A case in point is a study of forestry operations decision-makers in Canada, 
who would rather rely on their own ability than computer software’s [Rooney, 1996 cited 1]. 
This was also found by Wierzbicki and Wessels [13:37] who discovered “the higher the level 
and experience of a decision-maker, the less inclined she/he is to trust in various tools and 
methods of decision analysis and support”. The second explanation may be as Brown and 
Vari [6] suggested “the practical impact of decision aids on business decisions is less easy to 
establish, due to the cloak of commercial secrecy…” with the successful DSS being used to 
achieve a competitive advantage rather than for publication. 
      
The second issue shown in table 1 is the research method and paradigm typically applied in 
DSS research. Arnott and Pervan [5] found that the discipline is still overwhelmingly 
positivist, their conclusion to remedy this was a greater reliance on case study research, and 
adoption of the interpretive paradigm. This issue is inextricably linked to ‘practical 
relevance’, possibly because academia has been guilty of pursuing ‘rigour over 
relevance’[11], and the classical hypothetico-deductive positivist paradigm is the most 
suitable method for achieving this rigour. Although, an interpretive case study would increase 
the practical relevance of a DSS publication, it is not necessarily the only method of 
addressing this issue. It is possible to increase relevance without requiring a paradigm shift; 
an experimental positivist or post-positivist DSS could increase practical relevance with the 
empirical testing of the model(s) through actual cases application. 
 
The third and forth issues follow on from the preceding problems in the general discipline. 
Arnott and Pervan [5] classified a paper as having a theoretical foundation if there was theory 
cited in the research design and result interpretation, they stated that the results in general 
DSS research was quite alarming, after finding just under half of all papers reviewed (47.8%) 
lacking a theoretical foundation. Additionally, they discovered that the older – more popular – 
types of DSS (PDSS and GSS) performed better than other DSS types. Finally, their research 
found that inertia and conservatism in the discipline, even accounting for the publication lag, 
meant that the newer types of DSS were not being fully adopted by academia. 
 
These four issues in the general decision support system field are still present, and have not 
been fully addressed over the past four decades. It is unclear who is at fault: practitioners, 
academia, or both.  However, it is clear in the context of this research problem, that if these 
issues are addressed by the bioenergy industry, their use and contribution will greatly 
increase.  
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3. Decision Support Systems in the Bioenergy Industry  

There have been many bioenergy decision support systems created for academic papers which 
address different issues in developing bioenergy projects. The research has excluded a small 
group of sustainability DSS papers, as they are beyond the scope of this research. A timeline 
of all the relevant bioenergy DSS literature has been compiled in figure 1; this is a substantial 
number of research papers considering this is a relatively new academic field. The extent to 
which DSS tools have been utilised in academic journals could be attributed to the complexity 
of effectively making decisions in the energy sector, making it is necessary to utilise some 
form of support model [14]. 
 

Cundiff et 
al. (1997)

A biomass supply chain 
configuration DSS model. 
This analysed supply chain 
configuration and its effect 

on delivered cost.
gBEDS: A two-level DSS for 
planning, implementing and 

optimising bioenergy 
projects in Japan. 

Analyses both location and 
supply chain decisions for 
district heating and cooling 

networks in Greece. the 
financial return. 

Location planning DSS 
for maximising forest 

biomass capture in Italy. 

Mitchell (2000)

BEAM: Originally developed to 
solve the problem of storing data 

from a series of trials of harvesting, 
storing and drying wood fuel. Later 

versions, investigated the 
relationship between feedstock 

supply and conversion on energy 
production cost.

IBSAL Model: Is a supply 
chain simulation model, 

which tracks material flow 
from field to biorefinery.

Freppaz et al. (2004)

Ayoub et al. (2009;2007;2006)

Frombo et al. (2009a;2009b)

EDSS: The environmental 
DSS model analyses 
location planning and 

technology configuration to 
optimise decision. 

Rentizelas and Tatsiopolous 
(2010) and Rentizelas et al. (2009)

1990s 20022001 20042003 20062005 20082007 2010200920001980s

Stokhansanj 
et al. (2006)

van Dyken et 
al. (2010)

eTransport is a DSS 
currently under 

development. The DSS 
aids in planning and 

configuring supply chains.

Voivontas et al. 
(2001)A DSS for representing 

agricultural biomass 
residues and power 

plant location.

Nagel 
(2000)

DSS to optimise the 
district heating pipe 

network in an isolated 
case study area.

Tatsiopoulos and Tolis 
(2003)

A supply chain configuration 
model for cotton biomass in 

Greece.

Yue and Yang (2007)

A DSS for exploiting renewable 
energy sources (including biomass) in 

Taiwan. Analysing cost, incentives 
and return on investment.

Tittman (2010)

BSM: A techno-economic 
facility siting and supply 

chain configuration DSS for 
California in 2015.

Fig. 1.  Annotated timeline of model-oriented bioenergy DSS research. 
 
The timeline highlights 13 DSS models created for developing bioenergy projects, primarily 
spanning two decades, with most models being created in the last 10 years. The timeline gives 
a brief overview of each DSS and shows the publication lag, or when explicitly stated in the 
article, when research began.  
 
4. Methodology 

The paper gives an exploratory insight into what a bioenergy project developer requires from 
a DSS. The primary data for this research was gathered by creating a questionnaire for 
practitioners, which analyses their opinion on the existing bioenergy research papers traits. 
 
From the descriptive statistics gathered from the analysis of the DSS characteristics (table 3), 
a scale of importance was attributed to each characteristic. The frequency ranking scale was: 
low (0-2 articles); medium (3-5 articles); high (6-8 articles); very high (9 or more articles). 
 
4.1. Bioenergy DSS Characteristics  
Before it is possible to assess the focus of bioenergy decision support systems, it is necessary 
to analyse their characteristics. To achieve this key attribute categories have been created, 
some relate to the configuration of the DSS, such as: type of DSS, intended user(s), research 
paradigm etc; whereas, the remaining characteristics relate to the professional relevance and 
model application. The scales attributed to each of the characteristics varies, most are non-
parametric nominal scales. In some cases a simple dichotic yes/no choice was utilised, as seen 
in table 3. 
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Table 3. DSS Characteristic Classifications. 
Category Classification 

Type of DSS 
 

This characteristic refers to the DSS design. The bioenergy DSS models are 
categorised as: personal (PDSS), group (GSS), intelligent or knowledge-
based, or knowledge management-based. 

User(s) 
 

The categories for this measure are: national or regional 
planners/developers, local developers, investors and not stated. Importantly, 
if the intended user of the decision support tool is not explicitly stated in the 
research paper then they are categorised as not stated. 

Research 
method 

The research method and paradigm categories are based on the Arnott and 
Pervan [5] classification: non-empirical conceptual, illustrative or applied 
concepts; empirical objects or events and processes. 

Practical 
relevance 

This is the foremost issue with decision support systems. As the Arnott and 
Pervan [5] paper utilised a subjective scale, administered by a group of 
experts to judge whether the article had practical relevance (none, low, 
medium, high, very high). It was important to implement a similar system, 
with a less interpretive grounding. Table 4 applies a measure for each 
existing bioenergy articles. 

Theoretical 
foundation 

 

The method of judging whether a bioenergy DSS paper has a theoretical 
foundation will be the same as applied in Arnott and Pervan [5]. They 
distinguished between only citing other theory in the introductory chapters 
and citing theory in the method and discussion sections, as no theoretical 
foundation or having a theoretical foundation respectively. 

Project 
lifecycle 

The research also categories the DSS models by the targeted phase in the 
bioenergy project lifecycle, the phases are: planning, construction and 
operation [15]. As decisions are made throughout a project’s lifecycle 
phases, it was important to ascertain where the current support systems 
focused. 

Model output The bioenergy model output(s) were also recorded as: financial, non-
financial or multiple. 

 
As the theory-practice divide and whether decision support systems are worth the effort, is the 
primary focus of this research, emphasis has been placed on creating a practical relevance 
scale, as seen in the table below: 
 
Table 4. Scale for establishing practical relevance. 
Relevance Measure 

Low Hypothetical case  
Medium Single application or case study 
High Multiple practical uses 
Very high Multiple practical uses and application examples 
 
This research argues that a DSS which is possesses multiple practical uses; meaning it can be 
applied to multiple cases to solve problems (generalisable), will have the highest practical 
relevance. Moreover, if this is also demonstrated in the academic article, as opposed to merely 
stating a support system’s generalisability, then this achieves ‘very high’ practical relevance. 
 

 

13



4.2. Practitioner Questionnaire 
A simple closed choice questionnaire, with a five-point Likert style scale for importance 
(none, low, medium, high, very high) was designed to explore whether bioenergy project 
developers placed similar emphasis on the characteristics in the existing bioenergy support 
systems. Due to the constraints of the research paper, the questionnaire is not included, but is 
available on request. The results of the questionnaire can be seen in table 5. The respondent 
organisation is a SME developer of biomass combined heat and power projects in the UK. 
 
4.3. Research Limitations 
The research is currently limited to one organisation, but this is because the research is on-
going. Although, this is presently a limited sample size, its contribution remains as the first 
study to explicitly state the practitioner’s view.   
 
5. Results 

The results table (5) below, illustrates the comparisons between the academic and practitioner 
weighting: 
 
Table 5. Results table. 

Characteristic Application Academic Weighting 
(no.) 

Practitioner 
Weighting 

Type of DSS PDSS Very high (10) High 
GSS Low (0) High 
Knowledge-based Medium (3) Very high 
Knowledge mgmt’ based  Low (0) Low  

User(s) National or regional Low (1) Very high  
Local  Low (0) Very high 
Investor Low (1) Very high 
Implied/not stated Low importance (10) Very important 

Method Empirical High (7) High 
Non-empirical High (6) Low 

Practical 
relevance 

Low/med (single application) Very high (10) High  
High/v.high (multiple 
applications) 

Medium (3) Very High 

Theoretical 
foundation 

Yes Low (2) Very high 
No Very high (11) -  

Bioenergy 
lifecycle phase 

Planning Very high (13) Very high 
Construction Low (0) Very high 
Operation Low (0) Very high 

Model output Financial High (7) Very high 
Non-financial Low (2) High  
Both Medium(4) - 

 
5.1. Analysis 
The results highlighted that the foremost issue of practical relevance  in the bioenergy sector 
was an improvement on the Arnott and Pervan [5] findings, with 3 models or 23.1%  
classified as having a high or very high practical contribution, as opposed to only 10.1% of 
their sample were categorised as such. Although, it is not possible to truly know if the criteria 
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for assessing this were exactly the same, this verifies the research paper’s interpretation of the 
practical relevance scale. 
  
Moreover, the user(s) of the bioenergy DSS tended not to be mentioned or explicitly stated 
(76.9%) in the bioenergy publications, this can only support the argument for the lack of 
relevance, as the user is most likely the practitioner. This is something that the respondent 
organisation felt particular strong about, stating that it is very important to target each user 
group, and to explicitly tailor a DSS to their requirements. However, there is a general 
agreement between the academic and practitioner viewpoint on the most suitable output of the 
model, with the most emphasis placed on financial performance measures. 
  
The bioenergy lifecycle phase results are also particularly interesting, as all of the 13 
bioenergy models supported decision-making in the planning phase: in supply chain planning, 
location planning or both. None of the existing models supported the decision-maker in the 
later phases of a project’s lifecycle; this highlights a need for further work considering that 
the respondent classified all phases as equally important. 
 
The second issue raised was the lack of case study research and positivist paradigm 
dominance in the general DSS field. This was found to still be present in the bioenergy 
development models, with all papers reviewed having a positivist paradigm. Although, there 
was a high level of case study research found, with more than half of the bioenergy support 
systems possessing empirical data from case studies. This importance was also expressed in 
the respondent organisation’s support for empirically grounded case studies. 
 
The existing bioenergy research performed worse than the general discipline with regard to 
the theoretical foundation. This category classified 11 of the 13 models as not having a 
theoretical foundation in the model development and result analysis sections of the academic 
paper, this is considerably higher than the 47.8% found by Arnott and Pervan [5]. 
Furthermore, PDSS represented the majority of existing models, illustrating the inertia and 
conservatism within the discipline; although, it can be seen that group support systems were 
not adopted, the more recent knowledge-based DSS did quite well in this sector (23.1%).  
 
6. Conclusion 

From analysing the current issues in general DSS research (section 2), it is clear that the four 
issues relating to the theory-practice divide are interlinked; what wasn’t clear was whether the 
bioenergy DSS research suffered from the same shortcomings. The bioenergy article analysis 
and the primary research in this paper have shown that for the most part they are still present. 
This could, therefore, explain why there is little evidence of practical adoption. 
 
Arguably, if the purpose of building a DSS is to support decision-making, then practical 
application has to be regarded as the most important parameter. The most suitable way of 
addressing this issue is to design a system tailored to the decision-maker – this does not 
appear to be a priority of the existing research. Acknowledging and explicitly integrating the 
requirements of the user into the model building and testing stages will undoubtedly increase 
adoption. Furthermore, if generalisable model-orientated support systems have the highest 
level of practical relevance, then where possible they should take preference over a single use 
model.  Finally, creating knowledge-based or intelligent DSS models which allow for group 
decision-making will not only reduce the conservatism issue but also allow for a potentially 
greater contribution. Addressing the issues raised in this paper is undoubtedly the first barrier 
to realising the full potential of decision support systems in the bioenergy industry. 
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6.1. Further Work 
Firstly, as the research presented is at an early stage, the next step is to increase the 
respondent sample size to include national and regional developers and investors, to better 
ascertain what functionality bioenergy project developers require. Moreover, a larger sample 
size would allow for inferential statistical analysis, adding a greater level of depth to the 
research. Secondly, as there is no research into decision support models for the latter phases 
of a bioenergy lifecycle, this presents an interesting new avenue of enquiry.  
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Abstract: Events in recent decades have placed climate change at the top of the political agenda. In Sweden, 
energy-intensive industries are responsible for a large proportion of greenhouse gas emissions and their ability to 
switch to renewable energy sources could contribute to the transition to a decarbonised economy. This 
interdisciplinary study has its starting point in three energy-intensive industries’ opportunities to take part in the 
development towards increased refining and use of biomass. The study includes the pulp and paper industry, the 
iron and steel industry and the oil refining industry, each exemplified by a case company. It can be concluded 
that there are several technological options in each industry. On the other hand, implementing one option for 
increased use of biomass in each case company could demand up to 34% of the estimated increase in Swedish 
biomass supply, in 2020. Additionally, in a longer time perspective none of the case companies believes that the 
amount of biomass in the Swedish industrial energy system have the possibility to increase significantly in the 
future. 
 
Keywords: Biomass, Energy-intensive industry, CO2 emissions, Case study. 

1. Introduction  

Increased awareness of the effects of climate change has placed mitigation of greenhouse gas 
emissions at the top of the political agenda, urging a transition to a decarbonised economy. 
Sweden has taken a prominent position in the international discussions about this transition 
and is simultaneously creating national policies to mitigate climate change, for example the 
green certificates for generation of electricity from renewable energy sources. In Sweden, the 
industrial sector represents one third of the total energy use and in 2008 this sector used 151 
TWh [1]. The Swedish pulp and paper, iron and steel and oil refining industry accounted for 
more than 70% of the energy use (50%, 15%, 7% resp.) in the industrial sector and  were 
responsible for 44% of the CO2 emissions from Swedish companies (that are a part of the 
European Emission Trading Scheme) in 2008 [2]. Therefore their ability to switch to 
renewable energy sources could contribute to mitigate climate change effects. Since a large 
part of Sweden is covered by forest or agricultural land, biomass has the potential to be one of 
these renewable sources.  
 
Several studies have analysed the options for biomass use in Sweden [3; 4]. More specifically, 
the potential for increased biomass use and refining in the pulp and paper industry is analysed 
by e.g. Andersson [5]. Berntsson et al [6] and Johansson et al. [7] analyses the biomass use in 
the oil refining industry and Norgate and Landgate [8] investigates the same issue for the iron 
and steel industry. This study includes these three industries in order to get a comparative 
view on the potential for biomass use and refining in Swedish energy-intensive industry. 
However, it is important when studying these industries jointly to take into account their 
different prerequisites for use and refining of biomass, regarding current feedstock as well as 
processes. The aim of the study is to investigate how these industries can contribute towards a 
future increased use and refining of biomass. A case study approach is used and three case 
companies are studied, one for each industry. The aim of the study is evaluated through three 
research questions; 1) What are the possible technological options for increased use and 
refining of biomass for the studied industries? 2) If implemented in the case companies, what 
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amount of biomass would these technological options require compared to the potential of 
increased biomass supply in Sweden 2020? 3) What possibilities and obstacles do the case 
companies recognize for increased use and refining of biomass in their industry? 
 
2. Methodology 

This interdisciplinary study illuminates both technological options and business strategies, 
revealing conflicting and co-operational interests and creates the potential for a profound 
understanding of sustainable future development in this area. The study is based on a case 
study approach and both interviews and literature surveys are used to collect data. For 
research question 2 and 3 each industry is represented by a case company, which are 
presented at the end of this section. The case companies are chosen since they all have an 
ambitious attitude to climate change mitigation activities and have shown interests in 
collaborations with universities. 
 
The first research question is answered by a literature survey, in which the following 
commercial technologies are included; pyrolysis, catalytic cracking, hydro cracking and 
production of wood-fuel pellets. Not commercially available technologies included are second 
generation ethanol fermentation, biomass gasification, lignin extraction and black liquor 
gasification.1  Technologies in an early stage of development or with a limited potential to 
increase the use and refining of biomass in the industrial sectors were not included in this 
study. The included technologies are based on wood and agricultural biomass and do not 
compete with the core capabilities of the case companies. For the second research question the 
result of the first is combined with the different preconditions at the case companies and the 
potential future biomass demand. However, only technologies that are possible to implement 
at each case company are evaluated. The results for the third research question are based on 
qualitative and semi-structured interviews. Two representatives for each case company were 
interviewed, one at corporate group level and one at facility level.  
 
In this study biomass is considered to be a limited resource. The biomass required to 
implement a technology is therefore compared to the future potential of increased biomass 
supply in Sweden. Several studies have estimated the increase in supply of wood and 
agricultural biomass, in Sweden. In this study a moderate increase of biomass supply has been 
used, estimated of 38 TWh/year in 2020 in reference [9]. 
 
The studied case companies are; Södra Cell for the pulp and paper industry, SSAB for the iron 
and steel industry and Preem AB for the oil refining industry. For the calculations in research 
question 2, the following specific facilities are used; Södra Cell Värö that produced 380 
ktonnes of kraft pulp [10], SSAB Strip Products in Luleå that produced around 2.2 Mtonnes 
of steel slabs and 750 ktonnes of coke [11] and Preem’s refineries in Lysekil and Gothenburg 
with annual oil refining capacities of 11.4 Mtonnes and 5 Mtonnes of crude oil respectively in 
2008[12]. The choice of facilities limits the study to kraft pulp mills2 for the pulp and paper 
industry and to integrated steel plants3 for the iron and steel industry. Additionally, the 
refinery in Gothenburg is smaller and less complex than the refinery in Lysekil.  
 

                                                           
1 More information about these biorefining technologies can be found in Johansson et al [13]. 
2 Chemical pulp and not paper is the final product.  
3 The processes are based on iron ore.  
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3. Results 

This section presents opportunities for increased use and refining of biomass in the three 
energy-intensive industries studied. Furthermore, the amount of biomass required for the 
options are related to the estimated increase in biomass supply in Sweden in 2020. 
Additionally, the case companies’ views on future increased use of biomass in their industry 
are presented. To distinguish the results based on interview outcomes from results based on 
calculations or literature studies all interview references are marked with an asterisk. 
 
3.1.  Pulp and paper industry 
For the pulp and paper industry, with its wood biomass based processes and extensive 
experience of logistics of timber, the increased demand for biomass has lead to increased 
competition for the industry’s raw material but also opened new opportunities for increased 
refining of intermediate and by-products. The existing infrastructure for transportation of raw 
materials, storage possibilities on site and knowledge of handling of biomass can facilitate 
increased import of biomass as well as export of products based on biomass. 
 
Like the industry in general, the case company Södra Cell is affected by the changes in its 
environment. The price of biomass, chemicals and energy affect the production cost, on the 
other hand energy prices also affect Södra Cell’s incomes positively [14]*. Södra Cell’s 
strategy is to increase energy efficiency in order to minimise purchased energy so that only 
raw material is bought and additionally the company wishes to become independent from 
fossil fuel [14]*. This is achieved by increasing the efficiency of the production processes, 
through technological choices adapted to the different prerequisites at Södra Cell’s three 
Swedish mills. The mill in Mönsterås has invested in a condensing turbine to increase 
electricity production, Södra Cell Mörrum is planning a LignoBoost4 process and Värö’s mill 
installed a bark drier during 2009. The company is interested in using new technologies for 
producing non-cellulose-based products, e.g. district heating, electricity, lignin or tall oil, but 
only as long as these are produced from residues and thus do not compete with pulp 
production [14]*. All these alternatives offer the possibility of increased export of energy 
products without increasing the total import of biomass to the facilities. Policies, particularly 
the green certificates for electricity, have contributed to justify activities that improve energy 
efficiency and investment in new technologies. 
 
In the case of replacement of the recovery boiler or increase in production capacity in a kraft 
pulp mill, gasification of black liquor could be an interesting alternative. The technology is 
currently at the demonstration plant level and it is argued by Pettersson and Harvey that a 
large scale implementation is unlikely to occur before 2020 [15]. Their conclusions are based 
upon a study of energy and material balance consequences of implementation of black liquor 
gasification for production of DME in a model mill. They argue that pulp mills will be more 
energy efficient by 2020 (using best available technology of today). The study shows that one 
consequence would be an increased biomass demand that, in the case of Södra Cell Värö 
would correspond to about 700 GWh/year. Södra Cell claims that the main barrier for 
implementing this technology is the high investment cost of the gasifier [14]*. Ekbom et al. 
[16] estimated the investment cost for a large scale gasifier to be more than twice the cost for 
a recovery boiler with the same capacity. Furthermore, the technology would also compete for 
biomass feedstock with the LignoBoost process [14]*. Finally, a sign of another path of 
development with a slightly different character is Södra Cell’s research on green chemicals, 

                                                           
4 A process for separating lignin from black liquor. The lignin is sold as high value fuel. 
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which is conducted at the headquarters in Växjö by an R&D team of 50 peoples based in Värö 
[14]*.  

3.2. Iron and steel industry 
The spectrum of options to increase use and refining of biomass in an integrated steel plant is 
narrow, but the existing options have great potentials to reduce the industry’s CO2 emissions. 
An integrated steel plant can replace some of the coke used as reducing agent in the blast 
furnace, with biomass derived products such as charcoal, syngas, methane and ethanol. 
However, it is not possible to substitute all the coke in the blast furnace as coke acts as a 
physical support material and hence ensures correct gas permeability, process temperature and 
process drainage. Moreover, gasified biomass can be used as fuel in the steel plant’s heating 
furnaces and replace the fossil fuel used today. Another option for an integrated steel plant is 
a partnership in an industrial symbiosis together with a biorefinery. For example, excess heat 
from the steel plant can be used by an ethanol plant and the ethanol can be used as reducing 
agent in the blast furnace or as transportation fuel in the steel plant’s vehicles. Furthermore, 
an integrated steel plant can cooperate with a gasification plant and a Direct Reduced Iron 
(DRI) plant. The DRI plant can use syngas from the gasifier together with coke oven gas as 
reducing agent and DRI can be charged into the blast furnace or into the converter. 
 
The interviewed representatives at the case company SSAB Strip Products state that a large 
scale replacement, of for example coke with products derived from biomass in the blast 
furnace, would need an extensive amount of biomass which makes it unlikely to be realized 
[17]*. Calculations for SSAB Strip Products demonstrate that a replacement of the pulverised 
injection coal with pulverised charcoal would demand approximately 4.4 TWh/year5 of dry 
wood. If instead bio-methane was considered for injection, it would be possible to replace one 
third of the injection coal without affecting the blast furnace process [17]*, which would 
demand approximately 1.5 TWh/year of methane. If the methane is produced through 
gasification of biomass it would demand about 2.5 TWh/year6 of dry wood. However, SSAB 
Strip Products identifies a risk in substituting coke with products derived from biomass as a 
substitution could affect the quality of the products, before the process is optimised, which 
could reduce the company’s competitiveness [17]*.  
 
The development of CO2 prices and the global raw material markets will probably have the 
greatest impact on SSAB Strip Products’ choice of future development path [17]*. Currently, 
energy-rich process gases are exported from SSAB Strip Products and used as fuel in a 
combined heat and power (CHP) plant. With regard to biomass use, the representatives from 
SSAB Strip Products consider it a better option to investigate possibilities to use excess 
energy-rich gases from the steel production internally at SSAB Strip Products and use 
biomass in a CHP plant [17]*. As a result of this line of reasoning, the company is increasing 
the efficiency of its energy system and aims at reducing its CO2 emissions by 2% by 2012, 
which corresponds to 130,000 tonnes of CO2 [11].  
 
3.3. Oil refining industry 
In a transition to more sustainable production and use of fuels the oil refining industry could 
play an important role with its extensive experience in processing and converting petroleum 
oil products into valuable fuels. The oil refining industry has the opportunity to use existing 
equipment for refining of biomass. By using the existing catalytic cracking unit or the 
                                                           
5 Calculations were based upon a biomass-carbonisation kiln with a weight-basis yield of 37%. 
6 In the calculations, a gasification plant with a biomass to SNG conversion efficiency of 60% is used. 
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hydrotreating unit bio-oils can be upgraded to transport fuels that meet the existing fuel 
standards. At present, there is an increasing demand of hydrogen in the oil refining industry 
which is due to a process change into more valuable products, e.g. diesel, aviation fuel etc. 
This increasing demand can be supplied by production of hydrogen trough gasification of 
biomass. Moreover, hydrogen could also be produced by natural gas steam reforming and 
indirect use of biomass via production of synthetic natural gas (SNG). Another option for 
utilisation of biomass in the oil refining industry is gasification followed by Fischer Tropsch 
synthesis. This process could be placed on-site at the refinery or off-site, closer to the biomass 
feedstock. To maximise the production of Fisher Tropsch diesel and improve the efficiency, 
the by-products from the process, naphtha and wax, could be further utilised in existing 
refinery processes. 
 
Results from the interview with the case company for the oil refining industry, Preem AB, 
show that they considers biomass as a raw material that could be used in their processes, since 
this offers a new business opportunity and the company seems eager to be an early mover in 
the market for green diesel [18]*. On the other hand this can also be regarded as a matter of 
survival for Preem AB, since many European oil refineries of the same size as Preem AB’s 
refinery in Gothenburg have faced bankruptcy lately [18]*. Preem’s strategy for the future 
consists of two parallel paths: developing the Gothenburg refinery towards the production of 
green diesel and increasing the complexity of the Lysekil refinery for refining of crude oil 
[18]*. This strategy includes a recently started biomass-based hydrotreating process in 
Gothenburg, which is regarded as a step between the first and second generation renewable 
fuel, i.e. fuel production based on gasification. Karlsson and Nyström [18]* explain that 
regarding the development of gasification, they consider cleaning after the process as a huge 
challenge which demands co-operation by industry, universities and the government, in order 
to reduce risks and exchange competencies.  
 
Calculations for Preem AB´s refineries in Sweden show that replacement of the total 
hydrogen demand through gasification7 of solid biomass would demand approximately 1.2 
TWh/year at Gothenburg refinery and 6.60 TWh/year at Lysekil refinery. However, if 
hydrogen is produced through gasification of pyrolysis oil, i.e. including a pyrolysis pre-
treatment step for the biomass, biomass requirements of 1.7 TWh/year in Gothenburg and 9.2 
TWh/year in Lysekil are needed. With regard to hydrogen production trough steam reforming 
of SNG, supplying Preem’s refineries in Gothenburg and Lysekil would require 
approximately 1.8 and 9.5 TWh/year biomass respectively. It is important to stress that these 
requirements are based on the current total hydrogen demand and on the assumption that it is 
possible to replace the whole demand. More detailed calculations about biomass gasification 
in Gothenburg are found in Johansson et al. [7].  
 
The adjustment of the refinery in Lysekil for optimal use of crude oil, is motivated by the 
belief that there will continue to be a market for liquid fuel from crude oil, due to crude oil’s 
efficiency as an energy carrier and its relative low cost [18]*. Since biomass is a limited 
resource Preem AB’s plan is a 30% blend of green diesel into fossil diesel. Calculations 
shows that the production of 100 000 m3 diesel, with a 30% renewable content, will at the 
refinery in Gothenburg refinery demand 1.15 TWh/year of raw tall oil, requiring 55% of the 
total Swedish raw tall oil production.  Although tall oil is the first biomass-based raw material 
Preem AB is investigating other options are for example used oils and oil from algae [18]*. 
                                                           
7 Calculations are based on assumptions presented in [13] and for gasification for hydrogen production updated 
with result from [7]. 
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3.4. Future prospective 
Even though current policies try to stimulate use of biomass as a source of energy and several 
technological options are possible, none of the case companies believes that biomass will 
increase significantly in the Swedish industrial energy system over a longer time perspective. 
The reason for this is that biomass is regarded as a limited resource and neither SSAB Strip 
Products nor Preem believe that biomass could represent a large-scale substitute for the 
currently used fossil fuel. The case companies’ views on biomass as a limited resource are in 
line with the result that is obtained when calculating the biomass demand from the previous 
described technologies in comparison with the future increase in biomass supply in Sweden 
until 2020. 
 
The biomass demand for the technological options that can be seen in Fig. 1 show a large 
share of the biomass considered to be available for new actors in 2020. However, it is 
important to note that the potential described above is the highest possible demand; some of 
the technologies may be implemented in a smaller scale, needing less biomass. Furthermore, 
it is not possible to implement all technologies described in section 3.1-3.3 in one facility 
within the case company at the same time as some of them compete for the same resources or 
supply the same feedstock. 

 

Fig. 1. The share of future increase in biomass supply that is needed if a technology to increase 
biomass use/refining would be implemented at each case company. Note that this is the highest 
biomass demand. Options not requiring increased import of biomass or do not significantly affecting 
the CO2 balance at the case company are not included. 
 
Adding the biomass demand for hydrogen production from biomass gasification at Preemraff 
Lysekil and Gothenburg, injection of pulverised charcoal at SSAB Strip Products and black 
liquor gasification at Södra Cell Värö would require 34 % of the total  increase of biomass 
supply in 2020 (38 TWh/year [9]). For the pulp and paper industry the only option that 
requires increased import of biomass is included, in the oil-refining industry the hydrogen 
production alternative with the most efficient use of biomass is included and for the iron and 
steel industry the option substituting the largest amount of fossil fuel is included. 
 
Despite the somewhat pessimistic view of biomass potential as a future feedstock the 
representatives we met at both Södra and Preem appreciate that the companies they represent 
have chosen to become actively involved in environmental issues. In a longer perspective, 
Södra hopes that they still can use biomass for their current core business, pulp production, 
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and additionally for production of e.g. composite material, cloths, chemicals or medicine 
[14]*. SSAB Strip Products does not believe that any biomass technology will be 
implemented at their facility. Instead they believe that available excess heat will be integrated 
with surrounding energy systems, in which biomass could be one of several feedstocks [17]*. 
In contrast, Preem´s strategy for the refinery in Gothenburg to remain competitive is to 
modify existing infrastructure for production of both renewable and fossil diesel. Preem fears 
that competition for biomass as a feedstock between different industrial sectors will be more 
important in a longer perspective than competition within the oil refining industry [18]*. 
 
4. Discussion and Conclusions 

The study shows several possibilities for increased use and refining of biomass in the three 
industries studied:  Kraft pulp mills can export by-products either unrefined or refined into 
higher value added products. Additionally, oil refineries can import biomass feedstocks for 
the production of green diesel or hydrogen and integrated steel plants can use biomass-derived 
products as reducing agent in the blast furnace. Finally, all three industries have options to 
export excess heat to biorefineries with demand for heat. 
 
This study shows that technologies for increased use and refining of biomass implemented at 
three energy-intensive industries would require up to 34% of the Swedish potential for 
increased supply of biomass in 2020. Although estimations of the increase in biomass supply 
is very uncertain, the fact that biomass is a limited resource have been recognized by the case 
companies. Hence, it is important to evaluate the options in relation to alternative scopes of 
use for the biomass before any new investments are made. One important issue to address is 
how the biomass is most efficiently used in order to reduce CO2 emissions. Furthermore, the 
market for biomass is global and biomass price and expected profits for the purchaser will 
probably have an impact on where the biomass will be used in the future. There are large 
differences in required amounts of biomass for the different industry sectors, which could 
affect the probability of realization of the options. Companies located near harbours may have 
a financial advantage on the global biomass market since transportation costs can be reduced.  
Finally, it is vital from an environmental point of view that the biomass resources are 
exploited in a sustainable way with re-planting and responsible land-use. 
 
Regarding the case companies, both Södra Cell and Preem are investigating possibilities to 
introduce new technologies for increased use and refining of biomass and have identified this 
as a new business opportunity. On the other hand, SSAB Strip Products considers biomass a 
too limited resource, especially compared to coal and coke, which the company uses today, 
and is not interested in investing in facilities not related to its core capabilities. The interview 
results for Södra and SSAB Strip Products are in line with the results from the calculations. 
For Preem, the calculations indicate that a large amount of biomass would be required for the 
different options (see Fig 1), which would constitute a barrier for implementation. In the 
interviews the company has an optimistic view on implementing options for increased use and 
refining of biomass. However, these options are based on using existing infrastructure but 
adopting it to biomass based feedstock and are thus not the same technologies as in our 
calculations. 
 
This study concludes that opportunities for Swedish energy-intensive industry to increase use 
and refining of biomass exist, but with many potential barriers for implementation. However, 
the study points towards a trend in Swedish energy-intensive industries; the industries are 
more aware of their CO2 emissions and seek options to be more climate neutral.  
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Abstract: The paper’s aim is to use a bioenergy supply chain management approach in order to reinforce 
sustainable development in a likely scenario of competition between bioenergy and the production of other 
goods extracted from wood. This competition is perceived as a threat because it may lead to an increase in raw 
material and energy prices and reduce the competitiveness of the European pulp & paper industry compared to 
other regions of the world. The key question is then: is bioenergy the big bad wolf in the forestry sector or an 
opportunity for improving the sustainability of biomass-based supply chains? The work assumes bioenergy as an 
opportunity because a systemic approach to bioenergy systems’ optimization can lead to performance 
improvement beyond the boundaries of a single company and increase the sustainability aspects of the entire 
network. The results are based on content analysis conducted by a literature review and information gathering 
from relevant publications in the field. 
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1. Why sustainable supply chain management is important? 

The energy price shocks of the 1970s served as a major incentive to revisit energy practices. 
As a result, several nations launched efficiency programs and tried to develop solutions to 
replace hydrocarbon fuels. However, for some time low oil prices has been a barrier and 
preventing renewable energy from taking up on large commercial scale [1]. More recently, 
renewables gained new momentum as a result of favorable policies, such as in the EU where 
the target is to reach 20% of renewables by 2020. Nevertheless, the development of 
renewables is by no means given. The increasing availability of gas and the delayed removal 
of fossil fuel subsidies could again hamper the competitiveness of renewables for many years 
to come [2]. 

At present, we are facing a new crisis based on the depletion of natural resources, expected 
scarcity of fossil fuels, increasing energy prices worldwide, increasing global competition for 
fuels, and global efforts to reduce greenhouse gas emissions. In this context, energy from 
renewable sources remains a key component to mitigate environmental risks and increase 
energy security. According to the International Energy Agency, renewable energy sources – 
such as wind power, solar energy, hydropower and biomass – responded for only 12.9% of 
the global primary energy supply and 18.7% of the global electricity production in 2008. IEA 
calculates that, without new policies in place, global primary energy demand could increase 
by 45% by 2030 compared to 2006 levels. Transportation could account for 57% of the global 
primary oil consumption, compared with 52% now and 38% in 1980. The agency emphasizes 
the need for policy actions in order to change the so-called “business-as-usual” scenario and 
foster an increased share of renewables in the future global energy mix [3]. 

Certainly, the need to shift energy systems towards renewable sources is well recognized. 
This tends to put a lot of emphasis on technology development. However, intensifying the use 
of renewable energy systems is not only a technological challenge. To optimally explore 
constrained renewable resources (e.g., forest-based biomass), technological management 
challenges have to be faced. This paper assumes that a strategic use of bioenergy supply 
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chains, in particular the use of the concept of sustainable supply chain management in the 
forest-based bioenergy systems can improve the sustainability aspects throughout the chain.  

1.1. Sustainable Supply Chain Management 
Lambert et. al. (1998, p.1) describes supply chain management (SCM) as “the integration of 
key business process from end-user through original suppliers, that provides products, 
services and information that add value for customers and other stakeholders” [4]. In 2001, 
Mentzer et. al. (2001, p.18) has outlined a complementary definition that defines SCM as “the 
systemic , strategic coordination of the traditional business functions and the tactics across 
these business functions within a particular company and across businesses within the supply 
chain, for the purposes of improving the long-term performance of individual companies and 
the supply chain as a whole” [5].   Nowadays, the Council of Supply Chain Management 
Professionals (CSCMP) describes supply chain management as “the planning and 
management of all activities involved in sourcing and procurement, conversion, and all 
logistics management activities. Importantly, it also includes coordination and collaboration 
with channel partners, which can be suppliers, intermediaries, third party service providers, 
and customers. In essence, supply chain management integrates supply and demand 
management within and across companies” [6]. Svensson (2007, p.263)  and Cater & Rogers 
(2007, p.368) argue that in order to SCM become sustainable it should integrate and equalize 
economic profit, environmental and social goals to long-term performance of individual 
companies as well as their supply chains [7] [8]. 

In this context, the sustainable supply chain management concept in general is understood as 
the management of services, products and raw materials along the chain – from suppliers to 
manufacturer and/ service provider to final consumer and back again in the cycle – with 
improvements  to the environmental and social goals. The interaction between suppliers and 
consumers is understood by this work as the flows of energy, materials, and greenhouse gases 
emissions from suppliers to consumers.  

This study assumes that if forest-based biomass is to compete with fossil fuels, there is a need 
to create more reliable and constant supplies of bioenergy on a long-term basis and a more 
efficient distribution to points of consumption in more sustainable ways. 

1.2. Methodological approach 
The paper’s originality is the use a bioenergy supply chain management approach instead of 
the commonly used “Command & Control” mechanisms (i.e., legal standards, taxation and/or 
subsidies) in order to reinforce sustainable development in a likely scenario of competition 
between bioenergy transformation (e.g., heat and electricity) and the production of other 
goods extracted from forest-based biomass. 

In order to complete this work, the methodological approach was based on a content analysis 
conducted by a literature review and information was gathered from relevant publication 
found on hard copy publications and electronic journals provided by well-known publishers 
(e.g., Willey and Elsevier). 

1.3. Work Structure 
This paper is divided into 4 main sections. First section has introduced the sustainable supply 
chain management concept used in the paper and background information about the 
management challenge and the methodology used in the study. Second section presents the 
findings related to biomass as an important renewable source and the significance of adding 

 

26



value along its production chains. The third section discusses the need to understand the re-
distribution of available resources in an increasing competitive environment. Finally, the forth 
section indicates an option to shift from the perspective of bioenergy as a threat to the 
perception of opportunity in the forest-based supply chain. 

2. Forest-based biomass: now and beyond 

The EU RES Directive aims to promote the use of energy from renewable sources. Each 
Member State has to achieve a specific target so that, as a whole, the EU shall have 20% of 
the total energy based on renewables by the year 2020. The Directive sets a common vision 
for the EU. It also contains a roadmap to cut down 20% of the EU greenhouse gases 
emissions [9]. The Directive sets an important framework alongside with the European 
Strategic Energy Technology Plan (SET-Plan) for reducing the EU’s oil dependence, which is 
also illustrated by the target set for the transport sector: 10 % biofuels by 2020. Although the 
EU is expected to fall short on the 2010 target of 5.75% biofuels, it is expected to reach 
beyond the 2020 target. 

In this context, renewable energy is assuming an increased prominence among Member 
States, mostly motivated by security of supply as well as greenhouse gases emissions 
reduction objectives. Among the Member Countries, Sweden is often regarded as one of the 
frontrunners concerning the development, promotion and implementation of renewable 
energy policy and technology. The Swedish mandatory target for the share of energy from 
renewable source in gross final consumption of energy in 2020 is 49%.  On the other hand, 
the proportion that is forecasted by the Swedish Energy Agency (SEA) sums up to 50.2% in 
the same period. This means that Sweden shall reach beyond the binding national target by 
1.2% and this trend can be traced in the considerable expansion of renewable energy of the 
last years [10]. 

In 2008, the Swedish share of renewables was 44.1%. This corresponds to an excess of 
approximately 2.5% already above the indicated trajectory for 2011-2012 period [11]. A very 
important part of this success lies on the national expansion of the bioenergy sector during the 
last few decades [12].  

The RES Directive is not the only driving force affecting bioenergy utilization. Ling and 
Silveira (2005) consider that current policies being applied in the EU enhance the condition 
but there are also other important forces such as internationalization of the bioenergy 
segment, integration of bioenergy systems with other transformation processes, and the fact 
that bioenergy is becoming a mainstream alternative.  In line with this perception, a biomass 
study carried out by McKinsey and Pöyry for the Confederation of European Paper Industries 
(CEPI) indicates that meeting bioenergy targets set by the RES Directive could lead to a wood 
deficit of 200 up to 260 million m3 in Europe by 2020. This has worried, for example, the 
pulp & paper sector which is afraid of potential competition in the markets for raw materials 
[13]. 

Bioenergy contribution has grown from the second largest source of energy in 2003 to the 
leading position in the final energy use in Sweden. In the last couple of years, the bioenergy 
share has increased from 28.6% in 2007 to 31.7% in 2009 and it is still growing. As a result, 
biomass is not just an alternative but has turned into a major reliable energy source [11]. 

An important aspect of the bioenergy segment in Sweden is the fact that most of the biomass 
used for heat and electricity generation in the country comes from forests. Despite of its 
importance in the transition to a long-term sustainable energy system, the strategic use of 
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bioenergy supply chain management and its overall impacts in the forestry sector are still very 
much restricted to cost effectiveness and excellence in customer service in pursuit of profit 
and competitive advantage [14] [15] [16] [7]. As a result, the majority of the current models 
for analyzing it do not consider the overall value of a supply chain [17]. They frequently focus 
on improving the individual performance of the various actors along the chain (e.g., company 
level approach). This is because there are a variety of flow structures and each one of them 
has a direct impact in the supply chain organization, which makes difficult to foster overall 
performance. Figure 1 presents a variety of flows based on the work of Haartveit et al. (2004) 
and their specific characteristics that directly define supply chain structure configuration and 
its complexety [18]. 

 
Fig. 1. Types of flows structures within a supply chain adapted from Haartveit et.al.(2004) 

Independent from its configuration, the supply chain concept intuitively implies a network of 
actors divided into a variety of organizational structures operating at different 
stages/structures/levels and combining efforts in order to deliver products to customers. This 
means that management and control of flows involve collaboration among actors and, as any 
complex system structure, the supply chain might need several strategies and information 
flows operating at different structure levels.  At an overarching level, this includes general 
information such as inventories, statistics, policy targets, etc. This information could be in the 
public domain while specific information (e.g., detailed information about a region) may 
require further investigation. At the company level, there are strategies related to the business 
model, market competition, planned production, price mechanisms, etc. These strategies are 
not in the public domain but reflect the response of various actors to opportunities in the 
market [17] [18]. As a result, an effective strategy for supply chain management depends on 
the specific characteristics and complexity of the chain under study. 

It is clear that a renewable energy source can play a major role in addressing environmental 
degradation at large. This is because a renewable source such as biomass, if used in a 
sustainable way, is not depletable and produces less greenhouse gases emissions than fossil 
fuels. However, an important finding was that supply management improvements could add 
value along various production chains to reinforce, optimize, and operate the whole network 
and achieve a sustainable development.  
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3. From threat to opportunity: a discussion 

Among the renewable energy resources, wood is one of the most important renewable sources 
for achieving the 2020’s target in the EU. Today in Europe, wood already represents over 
50% of the total renewables [19]. In addition, wood is expected to continue playing a key role 
in the development of renewables in the continent. However, increasing extraction of forest 
biomass for energy purposes could have impacts on other segments of the forestry sector as a 
whole. The current perception among some market actors is that meeting bioenergy targets set 
by EU will only be possible by increasing the biomass extraction from forest [20].  

In the short term, strategies endorsing status quo practices could lead to enlarged extraction of 
forest resources. Although this could result in immediate direct positive benefits in the local 
economy (e.g., work generation and income), it could also lead to loss of biodiversity as well 
as environmental impacts on soil and water that can compromise the total resource 
productivity in the long run.  

In the middle run, competition between bioenergy use and the production of other goods 
extracted from wood may induce to an increase in raw material and energy prices and reduce 
the competitiveness of the European pulp & paper industry compared to other regions of the 
world (e.g., South America, especially Chile and Brazil). 

In the long term, intensified competition among different segments of the forest-based 
industry could lead to the closing down of industrial plants following on production 
relocations. This implies lay-offs, initially to rescue companies’ productivity levels, but 
eventually to deal with competitiveness at an international scale. 

By being a traditional and well-established sector from the start, the forestry sector – 
especially the pulp & paper companies – perceives bioenergy targets more as a threat than an 
opportunity.  In this perspective, the RES Directive and, especially, forest-based bioenergy 
becomes the big bad wolf in the forest. If perceived negatively, there is risk that 
administrative barriers more than financial and technical obstacles may hold back or – at the 
least – delay further bioenergy development, above all in the pulp & paper segment. 

Considering that a “sustainable energy solution needs to be motivated beyond their technical 
performance and economic efficiency, and become attractive in the context of regional 
development, environmental and social benefits” [21]. It is necessary to understand the re-
distribution of available resources and the process along the bioenergy value chain network in 
order to tackle the potential obstacles (i.e., administrative barriers in the pulp & paper sector). 

New actors and new configurations of value chains can be perceived as a threat by 
conservative segments because they can – in a very short time – increase the demand of raw 
materials, increase competition in an already aggressive environment, change land use, and 
create an uneven biomass supply. However, this is also an opportunity for creating new 
alliances, facilitating transitions, and opening new markets. In order to shift from the 
perspective of threat to the perception of opportunity, it is necessary to understand the process 
along the bioenergy value chain network and re-distribution of available resources. This is 
because a performance frontier of any given supply chain should be understood as a system 
performance due to its complexity and interconnected nature (see Figure 2). In doing so, the 
real competitive position or the performance frontier of a supply chain becomes based on the 
supply chain’s weakest link [17]. 
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Fig. 2. Generalized structure of the forestry industry supply chain 

As the Figure 2 has presented, the forestry industry supply chains are complex and 
characterized by multitude of flows resulting in many products and services, as well as by-
products along the chain. In addition, Haartveit et al. (2004) describes that the roles of 
individual actors in the supply chain are highly dependent on the supply chain own structure 
and specific characteristics. This is because material and information flows, as well as the 
product flow can vary in levels (i.e., from local to regional and/or global levels) and structure.  

The initial question is bioenergy is the big bad wolf in the forestry sector or an opportunity for 
expansion, given the uncertainty of future costs of oil. In any case – threat or opportunity – , it 
is clear that a systemic approach in such complex network makes the strategic configuration 
of the bioenergy supply chain a critical task for management decisions and a major 
administrative challenge [16] [7] (22]. 

4. Conclusion remarks: a way of getting through 

The rapid expansion in global trade of biomass (i.e., wood pulp) is expected to continue over 
the next years. On the other hand, a likely new international biomass commodity (i.e., wood 
chips and pellets) could also rise as direct result of more countries favoring renewable energy 
and relatively inexpensive local supplies of biomass reaching their limits. In this respect, the 
new competition may well rearrange the forestry industry supply chain structure presented in 
Figure 2 by redefining the boundaries’ levels.  

In short, the devil is in the details. This is because forthcoming competitions will strength the 
need for actions. At the same time, external triggers (i.e., environmental and social standards) 
placed by governmental agencies, stakeholders and consumers are going to continue playing a 
major role. By doing so, a sustainable bioenergy system has to become focused more in a 
systemic approach process and less in single individuals’ efficiency, which is currently in 
place. In other words, a systemic approach means that bioenergy systems’ optimization must 
aim at the overall supply chain by asking for performance improvement beyond the 
boundaries of the single company in order to improve the sustainability aspects of the entire 
network. An increased system understanding will allow not only a better estimation of the 
potential effects of the RES Directive on existing supply chains but also an evaluation of the 
improvements that are necessary while planning future bioenergy supply chains. Moreover, it 
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would assist us in identifying challenges in the bioenergy sector and leverage points in its 
system that could be used to foster climate change mitigation and energy security.  

This study is the starting point of the author’s doctoral research and for that reason has its 
limitations which open opportunities for future research. Like all content analysis the 
empirical validity of the bioenergy as an opportunity to the forestry industry needs to be tested 
in case studies. Future studies should examine not only operations, logistics, structures and 
other activities but also the flows of material, energy and greenhouse gases emissions to 
comprehend if there are other important aspects to be considered by a sustainable supply 
chain management for bioenergy systems.  
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Abstract: This paper describes the work of the biogas plant in Toruń (Poland). Biogas has been obtained from 
municipal waste since 1998 at the Municipal Waste Landfill Site in Toruń. Biodegradable waste constitutes 
about 45-50% of the waste dumped into the site. These municipal wastes have been disposed of at this site since 
1964. Biogas is obtained during approximately 8000 hours per year from 62 wells. The highest methane contents 
in biogas (>60%) were achieved between 2000-2003 and in 2008. As a result of biogas combustion, thermal and 
electrical energy is produced. The total quantity of energy produced during a year is 11 000 MWh, but higher 
amounts were achieved in 2004 a nd 2008 (nearly 12 500 MWh). The heat and electrical energy obtained is 
supplied to the city inhabitants by the Power Station Toruń S.A. and the Thermal Energy Station Toruń Co. Ltd. 
 
Keywords: bioenergy, biogas, Toruń, municipal wastes 
 
1. Introduction 
Biogas is one of the most important renewable energy sources [1,2]. Known also as a waste 
site gas, biogas is heavier than air. Regardless of the substrate, it has two major components – 
methane and carbon dioxide. Biogas is obtained from waste biomass [3,4]. This covers a wide 
and difficult to manage range, starting from forest and farming wastes (including fermented 
liquid manure) through sewage sludge to municipal wastes [5,6]. 
 
The Municipal Waste Landfill Site in Toruń (Fig. 1) is designated, mostly, for municipal 
wastes. The site is located in the northern part of the city, in the industrial district, 10 k m 
away from the city centre. The location complies with the local spatial management plan -in 
the area designated for the municipal waste disposal complex. The site is located on a plain 
with little altitude differences, with ground declination toward the south and the current 
Vistula Valley, located 3.5 km away. 

 

 
Fig.1. Location of biogas installation. 

 
The wastes have been disposed of at the site since 1964. Originally solid and liquid wastes 
were dumped without any formal or legal agreement in an unregulated manner. Since its 
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modernisation in 1993, t he waste landfill site has been functioning as a legally sanctioned 
waste site for the city of Toruń. 
The total area of the site is 12.1 ha, including: 

• two landfill sections of total area of 8.5 ha, exploitation time 1964/86 and 1992/95 – 
there are no safeguards against leaches to underground waters; these are the areas the 
waste site gas-biogas is obtained from, 
• post-discharge terrace of total area of 1.7 ha ; until 1991 in this area there used to 
function two partially proofed landfill sections for industrial post-discharge sludge, 
• landfill section of area of 1.9 ha , used since 1995, so called “basin” – proofed with 
geo-membrane HDPE 1.5 mm with a built-up sewage drainage system. 
 

On December 31st 2009 the waste site was closed. It is estimated that biogas from the dumped 
waste will be exploited for the next 15-20 years. In the near future a further biogas installation 
is to open at a new, nearby waste site. 
  
1.1. The type and amount of waste dumped at the site 
The landfill waste site in Toruń is a target place for municipal waste disposal as well as the 
disposal of industrial waste, qualified to be disposed there, as a result of the decisions of the 
competent administration authorities. At the site there are no wastes considered to be 
dangerous substances according to environmental protection regulations. Table 1 shows the 
composition of wastes. The major components of municipal waste are organic wastes, which 
are subject to the natural process of biodegradation. In Toruń biogas is obtained from non-
segregated waste, which is a result of the lack of pro-ecological management in the 1970s in 
Poland. The biodegradable wastes constitute about 45-50% of the stream of municipal wastes. 
The amount of dumped waste is estimated at 2 500 000 Mg.  
 
Table 1. The composition of municipal waste of the city of Toruń (%). 

Fraction Year 
1991 2000 2009 

Plant food waste 25.2 14.8 14.4 
Animal food waste 4.3 1.0 0.0 
Other organic waste 3.4 8.8 14.2 
Paper and cardboard 13.4 18.7 12.3 

Plastics 5.1 19.9 11.2 
Textile waste 4.4 3.5 2.5 

Glass 6.9 12.0 7.6 
Metals 3.4 2.8 5.4 

Other mineral waste 6.9 4.7 3.4 
Fraction < 10 mm 27.0 13.8 29.0 

 

2. The system for obtaining biogas in the Toruń biogas plant 
In 1991-1992, within the framework of the programme to improve the natural environment, 
research was conducted in Poland to examine 15 m unicipal waste landfill sites in order to 
check the amount and quality of biogas. At the waste site in Toruń, 6 gas wells were built that 
ran 16 m deep into the bowl of the site. After 800 hours of work, the mean parameters of 
obtained biogas were satisfactory (61.1% CH4, 28.8 CO2, 0.1% O2). The initial analysis, as 
well as the further research, confirmed that the biogas produced at the municipal waste 
landfill site in Toruń is adequate for commercial use. 
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In 1993 a request was made for financial support from the Thermie programme in order to 
build a pioneering installation for obtaining and utilising waste site gas in Toruń. With the 
support of the European Union Commission, a contract was signed to realise this project and 
to finance it at 30% of net costs. In order to build and operate a modern waste site gas 
utilisation unit, a new company was established – Biogas Investor Co. Ltd. The investment 
was partially financed by the National and Voivodship Environmental Protection Fund as well 
as by 30% subvention from the European Union, allocated as a part of the Thermie 
programme. 
 
The gas from waste landfill piles started being used on 10 September 1997. On 10 September 
1999 additional works were finished and a use permit was obtained. In 2001 the maximum 
technical and production parameters were achieved. The gas production covered 11 ha of the 
waste site near Kociewska Street in Toruń. In this area 40 gas wells were drilled (Fig. 2), 
which are boreholes 16 m deep and suction pipes were laid. The system is equipped with a 
technical biogas suction apparatus (MPR), gas mains, thermal-electric mains (CHP) of power 
550 kWe and 770 kWt. The thermal-electric power station is connected to the heating and 
power network. The whole system is totally automatic and computer directed. In April 2002 a 
further 3 ha of the waste landfill site were covered by degassing equipment as 12 new biogas 
wells were built and utilised as a part of the system. 

 

 
Fig. 2. Construction of wells: 1 – waste, 2 – gravel, 3 – plug-in muff, 4 – degassing pipe, 5 – gas 
intake, 6 – gas proof cover, 7 – pipe line. 

 
In January 2004 the second power-producing unit of power 324 kW e was opened, which 
marked the end of the first stage of development of the system for obtaining and utilisation of 
waste site gas. During this stage, 12 wells, 2 788 m of gas pipes, a transformer station, wire 
line NN were built and a p ower-generating system was bought. Since 1 March 2004 t he 
biogas system has been working at the power of 698 kWe and 770 kWt – utilising 440 Nm3/h 
of waste site gas obtained from municipal waste piles of 16 m height and 14 ha base. 
In 2007 and 2009 r espectively 17 and 5 ne w wells were built. In 2009 12 w ells of low 
efficiency were closed. Currently, biogas is obtained from 62 wells. 
  

 

35



 

3. Biogas production in the Toruń biogas plant 
The biogas obtained from the degassing wells is transported via gas pipes to an MPR module, 
where suction and pumping equipment, a gas composition analyser and flow meters showing 
the flow in particular gas wells. Transported from an MPR module by a common pipe, gas 
from individual wells is then sent to the decanter, where water contained in the biogas is 
outdropped. After drying, depending on t he requirements, biogas is directed to the module 
generating electrical power and heat or to the power generating system operating since 2004. 
The composition of gas taken from each well is constantly monitored using the stationary 
analyser SATGAS 800 (S.A. TechnikAS, Denmark). The content of CH4, CO2 and O2 is 
analysed, the remaining part is assumed to be N2. The collection of biogas is fully controlled: 
in situations where the methane concentration decreases below 40% or oxygen concentration 
increases above 0.3%, the well is closed. 
 
Fig. 3 represents the amount of biogas obtained between 1998 and 2009. The least amount of 
biogas was obtained at the first start-up (1998), and in 2002 w hen maintenance work was 
carried out. Since 2003 when 12 new wells were opened, the amount of obtained biogas has 
risen by 50%. The highest methane content in biogas (>60%) was achieved in 2000-2003. 
Since 2004 a  decrease in methane content has been observed, which is contributed to the 
ageing of resources from which biogas is obtained. This phenomenon is partially caused by 
the common use of virtually non-degradable foil bags for rubbish collection in Poland. 
Having arrived at the site, these bags create a specific geo-membrane, making it difficult for 
nutrients and water to penetrate into deeper parts of the waste site. Water content is essential 
to the development of microorganisms. When the content of dry matter is higher than 40%, 
the life processes of microorganisms are disturbed, which leads to a lower methane content of 
the biogas and smaller quantities of biogas produced. One of the solutions aimed at avoiding 
the geo-membrane issues created by the waste foil is to use a mill to  crush waste prior to 
dumping it onto the waste site. When the methane content drops below 40%, it is planned to 
use natural gas to aid the biogas stream fed into the engine. This will make the combusted gas 
more calorific and extend the working lifetime of the biogas site. It will also mean that the 
power of installed equipment is fully used. Opening new wells as well as closing the 
inefficient ones leads to increased methane content in biogas. 
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Fig. 3. The amount of biogas and methane obtained in 1998-2009. 

 
Biogas is obtained during 8 000 hours annually. The highest mean electric power generated 
was achieved during the last six years, which was influenced by the new wells and the second 
power-generating system being opened. Apart from the first year of start-up (1998), the mean 
thermal power has remained at the same level. The amount of heat produced was 25% higher 
than the amount of electrical power over the years 1998-2007. Since 2008 the amounts of heat 
produced and electric power have been at a similar level (6000 MWh). 
The total amount of energy produced over a year stays at the level of 11 000 MWh (Fig. 4), 
but the highest amounts were achieved in 2004 and 2008 (nearly 12 500 MWh). The obtained 
heat and electric energy is supplied to the city inhabitants by the Power Station Toruń S.A. 
and the Thermal Energy Station Toruń Co. Ltd. 
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Fig. 4. Electricity and heat prduction in 1998-2009. 
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4. Perspectives of biogas production in biogas plant in Toruń 

During most of the operation time of Toruń landfill installation there was no record of waste 
deposited there. Apart from the municipal waste, the industrial (hazardous) waste was also 
deposited, including bricks, tires and chemical waste. Thus, it is only possible to estimate the 
amount of biogas and methane content in landfil gas using the results obtained so far. 
Currently, the next twenty wells are to be built at the landfill site in 2011, which is going to 
increase the amount and quality of biogas in comparison to the previous years (Fig. 3). Within 
the following years (after 2011) the quality of biogas as well as methane content in LFG will 
continue to deplete and biogas parameters will be gradually decreasing. In the near future a 
new biogas installation will operate at a new municipal landfill site in Toruń. 
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Fig. 5. Estimated amount of biogas and methane content. 

 
5. Ecological effect of biogas production 
The biogas installation in Toruń ensures the utilisation of biogas created at the municipal 
waste landfill site. The major component of biogas – methane – is a highly flammable and 
explosive gas. A fire at the waste site could be very difficult to control and could last over 
months, emitting during this time considerable amounts of CO2, CO, dioxins, furans and soot. 
Methane is one of the gases with a s trong impact on the green house effect. Research has 
shown [9] that methane emission from waste landfill sites causes the green house effect 25 
times higher than that caused by carbon dioxide [10]. 
 
Between 1998-2009, 33095283 m3 of biogas was utilised, including 16626081 m3 of methane, 
which corresponds to 75 213 Mg of lignite (“brown coal”) or 30815 Mg of hard coal. 
Combustion of such an amount of coal would lead to the emission of CO2, CO, SO2, NOx and 
of dusts. Obtained biogas is burnt at the location where it is produced (Toruń), whereas hard 
coal needs to be transported from the mines (Upper Silesia – 300-400 km), which also 
involves the emission of harmful gases and increases the cost of its production [11,12]. 
In the near future it is planned for all the public transport vehicles and the Municipal Waste 
Management Services vehicles to be fuelled by natural gas with the addition of treated biogas. 
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The Gas Fuels Station in Toruń was opened in 2008 for this purpose and the first buses are 
now testing the gas fuel [2,13]. 
 
6. Conclusions 
Toruń waste site gas recovery and utilisation installation, combines the production of 
electrical and thermal energy, it is the first one in this part of Europe to be equipped with such 
modern technology. It eliminates the negative impact of waste site gas emission, which would 
enhance the greenhouse effect and contribute to ozone layer destruction. Additionally it also 
produces green thermal and electrical power, which improves the environment of historic 
Toruń, the Old Town of which is on the UNESCO heritage list [13]. 
Summing up the possibilities offered by alternative energy sources, it must be stressed that 
their use seems essential to the country that wants to lead a policy of balanced development. 
Before we ask how many new coal power plants to build and whether nuclear energy should 
be developed, we should try to answer the alternative questions – what resources there are in 
rationalization and how much energy can be provided by renewable, environmentally friendly 
energy sources. 
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Abstract: Due to high growth rates microalgae provide an enormous potential as a source for biomass besides 
conventional energy crops. The algal biomass can be used for bioenergy production. Anaerobic digestion to 
biogas is one of the most energy-efficient and environmentally beneficial technologies for alternative energy 
carrier production. The resistance of the algal cell wall is generally a limiting factor for cell digestibility. In the 
present work different cell disruption techniques (microwave heating; heating for 8 hours at 100°C; freezing over 
night at -15°C; French press; ultrasonic) on algal biomass of Nannochloropis salina were carried out. The 
disrupted material was digested to biogas in batch experiments according to VDI 4630. The results indicate that 
hydrolysis of algal cells is the rate-limiting step in anaerobic digestion of algal biomass. Cell disruption by 
heating, microwave and French press show a considerable increase in specific biogas production and degradation 
rate. Compared to the untreated sample the specific biogas production was increased for the heating approach by 
58 %, for the microwave by 40 % and for the French press by 33 %.  
 
Keywords: Anaerobic digestion, Microalgae, Cell disruption, Specific biogas production, Pretreatment 

 
1. Introduction 

Microalgae are microscopic algae and cyanobacteria, which use sunlight and atmospheric 
carbon dioxide for growth by photosynthesis. The common doubling time is 3.5 to 24 hours in 
the exponential growth phase [1]. Compared to terrestrial plants with biomass production 
rates of 20 to 25 tons per ha and year, production rates of more than 100 tons per ha and year 
have been obtained for microalgae in photobioreactors or in high-rate raceway ponds [2]. 
Besides the reduction of carbon dioxide emission by using algae as source for biofuels, the 
production of algal biomass is not competing with conventional agriculture for resources [3], 
[4].  
 
Anaerobic digestion of biomass to produce biogas is, concerning the multiple utilization, a 
promising technology for bioenergy production [5]. The fermentation process of organic 
matter is divided into four steps conducted by different consortia of microorganisms and leads 
to a gas, which mostly consists of methane and carbon dioxide. The rate of organic 
degradation depends on the particle size and the access of the microorganisms to the 
particular components of the substrate at hydrolysis step. For substrates with high amounts of 
complex biopolymers like lipids, cellulose and proteins the hydrolysis is the rate-limiting step. 
For easily biodegradable material like dissolved carbohydrates (e.g. glucose) methanogenesis 
and acetogenesis are rate-limiting due to lower growth rates of the involved bacteria. Algal 
biomass contains high amounts of lipids and proteins and the resistance of the cell wall is one 
of the limiting factors for cell digestibility [6]. Many green microalgae possess a thin 
trilaminar outer wall (TLS) with a very high resistance to chemical and enzymatic degradation 
based on the incorporation of insoluble, non-hydrolysable aliphatic biomacromolecules called 
algeanans [7, 8]. For Nannochloropsis salina (N.salina), a unicellular marine eustigmato-
phyceae, 1-2% of dry matter was detected as algeanans [8]. 
 
Aim of the current work was to show one of the two bottlenecks of N.salina biomass as 
mono-substrate in anaerobic digestion processes: the resistance of algal cell walls to 
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enzymatic hydrolysis beside the unbalanced chemical composition due to low C/N-ratio. 
Batch experiments of physically disrupted cell material were carried out in comparison to 
untreated algal cells.   
 
2. Methodology 

2.1. Substrate 
As substrate for the batch tests algal biomass from N.salina was used. Algal biomass was 
taken from Phytolutions Ltd., Bremen. Algal sludge was harvested by centrifugation to dry 
matter content of 35 wt%. For disruption the algal biomass was suspended in tap water. The 
content of total solids (TS) and volatile solids (VS) before and after digestion was determined 
according to DIN 12879 and DIN 12880 [9, 10].   
 
2.2. Cell disruption 
Cell disruption of algal biomass was performed by different physical methods. Experimental 
conditions were optimized according to different sources (e.g. protein purification, lipid 
extraction), since less data for pretreatment of algae in biogas fermentation is available [11-
14]. The influence of temperature was examined by freezing over night at -15°C, heating for 
8 hours at 100°C in a compartment dryer (Function line, Heraeus) and by microwave heating 
(five times until boiling at 600 W and 2450 MHz; Inverter Grill, Panasonic). For ultrasonic 
treatment the cell suspension was disrupted three times for 45 seconds at 200 W with 30 kHz 
output (Sonifier 250, Branson). Influence of high pressure homogenization was examined by 
French press (French pressure cell press, TermoSpectronic). Two runs at 10 MPa were 
conducted for each sample.  
 
To validate the disruption success the absorption of centrifuged samples (3 min at 13400 rpm; 
dilution 1/10) were photometrically measured. The three aromatic amino acids phenylalanine, 
tyrosine and thyptophan show maximal absorption at 280 nm. These values correlate with the 
amount of released protein.         
 
2.3. Anaerobic digestion experiments 
Anaerobic digestion of N. salina was carried out as batch tests according to VDI 4630 [15]. 
Digestate from a biogas plant (input material maize silage and cattle dung) was taken as 
inoculum in a ratio of 2/1 compared to the substrate. 7 g VS were appointed from the 
digestate, 3.5 g VS from the algal biomass. The difference to 400 ml (sample volume) was 
filled up with tap water. In addition the inoculum was mono-digested. All approaches were 
investigated in triplicate batch tests at 38°C about a period of 40 days. The produced biogas 
volume was recorded by measurement of the displacement of a seal liquid (55.2 g/l sulphuric 
acid; 200 g/l sodium sulphate decahydrate) in 400 ml eudiometers. Dry gas volumes were 
corrected to standard temperature and pressure conditions (STP: 0°C, 1013 hPa).For 
calculation of the biogas volume produced by the algal biomass, the inoculum gas volume 
was deducted. 
 
2.4. Regression equation 
An equation (Eq. (1)) was fitted to every sample to illustrate the daily gas production over 
retention time.  
 

, ( ) (tanh( ( )) 1) (tanh( ( )) 1)
2 2STP dr
b eV t a c t d f t g= + ⋅ ⋅ − + + ⋅ ⋅ − +  (1) 
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where VSTP,dr is the dry biogas volume under standard temperature and pressure conditions, t 
is the time and a to g are fitting parameters used to describe the progression. Eq. (1) was used 
to combine the triplicate approaches and to deduct the gas production of the inoculum. 
 
3. Results 

All exerted disruption techniques were successful and showed higher absorption compared to 
the untreated sample (Figure 1). Photometrical measurement due to released cytosolic protein 
by cell wall deletion was highest in French press treated samples (2.18). Decreasing amounts 
were detected in high temperature (1.74) and microwave (1.3) samples. Cell disruption in 
ultrasonic (0.79) and frozen (0.31) samples was less successful.     
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Fig.  1.   Absorption at 280 nm (A280) of disrupted cell suspensions compared to the untreated sample 
(Algae). (A_TL) = low temperature, (A_US) = ultrasonic, (A_MW) = microwave, (A_TH) = high 
temperature and (A_FP) = French press. 
 
VS were determined before and after anaerobic digestion. The VS degradation was calculated 
for the substrate (Figure 2). For all disrupted samples the VS degradation was higher than for 
the untreated sample (25.2%). High temperature (53.8%), French press (54.5%) and 
microwave (58.7%) were in the same range between 50 and 60%. Lower degradation rates 
were determined for ultrasonic (41.4%) and the frozen sample (35.4%).   
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Fig.  2.   Volatile solid (VS) degradation of disrupted samples compared to the untreated sample 
(Algae). (A_TL) = low temperature, (A_US) = ultrasonic, (A_MW) = microwave, (A_TH) = high 
temperature and (A_FP) = French press. 
 
To compare the digestion progression of the different samples the determined biogas volume 
was calculated by regression analysis (Eq. (1)). The biogas produced by the inoculum was 
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deducted (Figure 3). High temperature (A_TH) and microwave (A_MW) disruption showed 
the highest biogas volume and exhibited a saturation curve, where biogas volume of A_TH 
(2150 mL) was above A_MW (1900 mL). Biogas volume of the French press sample (A_FP; 
1800 mL) was highest during the first 13 days and dropped then below A_TH and A_MW. 
The untreated sample (Algae; 1265 mL) exhibited a plateau after ten days and reached 
saturation after 30 days. The progression of produced biogas volume for ultrasonic (A_US) 
and the frozen sample (A_TL) are similar to the untreated sample. Evolved biogas was for 
A_US (1080 mL) at the beginning higher and at the end below the Algae, whereas the 
produced biogas volume for A_TL (920 mL) was below the untreated sample for the whole 
experiment.    
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Fig.  3.   Biogas production. Biogas volume is indicated in mL as dry gas under standard temperature 
and pressure conditions (STP, dr). High temperature (A_TH), microwave (A_MW) and French press 
(A_FP) show different progression and higher biogas volume compared to the untreated sample 
(Algae). The biogas production progression for ultrasonic (A_US) and the frozen sample (A_TL) is 
similar, the biogas volume lower as in the untreated sample. VS content was from 3.7 to 3.9 g.    
 
Specific biogas production referred to the added amount of VS was determined for 
comparability (Figure 4). Compared to the untreated sample (Algae; 347 mLSTP,dr/g VS) 
frozen (A_TL; 233 mLSTP,dr/g VS) and ultrasonic (A_US; 247 mLSTP,dr/g VS) samples 
showed lower specific biogas production. In French press (A_FP; 460 mLSTP,dr/g VS), 
microwave (A_MW; 487 mLSTP,dr/g VS) and high temperature (A_TH; 549 mLSTP,dr/g VS) 
treated samples the biogas yield was higher than in untreated samples. Due to similar VS 
content order of specific biogas production is comparable to produced biogas volume stated 
above. 
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Fig. 4. Specific biogas production of disrupted samples in comparison to the untreated sample 
(Algae). The freezing (A_TL) and ultrasonic treatment (A_US) showed lower specific biogas 
production. Increasing biogas yields were determined for French press (A_FP), microwave (A_MW) 
and high temperature (A_TH) samples. In addition deviation of specific biogas production from the 
untreated sample was stated.      
 
4. Discussion and conclusions 

The results indicate that effectively cell wall degradation is a limiting factor in anaerobic 
mono-digestion processes of N.salina biomass. The validation of cell disruption efficiency 
shows enhancement for all disruption techniques. Higher VS degradation and lower specific 
biogas production for the frozen (A_TL) and the ultrasonic (A_US) treated samples are a sign 
for loss of volatile organic material during cell disruption. Gas bubbles due to cavitation in 
ultrasonic samples were not yet examined. Microwave (A_MW) and French press (A_FP) 
samples showed higher VS degradation than high temperature samples (A_TH) with less 
specific biogas production. Organic material must have been lost in these processes, too.  
 
The appropriated cell disruption techniques showed different efficiency and effects on 
anaerobic digestion. Thermal pretreatment exhibited the best results as indicated by Chen and 
Oswald in previous studies, where methane formation efficiency was improved by up to 33% 
[11]. Ultrasonic treatment improved substrate solubility, whereas a negative effect on specific 
biogas production was observed as indicated by Samson and LeDuy for Spirulina maxima 
algal biomass [12]. The effect was explained by changes in the chemical composition of the 
culture media due to cell disruption. VS degradation was differently to the data obtained in 
this work below the untreated sample. Sonification and high pressure homogenization (French 
press) are standard methods for disruption of algal and bacterial cells in protein purification. 
Microwave irradiation gains significance in lipid extraction from algae for biofuel production 
[13, 16]. For French press and microwave no comparative data of algal fermentation after cell 
disruption is available.    
 
In this work one major limiting factor for N.salina mono-digestion was revealed: the 
resistance of the algal cell wall against enzymatic hydrolysis. Mussgnug et al. showed that 
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without pretreatment the accessibility to cell disintegration is a Major factor for efficiency of 
fermentative biogas production [17]. Easy degradable microalgae were found to have no cell 
wall (Dunaliella salina) or a protein-based cell wall without cellulose or hemicellulose 
(Chlamydomonas reinhardtii). Specific biogas production of untreated D.salina 
(505 mLSTP,dr/g VS) and C.reinhardtii biomass (587 mLSTP,dr/g VS) was in the range of high 
temperature samples (549 mLSTP,dr/g VS) with highest specific biogas production after 
pretreatment in this work. The cell degradation was 100% for D.salina and 70% for 
C.reinhardtii. After pretreatment of N.salina a maximum of about 60% (A_MW) degraded 
VS were determined. Consequently, N.salina cell wall is resistant against enzymatic 
hydrolysis and degradability was improved by physical pretreatment. Whether the cell wall is 
partly resistant against the different disruption techniques or other limitations like low C/N-
ratio or ammonia-inhibition affect the low degradability after pretreatment, is ambiguous. A 
control with 100% cell disintegration was not conducted in this work.  
 
The potential of microalgae for biogas production is depending on the selected strain [17]. 
Besides the cell disintegration due to cell wall structure, factors like growth kinetics, 
biochemical composition or biomass yield are important selective parameters for evaluation. 
Combined biorefinery concepts can be a possible solution to reduce the influence of cell wall 
hydrolysis. Anaerobic digestion of pretreated microalgae after lipid extraction for biodiesel 
production can be the key process to make microalgae sustainable as a source for biofuels by 
nutrition and energy recovery [6].   
 
In further studies the rated ranges with positive effects have to be investigated for the different 
disruption approaches. Energy balances with regard to commercial applications have to be 
examined.      
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Abstract: Industrial biogas plants often do not operate in their optimum. To investigate limits of anaerobic 
digestion processes experiments are necessary. Economically it would be feasible to perform these tests at 
laboratory scale, if the tests could be transferred to industrial scale. This work presents a preliminary study, in 
which two different scales of laboratory digesters are compared and reproducibility of tests is investigated. 
Therefore, three identical glass digesters with a liquid volume of up to 22 liter and a steel-digester with a liquid 
volume of 390 liter were used. All digesters were started up with digestate from an industrial biogas plant, were 
fed with cow manure and corn cob mix, and were operated at the same process parameters like temperature, 
organic loading rate and retention time. Gas volumes were measured continuously. Twice a day the composition 
of the biogas was analyzed. Dry matter and volatile solids were quantified once a week.  
The presented data show a good reproducibility between biogas plants of the same scale. The transferability to a 
bigger scale is in an acceptable range, but depending on the organic loading rate the deviation between the 
different scales varies. 
 
Keywords: biogas plant, laboratory scale, comparison, reproducibility, transferability 

1. Introduction 

Sources for renewable energy become more and more important. Among the renewable 
energies biogas has the advantage that it is a not fluctuating source. When being used in the 
existing pipeline infrastructure, it can even be stored to compensate for fluctuations in 
consumption. Storage for short periods is possible directly in most plants. Biogas can be 
gained in an anaerobic digestion process from different organic substances, e.g. from energy 
crops, agricultural waste or municipal organic waste. 
 
Industrial biogas plants often do not operate in their optimum. To reach a higher efficiency for 
biogas plants it is necessary to know the limits for the anaerobic digestion process. These 
limits have to be identified in experiments. Economically it is not feasible to perform these 
tests on an industrial scale biogas plant since they involve the risk of long lasting production 
curtailments. Therefore, experiments at laboratory scale are the most common way to study 
the anaerobic digestion process. To use the results of laboratory scale experiments, it is 
essential to know whether the results are transferable to industrial scale and whether the 
experiments are reproducible.  
 
To answer these questions it is necessary to use exactly the same inoculums for all digesters 
used in one test series and the same substances for feeding, because the anaerobic digestion 
process is a strongly dynamical process and depends very much on the used material. 
Furthermore, all digesters investigated should be operated with the same process parameters 
such as temperature, organic loading rate (OLR), hydraulic retention time and liquid volume 
for studies on reproducibility. For transferability studies only the liquid volume is allowed to 
vary. Transferability and reproducibility were investigated by Brunn et al. [1] with a non 
identical OLR for the different scales. Gallert et al. [2] operated their digesters with different 
OLR and hydraulic retention times. This work presents results of a pre study in which two 
different scales of laboratory digesters are compared keeping all process parameters as equal 
as possible. Furthermore, a reproducibility test was carried out with identical digesters. In 
coming tests a laboratory scale digester will be compared with an industrial scale biogas plant. 
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2. Methodology 

To prove the reproducibility of experiments on the anaerobic digestion process, three identical 
continuous (22 liter laboratory) digesters were used. The transferability of experimental 
results to different scales was investigated comparing the 22 liter digesters to a 390 liter 
continuous digester.  
 
2.1. Experimental setup 
One of the three identical digesters with a liquid volume of 22 liter is shown in Fig. 1. The 
double glass shell of the digester is used for heating and gives the possibility to observe 
mixing and liquid level. Mixing is realized by a central stirring system with three mixing 
elements. These are propeller mixers with three blades for every mixing element. At the 
bottom a ball valve allows to discharge the digester or to take samples. For feeding a ball 
valve connected with the lid is used. From the top of the digester a gas-pipe leads to a 5 liter 
gas sampling bag. The gas sampling bag is necessary, to avoid low pressure by draining 
during feeding or taking samples. From the gas sampling bag a heated pipe leads to a drum 
type gasmeter (TG 05; Ritter). The gasmeter has a PT-100 thermometer and a manometer to 
be able to calculate the standard volume flow.  
 

 
Fig. 1.  Left: One of the three continuous 22 l digesters; Right: continuous 390 l digester. 
 
Two identical gas chromatographs (GC) (Focus GC, Thermo Electron Corporation, Axel 
Semrau) are used to analyze the gas composition. One is equipped with a thermal conductivity 
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detector (Thermo Fisher Scientific, Axel Semrau) with a micropacked column (ShinCarbon 
ST 100/120, Restek) for analyzing methane (CH4), carbon dioxide (CO2), oxygen (O2) and 
nitrogen (N2). The other GC is connected to a mass spectrometer (DSQ II, Thermo Electron 
Corporation, Axel Semrau) with a capillary column (GS-GasPro, J&W Scientific Products) 
for hydrogen sulfide (H2S). Furthermore a variable over pressure function is connected to the 
top. To determine the temperature in the digester a PT-100 thermometer is used. 
 
The biogas plant with a liquid volume of 390 liter is shown in Fig. 1. It is made of stainless 
steel. The geometry of the digester is a scale-down of an industrial plant with 3000 m3 liquid 
volume. The gas flow is much higher in the 390 liter digester. Therefore, no problems with 
low pressure occur during feeding or taking samples and a gas sampling bag is not needed. A 
constant liquid level is held due to a siphon which connects the digester with a storage tank. 
The digester is mixed by a central stirring system with three mixing elements. These are 
pitched blade impellers with two blades. This means, that they differ in their geometry 
compared to the ones of the 22 liter digesters. Temperature is measured on three levels. The 
digester is equipped with the same metrology as the smaller digesters. The measured 
quantities and their uncertainties are summarized in Table 1. 
 
Table 1. Measured quantities and their uncertainties. 

T p V  CH4 CO2 O2 N2 H2S 

(mK) (mbar) (%) (mol-%) (mol-%) (mol-%) (mol-%) (ppm) 

± 31,0 ± 1,5 ± 0,2 ± 4,0 ± 3,4 ± 0,2 ± 0,3 ± 615,3 

 
2.2. Experimental performance 
All four digesters were filled with digestate from an industrial biogas plant (fed with maize 
silage (MS), corn cob mix (CCM) and cow manure (CM)) at the beginning. During the test 
period of 40 days the digesters were run at the same temperature level of ca. 38°C. The test 
period of 40 days was considered to be sufficient, after the digesters showed a good 
reproducibility and transferability even with changing organic loading rates (OLR). Once a 
day they were fed with the same mixture of CCM and CM, which was mashed with digestate. 
CM was chosen because of its good buffer capacity. CCM and CM are, compared e.g. to MS, 
very homogeneous and well suited for reproducibility and transferability tests. The chosen 
feeding rates ensured the same OLR for all digesters. The OLR is calculated according to  
 

VS

liq

mOLR
V

=


 (1) 

 
where VSm  is the input mass flow of volatile solids (VS) and V liq the liquid volume of the 

respective digester. The OLR was increased from 0.20 to 2.54 kgVSm-3d-1 during the test 
period. The steps are shown in Fig. 2. 
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Fig. 2. OLR over test period for all digesters. 
 
Before and after feeding gas samples were taken for gas quality analysis. During the whole 
test period the gas flow was measured continuously and the digesters have been stirred 
without any interruptions. Six times during the test period of 40 days dry matter (DM) and 
volatile solids (VS) where determined according to DIN 12879 [3] and DIN 12880 [4], 
respectively. 
 
3. Results 

During the test period the four plants showed a good agreement with respect to the analyzed 
parameters. Fig. 3 and Fig. 4 give an overview of the performance for two different days. The 
diagrams show the standard volume flow reduced by the liquid volume of the digester over 
one day. The reduction is necessary, because otherwise it would not be possible to compare 
the 22 liter digesters to the 390 liter digester. The drop in Fig. 3 and at 05:00 and 08:00 
o’clock in Fig. 4 result from sampling for gas analysis. The fluctuations between 10:00 and 
15:00 o’clock are caused by feeding and taking samples for gas analysis. 
 

 
Fig. 3. Volume flow referring to the filling volume for fourth day (D: Digester). 
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Fig. 4. Volume flow referring to the liquid volume for 39th day (D: Digester). 
 
Fig. 3 shows a nearly identical shape of the curve with very similar results for all four 
digesters. In Fig. 4 the curve of the 390 l digester deviates from the ones of the 22 l digesters. 
The trends at the two different scales are comparable at any time, for derivates. In this 
example the curve of the third 22 liter digester is displaced on the time-line, but shows the 
same trends. 
  
Fig. 5 shows the daily average of the absolute standard deviation for the 22 liter digesters, as 
well as the daily average of the absolute deviation between the 390 liter digester and the 
average of the three 22 liter digesters. To calculate the deviation the values during feeding or 
taking gas samples, as described in Fig. 3 and Fig. 4, and outliers were excluded. On the 
second axis the average of the daily gas volume flow to the liquid volume of the digesters is 
shown. Here the outliers are excluded as well. 
 

 
Fig. 5. Daily average of the absolute standard deviation (AD) for the three 22 liter digesters and daily 
average of the absolute deviation (AD) between 390 liter digester. Also the average of the three 
22 liter digesters and the daily average of the gas volume flow reduced by the liquid volume for 
22 liter and 390 liter digesters. 
 
Fig. 5 shows a good reproducibility of the three 22 l digesters among each other. The relative 
standard deviation is between 1.42 and 5.96 % (excluded one outliner with 21.58 % on day 
13) for the 22 liter digesters among each other. Comparing the average of the 22 l digesters to 
the 390 l digester the relative deviation is between 0.68 and 18.07 %. This and the shape of 
the curves for the gas volume flow in Fig. 5 for both digester scales are an evidence for a 
possible transferability of experimental results in different scales. 
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Fig. 6. Absolute deviation (AD) of the 390 liter digester to the average of the 22 liter digesters over 
OLR. 
 
Fig. 6 shows the absolute deviation of 390 liter to 22 liter digesters (referring to gas volume 
flow to liquid volume) over OLR. For each OLR, expect 2.53 kgVSm-3d-1, the deviation is 
between 0.0002 and 0.0053 lNh-1lf

-1. For an OLR of 2.53 kgVSm-3d-1 the absolute deviation is 
between -0.0061 and 0.0078 lNh-1lf

-1. 
 
To compare the biogas quality, Fig. 7 shows the plot of the measured methane concentration. 
Expect for the curve of the first 22 liter plant at days 14-18 and a single peak of the 390 l 
digester at the end of the test period, all curves show a good agreement. The difference 
between the two scales till day 6 results from the gas sampling bags used for the 22 liter 
digesters, which contain air at start up.  
 

 
Fig. 7. Methane-rate over test period. 
 
Table 2 shows results for DM and VS determined during the test. Day 0 represents the starting 
point, at which all digesters have been filled with the same inoculum. After the first week the 
DM in the 390 l digester decreases more than in the smaller digesters. This indicates a higher 
conversion of the substrates to biogas. This is also shown in Fig. 5, where the production rate 
of the 390 liter digester is always above the one of the 22 liter digesters. 
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Table 2. Dry matter (DM) and organic dry matter (VS) of all digesters through the test period. 

t (d)  0 7 16 23 29 36 

DM (% FM*) 

BP1 22 l 8,37 8,10 7,85 7,61 7,47 7,63 

BP2 22 l 8,37 8,30 7,67 7,42 7,67 7,81 

BP3 22 l 8,37 8,33 7,55 7,37 7,48 7,61 

BP 390 l 8,37 7,72 7,38 7,11 7,11 7,57 

VS (% FM*) 

BP1 22 l 6,47 6,00 5,65 5,50 5,64 5,76 

BP2 22 l 6,47 5,83 5,56 5,53 5,47 5,88 

BP3 22 l 6,47 6,00 5,65 5,39 5,45 5,73 

BP 390 l 6,47 5,92 5,63 5,43 5,43 5,76 
* fresh mass 
 
4. Conclusion and Outlook 

The presented results show a high degree of reproducibility at equal experimental conditions. 
During the test period the daily relative standard deviation of the three 22 liter digesters is 
between 1.42 and 5.96 %. Reasons for this deviation are the heterogeneity of the fed 
substrates and small differences in liquid volume and digester temperature. 
 
The relative deviation of the 390 l digester to the three 22 liter digesters is between -6.92 and 
18.07 % with an average of 6.33 %. This is not caused by the OLR, which was varied during 
the test. The reasons for the deviation have to be searched in the same causes as the ones for 
the reproducibility. Additional reasons are the differences in geometry, in materials used for 
the digesters and in mixing. 
 
Good correspondence between a laboratory scale digester and a full scale digester was 
observed by Gallert et al. [2]. This is a good indicator, that experiments in laboratory scale 
can be transferred to industrial scale. Aivasidis and Wandrey [5] concluded, that it is possible 
to scale up anaerobic digesters and that experiments in laboratory and pilot scale can provide 
data to design an industrial scale digester.  
 
Also Brunn et al [1] figured out a good reproducibility for digesters of the same scale, but not 
for transferability. The industrial scale digester produces 36% more gas, compared to the used 
laboratory scale digester. As explained by Brunn et al. this causes in different feeding 
schedules and substrates (substrates for the laboratory digester were taken once a week). This 
shows the importance of similar process parameters for tests relating to reproducibility and 
transferability.  
 
The next step in studying the transferability of experimental results should be a comparison 
between a digester at laboratory scale with one at industrial scale. All process parameters have 
to be chosen as identical as possible, as the presented results underline the importance of 
synchronicity of all process parameters. Currently the industrial biogas plant is being 
equipped with the necessary measure devices. 
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Abstract: Although very difficult to treat due to their complicated composition, the increasing amounts of cattle 
manure generation makes their purification a compulsory task for environmental engineers to prevent their 
adverse environmental impacts. Historically, these wastes have been used as a fuel or a soil fertilizer. The 
generation of cattle manure even in increasing amounts in Turkey, however, makes this kind of use unfeasible. 
Therefore, new methods to dispose of these wastes are required. This study focuses on the anaerobic digestion 
process for the treatment of cattle manure. In the study, two lab-scale anaerobic reactors were employed to 
investigate the effects of different operating temperatures (35 ºC and 55 ºC), of different total suspended solids 
concentrations (%5 and 10%), of different hydraulic retention times (20 days and 40 days), and of the addition of 
corn silage on the treatment performance. The performance of the reactor was evaluated with respect to total 
solids (TS), volatile solids (VS) and biogas production. The results of the study suggested that the thermophilic 
reactor showed a good treatment performance (59% VS removal and 0.29 L methane per VS added) when the 
cattle manure of 10% solids content together with corn silage were fed. Besides, it was concluded that the 
addition of corn silage to the reactors improved the treatment efficiencies and that the addition of irrigational 
organic materials increases biogas production rate. The results of the study point out that anaerobic digestion 
process is a viable option for cattle manure stabilization and valuable gas production. 
 
Keywords: Anaerobic Digestion, Cattle Manure, Biogas, Methane 

Nomenclature

TS    total solids.................................... mg.kg-1 
VS      volatile solids ............................... mg.kg-1 
HRT   hydraulic retention times ................... day 

TOC   total organic carbon ..................... mg.kg-1 
COD  chemical oxygen demand ............... mg.L-1 

cfu     colony forming unit ................................... 
 
1. Introduction 

The number of cattles have shown an increasing trend in Turkey. In 2007, the capacity of 
cattles in Turkey reached over 11 millions [1]. This increase, unfortunately, led to an increase 
in the environmental problems caused by inappropriate disposal of cattle manures into the 
environment, due to which the proper treatment of these wastes gained attraction in last years. 
Current disposal methods (burning and using as fertilizer) have proven to be inadequate and 
research is ongoing for new treatment methods. 
 
Cattle manure can be as harmful as other industrial wastes in environmental aspects. 
Therefore, development of new treatment methods for the safe disposal of these wastes would 
prevent endangering the public health. Besides, the end product of the anaerobic digestion 
process could easily be used as an organic fertilizer and this use would contribute to 
sustainable development strategies.  
 
In addition to the severe environmental impacts caused by the uncontrolled disposal of cattle 
manure, possible future energy crisis makes the environmental engineers to provide solutions 
both economically and environmentally sound. Production of energy through biomass along 
with a by-product that can be used as a natural fertilizer are the major advantages of this 
process. 
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Although being a very complicated process, anaerobic digestion simply involves three stages 
as (1) the conversion of high-density organic materials into low-density materials by 
hydrolysis, (2) the conversion of low-density organics into acetate by acid bacteria, and (3) 
methane production by methane bacteria by consuming acetate, carbon dioxide and hydrogen 
[2]. Coskun et al. (2009) listed the factors affecting the anaerobic digestion of cattle manure 
as (1) solids content and hydraulic retention time, (2) pH and alkalinity, (3) trace elements 
and nutrients, (4) temperature, (5) toxic content of the waste, (6) C/N ratio, and (7) dilution 
ratio of the waste [3]. 
 
This study aims at the evaluation of anaerobic digestion alternatives for cattle manure 
treatment with differing hydraulic retention times, feed contents and feed solids contents. The 
investigation involved the determination of the most feasible anaerobic digestion method for 
the treatment of cattle manure in Turkey. 
 
2. Methodology 

2.1. Characterization of cattle manure 

Cattle manure contains insoluble organic materials as well as soluble organics such as 
polysaccharides, fats, and volatile fatty acids. Their high chemical oxygen demand (COD), 
ammonia and phosphorous content make them very complicated and extremely difficult to 
treat [4]. The cattle manure used in this study was obtained from Gebze District of Kocaeli of 
Turkey and the characteristics of the waste are given in Table 1. 
 
Table 1. General characteristics of the raw cattle manure (Gebze-Kocaeli) 

Parameter Unit Value 
pH - 7.41 

Moisture % 80.98 
Volatile solids (VS) % 73.58 

Ash % 5.12 
C % 39.12 
N % 1.35 

C:N - 28.94 
P % 0.96 
H % 5.01 
S % 0.40 

 
2.2. Measurement methods 

TS, VS, total organic carbon (TOC), biogas production and methane content of the biogas 
were continuously monitored during the study. For TS and VS, the method “DS/EN 12879 
Characterization of sludges” was followed. TOC analyses were conducted using Hach-Lange 
IL 550 TOC/TN device. TOC analyses were conducted in the effluents from the reactors 
starting from the sixth week of the study. The biogas production was measured daily via a 
Ritter Drum-type gasmeter and LMSx Multigas Analyser was used to assess the biogas 
composition. Salmonella spp. was measured according to “ISO 6579/April, 1996 Salmonella 
measurement methods” while “NF-ISO 166492 (June 2001) Horizontal method for the 
enumeration of glucuronidase-positive Escherichia coli β – Part 2: Technique of colony count 
at 44 °C by means of 5-bromo-4-chloro-3-indolyl-β-D-glucuronate acid (IC: V08-031-2)” was 
used for E.coli measurement. 
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2.3. Experimental setup 

Two lab-scale, completely mixed, stainless-steel, cylindrical anaerobic reactors with 10 L of 
active volumes were operated at 35 ºC and 55 ºC, simultaneously, for the treatment of cattle 
manure. The solids contents of 5% and 10% along with the hydraulic retention times of 20 
days and 40 days were used during the study. Solids content of the manure was set to 5% or 
10% with tap water before feeding. Further, mixtures of cattle manure and corn silage were 
fed to determine the effects of the use of a supplementary organic material. The reactor 
performances were evaluated with respect to TS, VS, Salmonella spp., and E.coli removal 
efficiencies as well as biogas production rate. The experimental setup is shown in Figure 1.  
 

 
Fig. 1. Lab-scale anaerobic treatment system [3]. 

 
3. Results 

3.1. Cattle manure feed at 5% solids content 

First of all, the reactors were fed with only cattle manure of 5% solids content and were 
operated at 20 days of hydraulic retention time (HRT) at 35 ºC (mesophilic range) and 55 ºC 
(thermophilic range), respectively. After 10 weeks of successful operation, the retention times 
were increased to 40 days. Figure 2 shows the change of TS, VS and TOC when only cattle 
manure of 5% solids content was fed to the reactors. 
 
The TS concentration in the effluent of mesophilic reactor at HRT=20 days changed between 
39,000 and 43,000 mg/kg while values of same range were obtained in the effluent of 
thermophilic reactor. The TS removal efficiency of the mesophilic reactor was calculated 
between 14% and 21% while that of thermophilic one ranged between 10% to 21%. After 
increasing the HRT to 40 days, the TS content of the effluents were increased first and then 
decreased to 31,000 mg/kg for mesophilic reactor and 32,000 mg/kg for thermophilic one in 
16th week. At the end of the study, the TS removal efficiencies reached to about 38% and 36% 
for mesophilic and thermophilic reactors, respectively. The reason for the TS removal 
efficiency to drop first when the HRT was increased from 20 days to 40 days is the reaction of 
microorganisms to the changing environmental conditions [3]. 
 
During the study, VS concentration of the waste was determined to be 38,800 mg/kg. For 
HRT=20 days, effluent VS concentrations ranged from 27,000 to 30,000 mg/kg and from 
28,000 to 31,000 mg/kg for mesophilic and thermophilic reactors, respectively. The VS 
removal efficiencies ranged from 23% to 30% and from 20% to 29%, respectively. After 
increasing the HRT to 40 days, the effluent VS concentrations increased first and decreased to 
around 23,000 mg/kg for both reactors. At the end of the study, the VS removal efficiencies 
were about 41% for both reactors. 
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TOC concentration of the waste was measured as approximately between 15,600 and 19,900 
mg/kg. For HRT=20 days, average effluent TOC concentrations were around 11,700 mg/kg 
and 12,300 mg/kg for mesophilic and thermophilic reactors, respectively. After increasing the 
HRT to 40 days, average effluent TOC concentrations were increased to about 12,000 and 
13,300 mg/kg, respectively. The effluent TOC concentrations averaged over the whole study 
were 11,900 and 13,000 mg/kg for mesophilic and thermophilic reactors, respectively, and 
average TOC removal efficiencies of the reactors were calculated as 32.8% and 25.4%, 
respectively. 
 

 
Fig. 2. TS, VS and TOC concentrations in the effluents from mesophilic (A) and thermophilic (B) 
reactors when only cattle manure of 5% solids content was fed. 

 
Starting with the second week of the study, biogas production rate showed an increasing trend 
for both reactors. However, the rate was decreased after increasing the HRT. The biogas 
production rate was measured as between 0.10 and 0.34 Lbiogas/ gVSadded, and between 0.15 
and 0.41 Lbiogas/ gVSadded for mesophilic and thermophilic reactors according to the HRTs of 
20 days and 40 days, respectively. During the whole study, methane content of the biogas was 
between 45% and 55% for both reactors. Therefore, the methane production rates for 
mesophilic and thermophilic reactors ranged from 0.06 to 0.19 Lmethane/ gVSadded and from 
0.08 to 0.23 Lmethane/ gVSadded, respectively. 
 
Salmonella spp. was not detected in both effluents during the whole study. For thermophilic 
reactor, E. coli was determined to be 10 cfu/kg while this value reached up to 1,000 cfu/kg for 
mesophilic one. The results showed that the mesophilic range of operating temperature (35 
°C) was less effective in E.coli removal while they are completely removed in thermophilic 
temperature (55 °C). 
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3.2. Cattle manure feed at 10% solids content 

In this stage of the study, the solids content of the raw waste was increased to 10% and the 
reactors were operated at HRT of 40 days. Average concentrations of TS, VS, and TOC in the 
raw waste were determined to be 100,000 mg/kg, 82,400 mg/kg, and 36,400 mg/kg, 
respectively. The results of TS, VS, and TOC analyses in the effluents are shown in Figure 3. 
For mesophilic reactor, TS, VS, and TOC removal efficiencies were around 20.3%, 23.8%, 
and 21.3%, respectively. The removal efficiencies for the thermophilic reactor were 
calculated as 24.9%, 28.3%, and 22.1%, respectively. 
 
In this stage, the mesophilic and thermophilic reactors produced 0.12 to 0.23 Lbiogas/gVSadded 
and 0.16 to 0.32 Lbiogas/gVSadded of biogas, respectively. The methane production rates were 
measured as between 1.17 to 2.16 L/day and 1.47 to 2.89 L/day, respectively. In terms of VS 
fed to the reactors, mesophilic reactor produced 0.06 to 0.10 L methane per gVSadded while the 
rate for thermophilic one was measured as between 0.08 and 0.14 Lmethane/ gVSadded. 
 
In the aspect of Salmonella spp. removal, both reactors produced perfect effluents. However, 
this was not the same for E.coli. E.coli was not detected in the effluent from the thermophilic 
reactor while the mesophilic one was less effective in E.coli removal. 
  

 
Fig. 3. TS, VS and TOC concentrations in the effluents from mesophilic (A) and thermophilic (B) 
reactors when only cattle manure of 10% solids content was fed. 

 
3.3. Mixture of cattle manure and corn silage feed at 10% solids content 

In this stage of the study, anaerobic digestion of cattle manure along with corn silage as 
supplementary organic waste was investigated. In this stage of the study corn silage was 
added to cattle manure of 10% solids content and the reactors were operated at an HRT of 40 
days. TS, VS, and TOC concentrations of the corn silage were measured as 230,000 mg/kg, 
205,000 mg/kg, and 83,000 mg/kg, respectively. Those of the mixture of cattle manure and 
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corn silage were determined to be 161,600 mg/kg, 140,600 mg/kg, and 58,400 mg/kg, 
respectively. TS, VS, and TOC concentrations measured in the effluents from the reactors are 
shown in Figure 4.  
 
TS removal efficiencies of the reactors were calculated as around 47.5% for mesophilic one 
and around 51.4% for thermophilic one while VS removal efficiencies were observed as about 
53% and about 59%, respectively. 49% and 52.4% of TOC removal efficiencies were 
obtained for mesophilic and thermophilic reactors, respectively.  
 
After feeding the mixture of cattle manure and corn silage together, the biogas production rate 
was measured as between 0.16 and 0.37 Lbiogas/gVSadded for mesophilic reactor and between 
0.31 and 0.54 Lbiogas/gVSadded for thermophilic reactor. For mesophilic and thermophilic 
reactors, methane production rates were observed to range from 0.08 to 0.19 Lmethane/gVSadded 
and from 0.15 to 0.29 Lmethane/gVSadded, respectively. 
 

 
Fig. 4. TS, VS and TOC concentrations in the effluents from mesophilic (A) and thermophilic (B) 
reactors when a mixture of cattle manure and corn silage of 10% solids content was fed. 
 
Although the removal efficiency in mesophilic reactor increased considerably by the use of 
corn silage as a supplementary organic waste, the reactor was still less effective in E.coli 
removal than thermophilic reactor which completely removed E.coli and Salmonella spp.   
 
4. Discussion 

The results from the both reactors, which are used to treat cattle manure of 5% and 10% solids 
content anaerobically, suggests that TS, VS, and TOC removal efficiencies as well as biogas 
and methane production rate per gram VS added were quite similar. The highest removal 
efficiencies and the highest biogas/methane production rates were obtained in the stage in 
which cattle manure and corn silage were mixed to obtain 10% of solids content. The results 
from this stage were compared to the literature data (Table 2). The results shown in Table 2 
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suggest that study results (VS removal efficiency and methane production rate) are 
satisfactory compared to literature data. Finally, it is necessary to state that the thermophilic 
reactor was successful in both Salmonella spp. and E.coli removal in stages of the study while 
mesophilic one was not satisfactory in E.coli removal although it successfully removed 
Salmonella spp. Related Turkish legislation suggests that Salmonella spp. and E.coli must not 
be detected in the effluent [5]. 
 
Table 2. Comparison of the study results with literature data. 

Reference Reactor type VS removal (%) 
Methane production 
(Lmethane/gVSadded) 

Current study* Complete mix 59 0.15 – 0.29 
[6] Fill-decant anaerobic 48 – 53.6 0.24 – 0.25 
[7] Anaerobic hybride 59 – 68 0.19 

[8] 
Two-phase anaerobic 

digester 
30.3 – 62.4 0.07 – 0.24 

[9] 
Temperature-phased 

anaerobic digester (TPAD) 
37 – 41.5 0.15 – 0.22 

[10] Complete mix 28 0.20 

[11] 
Temperature-phased 

anaerobic digester (TPAD) 
42.6 0.23 

[12] Anaerobic SBR 22 0.07 – 0.15 
[13] Complete mix 38.4 0.25 
[14] Fill-decant type 42 – 52 0.17 – 0.22 
[15] Complete mix 24.7 0.09 

*Cattle manure of 10% solid content mixed with corn silage 
 

5. Conclusions 

The performance of anaerobic digestion process for the treatment of cattle manure was 
investigated in this study. The results of the study, in which the effects of different operational 
temperatures (35 ºC and 55 ºC), different solids content of the feed (5% and 10%), different 
hydraulic retention times (20 and 40 days) and the addition of corn silage to the feed on the 
TS and VS removal performances of the reactors and on the biogas production, suggests  

- that cattle manure is possible to treat by both feeding alone and feeding mixed with an 
organic supplementary material (corn silage for the case), 

- that the addition of corn silage to the cattle manure increases the treatment efficiency 
in both reactors, 

- that higher VS removal efficiencies and higher methane production were observed if 
corn silage are provided to the feed, 

- that the thermophilic range of operational temperature shows higher performance in 
the aspects of both methane production and pathogen removal, 

- and that cattle manure can be stabilized by anaerobic digestion in an economical and 
environmentally beneficial way. 

Considering all results from the study, it was concluded that thermophilic reactor was 
satisfactorily effective in pathogen microorganisms removal and VS stabilization. Besides 
during the stabilization process the use of a supplementary organic material (corn silage) was 
proven to sustain high energy production potential.  
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Abstract: At Tekniska Verken in Linköping AB (TVAB) there is a l ong time experience of handling and 
producing biogas from large volumes of slaughterhouse waste. Experiences from research and development and 
plant operations have lead to the implementation of several process improving technological/biological solutions. 
We can in this paper describe how the improvements have had several positive effects on the process, including 
energy savings, better odor control, higher gas quality, increased organic loading rates and higher biogas 
production with maintained process stability. In addition, it is described how much of the process stability in 
anaerobic digestion of slaughter house waste relates to the plant operation, which allow the microbiological 
consortia to adapt to the substrate. Since digestion of proteinaceous substrates like slaughterhouse waste lead to 
high ammonia loads, special requirements in ammonia tolerance are placed on the microbiota of the anaerobic 
digestion. Biochemical assays revealed that the main route for methane production proceed through syntrophic 
acetate oxidation, which require longer retention times than methane production by acetoclastic methanogens. 
Thus, the long retention time of the plant, accomplished by a low dilution of the substrate, is a vital component 
of the process stability when treating high protein substrates like slaughterhouse waste.  
 
Keywords: Anaerobic digestion, co-digestion, full-scale, slaughterhouse waste, syntrophic acetate oxidation 

1. Introduction 

Slaughterhouse waste is the very energy-rich waste stream of meat industry [1]. As such, it is 
an attractive material to treat through anaerobic digestion for the production of biogas. 
However, there are many potential technical and microbiological problems associated with 
anaerobic digestion of slaughterhouse waste. These include the practical handling according 
to European Union Animal By-Products (ABP) Regulation [2], protein content [3] and high 
degradation and volatile fatty acid (VFA) formation rates [4,5]. Reported here are the 
experiences, production results and R & D activities at the full scale co-digestion biogas plant 
treating slaughterhouse waste in Linköping, Sweden, for the period 1997-2010. 
 
1.1. Anaerobic digestion of protein-rich substrate 
Anaerobic digestion of organic material is a complex microbiological process requiring the 
combined activity of several groups of microorganisms with different metabolic capacities 
which need to work in a synchronized manner in order to obtain a stable biogas process [6]. 
One type of key organisms are the methanogens, producing methane mainly from acetate or 
hydrogen and carbon dioxide. Protein-rich substrate, such as slaughterhouse waste, is a well-
known source of sulfide formation during anaerobic degradation. The increased concentration 
of sulfides in the digester lead to higher concentrations of corrosive H2S in the biogas and can 
further lead to sulfide inhibition of the methanogens [7,8]. When the proteins in 
slaughterhouse waste are degraded, not only sulfides are formed but also ammonia [3]. The 
released ammonia increases the pH in the digester and with a large ratio of slaughterhouse 
waste in the substrate mixture, the pH tends to reach over 8.0, which can be growth limiting 
for some VFA consuming methanogens [9]. The above optimal pH, together with a high 
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fermentation rate of proteins and fats in the slaughterhouse waste can lead to an accumulation 
of fatty acids. Thus, if the organic load to the digester is not decreased at that point, the 
process overload can lead to increasing concentrations of process inhibiting fatty acids, the 
consequential pH drop and finally to a total inhibition of methanogenesis and process collapse 
will follow. The released ammonia (NH3) from protein degradation is in equilibrium with the 
less harmful ionized ammonium species (NH4

+). However, the non-ionized form is itself also 
a source of inhibition of microorganisms, since the neutral NH3 can easily pass through cell 
membranes of bacteria and archaea and upon entering the cell disrupt e.g. intra-cellular pH 
and concentrations of other ions [8]. Thus, methods to lower ammonia levels in anaerobic 
digesters treating high-protein substrates are desirable and subject to active research [10,11]. 
Furthermore, at increased pH and temperature, the equilibrium is shifted towards the toxic 
ammonia, resulting in a positive correlation between toxicity effects and increasing pH and 
temperature [12]. Among the methanogens, the acetate-utilizing methanogens have been 
suggested to be responsible for 70-80 % of the methane produced [6]. However, recent results 
suggest that an alternative methane producing pathway is activated at elevated levels of 
ammonia [13]. In this pathway, acetate is converted to hydrogen and carbon dioxide by 
syntrophic acetate oxidizers (SAO), followed by the subsequent reduction of carbon dioxide 
to methane by hydrogen utilizing methanogens, i.e. by this pathway methane is produced by 
hydrogenotrophic methanogens only. Development of SAO has been shown to occur due to a 
selective inhibition of acetate-utilizing methanogens by ammonia, released e.g. during the 
degradation of proteins [13]. 
 
1.2. Co-digestion plant design and operation 
The plant for co-digestion of slaughterhouse waste started operation in 1996. The plant is 
operated by the company Svensk Biogas AB (SvB), a subsidiary to TVAB, and has since 
start-up continuously supplied upgraded vehicle-fuel quality biomethane. TVAB has an in-
house Biogas R & D department, which continuously work to support production and 
improve plant performance. Biogas process research is further conducted in collaboration 
with Linköping University and the Swedish University of Agricultural Sciences [14,15]. 

 

Figure 1. Schematic diagram of the process at Linköping Biogas plant. 
 
The co-digestion plant consists of three basic parts: 1) substrate reception and storage, 
2) pasteurization equipment, and 3) anaerobic digesters (Fig. 1). Yearly capacity of the plant 
is 55 000 metric tons, and the proportion of slaughterhouse waste in the total substrate 
mixture has varied between 35 and 75 % (w/w, yearly average). During 2010, the capacity of 
the plant was expanded to 100 000 tons/year. 
 
Slaughter house waste is treated with formic acid at the slaughter house and all waste is 
delivered to the plant by closed trucks in a grinded (≤ 12 mm) pumpable form and is either 
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transferred into a combined homogenization and buffer tank or directly into a second, heated 
buffer tank. After homogenization the substrate mixture is continually pumped to the second 
heated buffer tank. The target temperature of the second buffer tank is above 75 °C to avoid 
foaming, to pre-heat the material before pasteurization and to provide a stable thermal 
disintegration of the substrate. Substrate which is delivered warm is pumped directly to the 
heated buffer tank to save energy on substrate heating. Before loading of the digesters, the 
substrate is pasteurized in a batch process for one hour at 70 °C, to fully comply with the EU 
ABP regulation for category three materials [2]. The anaerobic digestion takes place at 
mesophilic conditions (38 °C) and the process heat is supplied through the city’s waterborne 
district heating system. The two digesters are continuously stirred tank reactors (CSTR) run in 
parallel, with a total volume of 7400 m3 and a hydraulic retention time (HRT) of 45-55 days. 
The gas composition is, on average, 68 % CH4, 31 % CO2 and <100 ppm H2S. No significant 
modification to the plant has been necessary, as a consequence of ABP regulation 
implementation, since the plant was already equipped with the required pasteurization 
function. However, the precise categorization of different substrates of animal origin has 
changed over the years, as legislation and its interpretation have changed. 
 
2. Materials and methods 

2.1. Operation and analysis data 
Operational data on bi ogas production, biogas composition and the amount and type of 
incoming substrates were collected from the plant’s SCADA-system. pH was analyzed with a 
WTW 526 pH  meter (WTW Inolab, USA), according to Swedish Standard SS 028122:2. 
Partial (bicarbonate) alkalinity was analyzed by titration to pH 5.4, w ith simultaneous 
removal of CO2, in accordance with Swedish standard SS-EN ISO 9963 Part 2.  
 
Total solids (TS) and volatile solids (VS) were analyzed according to Swedish Standard SS 
028113. VFAs were analyzed with a m odified spectroscopic HACH method (HACH no. 
8196). Dissolved free ammonium nitrogen was analyzed according to FOSS Tecator’s Kjeltec 
method, on a Kjeltec 2200 (Foss Tecator, Denmark). The method gives the concentration of 
total dissolved free ammonium including a minor fraction of dissolved ammonia nitrogen.  
(NH4

+-N (aq) + NH3-N (aq)).  
 
2.2. Labeling experiments 
Inoculation of digester samples with isotopically labeled acetate was performed in order to 
distinguish between methane formation by acetate utilizing methanogens or via syntrophic 
acetate oxidation and hydrogenotrophic methanogens. Aliquots of digester content (20 ml) 
were transferred during flushing with N2/CO2 (80/20 percent) to sterile serum vials (118 ml). 
The bottles were closed with butyl rubber stoppers and aluminum caps and the labeling 
studies were started by the addition of (2-14C)-acetate (Amersham, England) to a f inal 
concentration of 10 kBq/ml. The culture was incubated at 37 °C and the degradation of (2-
14C)-acetate and the concomitant formation of 14CH4 and 14CO2 were determined by 
scintillation counting. The labeling pattern was analyzed when approximately 90 % of the 
labeled acetate had been converted. Finally, the ratio of 14CO2/14 CH4 was determined and 
values above 1 were considered as evidence for SAO.  
 
3. Results 

3.1. Operational strategy development 
During the two first years of operation about 50 % (w/w) of the substrate consisted of cattle 
manure. This is a common way to avoid problems with process overloading, 
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nitrogen/ammonia inhibition and micronutrient deficiency [16,17]. However, diluting the 
substrate mixture with manure has the negative effect of decreasing the amount of methane 
produced per reactor volume, since the methane yield of manure is far lower than that of 
slaughterhouse waste [18]. To increase the profitability of the plant, and to meet the increased 
demand for biomethane as a vehicle fuel, a gradual replacement of manure with more 
slaughterhouse and other organic wastes with higher methane potential have been 
implemented (fig. 2B). 
 
3.1.1. Organic load of digesters and biogas production 
At start-up, the plant was designed for a substrate mixture with a TS maximum of 8 % . 
However, as a result of the constant endeavor to increase the organic load and thereby 
methane production, the TS of the incoming substrate mixture, sampled in the heated buffer 
tank, has during 2009/2010 reached a TS of 17 % as a yearly average (Fig. 2A), with 
individual samples during 2009/2010 sometimes reaching 20 %. A replacement of steam 
injection with district heating for pasteurization in 2007, also led to a thicker substrate 
mixture, since added water no longer enter the system through the steam. 
 
 

 

 

 

 

Figure 2. A) Total solids (TS) of incoming substrate (yearly average) during 1997-2010 (data for 2010 
up until 2010-05-06), sampled in the heated buffer tank. B) Annual amount of substrate, substrate 
composition and biogas production during 1997 - 2009. Number captions denote implementation of 
process additives: [1] FeCl2; [2] hydrochloric acid; [3] KMB1.  

As can be seen in Fig. 2B, the plant has experienced an almost unbroken increase of yearly 
biogas production. In 2009 the average volumetric biogas production reached an average of 
3.6 Nm3/(m3_R·d) and a yearly total production of 9.6 million Nm3. 
 
3.2. Main achievements in process stabilization and optimization 
The cut down in manure usage put a focus on process development, which was facilitated by 
three main appendages to the operational strategy of the plant; 1) addition of ferrous chloride, 
2) addition of hydrochloric acid and 3) addition of the process additive KMB1 (Fig. 2B).  
 
3.2.1. Addition of ferrous chloride 
Sulfide-associated problems, such as corrosive H2S in the biogas and sulfide-inhibition of the 
methanogenesis are both reduced by precipitation of sulfides with Fe(II). At the plant, the 
addition of ferrous chloride to the homogenization and pasteurization tanks commenced in 
May 1998 and as a result, the sulfide concentration in the digesters and the concentration of 
H2S in the biogas were reduced, as well as the sulfur load on the water scrubbers [19]. The 
use of ferrous chloride has continued since 1998 and because the addition of the precipitant is 
made already in the homogenization and pasteurization tanks, the H2S-induced odors from the 
buffer and pasteurization tanks are also reduced. 
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3.2.2. Addition of hydrochloric acid 
Laboratory tests, with addition of hydrochloric acid to co-digestion reactors operated under 
mesophilic conditions were performed in 1999-2000 [20]. Positive effects on volumetric gas 
production and VFA levels were noted in the digesters where pH was lowered with 
hydrochloric acid and full-scale acid addition was started at the plant in March 2002. O n 
comparison of the operation performance of the plant in 2000-2001 with 2002-2003, the 
following direct and indirect effects were observed [19]: digester loading rate could be 
increased with 70 % on VS basis, gas production increased, acetate concentration decreased 
by 43 % and partial alkalinity concentration increased from 11 000 mg/L to 17 000 mg/L. On 
average, between the two periods, the amount of material increased by 20 % (fig 2B) whereas 
the dry substance of the material increased with 26 % during the same period (fig. 2A). Since 
also the percentage of slaughter house waste increased from 59 to 72 % in the material, the 
VS percentage of TS increased. Thus, the gas production increase was a result of the 
increased loading rate since the specific methane yield per kg VS was unchanged.  
 
3.2.3. Addition of process additive KMB1 
To further enhance process stability, and to increase the efficiency of the plant, a p rocess 
additive known as KMB1 was developed at TVAB [21]. The main effects of the additive 
were: (1) more stable production, enabling (2) higher organic loading rate without process 
disturbances and heavy foaming [19], leading to (3) higher methane production. Also, the 
additive enabled the decrease and final removal of manure in the substrate mixture, and has 
been added to the plant since November 2003. 
 
3.3. Plant performance after process improvements 
After implementation of the three process improving additives mentioned above, a closer 
study of the process reveal the positive effects (data from 2004-2005). In the heated buffer 
tank the VFA levels fluctuate to a g reat extent and can occasionally get very high (up to 
16 000 mg/L) while the pH is low (Fig. 3A). However, even though the buffer tank substrate 
display a low pH and high, fluctuating VFA concentrations (average 8400 mg/L, pH 5.5), the 
concentration of VFA in the digester is low and stable (average 1600 mg/L, max 2800 mg/L) 
and the digester fluid has a stable pH of 8.0 (7.9-8.1).  
 
 

 

 

 

 

 

Figure 3 A). Volatile fatty acid (VFA) concentrations (mg acetic acid-equivalents/L) and pH levels in 
the heated buffer tank (denoted: substrate) and in the biogas digester (data from 2004-2005). B) Total 
ammonium (NH4

+-N (aq) + NH3-N (aq)) concentrations (mg/L) in the digesters during 1997-2010. 

Since the plant’s early years of operation, the total NH4-N concentration has been high. The 
average for both digesters during 1999-2010 has been 5060 mg/L, with a maximum yearly 
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average of 5880 mg/L (digester 1, 2006) and a minimum yearly average of 4120 (digester 2, 
2002) (Fig. 3B). Labeling experiments were performed in 2008 t o establish what type of 
methane formation pathway is prevalent – methane formation by acetate utilizing 
methanogens or via syntrophic acetate oxidation and hydrogenotrophic methanogens?  
 
The labeling analysis showed production of high levels of labeled carbon dioxide in relation 
to labeled methane. The 14CO2/14CH4 quota was determined to be 16; clearly showing that 
methane production in the digester occurred mainly through syntrophic acetate oxidation and 
hydrogenotrophic methanogenesis. Since the digester is operated at high ammonium levels 
(5300 mg NH4

+-N/L at the time of sampling) this is a result that was expected and in 
accordance with the previous studies that have shown development of SAO in response to 
increasing ammonia levels13. The development of this prevailing metabolic pathway is likely 
the explanation to the stable operation of the process even at high ammonia levels. Given that 
methanogenesis via syntrophic acetate oxidation involves a hydrogenotrophic methanogen, 
that tolerates higher levels of ammonia than acetoclastic methanogens, methane production 
from acetate can still proceed even though the acetoclastic methanogens are inhibited. 
Furthermore, isolation and characterization of several ammonia tolerant hydrogen utilizing 
methanogens, as well as ammonia tolerant syntrophic acetate oxidizing bacteria, support this 
suggested mechanism for ammonia adaptation in biogas processes [22-24]. However, the 
generation time of a S AO culture was calculated to be approx. 28 da ys [13] which can be 
compared with the times of around 2 - 12 day for acetate utilizing methanogens [25]. Thus, 
the long retention time would seem to be a prerequisite to allow SAO to establish in the 
digester. 
 
3.4. Practical experiences 
The general plant operation experiences of anaerobic digestion of slaughterhouse waste 
concern two main themes: 1) logistics and transportation and 2) process and technology. At 
the slaughterhouse, the waste is grinded to ≤12 mm and treated with formic acid. The grinding 
at the slaughterhouse allows for transportation of the substrate in slurry form, and thereby a 
closed-system handling at the biogas plant, which prevents odor problems. Treatment with 
formic acid prevents foaming which would otherwise cause significant problems during 
transport and storage at the biogas plant. The thermal disintegration of the substrate in the 
heated buffer tank, and the fact that the substrate temperature is over 70 °C in large parts of 
the system, reduces potential problems with clogging and eases pumping of the substrate due 
to reduced viscosity. Furthermore, to achieve a stable process the type of material co-digested 
with the slaughterhouse waste is important, and the complimentary substrates should work 
well in the plant, both from a practical and a process point of view, which will lead to an even 
substrate mixture over time and thus an even organic loading rate and a stable biogas process. 
 
4. Conclusions 

From the long time experiences the following conclusions are established: 
• It is possible to operate CSTR co-digestion of slaughterhouse waste, at substrate TS 

levels significantly over the original design level. 
• The plant is operating well at high levels of ammonium, and the long HRT (45-

55 day) enables establishment of a mesophilic syntrophic acetate oxidizing culture. 
• With optimization of process parameters, substrate composition and through the 

addition of process additives, it has for 15 years been possible to achieve a continued 
increase of the biogas production, with basically the original plant capacity. 
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Abstract: Fatty acid methyl ester (FAME), a renewable liquid biofuel popularly known as biodiesel, is emerging 
as a suitable replacement to common diesel fuel (CDF) in unmodified Compression Ignition (CI) engine. Present 
article reports the development of a process to reduce the operating cost during the conversion of vegetable oil to 
biodiesel through the application 1kW sonication techniques at various stages of the composite process. Around 
98 % yield was achieved by employing minimum quantity of excess alcohol and alkali catalyst in 
transesterification reaction. After the completion of reaction, instantaneous separation of FAME from glycerol is 
a noticeable advantage. Its reaction parameters such as time and temperature have been reduced drastically. The 
ultrasound energy had also produced excellent benefit during purification of crude FAME through the efficient 
removal of mono and diglyceride from FAME. The analysis of the products was done as per ASTM methods and 
its fuel characteristics were evaluated using a research engine. 
 
Keywords: FAME, Biodiesel, Transesterification, Ultrasonication, Compression Ignition engine 

1. Introduction 

Stupendous efforts have been made during the last few decades on bio-fuel chemistry. 
Amongst these, biodiesel in particular, has captured the world attention as an impressive 
substitute to common diesel fuel (CDF). It is the monoalkyl esters of long chain fatty acids 
(FAME) derived from vegetable oil and animal fats. The feedstock composed of mainly 
triglycerides with high viscosity, very low vapor pressure and impurities like free fatty acid 
(FFA), phospholipids, moisture, vegetable sediments and gum hence cannot act as ideal fuel 
for CI engine [1]. On being converted to FAME (having both carbon and viscosity equivalent 
to CDF) through a chemically reversible reaction called transesterification [1, 2], it becomes 
suitable to replace CDF, hence called biodiesel. Transesterification reaction is the vital step of 
the composite process where the vegetable oil (triglyceride) is treated with a short chain 
alcohol viz. methanol, in presence of a catalyst (acidic/basic) at a suitable temperature and 
reaction time to produce corresponding FAME as per gross reaction (1). It is renewable, 
biodegradable with relatively less emission profile, admissible viscosity, flash point and a 
high cetane number [3].  
 
Triglycerides + 3 CH3OH - Glycerol + FAME      (1) 
 
Even though the synthesis of FAME from vegetable oil is relatively facile its economization 
is challenging.  The major drawback of the composite process lies largely on the costly 
feedstock, inefficient extraction of oil from seed, complicated purification of crude oil and 
product, high reaction parameters of transesterification, ineffective separation of products and 
loss of homogeneous catalyst. The difficulty involved with purification step of FAME 
comprises utilization of vast quantity of fresh water, loss of small quantity of the product with 
water followed by waste water treatment. 
 
The present paper attempts to develop a process to produce biodiesel from refined soybean oil 
and sunflower oil by overcoming major hurdles involved in both transesterification and 
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purification steps. Reduction of reaction parameters and other improvements in the various 
working steps have been tried with the help of ultrasonic waves [4, 5]. The purified biodiesel 
was subjected for exploration of its fuel characteristics in an unmodified CI engine.  
 
2. Materials and methods 

2.1. Materials 
Refined soybean oil of nature fresh brand and sunflower oil of fortune brand were procured 
from local dealers. Anhydrous methanol (MeOH) (99.5%) and sodium hydroxide (NaOH) 
pellets were procured from M/s Finar, Ahmedabad. Fatty acid profile of the feedstock was 
evaluated by Gas Chromatography while moisture by using Karl Fischer (Systronics make) 
and phospholipids by classical method. Refined vegetable oil are found to contain negligible 
quantity of free fatty acid, moisture phospholipids, and used as feedstock for biodiesel 
preparation without further purification. The Ultrasonic Processor of Sonapros PR-1000 
model of 1kW was used to generate sonication in a special designed three necked glass 
reaction vessel housed in a sound dampener. Gas Chromatograph of model CERES 800 plus 
of M/s Thermo Electron LLS Pvt. Ltd was used for the analysis of glycerol, monoglycerides, 
diglycerides, triglycerides, methyl esters of various fatty acids. Kirloskar make compression 
ignition engine with variable compression ratio was procured to study its performance with 
different biodiesel and evaluate their respective fuel properties. 
 
2.2. Method  
2.2.1. Transesterification reaction for the conversion of vegetable oil to FAME 
All the ingredients of transesterification such as vegetable oil, anhydrous methanol was kept 
over freshly dried anhydrous sodium sulphate for over 10hours before use. Clearly 
homogeneous stock solution of desired strength of sodium hydroxide-methanol was prepared 
and also stored over freshly dried anhydrous sodium sulphate to remove any possibility of 
moisture formation. Exactly weighed quantity of vegetable oil was taken in the sonication 
vessel and preheated to a temperature 5oC below the operating temperature. Methanol-sodium 
hydroxide catalyst solution was added into the sonication vessel very slowly without lowering 
the pre set temperature of the vessel. Appropriate horns/probes of the ultrasonic processor 
were inserted into the sonicator vessel so that its tip dips about 5mm into the alcohol phase. 
Reflux condenser, thermocouple, and dropper to draw sample time to time were placed with 
the reactor and appropriate sonication energy was applied. The experiments were conducted 
over wide range of methanol and oil molar ratio between 3:1 to 15:1, varying quantity of 
sodium hydroxide catalyst ranging from 0.1% to 1.5% with respect to oil and reaction times 
varying from 5 minutes to 45 minutes as well as wide temperature range of 30 to 70°C. After 
the completion of the reaction, heavier glycerol was gravity separated instantaneously from 
the reacted mixture leaving FAME as upper layer in a separating funnel. 
 
2.2.2. Purification of Products 
Crude FAME containing free glycerol, small amount of alkali and partial unconverted portion 
of triglycerides usually are usually done complicated water washing or vacuum distillation 
methods [6]. Disadvantages associated with such classical process is the partial loss of 
biodiesel and poisonous methanol, total loss of costly homogeneous catalyst, use of large 
quantity of fresh water followed by adopting costly waste water treatment process. While 
purification through distillation under reduced pressure was found to make partial oxidation 
of biodiesel due to the presence of double bond with fatty acids of FAME. Moreover, both 
methods failed to reduce mono- and diglycerides impurities from it [7]. In order to overcome 
the difficulties a novel method was adopted to purify FAME after its separation from reaction 
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mixture. The neutralization of the alkali content of the product was done with dilute sulphuric 
acid [8] followed by counter current water washing to remove entire unreacted alcohol and 
residual free glycerol. By this way the requirement of fresh water was reduced to only 2 liters 
per litre of FAME in compare to large quantity of water utilized earlier [9]. The methanol was 
recovered from the waste water by distillation. About 90% methanol content of washed water 
was recovered by distillation. The waste of small quantity of FAME through washed water 
was minimized by reusing the distillate as washing fluid. The purified product was dried 
under by purging dried air. The mono- and diglycerides were reduced from the product by 
treating with silica gel of particular surface property and of particular mesh size under 
ultrasonication for 15-20 minutes. This purification method without thermal treatment 
prevents partial decomposition of the relatively unstable FAME containing un-conjugated 
double bonds.   
 
2.2.3. Analysis of biodiesel      
The ester content of soybean oil methyl ester and sunflower oil methyl ester was determined 
using Gas Chromatography with Flame Ignition Detector (FID), % yield was calculated 
following ASTM: D 6584-00 and moisture, viscosity, flash-fire point, density, etc as per the 
ASTM6547 method and GC graph is shown in Fig. 1.   
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Fig. 1. Soy-FAME Gas Chromatogram 
 
3. Results and Discussion 

3.1. Effect of alcohol oil molar ratio:  
The theoretical molar ratio of alcohol to oil in the transesterification reaction is 3:1. The 
higher molar ratio of methanol to oil is involved with catalytic braking of carbonyl bond with 
glycerides under strong thermal turbulence created by sonication. Availability of more solvent 
brings poorly soluble oil slowly into the homogeneous reaction phase. The nascent fatty acids 
after its liberation from glyceride are highly acidic for esterifiation with vast quantity of 
methanol available as medium. The presence of alkali catalyst in the reaction mixture 
probably helps the esterification. It is observed that with 5:1 to 9:1 molar ratio of alcohol-oil, 
ester formation (shown in Fig. 2) is more than 98%. When it is increased to 15:1 the yield of 
esters dropped to 80%. Such higher molar ratio of alcohol to oil probably reduces the 
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adequate homogeneous catalytic concentration by dilution as well as interferes with the 
separation of glycerin as it is dispersed in large volume of solution thereby lowers the yield of 
esters. FAME yield is drastically reduced when molar ratio goes down from 5:1 which may be 
due to the fact that insufficient solvent fails to bring poorly soluble oil for reaction zone. 
Sonication technique proved to be more beneficial leading to an enhancement in the yield. 
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Fig. 2. Percentage yield of soy-FAME at varied methanol-oil molar ratios and different interval 
 
3.2. Effect of catalyst concentration: 
Methanolysis of soybean and sunflower oil is done by taking low cost NaOH as catalyst over 
the concentration range of 0.3 to 1.2 % wt with respect to oil. With alcohol-oil molar ratio 6:1 
and temperature 60°C the product is analyzed at different time intervals starting from 5 min to 
45 minutes. The results are displayed in Fig. 3. It is observed that the reaction has shown a 
yield of around 85% even with a low catalyst concentration of 0.3% in 45 minutes. Unlike the 
mechanical stirring method where the yield of products with low catalyst concentration is 
quite low, the sonication technique proved to be more beneficial leading to an enhanced 
increase in yield of methyl esters. However the maximum 98% yield is obtained at catalyst 
concentration of 1% wt. of oil in less than 15 minutes time. Longer reaction time found to 
increase the viscosity of FAME may be due to back reaction of FAME with glycerol. 
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Fig. 3. Percentage yield of soy-FAME at varied catalyst concentrations and different time intervals 
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3.3. Effect of temperature: 
It is observed that transesterification under sonication is temperature dependent. At 
temperature 60-65°C more than 90% conversion is achieved in just 5 min (shown in Fig. 4). 
The gas chromatogram for this conversion is shown in Fig. 1. The ultrasound technique 
involves the formation of a fine dispersion between oil and alcohol due to micro-turbulence 
generated by cavitations bubbles creating enormous interfacial area. Thermal input between 
two immiscible liquids under sonication forms more dispersion and thus accelerates chemical 
reactions especially between two immiscible ingredients. 
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Fig. 4. % yield of soybean oil methyl ester at varied temperature and different time intervals 
 
3.4. Performance of biodiesel in IC engine 
The biodiesel with maximum conversion (98%) after purification and analysis is taken up  for 
the evaluation of its fuel properties in a CI research engine. Due to low vapour pressure of 
FAME the flash point is found to be more than 1300C. Hence it cannot be used as a direct fuel 
in the unmodified CI engine. Hence, FAME is blended with CDF in the proportion of 5% and 
10%, called as B-05 and B-10 and used as fuel [6] in the unmodified CI engine. 
 
The density and kinematic viscosity of FAME is equivalent to CDF. The gross calorific value 
(GCV) is 1-2% lower than diesel. The brake specific fuel consumption (BSFC) i.e. the ratio of 
fuel mass flow of an engine to its output power were drawn for soybean FAME-CDF blended 
B-05 and B-10 at low engine load under variable compression ratio (CR). BSFC is found to 
be higher at lower loads and as the load increased its value decreased. It is also noticed that 
the BSFC for B-05 is greater than that of B-10. The difference between BSFC values for both 
the blends is reduced with rise in load (Fig. 5 & 6). Due to higher flash point and lower 
calorific value, the BSFC should rise with biodiesel content in the biodiesel-diesel blended 
fuel, but at lower loads this does not happen. It may be due to the presence of oxygen 
(attached to carbonyl carbon) content in biodiesel as well as its better spray characteristics 
(due to its lower viscosity) and comparable energy density for which the brake power is 
improved [10]. Overall, BSFC of biodiesel is at par with CDF, may be due to the presence of 
un-conjugated double bonds with fatty acids of FAME.   
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Fig. 5. Variation of Brake Specific Fuel Consumption with different loads at CR of 17 for B-05 & B-10 
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Fig. 6. Variation of BSFC with different loads at compression ratio 18 for B-05 & B-10  
 
4. Conclusion 

The paper puts up a composite process to produce biodiesel from vegetable oil with reduced 
operating parameters such as the reduction of reaction time, reaction temperature, reduction in 
quantity of unrecoverable homogeneous catalyst, utilization of lesser amount of excess 
methanol for achieving excellent yield by the application of low energetic (1kW) 
ultrasonication. However, the transesterification reaction under sonication is found to be 
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temperature dependent. The separation of FAME from glycerol under the present working 
condition is instantaneous. The complicated purification step has been simplified. Use of 
silica gel along with sonication found to reduce the impurities of crude FAME such as free 
glycerol, mono and diglycerides. Hence, the application of sonication is found to be beneficial 
with composite process of synthesizing biodiesel from refined vegetable oil. Brake Specific 
Fuel Consumption of biodiesel prepared through the application of ultrasonication found to be 
at par with that of Common Diesel Fuel although the gross calorific value of biodiesel is 1.5% 
lower than CDF, which may be due to the presence of un-conjugated double bonds with many 
fatty acids of FAME that could replace it in CI engine.   
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Abstract:  Camelina seed oil has recently attracted great interest as a low-cost feedstock for biodiesel production 
because of its high oil content and environmental benefits. In the present study, an orthogonal array design was 
used to optimize the biodiesel production from camelina seed oil using ultrasonic-assisted transesterification. 
Four relevant factors are investigated: methanol to oil ratio, catalyst concentration, reaction time and temperature 
to obtain maximum fatty acid methyl ester (FAME) yield of biodiesel. An OA25 matrix was employed to study 
the effect of the four factors, by which the effect of each factor was estimated using statistical analysis. Based on 
the results of the statistical analysis after the orthogonal experiments, maximal biodiesel FAME yield (98.6 %) 
was obtained under the conditions of 8:1 methanol to oil molar ratio, 1.25 wt.% catalyst concentration (KOH), 
50 min reaction time, and 55 ℃ reaction temperature. Other properties of the optimized biodiesel, including 
density, kinematic viscosity, and acid value, were conformed to the relevant ASTM and EN biodiesel standards 
and thus the optimized biodiesel from camelina oil basically qualified to be used as diesel fuel. 
 
Keywords:  Biodiesel, Orthogonal experiment, Optimization, Ultrasonic-assisted, Camelina oil. 
 
1. Introduction 

In recent years, biodiesel, as a low-emission renewable fuel, has attracted great public interest 
and there is a huge demand for biodiesel in the renewable fuel market. At present, most of 
biodiesel is produced from vegetable oils, such as soybean and rapeseed [1]. However, many 
vegetable oils for biodiesel production are edible and compete with the edible oil market. It 
will increase the cost of vegetable oils and cause deforestation since a lot of forests have to be 
felled for plantation purposes [2]. Moreover, the cost of raw materials accounts for 60-80 % 
of total biodiesel production [3]. Increasing cost of vegetable oils also causes the cost of 
biodiesel production higher. Therefore, many researchers focus on di fferent feedstocks of 
biodiesel and explore non-edible vegetable oils for biodiesel production, such as jatropha 
curcas oil and algae oil [4].  
 
Camelina (Camelina sativa L. Crantz), is a spring annual oilseed plant originated in Germany 
in about 600 B.C.. It grows well in temperate climates and matures earlier than other oilseed 
crops [5]. In comparison with common oilseed crops, camelina has lower agriculture inputs, 
such as lower water, pesticide and fertilizer requirements, and higher cold-weather tolerance. 
Therefore, camelina may avoid deforestation in certain extent since it can be cultivated in 
agriculturally undesirable lands which are not suitable for normal crops, hence improving the 
quality of lands [6]. Furthermore, camelina seeds have an oil content as high as 28 to 40 %, 
which makes camelina a high oil-bearing crop [7]. Therefore, the use of camelina oil as 
feedstock for biodiesel production can greatly reduce the production cost of biodiesel and 
offer some environmental benefits. 
 
Frohlich and Rice [8] already evaluated the possibility of using camelina oil as a source for 
biodiesel production and Patil et al. [9] also tried to produce biodiesel from camelina oil using 
supercritical and subcritical methanol with cosolvents. Although there are some studies 
related to biodiesel produced from camelina oil, the optimal production conditions have never 
been investigated. Most optimal conditions were attained using a stepwise approach, which 
examined one process condition at a time [10]. This method was time-consuming and might 
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not get the right optimal conditions because some process conditions affect the yield of 
biodiesel simultaneously. This paper used an orthogonal array experimental design to 
optimize the biodiesel production conditions from camelina seed oil in order to avoid these 
problems. The use of the chemometric method: Orthogonal Array Experimental Design for 
process optimization has already found many applications elsewhere. It involves the selection 
of some representative combinations of factors and levels for the experiments to reflect the 
situation of the whole selected examined area. It is a cost-effective optimization strategy that 
can obtain the optimal level of each factor in a limited number of experimental trials [11]. 
This paper discussed the main process conditions in the transesterification reaction using 
orthogonal array experiments to optimize biodiesel production. To confirm whether or not the 
final product can be used as a qualified fuel, this study will also examined its compliance with 
international biodiesel standards.  
 
Normally, a stirred reactor is used as the reaction vessel for continuous alkali-catalyzed 
biodiesel production. However, ultrasonic irradiation has proved to be a useful tool for 
strengthening the mass transfer of immiscible liquids. It can cause cavitation of bubbles near 
the phase boundary between immiscible liquid phases and then the asymmetric collapse of the 
cavitations bubbles disrupts the phase boundary and causes emulsification. Micro jets, which 
are formed by impinge one liquid to another, lead to intensive mixing of the system near the 
phase boundary and thus reactants can be produced more quickly [12, 13]. Therefore, assisted 
with ultrasound, the reaction time may be reduced dramatically and the high reaction 
temperature may be lower than in traditional mechanical stirring production process. That 
would reduce the production cost of biodiesel and save more energy.  
 
2. Methodology 

Reagents and catalysts 
Cold-pressed camelina seed oil, obtained from Campressco Products Inc. (Saskatchewan, 
Canada), was used for the experiments. The main chemical compositon of the oil was, 
expressed in wt.%, 5 % palmitic acid, 16.7 % oleic acid, 16.9 % linoleic acid, 16.1 % cis-11-
eicosenoic acid and 38.1 % linolenic acid. Analytical grade methanol (99.9 %) was used in 
the experiments and potassium hydroxide (>85 %) in pellet form was used as the catalyst for 
the alkaline transesterification reaction. 
 
2.1. Experimental process 
Around 100 g (±0.1) of camelina oil was weighted and placed in a 250 ml glass bottle. The 
amount of methanol used was calculated based on its molar ratio with oil. The catalyst was 
first dissolved completely in methanol with a prefixed amount using a standard mixer, and 
then the mixture was added into the oil. The whole reaction was carried out in an ultrasonic 
bath obtained from Jeio Tech Co., Ltd. (model: US-05; frequency: 40 KHz; volume: 5L) and 
operated at 40 KHz. To enhance mass transfer and the reaction rate, the bottle was shaken for 
about 20 seconds by hand for every 10 minutes. Until reaching the preset reaction time, the 
glass bottle was then removed from the bath and the products of the reaction were settled 
down overnight at the room temperature. Two major products was observed in the bottle: 
crude biodiesel phase at the top and glycerol phase at the bottom. These two phases were 
separated by centrifugation (rotating speed: 8000 r pm; time: 5 min). After that the crude 
biodiesel was washed several times by deionized water assisted with ultrasound to remove the 
impurities and unreacted catalyst. The use of ultrasound reduced the washing times.  
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2.2. Orthogonal experiment design 
In the study, the experiments were based on an orthogonal array experimental design (OA25 
matrix) where the following four variables were analyzed: methanol to oil molar ratio (factor 
A), catalyst concentration (factor B), reaction time (factor C) and reaction temperature (factor 
D). These variables were identified to have significant effects on the yield of biodiesel 
produced from other feedstocks [10]. An OA25 matrix was employed to assign the considered 
factors and levels as shown in Table 1. Twenty-five trials were carried out according to the 
OA25 matrix to complete the optimization process. Each row of orthogonal array represents a 
run, which is a specific set of factor levels to be tested. The run order of the trials was 
randomized to avoid any personal or subjective bias. Here the matrix denotes four factors 
each with five levels and the extra column remained could be used as experimental error to 
indicate the reliability of the whole experiments. Statistical analysis was carried out to reflect 
the optimal reaction conditions and their magnitudes.  
 
Table 1 Levels and factors affecting the FAME yield of biodiesel. 

Level 

Factors 

Alcohol quantity     
(Molar ratio) A 

Catalyst concentration 
(wt.%) B 

Reaction time   
/min C 

Reaction temperature 
/℃ D 

1 2:1 0.75 10 25 
2 4:1 1 30 35 
3 6:1 1.25 50 45 
4 8:1 1.5 70 55 
5 10:1 1.75 90 65 

 
2.3.  Fuel properties of biodiesel 
The whole experiments of biodiesel were aimed at increasing the fatty acid methyl ester 
(FAME) yield. This yield determines the quality of the biodiesel product and indicates the 
efficiency of oil conversion. The EN standard (EN14214) requires FAME content of biodiesel 
to be over 96 %  [14]. In the present study, the FAME yield was analyzed by a Hewlett-
Packard 6890 S eries gas chromatograph (Palo Alto, USA) according to the AOCS official 
methods Ce 1-62 [15], equipped with a flame ionization detector (FID) operating at 300 ℃ 
and a capillary injection system operating at 250 ℃. The carrier gas was high-purity helium, 
with a constant flow of 1.0 ml/min, and samples of 1 μL were injected in split mode with a 
split ratio of 80:1. The column was a BD-EN14103 HP-INNOWax column (J&W Scientific, 
USA) with 30 m in length, 0.32 mm internal diameter and 0.25 μm film thickness. To 
minimize the experimental error, a known amount of a specific component methyl 
nonadecanoate (C19:0), used as the internal standard, was added into the sample prior to the 
GC injection. Other properties of the final biodiesel product, including density, kinematic 
viscosity and acid value, were determined in order to evaluate its suitability as diesel fuel 
substitute. The density was determined at the room temperature by using a density bottle 
while its kinematic viscosity was determined with an ubbelohde glass capillary kinematic 
viscometer according to the ASTM D445 method. The acid value (AV) was calculated 
according to the ASTM D644 method. All data reported were arithmetic means of triplicate 
assays. 
 
2.4. Statistical analysis of orthogonal experiments 
The statistical analysis included a range analysis and an analysis of variance (ANOVA). 
Range analysis was used to indicate the effect of each factor and determine the optimal level 
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of different factors. The mean value of the sum of the evaluation indexes of all levels in each 
factor (

jiK ) was used to determine the optimal level and the optimal combination of factors. 
The range (Rj) was defined as the range between the maximum and minimum value of the 
mean values and used to evaluate the importance of the factors. The optimal level for each 
factor could be obtained when 

jiK  is the largest and larger Rj means greater significance of 
the factor [16]. Although the optimal value of different factors can be easily determined by 
the range analysis, this method cannot distinguish whether the difference between the data 
fluctuation of each factor level was caused by experimental conditions or by experimental 
errors. Due to the limitation of the range analysis, analysis of variance was necessary to obtain 
the magnitudes of the factor affecting the result [17]. In the ANOVA, the data were analyzed 
by a F-test. The F value of each factor (Fj) implies the ratio of the variance for the each factor 
(Vj) to that of the experimental error (Ve) [16, 18]. During the F-test, Fα was a constant and 
defined as a critical value of the F-value for different inspection levels and can be found from 
the distribution table of the F-values [18]. When Fj is larger than Fα, the factor effect for the 
results is prominent; otherwise the factor effect for the results is not prominent. Moreover, the 
percentage contribution of each factor (Pj) was the percentage of the purified sum of square 
deviation for each factor (SSj

’) in the total sum of square deviation (SST). It reflects the 
factor’s influence and the percentage contribution due to experimental error providing an 
estimate of the adequacy of the whole experiments. Larger percentage contribution means 
more significant factor influence. When the percentage contribution due to error is low, say 
15 % or less, it can be assumed that no i mportant factor has been omitted and the whole 
experimental results are reliable [18, 19]. 
 
3. Results and discussion 

3.1. Fatty acid methyl ester yield and statistical analysis 
According to the OA25 matrix, twenty-five experiments were carried out and the results were 
shown in Table 2. As mentioned before, the extra column was used as the experimental error 
to indicate the reliability of the whole experiments. These data were taken as the original data 
and used in the statistical analysis.  
 
The mean values (

jiK ) and the relative data of range analysis were shown in Table 3. The 
highest FAME yield of each level was clearly distinguished when methanol to camelina seed 
oil molar ratio was 8:1 (93.4 %), catalyst concentration was 1.25 wt.% (89.5 %), reaction time 
was 50 m inutes (87.8 %) and reaction temperature was 55 ℃ (86.9 %) since 

jiK at these 
combinations (A4B3C3D4) was the highest. Since larger Rj means bigger impact on t he 
product yield, compared with the range values of different factors (Rj), the order of significant 
factors was: methanol to oil ratio (36.9) > catalyst concentration (14.8) > reaction time (10.3) > 
reaction temperature (7.3). The mean values of each factor (

jiK ) were shown in Fig.1. It 
should be noted that these lines were only used to show the trend of each factor, not for 
predicting other values that were not experimented [20]. Based on the changes of 

jiK , it can 
be observed that the FAME yield was dramatically increased from 56.5 % to 93.4 % with the 
ratio of methanol to oil increased from 2:1 to 8:1, and then slightly decreased. It indicated that 
increasing methanol amount immediately speeded up the transesterification reaction and 
shifted the reaction equilibrium toward the product side to form more FAME. However, 
further increasing the methanol amount beyond the optimal ratio reduced the yield since 
methanol also acts as an emulsifier that enhances emulsion. This caused a drop in FAME 
yield and complicated the washing process. The FAME yield increased with increasing 
catalyst concentration and reached maximum (89.5 %) at 1.25 w t.%. Beyond the optimal 
point, the yield slightly decreased to 86 %. It indicated that sufficient amount of catalyst was 
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required for complete conversion but excessive catalyst might activate the oil to react with the 
alkali catalyst, and thus formed more soaps and reduced the FAME yield. For reaction time, 
the FAME yield increased steadily first, and reached a maximum (87.8 %) at 50 min, and then 
the yield reduced slightly. Theoretically, FAME conversion would increase with reaction time. 
However, beyond the optimal time, the FAME yield slightly reduced because of the backward 
reaction and the saponification reaction [10]. Finally, reaction temperature seems to have little 
effect on t he FAME yield with a change from 79.7 % to 86.9 % . Since the reaction was 
carried out in an ultrasonic bath, the cavitation led to a localized increase in temperature at the 
phase boundary and thus the influence of reaction temperature was small.  
 
Table 2 FAME yield of biodiesel in OA25 matrix. 

Trial 
no. 

Factors Results 

A B C D Experimental 
error level 

FAME yield 
(wt.%) 

1 2:1 0.75 10 25 1 28.5 
2 2:1 1.00 30 35 2 53.6 
3 2:1 1.25 50 45 3 68.4 
4 2:1 1.50 70 55 4 67.6 
5 2:1 1.75 90 65 5 64.2 
6 4:1 0.75 30 45 4 84.1 
7 4:1 1.00 50 55 5 93.4 
8 4:1 1.25 70 65 1 95.2 
9 4:1 1.50 90 25 2 90.5 
10 4:1 1.75 10 35 3 85.9 
11 6:1 0.75 50 65 2 88.5 
12 6:1 1.00 70 25 3 91.6 
13 6:1 1.25 90 35 4 95.8 
14 6:1 1.50 10 45 5 92.5 
15 6:1 1.75 30 55 1 96.2 
16 8:1 0.75 70 35 5 88.5 
17 8:1 1.00 90 45 1 94.6 
18 8:1 1.25 10 55 2 93.6 
19 8:1 1.50 30 65 3 96.9 
20 8:1 1.75 50 25 4 93.3 
21 10:1 0.75 90 55 3 83.8 
22 10:1 1.00 10 65 4 87.1 
23 10:1 1.25 30 25 5 94.4 
24 10:1 1.50 50 35 1 95.6 
25 10:1 1.75 70 45 2 90.3 

 
Table 3 Range analysis data of biodiesel FAME yield.  

  
Alcohol quantity 
(Molar ratio) A 

Catalyst concentration 
(wt.%) B 

Reaction time 
/min C 

Reaction temperature 
/℃ D 

1jK  56.5 74.7 77.5 79.7 
2jK  89.8 84.1 85.0 83.9 
3jK  92.9 89.5 87.8 86.0 
4jK  93.4 88.6 86.6 86.9 
5jK  90.2 86.0 85.8 86.4 

Rj 36.9 14.8 10.3 7.3 
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 Fig.1.  Relationship between the mean values of various influence factor and FAME yield. 
 
The data of ANOVA for the FAME yield was shown in Table 4. For the inspection level, 
α=0.05, the critical value can be found from the distribution table of F-value: Fa(4,4) = 6.39. 
It was obvious that FA (72.2) > Fa, FB (10.2) > Fa. It indicated that methanol to oil ratio and 
catalyst concentration were the prominent factors affecting the FAME yield of biodiesel, 
when the regression curve and analysis were within a 95 % confidence level. Furthermore, 
from the percentage contribution, it was deduced that the most important factor contributing 
to the product yield was factor A (methanol to oil ratio, 78.5 %), followed by factor B 
(catalyst concentration, 10.1 % ), whereas factors C (reaction time, 4.2 %) and factor D 
(reaction temperature, 1.7 %) were not the significant factors for the change of FAME yield. 
Since the percentage contribution due to error was low (5.5 %), it was assumed that no 
important factor had been omitted and the whole experimental results were reliable. 
 
Table 4 ANOVA results of the FAME yield in OA25 matrix. 
Source SSj df Vj Fj Fa(4,4)=6.39 SSj' Pj (%) 

A 4986.1 4 1246.5 72.2 > 4917 78.5 
B 702.9 4 175.7 10.2 > 633.8 10.1 
C 331.8 4 83.0 4.8 < 262.7 4.2 
D 176.9 4 44.2 2.6 < 107.8 1.7 
e 69.1 4 17.3 －   345.5 5.5 
T 6266.8 20       6266.8 100 

 
3.2. Optimization of the experimental conditions  
According to the statistical analysis, the four experimental conditions affected the FAME 
yield of biodiesel differently. The amount of methanol and catalyst influenced dramatically 
the FAME yield and reaction temperature had a few effect on the FAME yield. The results 
indicated that increasing the level of these factors speeded up the reaction and the FAME 
conversion. However, beyond the optimal level, the FAME yield slightly reduced because of 
the backward reaction, such as emulsion and saponification. On the other hand, reaction 
temperature had little effect on the FAME yield since assisted with ultrasound already led to a 
localized increase in temperature at the liquid phase boundary. 
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Finally, the experiment was repeated under the optimal process conditions to confirm the 
validity of the optimization. A FAME yield of 98.6 % was obtained, which was higher than 
any former orthogonal experimental result. Compared with the data of the Trial 18 experiment, 
it was obvious that there was slight difference in the FAME yield (93.6 %) because of the 
influence of reaction time (10 min in Trial 18 and 50 m in under optimal conditions). This 
result was consistent with that of the statistical analysis. And compared with the results of the 
traditional mechanical stirring production process, the FAME yield under optimal conditions 
with ultrasonic-assisted was much higher. Both the reaction time and the amount of catalyst 
used were reduced [8]. Other properties of biodiesel produced under the optimal conditions 
were also measured. The density of biodiesel was 0.882 g/cm3, while the kinematic viscosity 
was 3.66 cst at 40℃, and the acid value was 0.217 mg KOH/g. Compared with the ASTM 
D6751 and EN 14214 standards, all the tested fuel properties of biodiesel produced under the 
optimal production conditions met the requirements. Therefore, optimized biodiesel basically 
qualified to be used as the diesel fuel.  
 
4. Conclusions 

In this research, the alkali-catalyzed ultrasonic-assisted transesterification reaction of 
camelina seed oil was studied and optimized through the orthogonal experiments with an 
OA25 matrix and a statistical analysis. According to the range analysis, the FAME yield of 
biodiesel increased sharply with increasing the amount of methanol used and catalyst 
concentration but was slightly reduced after the optimal point. The FAME yields also 
increased with increasing reaction time and temperature but the change was small. According 
to the ANOVA, the amount of methanol and catalyst used were significant factors for the 
FAME yield.  A fter the whole statistical analysis, the optimal FAME yield of biodiesel 
(98.6 %) was obtained to be methanol to oil molar ratio of 8:1, catalyst concentration of 1.25 
wt.%, reaction time of 50 m in and reaction temperature of 55 ℃ . Since the tested fuel 
properties of biodiesel conformed to the ASTM D6751 and EN 14214 standards, camelina 
seed oil biodiesel produced under the optimal conditions basically can be used as a qualified 
fuel. 
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Abstract: The tung oil and palm oil were subjected to enzymatic transesterification. Immobilized lipase 
(Novozyme 435) was used at 10 % w/v vs. oil. The reactions were conducted at 40oC to 60oC with methanol and 
ethanol at a molar ratio of 1:3 for 24 h ours. Temperature was found critical for the conversion efficiencies. 
Under 55oC after 24 hour, the optimal conversions of tung oil and palm oil fatty acid methyl esters (FAMEs) 
were 48 % and 63 %. The optimal conversions for tung oil and palm oil fatty acid ethyl esters (FAEEs) at 50oC 
were 20 % and 55 % respectively at 50oC. It was found the effciencies of FAEEs conversion were lower than the 
ones of FAMEs conversion. It was found that the tung oil consisted of 80 % unsaturated fatty acids, and palm oil 
consisted by just over 50% saturated fatty acids, by contrast. The results showed that the fatty acid composition 
of oil could directly impact on the efficiencies of enzymatic transesterification. A numerical model was derived 
to describe the reaction in this two-phase system. It was found that fitted mass transfer coefficients and rate 
constants of the pseudo-steady-state second order reaction were consistent to experimental results. 
 
Keywords: Biodiesel, Lipase, Palm oil, Transesterification, Tung oil. 

1. Introduction 

Tung Tree (Vernicia fordii) is widely distributed in Taiwan, as well as in southern China, 
Burma, and northern Vietnam. Its seed oil, as known as tung oil, had been conventionally 
used in lamps for lighting, as well as an ingredient for wood paint and varnish. Currently, 
non-edible oils have been more favourable to serve as biodiesel feedstocks to avoid 
competitions with food sources under increasing population pressures. The utilization of seed 
oil from tree sources can have synergistic benefits with afforestation, like carbon 
sequestration and climate mitigation. Lipase transesterification of triglycerides is an eco-
friendly alternative to chemical process due to a lower process temperature and an improved 
selectivity [1, 2]. In addition, many operational advantages of using immobilized lipase were 
reported [3, 4]. Few catalytic transesterification of tung oil were reported [5], and even fewer 
lipase transesterification of tung oil for biodiesel production was reported [6]. 
 
In order to characterize the enzymatic transesterification for tung oil, various temperatures 
were employed with methanol and ethanol. The results were compared to the ones of the palm 
oil. In contrast to mono-phase three-step reactions [7-9], fewer models were considering two-
phase mass transfers for immobilized lipases [10, 11]. A numerical model, considering dual 
phase mass transfer coefficients and rate constants of the pseudo-steady-state second order 
reaction, was derived to describe the reaction in this two-phase system. No other published 
studies compared the differences for transesterification by immobilized lipases between two 
plant oils with different degree of unsaturation in a two-phase system. 
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2. Methodology 

2.1. Experimental 
2.1.1. Materials and analytical methods 
The locally obtained tung and palm oils were de-waxed by dichloromethane [12]. Their fatty 
acid contents were verified using a G C/MS following protocols described by Chinese 
National Standard (CNS) 15051 (2007) and ISO 5508 ( 1990). The composition is listed in 
Table 1. Lipase immobilized onto catalytic exchange resins (Novozyme 435, B aesvegard, 
Denmark) was used without further treatments.  
 
Table 1. Fatty acids composition of tung oil and palm oil. 

Plants C16:0 C18:0 C18:1 C18:2 C18:3Δ9,11,13 
Tung oil 2.67 2.4 7.88 6.6 80.46 
Palm oil 52.71 3.8 36.73 6.7 -- 

 
2.1.2. Reaction Conditions 
Tung and palm oils were subjected to enzymatic transesterification, with parameters from the 
studies cited in a recent review [13]. Immobilized lipase was used at 10 % w/v vs. oil [14]. 
The reactions were conducted at the oil to alcohol molar ratio for 1:3. The reaction 
temperature was set at 40oC, 45oC, 50oC, 55oC, 60oC with methanol for 24 hours. A stirring 
rate of 700 rpm was applied. Conversions by enzymatic transesterification were also 
quantified using a GC/MS based on the above protocols. 
 
2.2. Numerical model 
2.2.1. Mass transfer 
Lipase was a water-soluble enzyme, and the catalyst particles are surrounded by a hydrophilic 
film consisting of methanol/ethanol and glycerol. The immiscible mixture of 
methanol/ethanol and tung/palm oil formed a film consisting mass transfer resistance:  
 

)(1 AsA
A CCk

dt
dC

−=−  (1) 

 
where k1 was the mass transfer coefficients of tung/palm oils; CA and CAS were the tung/palm 
oil concentrations in the oil phase and on the interfacial area, respectively, and t was time. In a 
mass-transfer limiting case, CAS could be ignored: 
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XA was the conversion of tung/palm oils. 
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2.2.2. Pseudo steady-state second order reaction 
After mass transfer resistance was overcome, a pseudo steady-state second order reaction was 
assumed: 
 
  

2
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dt

dC
=−

    (5) 
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k2 was the rate constant of the pseudo-steady-state second order reaction; CA and CA0 were 
the tung/palm oil concentrations at  t= t and t=0. 
 
2.2.3. Numerical procedures 
The parameters k1 and k2 were obtained from non-linear regression of the experimental oil 
conversion versus time data using Eq. (1-7) using SigmaPlot for Windows Version 10.0. 

 
3. Results and Discussions 

3.1. Effect of Alcohols 
Figure 1 shows the effect of alcohols on the conversions of tung and palm oils at 50oC. The 
model fitted well with the experimental data. Conversions of tung oils at 24 hours were very 
sensitive to alcohol used in the transesterification: 40 % with methanol and 18 % with ethanol. 
Although conversions of palm oils at 24 hours were not very sensitive to alcohol used, the 
system using methanol demonstrated greater initial conversions for the first 12 hours than the 
one using ethanol. 
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Fig. 1.  Effect of alcohols on the conversions of tung/palm oils at 50oC. Left panel: methanols; right 
panel: ethanol. 
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3.2. Effect of Temperature 
3.2.1. Reaction with methanol 
Figure 2 shows the effect of temperature on the conversions of tung/palm oils using methanol 
from 45 to 55oC. The model fitted well with the experimental data. Conversions of both oils at 
24 hours were slightly increased with this temperature increment. Again, greater initial 
conversions for the first 12 hours were shown for both oils. 
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Fig. 2.  Effect of temperature on the conversions of tung/palm oils using methanol. Left panel: 45oC; 
right panel: 55oC. 
 
3.2.2. Reaction with ethanol 
Figure 3 shows the effect of temperature on the conversions of tung/palm oils using ethanol 
from 40 to 50oC. The model fitted well with the experimental data. Conversions of both oils at 
24 hours were increased with this temperature increment. Grater initial conversions for the 
first 12 hours were shown for both oils. 
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Fig. 3.  Effect of temperature on the conversions of tung/palm oils using ethanol. Left panel: 45oC; 
right panel: 55oC. 
 
3.3. Comparison of the kinetic parameters 
Shown by Figure 1 to 3, the model fitted well with the experimental data for all cases. Trends 
of the obtained kinetic parameters were consistent to the conversions of experimental data. 
Then the physical meanings of the obtained kinetic parameters could be further discussed. 
Effect of reaction temperatures on the obtained kinetic parameters are listed in Table 2.  
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Table 2.  Effect of reaction temperatures on the obtained kinetic parameters 

T (oC) 
Tung oil Palm oil 

Methanol Ethanol Methanol Ethanol 
k1 (h-1) k2 (M-1h-1) k1 (h-1) k2 (M-1h-1) k1 (h-1) k2 (M-1h-1) k1 (h-1) k2 (M-1h-1) 

40 214 0.050 0.0052 0.0076 -- -- -- -- 
45 378 0.072 8.6E-06 0.018 939 0.087 315 0.037 
50 508 0.070 0.0391 0.019 1153 0.067 692 0.058 
55 570 0.073 5.6E-06 0.068 1182 0.100 719 0.071 
60 770 0.088 7.8E-06 0.041 915 0.093 250 0.061 

 
The mass transfer coefficients (k1) of tung oil with methanol were from 214 t o 770 h-1, 
generally less than 915 to 1182 h-1 of palm oil system. The highest mass transfer coefficients 
(k1) of tung oil and palm oils were exhibited at 60 and 55oC, respectively. The mass transfer 
coefficients (k1) of ethanol system were generally less than the ones of methanol system for 
both oils. The magnitude of order was similar for mass transfer coefficients (k1) of palm oils 
but the differences between using methanol and ethanol were much greater for tung oils. The 
above finding for the difference caused by different alcohols was consistent to previous work 
using waste animal fats [15].  
 
The reaction rate constants (k2) of tung oil system using methanol were much greater than the 
ones using ethanol. However, the values in Table 2 for tung oils were of same magnitude of 
order. In the other hand, the reaction rate constants (k2) of palm oil showed the same trend as 
tung oils. And the differences for palm oils were even smaller between methanol and ethanol. 
The above results implied that the safer ethanol could be employed for enzymatic 
transesterification. 
 
The above finding suggested that the mass transfer of triglycerides into the surface of the 
immobilized lipase could play a deciding role for reduced conversions shown by Tung oils. 
The majority of highly unsaturated chain of Tung oils fatty acids may contribute higher 
affinities among tung oil triglycerides. 
 
4. Conclusions and Recommendations 

The present study showed that the fatty acid composition of oil could directly impact on the 
efficiencies of enzymatic transesterification. A numerical model with mass transfer 
coefficients and rate constants of the pseudo-steady-state second order reaction were 
successfully employed to describe the conversion. It was found that the mass transfer played a 
more important role than the one by reaction during enzymatic transesterification. The above 
finding suggested that the increased mixing could improve the processes for biodiesel 
conversion from tung oils.  
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Abstract: Biodiesel fuel (fatty acid methyl esters; FAMEs) can be produced by methanolysis of waste edible oil 
with a whole cell biocatalyst which is an attractive alternative to fossil fuel because it is produced from 
renewable resources. Utilizing whole cell biocatalyst instead of free or immobilized enzyme is a potential 
approach to reduce the cost of catalyst in lipase-catalyzed biodiesel production. Rhizopus oryzae (R. oryzae) 
PTCC 5174 cells were cultured with polyurethane foam biomass support particles (BSPs) and the cells 
immobilized within BSPs were used for the methanolysis of pretreated used cooking oil (UCO) for biodiesel 
production in this research. UCO is the residue from the kitchen, restaurant and food industries which promotes 
environmental pollution and human health risks. The inhibitory effect of undissolved methanol on lipase activity 
was eliminated by stepwise addition of methanol to the reaction mixture. The optimum conditions for the 
reaction were as follows: 50 BSPs, molar ratio of methanol to UCO 3:1, 15.54% (wt) water (in the form of buffer 
phosphate with pH= 6.8) based on UCO weight and temperature 35°C in three-step addition of methanol. The 
maximum methyl ester yield of 98.4% was obtained after 72 h of reaction in a shaken Erlenmeyer at mentioned 
conditions. 
 
Keywords: Biodiesel, Whole-cell biocatalyst, Methanolysis, Pretreated UCO 

1. 0BIntroduction 
With the reduction of energy sources from fossil fuels, increase of the crude petroleum price 
and public awareness on impacts of its emissions on environment and their potential health 
hazards have created an interest for alternative fuel sources. Biodiesel is renewable, 
biodegradable, non-inflammable and non-toxic and it also has a favorable combustion 
emission profile, producing much less carbon monoxide, sulfur dioxide and unburned 
hydrocarbons than petroleum based diesel. The biodiesel fuel (fatty acid methyl esters), is 
defined as the mono-alkyl esters of fatty acids produced by transesterification of triglycerides 
[1-6] obtained from vegetable oils like soybean oil, jatropha oil, rapeseed oil, palm oil, 
sunflower oil, corn oil, peanut oil, canola oil and cottonseed oil [7]. Apart from vegetable oils, 
biodiesel can also be produced from other sources like animal fat (beef tallow, lard), waste 
cooking oil, greases (trap grease, float grease) and algae [8]. Because of the high price of 
high-quality virgin oils, the cost of biodiesel from these resources is higher than  
petroleum-based diesel [9]. The increasing of production of UCO from household, restaurants 
and industrial sources and to pour down it into drain has resulted in problems. The production 
of biodiesel from waste cooking oil to partially substitute petroleum diesel is one of the 
measures for solving the twin problems of environment pollution and energy shortage [10]. 
 
A number of processes have been developed for biodiesel-Production involving chemical or 
enzyme catalysis or Critical alcohol treatment [11-14]. Presently, industrial production of 
biodiesel from waste cooking oil is performed by chemical alkaline or acidic processes. 
Chemical catalysts including alkaline have been employed most widely since they give a high 
conversion of triglycerides to methyl esters in a short reaction time. However, chemical 
transesterification has some unavoidable drawbacks such as high energy and methanol 
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consumption, difficulty in glycerol recovery, the need to eliminate the catalyst and salt and a 
large amount of alkaline wastewater from the catalyst [15-18]. In the case where supercritical 
alcohol was used, higher rates of reaction were observed when it was compared to 
conventional transesterification. However, the requirements of high temperature, high 
pressure and high molar ratio of alcohol to oil make the process costly for industrial scale [8].  
 
In recent times, there has been a growing interest in the use of enzymes such as lipases as 
biocatalyst for biodiesel production. Some advantages of lipase biocatalyst over the  
chemical-catalyzed reactions include the generation of no by-products, easy product removal 
mild reaction conditions (reaction temperature of 35-45°C) and catalyst recycling [19]. It has 
been reported that enzymatic reactions are insensitive to FFA and water content in waste 
cooking oil [19-21]. Hence, enzymatic reactions can be used in transesterification of used 
cooking oil [22]. But the cost of enzyme remains as a challenge for its industrial 
implementation. In order to enhance the cost effectiveness of the process, the enzyme (both 
intracellular and extracellular) is reused by immobilizing in a suitable biomass support 
particles of polyurethane that has resulted in considerable improvements in process efficiency 
[18].  
 
In this work, waste edible oils obtained from MERC restaurant was used to produce biodiesel 
employing immobilized R. oryzae cells within biomass support particles of polyurethane 
foam. Furthermore, The effect of several parameters such as the molar ratio of methanol to 
UCO, water content, the enzyme content with the BSPs content and reaction temperature in 
three-step addition of methanol was determined on enzymatic methanolysis of pretreated 
UCO in a shaken Erlenmeyer for 72 h. 
 
2. 1BMethodology 
2.1. 3BProcedure of immobilization  
All lipase catalyzed experiments were carried out using the filamentous fungus R. oryzae 
PTCC5174. Basal medium for growth of R. Oryzae which contained of polypepton 70 g; 
NaNO3 1.0 g; KH2PO4 1.0 g; MgSO4·7H2O 0.5 g and olive oil 30 g in 1 l of distilled water). 
Erlenmeyer (500 ml) containing 100 ml of the basal medium with biomass support particles 
(BSPs) were inoculated by aseptically transferring spores from a fresh agar slant using from 
4% potato dextrose agar and 2% potato dextrose agar, and incubated at 30°C for 90h on a 
reciprocal shaker (150 oscillations/min, amplitude 70 mm). The R. oryzae cells became well 
immobilized within the BSPs as a natural consequence of their growth during shake-flask 
cultivation. Immobilization was effected by placing 150 particles inside an Erlenmeyer 
together with the medium, subjected to prior sterilization. The pH of the medium was initially 
adjusted to 5.6 and then allowed to follow its natural course. Reticulated polyurethane foam 
with a particle voidage of more than 97% and a pore size of 50 pores per linear inch (ppi) was 
cut into 6mm×6mm×3mm cuboids. After cultivation, the BSP-immobilized cells were 
separated from the culture broth by filtration, washed with tap water, and dried at room 
temperature for around 24h. To stabilize the lipase activity, the dried cells were treated with a 
0.1% (v/v) glutaraldehyde solution at 25°C for 1h, washed with tap water, dried at room 
temperature for more than 24h, and then used as whole-cell biocatalyst for methanolysis 
reaction [23-24]. 
 
2.2. 4BMethanolysis reaction 
Methanolysis reaction was carried out in a 50 ml Erlenmeyer flask while incubated on a 
reciprocal shaker (150 oscillations/ min, amplitude 70 mm) at the temperature range of 25°C 
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to 45°C for 72 h. First, raw UCO was filtered by applying a reduced pressure system using a 
filter paper (Whatman42) to eliminate the indiscerptible impurities and was heated for 15 min 
at temperature of 90-110°C to eliminate extra water that has an influence on the 
transestrification reactions yield with methanol as an alcohol. The reaction mixture UCO 9.65 
g, 0.1M phosphate buffer (pH 6.8) 0.5-3.5 ml and molar ratio of methanol to UCO 2-9:1 (one 
molar methanol (0.35 g) equivalent to 9.65 g UCO) was dispensed with 30-90 BSPs into an 
Erlenmeyer. The total of methanol was equally added to the reaction mixture at 0, 24 and 48 h 
reaction time. After the reaction, the whole cell biocatalyst was separated from the reaction 
mixture by filtration. Samples (200 µl) were withdrawn from the reaction mixture at specified 
time, centrifuged at 12,000 rpm for 5 min, to obtain the upper layer and were analyzed by 
capillary gas chromatography.  
 
2.3. Gas chromatography (GC) analysis 
The methyl esters content in the reaction mixture were quantified by using a gas 
chromatography/mass spectrometer (GC–MS) which was equipped with a HP-5 column with 
30 meter long, internal diameter 0.25 millimeter. The column temperature was held at 160°C 
for 2 min, heated to 300°C with rate 8ºC/min and then maintained for 5min. The temperatures 
of the injector and detector were set at 280 and 230ºC; respectively. The total time of the 
process is 29.5 minute. For GC-MS analysis, 5μl of the aforementioned mixture and 300 μl of 
1.4 mmol/l heptadecanoic acid methyl ester (hexane as the solvent) which is served as the 
internal standard were precisely measured and mixed thoroughly. A 1.0 μl of the treated 
sample was injected into a gas chromatograph column. 
 
3. Results  
Figure 1(a, b) and (c, d) shows the SEM micrographs of polyurethane foam particles surface 
with 2 magnifications before and after cell immobilization. The images are shown that the 
immobilization process was successfully preformed. Also, the weight of polyurethane foam 
particle after immobilization has increased almost twice. The efficiency of the process was 
checked by employing GC-Mass analysis of biodiesel product.  
 

(b) 

 

(a) 

(d) (c) 

Fig. 1.  SEM micrograph of foam particles: a. low magnification and b. high magnification, before 
immobilization; c. low magnification and d. high magnification, after immobilization.  
  
3.1. Effect of temperature on the reaction 
The reaction temperature is an important parameter in enzymatic catalysis. Higher 
temperatures can give a faster transformation, but too high temperature will lead to enzyme 
denaturing [25]. The effect of temperature on the lipase activity was examined by using a 
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temperature range of 25°C to 45°C as shown in Fig. 2 with a constant content of 50 BSPs, 
molar ratio of methanol to UCO 3:1, 15.54% (wt) water based on UCO weight, the reaction 
time of 72 h and in three-step addition of methanol. The lipase activity increased sharply 
when temperature enhanced from 25°C to 35°C, The highest yield was observed at 35°C. 
However, a further increase above 35°C in temperature leads to decrease in the reaction yield. 
This decrease in methyl ester yield can be explained by enzyme thermal denaturation.  
 

 
Fig.2. Effect of temperature on lipase-catalyzed methanolysis reaction. Reaction conditions: 50 BSPs, 
molar ratio of methanol to UCO 3:1, temperature of 25°C to 45°C,15.54% (wt) water based on UCO 
weight, the time of 72 h and in three-step addition of methanol. 
 

3.2. 7BEffect of water content on the reaction  
It is well known that lipase, as a form of protein, requires the presence of water to maintain its 
live structure, and the activity of the enzyme in non-aqueous media is affected by the water 
content [10]. The reaction was examined in cases of water content (in the form of phosphate 
buffer with pH= 6.8) ranging from 5.18% to 36.27% (wt) water based on UCO weight, 50 
BSPs, temperature 35°C, molar ratio of methanol to UCO 3:1, the reaction time of 72 h and in  
three-step addition of methanol. The result is shown in Fig. 3. As indicated in Fig. 3, the 
FAME content rose gradually as water content increased from 5.18% to 15.54% (wt) water 
based on UCO weight, and then declined as water content rose from 15.54% to 36.27%. This 
result indicates that the excessive water content affects the mass transfer of the oil phase of 
the reaction product, and inhibits esterification. It was observed that the FAME content 
reached its maximum at a water content of 15.54 wt% which was about 32.4% higher than 
water content of 5.18 wt%.  
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Fig. 3.  Effect of water content on lipase-catalyzed methanolysis reaction. Reaction conditions: 50 
BSPs, temperature 35°C,  molar ratio of methanol to UCO 3:1, 5.18% to 36.27% (wt) water based on 
UCO weight, the time of 72 h and in three-step addition of methanol. 
 
3.3. 8BEffect of immobilized microorganism on the reaction 
The enzyme activity produced of immobilized microorganism within BSPs increases with the 
immobilized microorganism content [10]. The effect of enzyme content on the 
transesterification reaction was examined with the BSPs content range from 30 to 90, 
temperature 35°C, molar ratio of methanol to UCO 3:1, 15.54% (wt) water based on UCO 
weight, the reaction time of 72 h and in three-step addition of methanol. As shown in Fig. 4, 
the FAME content increased along with the increase in enzyme content, because the more 
lipase available, the more substrate molecules were absorbed into the active center of the 
lipase, but the increase rate of FAME content declined as BSPs rose from 50 to 90. This 
phenomenon can be explained that the UCO content was excessive when enzyme content was 
under 50, and that as the enzyme content rose to become sufficient from 50 to 90, the FAME 
content increased only 0.88%. From an economic point of view, 50 BSPs is the most feasible 
content level for lipase in reaction of biodiesel synthesis from UCO.  
 

 

Fig. 4.  Effect of BSPs content on lipase-catalyzed methanolysis reaction. Reaction conditions: BSPs 
content range from 30 to 90, temperature 35°C, molar ratio of methanol to UCO 3:1, 15.54% (wt) 
water, the reaction time of 72 h and in three-step addition of methanol. 
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3.4. Effect of Molar Ratio of Substrates on the Reaction 
Methanolysis reaction was performed by using different substrate molar ratios of methanol to 
oil varying in the range of 2–9. The results (Fig.5) demonstrate that the methyl esters yield 
initially increases with increasing the methanol to oil molar ratio from 2 to 3 and reaches to its 
maximum at 3. However, a further increase in the methanol to oil molar ratio leads to 
decrease in the reaction yield. The highest methyl ester yield of 98.4% was achieved at a 
methanol to oil molar ratio of 3:1, and decreased to 50.68% when the molar ratio of 9:1 was 
utilized. This is in agreement with the earlier observation that excessive methanol 
concentration lead to lipase enzyme inactivation. The addition of methanol more than 
stoichiometric amounts exerts an inhibitory effect on enzyme performance. This could be due 
to the fact that the immiscible methanol was accumulated around the lipase structure 
including its active sites, reaching a concentration level sufficient to cause a denaturation of 
the protein. This phenomenon might lead to enzyme inactivation [24].  
 

 
Fig. 5. Effect of methanol to oil molar ratio on lipase-catalyzed methanolysis reaction. Reaction 
conditions: 30 BSPs, temperature 35°C, molar ratio of methanol to UCO 2-9:1, 15.54% (wt) water, 
the reaction time of 72 h and in three-step addition of methanol.  
 
3.5. Product analysis 
The result of GC-Mass analysis indicated that the main components In the UCO-derived 
biodiesel were methyl octadecenoate, methyl hexadecenoate, methyl octadecadienoate, 
methyl octadecanoate, methyl tetradecanoate, methyl heptadecanoate, methyl dodecanoate 
and methyl pentadecanoate. These components account for 98.4% of the FAME. 
 
3.6. Conclusions 
The study shows that pretreated used cooking oil (UCO) can be efficiently converted to 
biodiesel fuel in a shaking Erlenmeyer methanolysis reaction using immobilized Rhizopus 
Oryzae (PTCC 5174) on polyurethane foam biomass support particles (BSPs). Therefore, this 
is an effective approach to reduce the cost of biodiesel feedstock and pollution problems.The 
optimum reaction conditions for the reaction were as follows: 50 BSPs, molar ratio of 
methanol to UCO 3:1, 15.54% (wt) water (in the form of buffer phosphate with pH= 6.8) 
based on UCO weight and temperature 35°C in three-step addition of methanol. The 
maximum methyl ester yield of 98.4% was obtained after 72 h of reaction in a shaken 
Erlenmeyer at mentioned conditions.   
Based on GC-Mass analysis, the main components in UCO-derived biodiesel are methyl 
octadecenoate, methyl hexadecenoate, methyl octadecadienoate, methyl octadecanoate, 
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methyl tetradecanoate, methyl heptadecanoate, methyl dodecanoate and methyl 
pentadecanoate, which are the most compositions of FAME.    
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Abstract: EN 14103 is suitable to quantify the ester content in biodiesel free of heptadecanoate ester (C17:0), 
because it is employed as internal standard (IS). But EN 14103 cannot be applied to the analysis of tallow 
biodiesel because C17:0 is found in animal fats. This work proposes an improved method, based on EN 14103 
capable to determine ester content in tallow biodiesel. Twenty samples from tallow, soybean, babassu and palm 
biodiesels and its blends were used to carry out the analysis. Chromatograms of ethylic biodiesel were analyzed 
using separately methylic and ethylic C17:0 (IS). The results showed that some peaks from tallow biodiesel co-
eluted with both IS peaks, confirming the impossibility to quantify ethylic esters using those standards. Despite 
this, in all analyzed samples it was observed a constant relationship between two neighbor peaks occurring 
naturally in the tallow samples. The rate between them was measured and applied as a correction factor to 
measure the real influence, caused on methylic C17:0 IS by natural C17:0. As a result, the original equation from 
EN 14103, modified by the introduction of a correction factor (F), resulted in another equation more adequate to 
analyze the ester content in tallow biodiesel and its blends. Pure tallow biodiesel presented ester content around 
4.3% greater, when quantified using the equation containing the correction factor, instead of the original 
equation.  
 
Keywords: EN 14103, Tallow Ethylic Biodiesel, Heptadecanoate. 

1. Introduction 

Biodiesel is a biofuel produced worldwide from several oils and fats, obtained from both 
vegetable and animal sources. This fuel is capable to work in diesel engines and hence be 
mixed to mineral diesel or replace it completely [1, 2]. Many countries around the world 
produce, import and/or export fuels, thus it is necessary to promote the internationalization of 
standards that specify the methods of analysis and maximum/minimum limits for quality 
parameters in order to allow a technically effective commerce worldwide. Technical data are 
used to set those limits. To harmonize the biodiesel specifications, the limits set in a global 
standard need to be carefully considered, since specification limits have arisen based in 
different utilization contexts [3]. Currently the evaluation of the biodiesel quality is a global 
concern. In this way experts from standards elaboration organizations from Brazil, United 
States and European Union, have participate of meetings with the objective of discuss 
standards for the evaluation of biodiesel quality. 
 
The ester content is the most important biodiesel quality parameter, since the ester is the 
biodiesel itself. EN 14103 is a standard that evaluates chromatographically the ester content 
of biodiesel [4] and was developed for analysis of methylic biodiesel obtained from vegetable 
oils predominantly found in Europe. So this standard contemplates only methyl biodiesel 
obtained from oils which composition has the majority of carbon chains from C14:0 to C24:1 
and which does not contain C17:0 in its composition. The wide feedstock diversity used to 
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produce biodiesel around the world [5] makes the use of EN 14103 inadequate not only when 
we consider the composition of the oils, but also the choice of applied alcohol. That standard 
can be useful to measure the ester content of soybean, sunflower, rapeseed and other methylic 
biodiesels, but do not makes mention to ethylic biodiesel and is not capable to measure the 
ester content of tallow biodiesel itself or when present in blends. 
 
Biodiesel from tallow has C17:0 in its composition. This represents a major concern in Brazil 
in relation to assessment of its quality, once biodiesel from tallow is already inserted in the 
national and international market [6]. 
 
One Brazilian solution to overcome the limitations of EN 14103 was the development of NBR 
15764 [7]. This standard allows biodiesel quantification produced from different types of oils 
fats and alcohols, using external standardization. However this method has a weakness even 
more critical when compared with all the EN 14103 limitations. The NBR 15764 states the 
use of chloroform as solvent. This solvent is incompatible with the (GC-FID) detector since it 
promotes corrosion of the detector during use with the consequent loss of sensitivity. 
Compounds containing chlorine atoms in its structure, when burned in the detector flame, 
produce hydrochloric acid, promoting the corrosion of the detector, and can infer the 
reliability of analysis results [8]. 
 
A large number of biodiesels from different raw materials are produced around the world and 
being marketed pure or as blends. Tallow biodiesel is possibly present in those blends. The 
possibility of using ethanol as reactant is another important factor that must to be taken in 
account because its choice for biodiesel preparation makes the analysis of ester content 
particularly impaired.  
 
Thus, this paper proposes an evaluation and adjustment of the EN 14103 analytical conditions 
in order to quantify adequately total ester content not only from methylic but also ethylic 
biodiesel, even in matrices containing the C17:0 in its composition, taking in to account that 
the global trends are the commercialization of biodiesel "blends". The biodiesels used in this 
approach were prepared from soybean, palm, babassu oils and bovine tallow, the mostly used 
raw materials in Brazil. 
 
2. Methodology 

2.1. Raw materials, solvents and standards 
Four different types of raw materials were used: soybean, palm, babassu oil and bovine 
tallow. Industrialized oils purchased in local shops were used and the tallow experienced craft 
process of grinding and frying before being used. Anhydrous ethanol was synthesis grade 
(Synth, lot 118784) Internal standards (IS) were methyl myristate (C14:0), methyl nervonate 
(C24:1), methylic and ethylic heptadecanoate (C17:0) (Nu-Chek, >99%). Heptane (Vetec-
0803307) HPLC grade was used for sample dilutions. 
 
2.2.   Biodiesel  
 

Eight ethylic biodiesels were prepared, by transesterification, two from each oil and fat 
selected. The preparations were performed in two conditions: varying the key variables 
responsible for the total or partial conversion into esters. Four biodiesel were made under 
conditions that present high conversion rate with the heating time of 120 min, molar ratio 
alcohol/oil 9:1 and 1% of catalyst. The other four biodiesel, were made under conditions to 
present low conversion rates with heating time of 30 min, molar ratio alcohol/oil 6:1 and 0,3% 
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of catalyst. All biodiesels were prepared at 75 °C, next to the boiling point of ethanol. The 
choice of conditions was performed according to a review of the literature [9-12]. The 
transesterification reactions were performed using ethanol and catalyzed by sodium 
hydroxide. 
 
2.2. Blends  
The eight biodiesel were mixed forming blends with different levels of esters, totalizing 20 
samples. 10 mL of each sample was prepared containing equal volumes of each biodiesel with 
the aid of a micropipette. 
 
2.3. Analysis of samples 
The quantifications of ester content in biodiesel samples were performed, in triplicates, 
according to EN 14103 [Fat and oil derivatives - Fatty Acid Methyl Esters (FAME) - 
Determination of Ester and linolenic acid methyl esters contents] in a Shimadzu GC 2010 gas 
chromatograph with flame ionization detector (GC-FID). The chromatograph was configured 
with injector in split mode coupled to auto-sampler AOC 5000 for liquid samples. EN 14103 
establishes the chromatographic conditions used in the quantification of fatty acid esters: 
sample injection volume = 1 mL, split = 1:20, injector and detector temperatures = 250 °C, 
isothermal oven temperature = 210 °C, pressure of helium carrier gas = 83 kPa due to "split" 
or adjusted to visualize clearly the peak of the methyl standard C24:1. Because of difficulties 
in visualize clearly the peak of the methyl standard C24:1, under isothermal conditions, in this 
study the isothermal condition of the oven was replaced by programmed temperature 
conditions. 120 °C for 2 minutes, heating rate 10 ºC/min to a temperature of 180 °C, where it 
remained for three minutes, new heating rate of 5 ºC/min until 240 ºC where it remained for 
10 minutes. The capillary column used was a Restek-Carbowax 30 m long, 0.25 mm internal 
diameter and 0.25 mm stationary phase thickness.  
 
2.4. Quantification of ester contents   
20 mg/mL stock solutions of methyl myristate (C14:0) and methyl nervonate (C24:1) 
standards were prepared, while methylic and ethylic heptadecanoate standards were prepared 
in 10 mg/mL stock solutions. Methyl esters standards C14:0 and C24:1 were used to identify 
the range of integration. In addition, we used the methylic and ethylic (C17:0) esters as IS. 
The ester contents were obtained by integrating the peak areas ranging from C14:0 to C24:0 
and subtracting heptadecanoate area, as showed in Eq. (1). 
                                                                                 

                                                    (1) 
 
where: 
 

 = sum of areas of all peaks ranging from C14:0 and C24:0 
=  C17:0 IS area 

 = concentration (mg/mL) of C17:0 solution 

 = volume of C17:0 solution added to sample 

 = mass of the sample (mg). 
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3. Results and Discussion 

3.1. EN 14103 for ethylic biodiesel  
To quantify ethyl esters in biodiesel according to EN 14103, a study was conducted using 
methyl and ethyl standards under the conditions described in 2.4. The retention times (RT) of 
methyl and ethyl standards were: methyl C14:0 (8.6 min), ethyl C14:0 (9.2 min), methyl 
C24:1 (26.5 min) and ethyl C24:1 (27.2 min). From these results is possible to note that there 
is only a small variation on the beginning and the end of integration intervals. It was not 
observed any new peak in both intervals; hence the ester quantification accuracy will be not 
affected by using methyl standards to analyze ethyl esters. The 20 samples of biodiesel used 
in this study were quantified using the method 1 (EN 14103) and method 2 (conditions of EN 
14103 unchanged, except for the integration of the ester peaks performed using the ethyl 
standards RT). The results were compared using the Student T test. The value of t-calculated 
to a limit of 95% of confidence was 0.81 while the theoretical value is 1.98, meaning that 
there is no significant difference between the two methods of quantification. Furthermore, in 
both cases the ester content results variation were below the method repeatability, that is 1.6 
% m/m. 
 
3.2. EN 14103 applied to biodiesel containing C17  
 

Biodiesels containing heptadecanoate (C17:0) in their composition, (e.g. beef tallow), needs 
two chromatographic runs to be analyzed; one with IS and another without the addition of the 
C17:0 IS. The reason for this is that C17:0 IS is necessary to assist the quantification, but if 
C17:0 is already present in the sample (e.g. tallow biodiesel) the C17:0 of the standard co-
elutes and consequently presents an area bigger than that corresponds to itself. Looking at the 
chromatogram of a sample without C17:0 IS (Figure 1), it is possible to found the co-eluted 
peaks (A when using methylic IS and B if it is used ethylic IS). Therefore it is necessary to 
run another chromatogram without IS. After that, the peak area at the same retention time of 
C17:0 IS must be subtracted from it and included in the total peaks sum.  
 
 
 
 
 
 
 
 
 

Fig. 1. Chromatogram window of a biodiesel blend showing the peaks A and B (A co-elutes with 
methylic C17:0 and B co-elutes with ethylic C17:0 

 
During the development of the procedure, to overcome the need of two chromatographic runs, 
firstly, two chromatograms of ethyl and methyl C17:0 standards were obtained. The RTs were 
13.5 min for methylic and 14.2 min for ethylic standards. The biodiesels of soybean, palm and 
babassu were diluted in heptane (without addition of C17:0 IS) in order to verify the 
occurrence of peaks in the RT 13.5 and 14.2 min. These chromatographic runs were 
successful, since they did not show any peaks in the regions of those RT. This fact showed the 
possibility of using both IS for ester quantification in the studied biodiesels samples.  
Beef tallow biodiesel was then diluted with heptane and its chromatogram was compared with 
C17:0 standards methyl and ethyl chromatograms. Both, the methyl and ethyl standards co-
elute with peaks of esters present in tallow biodiesel (Fig. 2).  
 

A    

B  
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Fig. 2. Chromatogram window showing methyl (Met IS – black colour) and ethyl (Et IS - pink colour) 
IS peaks that co-elutes with A and B peaks from tallow biodiesel, respectively. 
 
Thus, it is not possible to quantify correctly the ester content in tallow biodiesel or its blends 
using methylic or ethylic C17:0 IS. But, an accurate analysis of the chromatograms, allow to 
perceive a constant ratio between the two peaks areas A and B, that co-elute with C17:0 IS. 
To confirm how useful and confident would be this relationship between A and B peak area, a 
C17 external calibration curve was performed intending to support the quantification of C17 
from samples. A seven point curve was produced using concentrations from 0.5 to 5 percent 
of ethylic C17 in heptane. Chromatographic conditions were similar to those used for ester 
content analysis official method EN 14103. Equation 2 is the curve calibration equation used 
to calculate A and B peak areas of the samples (R2 = 0.9999). After that, seven biodiesel 
samples were analyzed from which five were mix of soybean and commercial beef tallow 
biodiesel and two of them were samples were pure biodiesel of soybean and beef tallow. 
  

    (2) 
 
Table 1 presents the percentage of tallow biodiesel in blends, C17 content into each sample 
and the ratio A/B results for every blend. The A and B peaks were quantified using the 
external calibration curve. 
 
Table 1. Blends of tallow biodiesel with soybean, the % C17 found and ratio A/B peak. 
 Mix 0 

(0%) 
Mix 1 
(5%) 

Mix 2 
(25%) 

Mix 3 
(45%) 

Mix 4 
(65%) 

Mix 5 
(85%) 

Mix 6 
(100%) 

Tallow 
Biodiesel 

0 5 25 45 65 85 100 

Soybean 
Biodiesel 

100 95 75 65 45 15 0 

%C17 - 0.021 0.028 0.328 0.0386 0.0451 0.049 
A/B 
ratio 

- 0.15 0.30 0.41 0.44 0.46 0.46 

 
In the Graph 1 we can observe the behavior of A/B ratio related to C17 percentage. They are 
much correlated, especially when tallow biodiesel percentage is above fifty percent. In other 
hand, for pure tallow biodiesel or rich blends A/B variation curve is practically stable what 
shows that is possible to use an average A/B ratio value in order to correct the ester content 
analysis results without needs to proceed another GC analysis.  
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Graph 1. Behavior of A/B ratio related to C17 percentage in samples 
 
Taking into account the relationship between the A and B peak areas and C17 percentage of 
pure beef tallow biodiesel (Graph 1), it was possible to establish a correctional factor that 
should be introduced into original formula of EN 14103 for quantify the ester content. The 
value adopted was the average of A/B ratio considering samples Mix 3, Mix 4, Mix 5 and Mix 
6. That way we recommend to use 0,45 as a correctional factor “F”. 
 
For this, the area of methylic C17:0 IS used in Eq. 1 was replaced by other term containing F 
(A/B). In this new term, the methylic C17:0 IS area was subtracted of: ethylic C17:0 IS area 
(RT 14.2 min.) multiplied by F. Moreover, this last product represents the peak co-eluted with 
methylic IS, so it was added to total peak sum. Thus, for quantification of samples containing 
beef tallow biodiesel, the Eq.(1), was replaced by Eq. (3). 
 
In Eq. (2) the    was replaced by . 

                                                        

               (3) 

where: 
 

= Area of C17:0 ethylic present in the sample.  

 = Correction factor 
 
The mean value of F found was applied in the further experiments.  Table 2 shows the study 
of F behavior to several samples of tallow biodiesel pure and its blends with soybean, babassu 
and palm oil biodiesel. Those samples were designed to present different ester levels 
intending to confirm F efficiency when applied to any matrix. 
 
Although the t test did not show significant differences (t-calculated 0.78 and theoretical 1.03) 
for the sample of beef tallow biodiesel when using Eq. (1) and (3), the difference between 
results reach value bigger than the repeatability (1.6% m/m) of the method. A difference of 
2.5% for beef tallow biodiesel was detected in its ester content. This difference is bigger than 
C17 ester content found by some authors [13] (1,7% of C17), however the complex 
biosynthesis of fatty acid can provide different level of this bioproducts available on fatty 
issue. Other works [6] presumes levels that can reach almost 5% of C17. 
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Table 2. Study of F behavior in different tallow biodiesel samples and blends. 
Samples 

containing tallow 
% ester no using 

F correction 
% ester with F 

correction 

Tba 7,4 7,5 

Tbc/a 46,3 46,5 

Tbd/a 52,8 53,0 

Tbe/a 49,6 49,7 

Tbb 91,6 93,1 

Tbc/b 96,8 98,9 

Tbd/b 97,1 99,2 

Tbe/b 94,2 96,3 

a) Tallow biodiesel type low ester content; b) Tallow biodiesel type high ester content; c) soybean 
biodiesel type; d) babassu biodiesel; e) palm oil biodiesel.  
 
In this sense, it was necessary to identify what substance is assigned to A peak. Since B is 
heptadecanoate. Some studies [6,13] concludes that A peak can be isomers of C17:0, like 
heptadecenoate and/or branched C17:0 fatty acid esters. Therefore, is comprehensible the fact 
of A and B present a regular proportion.  
 
Within this context, we note that the difficulty in using the EN 14103 to quantify the levels of 
esters in biodiesel produced from different matrices was overcome. These achievements 
support us to propose the results of this work as a new standard, since the NBR 15764 is not 
suitable for quantifying the ester content in biodiesel. 
 
4. Conclusions  

Through an evaluation and adaptation of EN 14103, the limitations on feedstock and alcohol 
used in the production of biodiesel were effectively circumvented. Analyses performed using 
methyl and ethyl IS showed that there were no significant differences when comparing the 
results of ester content using both types of standards (methods 1 and 2). So ethyl and methyl 
biodiesel can be quantified using both methyl and ethyl IS using EN 14103 conditions. 
 
For the ester quantification of ethyl beef tallow biodiesel, is necessary to introduce a 
correction factor (F) in the original equation of EN 14103 (Eq. 3), keeping the methylic 
standard C17:0 established by original method. In the cases when methylic beef tallow 
biodiesels are analyzed, it is necessary to do another few adjusts, however it should be used a 
similar procedure. Thus, it was possible to quantify adequately all peaks related to the esters 
in beef tallow ethylic biodiesel. In the other samples (soy, sunflower, rapeseed, babassu and 
palm biodiesels), there is no problem in using Eq. 3 because the final result will be equal. We 
recommend a study about composition of other fats in order to confirm existence and 
proportionality between A and B peaks.  
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Abstract: Indian-nut (Aleurites moluccana) and tucum (Astrocaryum vulgare) are oleaginous non eatable that 
present excellent oil content (about 60% and 30%, respectively) compared to soy bean grains (20%). Biodiesel 
production from these oils, using bioethanol as reactant, is an alternative for renewable energy source. In this 
paper, experimental design was used to determine the influence of these different kinds of oils on the 
transesterification reaction in order to evaluate the viability of biodiesel production process using ethanol as 
reactant. The most influential variables on the transesterification reaction yield were: alcohol to oil molar ratio, 
mass of catalyst, temperature and reaction time. In this paper, the variables was operated using experimental 
design with central composite. Compositional difference between both tucum and Aleurites oil has been verified 
by 1H-NMR and GC analysis. Physicochemical properties presented by Aleurites biodiesel are in accordance 
with ANP Regulation n. 07. On the other hand, the same conditions were not adequate to achieve a high 
transesterification yield from handmade Astrocaryum oil. In this case, better conditions were only obtained from 
refined oil. The reactional conditions optimized based on a kind of oil sometimes can’t be suitable for any 
biodiesel production reaction. 
Keywords: Biodiesel, Bioethanol, Aleurites, Optimization, Experimental design. 

1. Introduction 

Vegetable oils are one of the most commonly used biofuels raw materials. The main reason is 
their great versatility in the industrial transformation and environmental gains of their 
processing, in relation to petroleum, due to the absence of sulfur and heavy metals in their 
composition [1]. In this way, vegetable oils enable the production of biodiesel, a biofuel with 
very similar features as petrodiesel. The biodiesel is obtained from the chemical 
transformation of the oils (glycerides) by a transesterification process. In this case, the 
glycerides react with an alcohol of short carbon chain in the presence of a s trong acid ou 
alkaline catalyst, to produce a mixture of fatty acid alkyl esters and glycerol [2]. 
 
The alcohol generally employed in transesterification reactions to biodiesel production is 
methanol, however, it presents some disadvantages, such as: mostly of it is obtained from 
non-renewable sources, presents high toxicity and Brazil do not  produces sufficient amount 
for internal consumption. In other hand, ethanol, even deprecated due some reactional 
inconveniences, becomes very attractive under economic, strategic and environmental points 
of view; presents low toxicity and can be produced from sugar-cane, a highly renewable 
source. Brazil is currently the world's leader in bioethanol production obtained from 
sugarcane. Because of government subsidies, large sugarcane crops, and high sales taxes on 
gasoline, Brazil has built a profitable national bioethanol industry. Sugarcane is grown in the 
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country as the climate presents perfect conditions for its cultivation and production. It is very 
easily converted to ethanol, and provides Brazil with huge supplies of bioethanol [3,4]. 
 
Lima et al. (2007; 2008) used bioethanol to prepare biodiesel from glycerides abundant in 
vegetable sources present in Brazil Midwest, North and Northeast regions, by homogenous 
catalysis reaching quantitative yield on catalytic process. These results became the motivation 
for a research aiming to overcome the reactional limitations for bioethanol and to improve its 
insertion into biodiesel energetic matrix. 
 
Brazil has a lot of oleaginous vegetables with huge potential to produce biodiesel. The 
Aleurites moluccana seeds (so called indian nut or “noz-da-índia” in Brazil or “nogueira-de-
iguapé”) has been employed as an oil source for several years. Aleurites is original from 
tropical Asia and pacific islands; In Brazil, it is broadly spread in Atlantic Forest. The species 
is a tree with 10 m eter height, that produces green fruits having one or two seeds. The 
percentage of oil extracted from Aleurites seeds is higher than soy bean grains, for example. It 
is about 63% composed of oleic glycerides that have excellent properties for biodiesel 
production. The oil obtained from Aleurites seeds is mostly used to make soaps, candles and 
varnish [6] and was already used to produce methylic biodiesel [7] but, to the best of our 
knowledge, there are no reports on its use to produce ethylic biodiesel. 
 
There is a great biodiversity of palm trees in Brazil and among them there is a palm tree, 
Astrocaryum vulgare, Mart. (popularly known as “tucum” or “tucumã” in Brazil) not used as 
a source of oil for biodiesel production. The “tucum” is a palm tree that grows up to 10 m 
high, in a highly dry soil and those that floods occasionally. The almond supplies eatable 
white grease used to produce soaps, cosmetics and medicines. The fruits are very appreciated 
and the fruition occurs between November and May [8]. The “tucum’s” mature fruits are 
yellow and consist of the pulp and the almond that correspond respectively to about 53.2% 
and 24.5% of the fruit weight [9]. The pulp produces orange oil (18.18% w/w) in which 
polyunsaturated fatty acids predominate and the almond produces a white grease (29.59%) 
rich in lauric and myristic fatty acids. In Brazil it is possible to found the “tucum” tree in the 
Amazon and Northeast regions. The majority of its fatty acids consist of short chain, mainly 
lauric (52.51%) and myristic (25.04%). This property facilitates the kinetic of the 
transesterification reaction for biodiesel production leading to a product with more oxidative 
and thermal stabilities than biodiesel obtained from other oils, such as soybean [9]. 
 
As discussed earlier, nowadays, the optimization of biodiesel production mainly applying 
ethylic route, is of great relevance. The use of experimental design is a powerful tool to 
process optimization. The experimental design is a technique able to rationalize the 
application of experiments, to investigate, simultaneously, all potential variables that affect 
the results of a process. The advantages of working with experimental design are the 
achievement of more information using a smaller number of experiments, to perform studies 
about individual effect of each variable, how these variables interact independently and more 
than this, to analyze the results with a model that allows previsions of what will happen for 
any experiment into studied range. The response surface methodology, also, is a statistic tool 
for optimization based on factorial designs, to denote the response of the system, under study, 
with alterations in the variables [10]. 
 
According to Sarin et al. (2010), the properties of a biodiesel are influenced by the structure 
and amount of the component fatty acid esters, which depends on the oil source. So, the main 
objective of this work is to discuss the application of experimental design based on a specific 
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oil to a different oil, for the production of biodiesel. Moreover, we intend to propose “tucum” 
and indian nut oils as raw materials for biodiesel production using the ethylic route. In such 
way we intend to improve the reactional conditions, using experimental design, to obtain 
biodiesel from indian nut seeds oil, by ethylic route (NaOH as catalyst). Then, the best 
conditions should be applied to prepare biodiesel from almond oil of “tucum”. Ester content, 
and other physico-chemical properties established by Resolution n. 07/2008, from Brazilian 
Regulatory Crude Oil, Natural Gas and Biofuels Agency [12], will be the principal reference 
parameters to verify the efficiency of reactional conditions obtained from experimental 
design. 
 
2. Methodology 

2.1. Experimental design for ethylic biodiesel preparation from Aleurites oil.  
In order to obtain the response surface, it was applied an experimental design with central 
composite design. All variables: heating time, temperature, ethanol/oil molar ratio and mass 
of catalyst, were evaluated under five levels. These variables are shown in Table 1, together 
with their respective levels. A total of twenty six experiments were predicted. The results 
were analyzed using the software Statistica 7.0 [13]. 

 

Table 1. Variables and studied levels for the preparation of biodiesel from Aleurites seeds oil and 
ethanol (NaOH catalyst). 

Variables Level 
-1,41 -1 0 +1 +1,41 

Heat time /min. 50 70 90 110 130 
Molar ratio /ethanol/oil 6:1 7:1 8:1 9:1 10:1 
Temperature /°C 40 50 60 70 80 
Catalyst /% w/w 0.6 0,7 0,8 0,9 1,0 

 

2.2. Materials, methods and instruments  
Ethanol (Synth, lot 118784) and sodium hydroxide (Qhemis, lot Q0011) of analytical grade 
were used without additional purification. Indian nut seeds were gathered at the city of 
Araraquara-SP, Brazil. The oil was obtained by milling the seeds and extracting the resulting 
material with hexane in a Soxhlet system during 10 hours. The yield was calculated dividing 
the final mass of oil extracted by the mass of the milled seeds. The “tucum” oil was obtained 
from the municipal district of Altos, PI, Brazil, and extracted by handmade way, in other 
words, it was extracted by milling and heating in water.  
 
2.3. Preparation of the tucum and Indian-nut biodiesel  
The transesterification of oils with ethanol, catalyzed by sodium hydroxide, were made using 
a three necked flask over a heating plate with magnetic stirrer. A condenser and a 
thermometer were connected to the flask. The third neck was closed with a rubber septum, 
through which the catalyst solution in ethanol was introduced using a syringe with a long 
needle under the heated ethanol/oil mixture surface. The reaction time began to be counted 
from this moment. The reaction mixture was kept in the flask under magnetic stirring. After 
the reaction time be completed, the final products were separated by centrifugation and the 
biodiesel (upper phase) was washed with distilled water. The biodiesel was, then, dried by 
heating at 60 ºC about 40 minutes under argon flow.  

 

111



2.4. Physicochemical characterization of the tucum and Indian-nut biodiesel  
The “tucum and Indian nut biodiesels were characterized by: visual aspect; 1H NMR spectra; 
viscosity at 40 ºC (ASTM D445), specific gravity at 20 ºC (ASTM D4052), cupper corrosivity 
(3h at 50 ºC - ASTM D130); cold filter plugging point (ASTM D6371), acidity index (ASTM 
D664); ester content (EN/ISO 14103); free and total glycerol and glycerides index (EN 
14105); iodine index (EN 14111), water content measured by the Karl Fisher method (ASTM 
D6304), content of sodium, potassium, calcium, magnesium and phosphorus (ICP-OES - 
NBR 15553) and oxidative stability analysis (Rancimat - EN 14112).  
 
1H NMR spectra were obtained in a equipment Varian Inova of 500MHz. CDCl3 was applied 
as solvent (30 μL of sample and 600 μL of solvent). 1H NMR spectrum was obtained at 300K 
temperature using 64000 acquisitions with pulse standard (s2pul), and tetramethylsilane TMS 
as reference. The spectral profile was used to observe the conversion of oil to biodiesel and to 
verify the oils composition.  
 
3. Results / Discussion 

Aleurites moluccana presented fruits with a high content of oil (60 %), such as found in other 
researches [7]. Tucum, how presented in the introduction [9], can produce around 30% of oil. 
This yield is better than soybean that shows an oil content around 25%, for example. 
  
3.1. Experimental design for Aleurites biodiesel synthesizes  
After all of the twenty six experiments and measure the ester content were done, were built 
six surface designs where the Y axis represents the percentage of ester content. The best 
results was obtained employing heat time about 90 minutes, molar rate alcohol/oil 8:1, 
temperature of 60 ºC  and 0.8% of catalyst. Was reached more than 99% of conversion. 
However, we can see other conditions that could be applied considering the little difference at 
the final results. In other words, when employed 70 minutes; 9:1 molar rate; 60 °C and 0.8 % 
of catalyst we achieved nearby 100% of yield. These conditions were used to synthesize both 
Indian-nut and Tucum biodiesel. 
 
3.1.1. Preparation of the tucum and Indian-nut biodiesel  
It is necessary remember that the oils are from different sources and they were obtained by 
different process too. The optimization process has been done employing Indian-nut oil only. 
Exactly 100 g of oil was put into a flask and heated until 60 °C. After then, was added the 
ethylic alcohol containing the total mass of catalyst. There were not troubles during the 
reactional time. The purification process was done using distillate water at room temperature. 
It was around 30 °C. No special process was necessary to segregate the glycerin phase.   
 
3.2. Physico-chemical characterization of the tucum and Indian-nut biodiesel  
Physico-chemical properties showed that both biodiesel were very similar at rheological 
viewpoint, because their viscosity and density are practically equals. Table 2 shows analysis 
results. The water content proves the efficiency of drying process using argon gas. It was 
below the maximum limit of 500 ppm. Some ions level like sodium, potassium, calcium, 
magnesium and phosphorus are below quantification limit of ICP equipment. That way, the 
biodiesel are in accordance to ANP Resolution. The tucum biodiesel’s low iodine index (14.6 
g/100g) denotes his saturated character and hence his cloud point (5.0 °C) will be bigger than 
Aleurites biodiesel (-5.0 °C). The iodine index of Aleurites biodiesel (150.36 g/100g) reflects 
a high level of unsaturated chains on hi s composition. These unsaturated chains can resist 
lower temperatures than the saturated compounds without freezing.  
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Table 2. Aleurites and Tucum biodiesel physicochemical parameters. 

* Impurities free and limpid.; ** LQ: Quantification limit. 

 
Total glycerin and glycerides content are not displayed because they are a parameter directly 
linked to ester content. Thus, in the tucum biodiesel we can not expect them are according to 
maximum limit due tucum ester content is only 79.8%. In other hand, total glycerin of 
Aleurites biodiesel (0.075%) was completely in agreement with that limit which can not be 
more than 0.25% of total glycerin. Free glycerin is an important parameter, especially in order 
to provide information about purification process. In this case, two biodiesel presented non 
quantitative mass of glycerin due to efficient washes.  
 
3.3.  1H NMR biodiesel analysis  
When comparing indian nut and “tucum” biodiesels 1H NMR spectra (e.g. Fig. 1 and 2) is 
possible to see differences, such as unsaturation level and compositional profile. Absence of 
representative peaks around 2.1 ppm in “tucum” spectrum, assigned to the methylene protons 
attached to the unsaturated carbon, shows its high degree of saturation. 
  
Beyond this, near to 5.3 ppm the peak assigned to the H from CH unsaturated is in agreement 
with the previous observation about pi bonds. In the Glycerides chains presents in tucum 
biodiesel there is almost none pi bond beyond those of carbonyl groups. Observing 
chromatograms overlap (e.g. Fig.3), we can note the real composition`s difference between 
both oils and biodiesel from tucum and Aleurites. 
 

PARAMETERS UNIT LIMIT METHOD RESULTS 
Tucum Aleurites 

Aspect - LII* Visual LII LII 
Density at 20º C kg/m3 850-900 ASTM D4052 0,8770 0,8789 
Kinematic viscosity at 
40ºC 

mm2/s 3,0-6,0 ASTM D445 4,54 4,12 

Water mass, max. mg/kg 500 ASTM D6304 261,6 160,1 
Sodium + Potassium, 
max. 

mg/kg 5 NBR 15553 <LQ** <LQ 

Calcium + Magnesium, 
max. 

mg/kg 5 NBR 15553 <LQ <LQ 

Phosphorus, max. mg/kg 10 NBR 15553 <LQ <LQ 
Cupper corrosivity, 3h 
a 50 ºC, max. 

- 1 ASTM D130 1 a 1 a 

Cloud filter point pour, 
max. 

ºC 19 ASTM D6371 5,0 -5,0 

Iodine índex g/100g Anotate EN 14111 14,67 150,36 
Free glycerin % mass 0,02 EN 14105 0,00 0,00 
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Figure 1. 1H NMR Aleurites biodiesel spectrum. 
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Figure 2. 1H NMR “tucum” biodiesel spectrum. 
 
3.4. Ester content  
One of the most important reactional results is the ester content. This parameter represents 
how efficient was the reactional process. The principal target of this paper is to show how 
useful can be the optimization from an experimental design in order to apply it to others oils 
with different properties. If the ester contents yield are similar, so these same conditions could 
be applied. The Aleurites biodiesel synthesize presented yield about 99%. This result is almost 
the same as the one previously obtained during the optimization process. When those 
reactional conditions were applied to synthesize ethylic tucum biodiesel, the result achieved 
was only 79.8% for ester content. The minimum level described on Brazilian national 
legislation is 96.5%. 
 
The chromatograms superimposed, e.g. Fig. 3, shows the composition differences between 
biodiesels from “tucum” and indian nut in terms of carbon chain length. In order to prove this, 
some ethylic ester standards were run on GC and their retention time (RT) were registered: 
C8:0, RT= 2.5 min; C12:0, RT=7.0 min; C14:0, RT= 8.0 min; C17:0, RT=14.2 and C24:1, 
RT=25.4 min. With this data, we can prove the saturated character of tucum oil. In the 
chromatogram could be seen that the majority of compounds from tucum biodiesel are 
between 2.5 and 15.0 minutes. In this interval there are C8:0, C10:0, C12:0, C14:0 and C16. 
Even a little after that, there are some peaks attributed to C18:0, or a small peak assigned to 
C18:1, but nothing after 17.5 minutes. Regarding Aleurites, most peaks are above 12.0 min 
and below 18 min. That interval covers saturated and unsaturated chains like C16:0, C18:0, 
C18:1, C18:2 and C18:3. Among those peaks, majority lies above 15.0 minutes, region of 
occurrence of peaks corresponding to esters with more than 17 carbons. 
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Figure 3. Superimposed “tucum” and indian nut biodiesels chromatograms (pink: Indian-nut 
biodiesel; black: tucum biodiesel. 
 
3.5.  “Tucum” biodiesel preparation yield under the best conditions found to indian nut 

biodiesel preparation.  
The yield achieved to “tucum” biodiesel prepared, applying the best conditions developed by 
experimental design on i ndian nut oil, was very low. The preparation procedures were the 
same to both oils. Only during work up p rocedures there were some differences between 
them. Because of the acidity presented by “tucum” oil (soap generation) and its shorter carbon 
chains, the washing process generated more emulsions than during indian nut biodiesel work 
up; “tucum” biodiesel was washed much more times to remove soap excess and to break any 
emulsions. This can be one of the causes for the low yield of esters obtained from “tucum” 
oil. Other causes for the unsuitable behavior of “tucum” oil under the best experimental 
conditions developed for indian nut oil conversion to biodiesel may be its impurities, not 
removed during manual oil extraction process, and the manual oil extraction itself.  
 
4.  Conclusions 

The oil content of “tucum” and indian nut seeds is greater than soybean grain. Ethanol 
showed technically suitable as a reagent to biodiesel production from indian nut and “tucum” 
oils. Indian nut oil has considerably more unsaturated esters than “tucum” oil, what explains 
its lower resistance to oxidation. Experimental central compound design and surface response 
methodology were efficient for optimization of the reactional conditions (time, temperature, 
molar ratio ethanol/oil and mass of catalyst) to obtain biodiesel from ethanol and indian nut 
oil. The optimized conditions led to an almost stoichiometric yield of biodiesel confirming the 
forecast of the technological viability of indian nut oil to obtain high yields of ethylic 
biodiesel. The same optimized conditions did not apply for “tucum” oil. Further experiments 
with “tucum” oil obtained by the same extraction procedure used to indian nut oil are 
necessary.  E xperimental design is an important tool to optimize chemical preparations. 
However, its relationship with raw materials characteristics must be carefully observed.  
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Abstract: The main objective of the project was to develop or adapt a combustion technology that would permit 
a stable operation of a boiler fed with a combustible with a high level (50%) of humidity. The size of the unit 
was determined by the heating demand of a lacto-serum plant. Computer simulations and small scale laboratory 
experiments were used to design a fluidized bed, then fluid flow and heat transfer calculations were carried out 
to verifiy the heat balance (or energy balance) of an existing fixed boiler to be converted into à fluidized bed one. 
A grid involving 130 nozzles with 6 equally distributed holes (10 mm) was designed.  The intake has a 23.37 
mm I.D. It has been in operation for more than a year now and operation results are presented. It was found that 
the key aspect of the combustion process in such boilers is the homogeneity of the fluidized bed and the 
temperature control. We are now working on a way to broaden the range of type of wood and humidity levels.  
 
Keywords: Renewable energy source, Boiler, Bubbling fluidized bed 

Nomenclature  

∆P effective pressure drop across the bed .... Pa 
A area of the bed ........................................ m2 
Ar Archimedes number ................................... - 
D particle diameter...................................... m 
g gravity .................................................. m⋅s-2 
h convective transfer coefficient  .... W m-2 K-1 
H height of the bed ...................................... m 
K fluidized bed constant, usually 5 ................ - 
Nu Nusselt number .......................................... -  
Pr Prandtl number .......................................... -  
Re Reynolds number ....................................... -  
S surface to volume ratio .............................. - 
T temperature ............................................... K 
U fluidization velocity.............................. m⋅s-1 

Greek symbols 
ρ density................................................ kg⋅m-3 

λ thermal conductivity .................... W m-1 K-1 
µ dynamic viscosity ............................ kg⋅m⋅s-1 
ε bed porosity ............................................... - 

 
 
 
 
Indices 
mf minimum fluidization 
g gaz 
p solid particles 
r radiation 

 
1. Introduction 

1.1. Context 
The ever increasing level of greenhouse gas emissions combined with the overall rise in fuel 
prices (although fluctuations occur) are the main reasons behind efforts devoted to improve 
the use of various sources of energy.  E conomists, scientists, and engineers throughout the 
world are in search for: (1) strategies to reduce the demand; (2) methods to ensure the security 
of the supplies; (3) technologies to increase the energy efficiency of power systems; and (4) 
new and renewable sources of energy to replace the limited and harmful fossil fuels. 
 
Nowadays, biomass (organic wastes) receives an ever increasing interest for energy 
production because this renewable source of energy: 

• reduces the demand of fossil fuels,  
• diversifies the sources of traditional energy,  
• ensures the supplies at a local level,  
• is carbon neutral?  
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Fluidized beds found several industrial applications such as coal and biomass combustion.  
Boilers involving such a technology are generally more efficient that their counterparts with 
fixed or mobile grids and this is why bubbling fluidized beds combustors (BFBC) are often 
selected to transform waste into energy.  An efficient combustion for low calorific power 
fuels is possible with appropriate controls: according to Oka [1], it could reach up to 99%. 
Moreover, bubbling fluidized bed combustion of solid residues also becomes attractive for 
thermal steam generators because it can allow for variations in the regime by up to 4% per 
minute [2].  
 
1.2. Fluidized beds combustion 
Fluidization refers to the conditions for which a granular material behaves such as a fluid.  To 
obtain fluidization, a gas (generally air) crosses a bed of particles with an appropriate upward 
flow rate to create forces that separate particles: the result is a turbulent mixing of gas and 
solids.  The key idea is to obtain the highest mixing rate possible.  In practice, the mass flow 
rate must be high enough to ensure an appropriate mixing and low enough to keep the 
particles in the mixing.  T he rationale behind this technology is that the tumbling action 
provides more effective chemical reactions and heat transfer in the solid fuel particles that are 
added to the bed.   
 
In this paper, the process involves BFBC. During preheating, the bed is heated up w ith an 
auxiliary source (here natural gas). Then, the process is fed with biomass.  This initialization 
process is critical to ensure proper operation. During combustion, part of the ashes and fine 
particles must be collected with a cyclone. The other part of the ashes is recovered through the 
sand circulation. The bed temperature – which influences the stability of combustion, the 
efficiency of the steam generator, and the rate of pollutants are the preponderant factors for 
this type of system.   
 
1.3. Process characteristics 
BFBC boilers operate at lower temperature than other types of boilers (800-850°C).  This may 
lead to less NOx emissions.  H owever, burning at low temperatures also causes increased 
polycyclic aromatic hydrocarbon emissions.  The temperature upper limit is intrinsically due 
to the melting point of the most commonly used solid particle: sand.  T he development of 
eutectic within the sand is a crucial phenomenon to avoid.  The creation of agglomerates will 
seriously impact the efficiency and may stop fluidization and, eventually, the whole process.  
The melting point of silica diminishes when it is  mixed with ashes and eutectics are formed 
when hot spots occur in the bed. BFBC reduces the amount of sulfur produced in the form of 
SOx.  
 
1.4. Overview of the installation 
The whole factory into which the boiler is installed produces lactoserum which requires 
6MWth and electricity (1MWe).   T he boiler produces 10T/h at 32 ba rs and 315oC.  T he 
whole plant is shown in Fig. 1.  On the left-hand side the storage and feeding systems (a) are 
shown while the boiler (b) is located in the center of the right-hand side of Fig. 1.  T he 
feeding system is a k ey element of the design as the process is continuous and cannot be 
stopped.  The homogenization of the bark in terms of size and humidity is another key aspect.  
In Fig.1, the fuel is grabbed and thrown into the feeding system where some sorting occurs to 
avoid having large chunks of wood to get into the 40 c m worm gear.  This gear feeds the 
combustion chamber. The fluidization grid is another key aspect of the process. The shape 
and size of the nozzles, the numbers and diameters of the orifices as well as the air outlet 
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velocity have to be selected to maximize the homogenization.  The height of the bed and the 
pressure drop are other key parameters [3,4] discussed in subsequent sections. 
 

 

Fig. 1: Layout of the complete plant with: (a) Feeder and storage; (b) boiler, turbine and stack. 
 
1.4.1. The storage system 
In this area of the plant, the raw material is treated to maximize homogeneity in size, calorific 
power, and humidity.  A mechanical treatment is applied to tear the biggest chunks of wood 
this to avoid mechanical failure of the feeding system.  During winter, humidity and ice were 
initially found to cause mechanical blocking along the conveyors. Nowadays, by use of 
specific materials and appropriate controls of the feeding system, this problem vanished.  
Several tons of material can be stored in the area. 
 
1.4.2. The feeding system 
The feeding system has been designed for a rate of 4 t ons per hour.  Initially, the rough 
surface of the drop feed, made of refractory, involved too much friction.  Suddenly, clusters 
of bark accumulated in the drop feed were inappropriately falling in the bed.  A defluidization 
was occurring followed by several local hot spots in the bed. There was a high potential for 
eutectic formation.  The refractory has been replaced to solve the problem. 
 
1.4.3. The boiler 
The Falmec boiler (B.F.I) was originally designed for a fixed grid (water tubes type).  The 
main design limitation was then the size of the combustion chamber itself which limited the 
width of the fluidized bed.  The overall area of the bed, A, was hence predetermined (2,3m x 2 
m) and thus the imposed the minimal fluidization velocity (which also depends upon the 
particles size): Umf =1,5 m/s. The primary fan delivers 75 kW with a pressure of 1,27 m CE 
(or 0,12 b ars) during normal operation.  T his pressure allows for the circulation of the air 
through the sand bed. The secondary fan as a power of 30 kW with a pressure of 0,38 m CE 
(or 0,04 bars). 
 
1.5. Start-up and control specifications 
1.5.1. Start up 
As mentioned earlier, during the start-up, the bed is preheated with an auxiliary burner then 
the biomass is fed-in.  The crucial steps of this initialization process are: (1) verification of the 
minimal sand thickness of height; (2) start of the primary fan (to initiated fluidization); (3) 
start of the auxiliary burner; (4) heating of the sand until auto-ignition temperature (about 

(a) 
(b) 
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700oC); (5) low speed feeding; (6) progressive increase of the biomass flow rate to reach the 
appropriate average temperature of 850°C. 
 
In the proposed boiler, the main difficulty with the auxiliary burner is that it is located above 
the bed and this causes poor heat transfer to the bed (between the flame and the sand). 
Afterwards, we realized that, due to its position, the auxiliary burner was undersized slightly.  
Moreover, the fluidization (process) air should have been heated to shorten the start-up 
procedure.  One way to enhance the start-up process was to add oil (on a temporary basis) in 
attempts to improve it.  Since then, we rely on drier bark at the beginning. 
 
1.5.2. Controls 
The control of a steam generator is largely documented [5,6] while that of fluidized beds is 
also quite documented [7, 8]. Start-up procedures are also documented [2]. The main 
parameters to control are the flow rates of the two fans, the stability of the combustion, and 
the bed temperature, with emphasis on t he latter.  A n increase of the mass flow rate of 
fluidization air increases the temperature (increase in the combustion rate, internal heat 
release) and inversely [9, 1].  This indicates that the combustion takes place partly within the 
bed and partly above the bed (appearance of flames above the bed) in the combustion 
chamber.  Several methods allowing for the control of the fluidization regime with primary air 
and bed temperature measurements could be carried-out but these methods have not been 
considered in our installation.  It is the variation of the bark or wood chunks humidity, needed 
at about 50%, which was found to require a rigorous control and measurement here.   
 
The system was started during winter 2009 and a data acquisition system permitted the 
continuous recording of the most important variables: (1) three thermocouples immersed in 
the bed; (2) the fan speed (primary, secondary, exhaust); (3) percentage of oxygen in the 
combustion products; (4) steam pressure.  In this study, the fluidization regime was said to be 
in steady state when the three thermocouples showed similar temperatures (Fig.3 and 4).  
 
2. The fluidized bed design and method 

2.1. The pressure drop and critical velocity 
The fluidization velocity is a basic parameter but its evaluation is rather complicated.  Several 
correlations based on the pressure drop across the bed are available and this pressure drop 
varies linearly or nearly linearly with the fluidization velocity.  In the case of a turbulent flow, 
Ergun [10] proposed the following expression: 
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3 2 3
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In the fluidization regime, the pressure drop in the bed corresponds to the weight of the 
particles minus the Archimedes force divided by the surface area of the bed.  Since the solid 
volume is H x A x (1-ε), this yields: 
 

A
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P gp ))(1( ρρε −−
=∆−  (2) 

It is possible to obtain the minimal fluidization velocity when the pressure drop, eq. 2. is 
inserted into eq.1, yielding:  
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Introducing the relevant Archimedes and Reynolds numbers gives: 
 

2
3 3

(1 ) 1Ar 150 Re 1.75 Remf mf
ε

ε ε
−

= +  (4) 

 
Several researchers tried to correlate their results with this expression to evaluate the minimal 
fluidization velocity:  
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where C1= 27.2 and C2= 0.0408 according the results of Grace [11]. 
 
2.2. Heat transfer and energy balance 
First, the heat transfer characteristic into the fluidized bed 
The predominant parameters which influence the heat transfer coefficient are the fluidization 
velocity, the particle size and the temperature.  T he Nusselt number for a f ixed object 
immersed in a particle bed was correlated by several researchers. For particle size lower than 
one millimeter, the refined correlation proposed by Baskakov [12] was used: 
 

0.19 0.5Nu 0.85Ar 0.006Ar Pr 0.33 r

g

h D
λ

= + +   (6) 

 
This equation stands for an Archimedes number ranging between 102 and 109 and involves the 
radiative component of heat transfer calculated with respect to the bed and wall temperatures. 
The overall energy balance was established to ensure that the existing boiler combined with 
the fluidized bed could reach the expected parameters (flow, temperature, pressure). A code 
was developed based on the temperature of the bed for overall balance calculations. The heat 
transfer by convection, radiation, and conduction was taken into account. This code permits to 
show that the combustible moisture level of 50% should be respected to ensure a proper 
operation in term of bed temperature. 
 
2.3. The nozzles design 
The Ergun software [13] has been used to design the bed. The software allows to obtain the 
suitable air velocities as a f unction of the fluidization regime, the temperature, the particle 
size, the height of the bed, and the heat transfer.  It enables one to account for pressure drops 
and homogenization of fluidization.  A lthough not straightforward to use, Ergun permits to 
correlate the number of holes in the nozzle, the diameter, the minimal fluidization velocity, 
and the exit nozzle velocity. Whereas several installations may use a perforated plate at the 
bottom, our combustion calls for a continuous ashes recovery.  H ence, fluidization nozzles 
where used. 
 
Fifteen different nozzles where designed, built, and investigated (two of them are shown in 
Fig.2a). All were satisfying the design constraints and criteria.  The one respecting the 
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minimum pressure drop required to ensure a stable and homogeneous fluidization was 
ultimately selected.  T he tests were then carried out in the lab without combustion in a 
cylindrical sand bed (Fig. 2b). 
 

        
(a) (b) 

Fig. 2: (a) Two of the eight nozzles that were simulated. (b) The laboratory test bench. 
 
Four different sizes of sand particles, ranging from 1 to 2mm, 0.841 to 1mm, 0.500 to 1mm, 
and 250 to 500μm were tested.  Mixing was also carried out with bark samples of about 1 cm 
by 2 cm.  We found that the bark size did not matter and that the mixing was occurring only 
in the upper level of the bed, close to the surface. It is however important to note that the cold 
tests were quite different than the flowing full-scale results. 
 
Finally, a bed involving 130 nozzles (Fig. 3) with 6 equally distributed holes (10 mm) was 
selected.  The intake has a 23.37 mm I.D. The pressure loss is 5kPa when the flow rate is 
maximum. This flow rate varies from 0.0185 m³/mn at 20ºC.  300 mm of sand was found to 
be the lowest limit for an homogeneous distribution of air while 600 mm was identified as the 
upper limit to avoid the over sizing of the fan. 

                
(a) (b) 

Fig. 3: The fluidized bed: (a) Full scale model; (b) Actual bed with uncovered heads. 
 
3. Results 

Several preliminary tests (not reported here) were needed to fine-tune the operations at the 
beginning.  We worked until uniform temperatures were obtained, thus obtaining a suitable 
fluidization regime.  We also found out that the content of oxygen remained constant with the 
temperature increase which in turn was proportional to an increase in the mass flow rate of 
combustible.  We noticed that the biomass (fir bark) involved sand that progressively 
increased the level of the bed (after 10-12 hours of operations) which had to be lowered (by a 
simple control of the sand circulation).  Our first series of tests showed a t emperature 
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variation between 730oC and 838oC.  The content in oxygen varied from 1% to 13%.  A high 
content (near 21%) indicates that the combustion is almost completed while à low content 
shows that there is a high combustion. 
 
Fig. 4 presents two test cases at two different temperatures and same pressure levels.  
Temperature and boiler pressure are indicated on the left axis (0-1000 range) while the 
oxygen content and the fan speed is reported in % on the right axis (0-100% range).  T he 
abscissa is time in hours. 
 
Fig.4a shows, over a period of about one hour, that the control system maintains the steam 
pressure (represented by ) constant at about 350 PSI (the set-point).  Indeed, the pressure 
varied between 320 and 356 P SI (± 9%). In Fig. 4, decreases in the pressure occur with 
increases in the primary fan velocity (represented by ). This corresponds to a simultaneous 
increase in combustion as the content in oxygen (left axis, represented by ∆) decreases. This 
content is always below 16%, which is excellent.  The temperature here varied from 650ºC to 
785ºC. 
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Fig. 4: Temperature, pressure, oxygen content and primary fan power as functions of time: 
(a) lower regime; (b) higher regime. 
 
Fig. 4b illustrates, over a period of about one quarter of an hour, that the control system 
maintains the steam pressure constant at about 340 PSI (± 7%):  A more stable regime is 
shown. In Fig. 4b, the trends are similar to those reported in its twin but the regime is higher 
with temperature ranging between 865ºC and 915ºC.  T his indicates a higher combustion 
regime also shown by a lower content in oxygen for the period.  The temperature is also more 
homogeneous in this test case as the control loop improved with time and experience with the 
boiler. 
 
An interesting feature of the installation is that the pressure settings remained constant during 
the test showing no need for manual adjustments after the tuning of controls. 
 
4. Conclusion 

A bubbling fluidized bed for the combustion of moist wood residues has been designed for an 
existing steam generator originally involving a fixed grid.  The objective was to allow this 
generator to accept combustibles with a high level of humidity with no compromise over 
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performance.  This paper first presented the complete installation and insisted on a few design 
parameters and issues that pertain to the bed nozzles and lay-out.  The format of the paper 
cannot permit to provide all relevant details. 
 
When applied to the combustion of forest residues, the key aspects to address were found to 
be the proper size and humidity of the feed stock.  And here, not only on an average basis: a 
homogeneous mixture ensures a stable process which avoids the generation of local hot spots 
that could provoke eutectics (agglomerates) and force the shut-down. 
 
The positive points: 

• The flexibility in terms of steam 
demand; 

• The combustion efficiency (up to 
99%); 

• The low maintenance (changes of 
the sand) requirements. 

 

The need for improvements: 
• The design calls for a deep knowledge of 

fluidization which is not the case with 
other (simpler) technologies such as 
fixed grid boilers; 

• The acceptance of a w ider range of 
humidity variation of the feed stock; 

• The training of the personnel. 
 

The BFBC is nevertheless an excellent solution to burn humid residuals and recover the 
energy because of its flexibility, its efficiency, and its cleanness. 
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Abstract: To date wet lignocellulosic biomass cannot be used efficiently for energy production. By 
hydrothermal carbonisation (HTC) wet biomass may be efficiently transformed to a solid, lignite-like fuel with 
good dewatering and grinding properties and a high calorific value. Energetic yields of the HTC reaction can be 
derived from lab scale experiments. However, for the assessment of energetic efficiencies of a HTC plant the 
amount of external energy consumption needs to be calculated. A model of a semi-continuously HTC plant is 
presented with a heat recovery system which is based on recycling of hot compressed water. Results of 
simulations with the program Engineering Equations Solver show that energy consumption can be significantly 
reduced by internal heat recovery. Efficiencies of a HTC plant model are presented based on experiments with 
beech wood chips as a model biomass. A sensitivity analysis of the water content of the biomass and the heat of 
reaction is presented. 
 
Keywords: Hydrothermal carbonisation, biomass, heat recovery, efficiency 

1. Introduction 

Hydrothermal carbonisation (HTC) is a pretreatment process of biomass in hot compressed 
water at around 200°C. Thereby the carbon content and higher heating value (HHV) is 
increased1,2. Apart from application as a soil ameliorant it therefore has been discussed as 
fuel3. The product (related to as “hydrochar” or “char”) leaves the reactor as a slurry and must 
be mechanically dewatered and dried for combustion. By removing water and further 
compression an energetically dense fuel can be formed facilitating transportation and storage. 
Good grinding properties make it applicable for gasification and further refining. Energetic 
yields of the solid of 75-90 % for the HTC process with regards to the HHV can be expected, 
because the whole fraction of lignocellulose is converted. The HHV of the solid increases 
when higher temperatures are applied. Yet, the energetic yield decreases for higher 
temperatures because of a decrease of the solid yield2,3,4. Potential feedstock includes 
digestate, municipal waste, grass, leaves, bagasse and wood5. Mass and energetic yields in 
this contribution are derived from lab scale and pilot scale experiments. 
 
However, in order to assess the energetic efficiency of a HTC plant also external energy 
consumption must be taken into account - especially for heating the biomass to reaction 
temperature, for mechanical dewatering of the hydrochar slurry and for drying. The amount of 
energy needed to heat biomass with a water content of 80% to reaction temperature is app. 
24% of the energy of the hydrochar. For drying of char with a water content of 30% app. 4% 
of its energy is needed. This shows that external energy consumption may decrease the 
efficiency of a HTC plant significantly and that heat recovery within an elaborated heat 
regime is crucial. In prior works it was shown that the use of flash steam from expansion of 
the hot slurry can significantly increase the efficiency of the process6,7. But release of pressure 
and the mixing of steam with colder water necessarily results in a loss of exergy, compared to 
direct recycling of hot compressed water which is proposed here. 
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1.1. Semi-continuous biomass feeding 

Generally batch or continuous systems are applicable for a HTC plant. Yet, for continuous or 
semi-continuous systems, reaction heat can be used more efficiently. Also adjacent equipment 
can be utilized more efficiently and pressure changes in the reactor can be avoided. However, 
feed systems for solid matter against pressure are challenging – especially for heterogeneous 
biomass. Piston pumps usually can only pump biomass with a water content of 90%. For dry 
matter lock hopper systems are widely used, although they come along with a loss of gas for 
every cycle. Yet for the case of HTC this does not necessarily need to be a disadvantage 
because reaction gas needs to be discharged from a continuous reactor. Lock hopper valves 
are prone to abrasion and plugging. Here ball segment valves with a nominal diameter of up 
to 600 mm made of ceramic may be appropriate8. In order to reduce the loss of gas, further 
feeding systems have been developed including rotary feeders, plug-forming feeders, non-
plug-forming feeders9. In this contribution we will present a model of a semi-continuously 
operating system with a lock-hopper feeding system. 
 
1.2. Heat recovery 

For a HTC plant an efficient processing of heat will be crucial. In a continuous HTC plant 
there are three mechanisms which require most of the energy and which are addressed by the 
plant model: (1) Much water along with the biomass needs to be heated to reaction 
temperature. This can be reduced if relatively dry biomass is fed via a lock hopper system. 
Additional water to fully cover biomass in the reactor and enhancing the reaction may be hot 
compressed process water which is recycled. However this requires mechanical dewatering of 
the hydrochar slurry after the reaction at elevated temperature and pressure. (2) Additional 
energy is used for drying wet hydrochar, which requires that the product is mechanically 
dewatered as well as possible. By dewatering at reaction temperature, a significantly lower 
water content can be expected. This is because of lower surface tension, density and viscosity 
of hot water, as was practically examined and realized for mechanical-thermal dewatering of 
lignite10,11. (3) By discharging reaction gas from the reactor a significant amount of steam is 
discharged as well. By increasing the absolute pressure in the reactor and hence the partial 
pressure of reaction gases, the loss of vapour can be decreased.  
 
The model aims at using only internal heat sources for preheating of biomass and for drying. 
Only for the highest temperature level before the entrance of biomass in the reactor external 
energy is used for the supply of steam. 
 
2. Modelling 

For the simulation the program Engineering Equation Solver (EES) is used. Mass and 
enthalpy balances were entered for all mass flows. Enthalpy of components (except for steam) 
is set to zero for 0°C. The process is modelled in a steady state although lock hopper and 
piston press work semi-continuously in reality. Indirect heat transfer to solids or slurries is 
difficult and fouling on heat exchangers may increase considerably above 100°C7. Therefore 
in the model it is assumed that indirect heat transfer is only feasible up to a temperature of 
100°C. The model assumes a capacity of the plant of 2000 kg/h of dry biomass. Below the 
model is described in detail and is depicted in Fig. 1.  
 
2.1. Preheating of biomass 

Biomass with a water content of 0.6 is heated by indirect heat transfer by low temperature 
waste water and vapour to 100°C at atmospheric pressure. The heat capacity of dry biomass 
and hydrochar is 1.6 kJ/kgK-1 and 1.45 kJ/ kgK-1 respectively. After preheating at 
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atmospheric pressure biomass is fed to the lock hopper and is mixed with internal steam from 
the first flash tank. Then it is mixed with hot compressed water and is finally mixed with 
external steam from a steam generator until it reaches the necessary temperature and water to 
biomass ratio of 7:1. External steam is produced by a steam generator operated with natural 
gas with an efficiency of 0.9. 
 
2.2. HTC reaction 

The heat of reaction was measured by differential scanning calorimetry (PerkinElmer DSC-7). 
4 mg of ground poplar wood were heated with 20 mg of de-ionized water to 220°C in 
stainless steel high pressure capsules. In the reference capsules only de-ionized water was 
used. The experiments were conducted according to ISO 11357-1:1997 and ISO 11357-
5:1999. In [12] the applicability and uncertainty of this method for long lasting heat flows is 
discussed in detail. The mean heat released by the reaction within the first 4 hours was 500 J/g 
of dry biomass. The uncertainty of the experiments was 30% but could be higher if process 
water was recycled and therefore in the sensitivity analysis it is altered from 200 to 800 J/g.  
 
In the model the biomass enters the reactor where it reaches the reaction temperature of 
210°C by heat of reaction. Heat equilibration is assumed to be dominated by evaporation of 
water at superheated areas at the bottom of the reactor and condensation at relatively cold 
biomass on the top. Heat losses of the reactor were assessed to be 5-20 kW depending on 
insulation which accounts for 0.2% of the system power of the HTC plant. This shows that 
heat losses in an industrial scale may play a minor role which is not the case for lab 
experiments which require constant heating in order to maintain a certain temperature. In the 
model an overall heat loss of 20 kW is assumed and is completely attributed to the reactor. 
 
The model uses experimental mass and energy balances of the HTC reaction. Solid yield, gas 
yield and heating values are derived from lab experiments with beech wood chips in a 200 mL 
reactor which could also be reproduced in a 250 L pilot scale reactor. The experiments were 
performed at the same conditions which are assumed in the model (reaction temperature 
210°C, reaction time 4h, water to biomass ratio 7:1). The main results of the experiments 
which are used in the model are depicted in Table 1.   
 
Table 1.  Mass and energy balances of lab and pilot scale experiments with uncertainties shown in 
parenthesis.  

 wooddry chardry 
solid 
yield 

gas 
gas 

yield 
HHV LHV 

energetic 
yieldHHV 

 mass(g) mass(g) (-) mass(g) (-) (MJ/kg) (MJ/kg) (-) 
Lab 
scale 

19.98 
(0.03) 

12.88 
(0.09) 

0.644 
(0.003) 

0.69 
(0.01) 

0.035 
(0.001) 

23.27 22.01 0.7811 

Pilot 
scale 

14710 
(120) 

9980 
(860) 

0.680 
(0.064) 

-  22.88 21.53 0.8081 

1 HHVwood =19.20 MJ/kg, LHVwood=18.06 MJ/kg 

 
Mass and energy yields could be well reproduced for lab experiments. Mass yields from pilot 
scale experiments altered mainly because the reactor could not be flushed as well. Solid and 
energetic yields are slightly lower and HHV is slightly higher than reported earlier for 
experiments at similar temperatures3,4. This can be explained by application of higher water to 
biomass ratio and longer reaction time in the experiments presented above, which will be 
discussed in detail elsewhere.  
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The ratio of reaction water and solved organic substances to biomass is 0.32 according to the 
experiments, yet in the model thermodynamic properties of pure water are assumed. It is 
assumed that reaction gas only consists of carbon dioxide. The partial pressure of the reaction 
gas in the reactor is assumed to be 0.9 MPa in order to be completely removed by gas loss of 
the lock hopper.  
 
2.3. Mechanical dewatering and drying: 

Electricity consumption of the piston press is calculated in two steps. First the char is 
dewatered to a water content of 0.6 with a pressure of 3 MPa. Then the char is dewatered to a 
final water content of 0.3 by a pressure of 10 MPa. The work is calculated by multiplying the 
volume of the displaced water with the respective pressure and assuming an efficiency of 0.9. 
The primary energy consumption of the piston press 

pressPEC  is calculated by multiplying the 

electricity consumption with a primary energy factor. A factor of 2.5 is applied assuming an 
energy conversion efficiency of the char of 40% in a thermal power plant and thus resulting in 
a primary energy consumption of the piston press of 0.163 GJ/h. 
 
The water content of the hydrochar after mechanical dewatering is assumed to be 30% 
corresponding to 31% achieved by pilot scale mechanical-thermal dewatering of lignite at 
200°C10,11. After dewatering the pressure of the piston is released. In the model it is assumed 
that this results in evaporation of residual water and cooling to 105°C. Further assuming 
adiabatic conditions this results in drying to 22% water content which compares to 24% 
achieved at 200°C10,11. Relaxation steam is used for preheating biomass. Afterwards biomass 
is dried in a rotary drier using steam at 130°C from the second flash tank and abstracted 
reaction gas and steam from the reactor. Values for desorption heat of lignite10 are used for 
the simulation of drying and no external energy is used for drying.  
 
The efficiency of the plant in Table 2&3 is calculated according to Eq. (1): 
 

pressgasnaturalLHVHHVbiomass

LHVHHVhydrochar
LHVHHV PECenergyenergy

energy
efficiency




/,

/,
/

 (1) 

 
 
3. Results 

3.1. Simulation results 

In Fig. 1 the model as presented before is depicted including mass flows and state variables. 
The biomass is heated by steam from the first flash tank to 156°C and then is mixed with the 
hot compressed water from the piston press.  
 
This way the slurry reaches 196°C and only a limited amount of external heat is needed to 
finally heat biomass and water to 205°C. The amount of external energy needed for this step 
is 1.03 GJ/h which is 2.7% of the energy of the biomass and 3.4% of the energy of the 
hydrochar. Heat of reaction then is sufficient to heat biomass to reaction temperature of 210° 
and to make up for heat losses and gas losses via the lock hopper. The temperature of the 
waste water is 105°C and cannot be further used at this temperature level. The char can be 
dried to a water content of 7% by using only internal heat. 
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Table 2. Results from the variation of the water content of biomass. 

water content energy (GJ/h) efficiency 
biomass 

(-) 
char 
(-) 

natural 
gas 

biomass 
(HHV) 

biomass 
(LHV) 

char 
(HHV) 

char 
(LHV) 

(HHV) 
(-) 

(LHV) 
(-) 

0.5 0.104 0.650 38.40 31.24 30.06 28.07 0.767 0.876 
0.55 0.088 0.819 38.40 30.16 30.06 28.13 0.763 0.903 
0.6 0.069 1.032 38.40 28.80 30.06 28.20 0.759 0.940 
0.65 0.044 1.307 38.40 27.06 30.06 28.29 0.754 0.992 
0.7 0.011 1.675 38.40 24.73 30.06 28.40 0.747 1.069 
0.75 0.000 2.191 38.40 21.47 30.06 28.43 0.738 1.193 

 

For a very wet feedstock it may be favourable to mechanically dewater biomass before 
feeding it to the HTC plant. This would drastically decrease the amount of waste water by 
recycling a larger part of the water. Therefore it would also decrease the amount of energy 
needed to heat biomass to reaction temperature. Assuming a decrease of water content of 0.15 
in a screw extruder and an electricity demand of 50 kWh/tDM

13 and a primary energy factor of 
electricity of 2.5 the energetic breakeven point would be at a water content of 0.71 of the 
biomass. 
 
The heat of reaction was varied in the model between 200 and 800 J/g while the water content 
of the biomass is set constant to 0.6. The results are depicted in Table 3. With increasing heat 
of reaction the amount of natural gas needed decreases significantly and would be zero for 
840 J/g for the heat of reaction. As less external heat is consumed for heating the biomass, 
slightly more internal water is recycled. Therefore, less internal steam is available for drying 
the char, resulting in a small increase of the water content.  
 
Table 3. Results from variation of reaction heat. 

reaction heat water content char energy (GJ/h) efficiency (-) 
(J/g ) (-) natural gas  (HHV) (LHV) 
200 0.054 1.946 0.742 0.914 
300 0.059 1.641 0.748 0.923 
400 0.064 1.336 0.754 0.931 
500 0.069 1.032 0.759 0.940 
600 0.074 0.728 0.765 0.949 
700 0.078 0.425 0.771 0.958 
800 0.083 0.122 0.777 0.968 

 
In the past it was disputed if a self sustaining heat regime was achievable for a HTC plant. As 
shown above heat demand both depends on the water content of the biomass and the heat of 
reaction. This means that at a certain water content the heat of reaction would have to be 
above a certain value. Eq. (2) describes the cases in which the condition of a self sustaining 
heat regime would be fulfilled for the configuration presented above: 
 

WC
reac eh  1.2245    (2) 

 
where reach  is the heat of reaction (J/g) and WC is the water content (-). 
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4. Discussion & Conclusion: 

It is shown that external energy consumption of a HTC plant can be significantly reduced by 
addressing the most energy consuming processes of biomass preheating, char drying and 
reaction gas abstraction. By recycling of hot compressed water efficient heat recovery can be 
achieved. By using internal heat only, biomass can be heated to 196°C and hydrochar can be 
dried to 7% water content. External primary energy is needed to further heat biomass to 
reaction temperature. Electricity is consumed for mechanical dewatering of the char. The total 
amount of external primary energy for the base case is 4% of the energy of the char which is 
about half as much as calculated earlier6. Depending on the amount of water content and heat 
of reaction it varies between 1-8%.  
 
Efficiencies for the HHV of the presented HTC plant range from 74-78% based on lab 
experiments with beech wood chips. Further studies on energetic yields of the HTC reaction 
are necessary for different feedstock and reaction conditions. However, it can be assumed that 
external primary energy consumption mainly depends on the plant set up and on the water 
content of the biomass and the heat of reaction.  
 
In previous publications the intensity of the heat of reaction was overestimated considerably 
by theoretical considerations. Here values from calorimetric measurements are used and it is 
shown that it is an important parameter for the assessment of the efficiency of a HTC plant. 
Therefore additional research is necessary for a better understanding of this parameter.  
 
Recycling of process water is favourable because the amount of waste water can be reduced 
and heat can be recovered. It is shown that mechanical dewatering of biomass before the HTC 
reaction can reduce primary energy consumption for wet biomass. In addition a higher 
amount of recycled water may also slightly increase the energetic yield of the hydrochar 
because parts of the organic substances in the water may polymerize further. For 
quantification of this effect further studies are necessary which require extensive dewatering 
of samples after reaction. Also by further decreasing the ratio of water to biomass the solid 
yield can be increased. Both effects may increase the solid yield by a few percent. 
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Abstract: The efficiency of internal combustion engines and gas turbine processes are free from Carnot 
limitations as they are not performing cycle processes – the initial state of the thermodynamic system is the fuel 
with air, whereas the final state is the flue gas, whose chemical composition is different than fuel and air. 
Therefore, as we show here, the theoretical thermodynamic efficiencies of ideal combustion engines and gas 
turbine processes can be very high, the same as it is for fuel cells. The entropy generation analysis, what we have 
done for the internal combustion engines and gas turbines, shows that they suffer for relatively low efficiencies 
because of the exergy losses in the combustion processes, i.e. for the reason that the combustion reaction takes 
place quite far from the equilibrium state. We have studied several different combustion processes in the Exergy-
project of MIDE-program to find a method for decreasing the entropy generation in the combustion. If the 
entropy generation can be reduced, by any means, then as a “reward”, we get the outlet pressure of the flue gas 
higher than the inlet air pressure without using any compressor which in turn would then increase the efficiency 
essentially. We present here a theoretical description of a membrane combustion method which, with the aid of 
gasification, suits  for bioenergy. Shortly, it can be described as a molecular scale oxygen gas compressor driven 
by the combustion reaction, where the affecting force is amplified by the electric field across the membrane. 
 
Keywords: Entropy, exergy, combustion, membrane, efficiency, combustion engine, gas turbine process 

1. Introduction 

In adiabatic combustion process the outlet temperature of the flue gas depends on the air 
factor λ and the fuel. It does not depend on the pressure as far as we consider the flue gas as 
an ideal gas, because then the specific enthalpy of the species (i) depends only on i ts 
temperature: ).(Thh ii =  In very high pressures near to the critical pressure, where the ideal 
gas assumption is no longer valid, the pressure affects also on the specific enthalpy.  
 
Hence, the pressure of the outflow gas does not follow from the energy balance, but it 
depends on the manner how the combustion process is realized. So we need the second law of 
thermodynamics to analyze this. The specific entropy of  the gas species (i) depends on the 
temperature T , and also on its partial pressure ip  , i.e. according to the ideal gas model  

)/ln(),(),( 00 ppRpTspTs iiii −= , which shows that the higher the pressure ip  the smaller 
is the entropy is  . Here the reference pressure barp 10 =  and the gas constant 

./314.8 molKJR =  The entropy generation in the adiabatic combustion is  
 

,0≥−= ∑∑
in

jji
out

iirr snsnσ     (1) 

 
from which we see that the higher is the outlet pressure, the smaller is the entropy generation 

.irrσ  Instead of the entropy generation we may as well speak of the exergy loss defined as   
 

lossexergyT irr =− σ)( ,       (2) 
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which describes the loss of mechanical work in chemical combustion reaction, or the loss to 
increase the pressure of the flue gas by the chemical reaction. Temperature )(−T   i s defined 
with the aid of the real final state )(B  and the ideal isentropic final state )( sB  as follows [1]: 
 

)()(
)()(

)( BSBS
BHBH

T
s

s

−
−

≡−      (3) 

 
Usually the flue gases from the combustion chambers in the gas turbine processes flow out 
approximately   at  the same pressure as the inlet flow of the air, and we speak then about 
combustion at constant pressure. In our earlier paper [2] we have shown that in the 
conventional combustion with constant pressure the entropy generation is very high and the 
exergy loss )( )( irrT σ− , depending on the air factor and the fuel, is about half of the heat value 
of the fuel. 
 
In the classical form of the Guoy-Stodola, the exergy loss is defined as irroT σ  , where oT  is 
the lowest temperature of the surroundings with which the system is in thermal contact. As we 
have shown in our earlier paper [2] the choice of the temperature oT  for Eq.(2) does not give 
the accurate value for the lost of the work and for the efficiency of  combustion engines (for 
Eq.(4) below), only an upper limit, and therefore, as shown in [2] we use the correct  
temperature )(−T  instead of oT . 
 
2. Isentropic combustion 

The ideal adiabatic combustion process is such that there is no entropy generation, .0=irrσ  In 
the language of thermodynamics it is  called an isentropic combustion, and it means a 
combustion process which proceeds via equilibrium states. In the following we discuss how 
important for the efficiency it is to keep the entropy generation irrσ as small as possible in 
order to have a good efficiency.  
 
2.1.  Combustion engine 
For the combustion engine the following general equation for the efficiency can be derived 
[1] 
 

)]()([
1 )(

AHBH
T

s

irr

−−
−= − ση     (4) 

 
where irrσ is the generation of entropy in the whole combustion engine process and 

)]()([ AHBH s −−  is the heat value of the isentropic combustion process from A  to sB , 
which is defined so that )()( sBSAS = . In the denominator of Eq.(4) there is  the enthalpy 
difference )]()([ AHBH s −−  because our system is a closed system  which makes 
transformation process in the engine during 720o degrees of rotation of the crank shaft. The 
entropy generation irrσ  (J/K) means correspondingly the entropy generation during 720o 
degrees of  rotation.  
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We studied [1] the exergy losses of the diesel engine process, shown in Fig.1, and we found 
that 79% of all exergy losses took place between the combustion process steps 4-5-6-7. The 
whole efficiency of the diesel engine was 47.5%. Therefore, if we could eliminate the exergy 
losses of combustion, then the exergy losses left were 21% x 52.5% = 11% and the efficiency 
of the diesel engine would be %.89=η  It can be so high as the theoretical efficiency can be 
even one as we see from Eq.(4). The reason for that is that the efficiency is not limited by 
Carnot formulae because the process is not a cycle process. The efficiency is under the same 
type of limitations as fuel cells, but for the combustion engine the reference process is an ideal  
reversible adiabatic process whereas for the fuel cells it is an ideal reversible isothermal 
process. Therefore, the maximum work out here is )( constSH =∆− , whereas for the fuel cell 
it is ).,( constpconstTG ==∆−  
 
How would then the ideal process without any exergy losses in the combustion steps look like 
compared to Figure 1a? First of all, the engine would be then a two stroke engine, but without 
having any dead volume. Suppose first that the piston is at left (with volume=0) and the hot 
flue gas starts to fill the cylinder by pushing the piston to the right in Fig.1b by constant 
pressure (say at 230 bar as in Fig.1a) from the point 4* to the point 5*. At that point the inlet 
valve is closed and the isentropic expansion process starts, during which the pressure and the 
temperature become lower. The length of the piston stroke is such that the point 9* is reached. 
After that the outlet valve is opened and the flue gas is flowing out to the turbocharger at 
constant pressure (3 bar in Figs.1a and 1b). All the flue gas is pushed off at constant pressure 
to the zero dead volume and then the process is repeated by filling the cylinder again by hot 
flue gas with a high pressure. The turbine unit of the turbocharger is rotating the shaft of the 
compressor which is feeding air into the special external membrane combustion chamber. 
That external membrane combustion chamber is assumed to produce the flue gas out at high 
pressure without any remarkable additional work (only the compression work for fuel 
feeding) and theoretically with zero entropy generation. 
 
The efficiency of this type of a combustion engine shown Fig.1b is much higher than the 
engine in Fig.1a because the compression work (3-4 in Fig.1a) is not needed and because the 
expansion (point 8) continues down to 3 bar whereas it stops now (Fig.1a) at 12 bar, which 
means that more expansion work can be taken out to the crank shaft by the process.   
 
 
 
 
 

 

135



 
Fig. 1a.  Turbocharged diesel engine process. Combustion takes place between 4-5-6-7. 
         1b. Turbocharged external membrane combustion engine. Combustion only between 2*-4*. 
 
2.2.  Gas turbine process 
Also for the gas turbine processes the exergy losses in the combustion chamber are of crucial 
importance. In a methane gas driven power plant in Finland  the gas turbine gives out 94 MW 
of shaft power with the flue gas inlet at 1100 oC and pressure 11 bar (abs). The compressor 
driven by the gas turbine takes 54MW which means that the shaft power delivered to the 
generator is 94 MW – 54 MW = 40 MW.  By reducing sufficiently the entropy generation in 
the combustion unit the outlet pressure of 11 ba r could be achieved without using the 
compressor at all, and thus the whole turbine power could be transferred to the generator 
which of course, would increase the efficiency essentially. The principal power process based 
on the use of the theoretical isentropic combustion chamber is shown in Fig.2. 
 

 
Fig. 2.  Illustration of an ideal theoretical gas turbine process where the combustion takes place 
isentropically [1]. 
 
Figure 2 shows the theoretical limits for the gas turbine process if the entropy generation is 
zero in the combustion chamber and also in the turbine. If 0=irrσ in the combustion 
chamber, then as shown in Fig.2, the outlet pressure will be as high as barpout 746= . This is, 
of course just a theoretical number, but it shows that there is a great potential to improve the 
conventional combustion process. For instance, to achieve pressure ratio 11/ =inout pp  in the 
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combustion chamber with carbon as fuel and with λ=1, we need to decrease entropy 
generation from molKJirr /366=σ only to ./270 molKJirr =σ  In the following we will 
shortly discuss how we could do this by a membrane combustion. 

 
3. Principle of semipermeable membrane combustion 

Ceramic membranes made of yttria-stabilized zirconia (in Fig.3: ZrO2/Y2O3) has the property 
that in sufficient high temperatures (800-1000 oC) they start to conduct oxygen ions (O2-). The 
ionic conductivity depends on the amount of yttria in the structure. Approximately half of the 
amount of yttria atoms in the crystalline structure can offer vacancies to be occupied by 
“hopping” oxygen ions. These materials are well known from Solid Oxide Fuel Cells and 
from lamda-sensors used in cars for measuring the oxygen concentration in flue gases. 
 
As shown in Fig.3, the oxygen gas is consumed on the surface of the combustion side and 
therefore, the partial pressure of oxygen gas becomes there lower than on the surface of the 
airside. Because of the ionic form of oxygen, the difference of partial pressures generates a 
potential difference, which can be estimated by Nernst equation (see Fig.3). The electric field 
performed by the potential difference is the driving force for the oxygen transport through the 
membrane. Depending on the concentration of oxygen ions, the electric volumetric force field 
(ion charge density x electric field, N/m3) can be amplified to several magnitudes higher than 
the partial pressure gradient of oxygen gas.    
 

 

 
Fig. 3.  Semipermeable oxygen gas membrane. Electric potential difference across the membrane is 
illustrated by assuming that the partial pressures of oxygen are 0.21 bar (on the air side) and 0.1 bar 
(on the flue gas side). The total pressure of the flue gas p(B) is kept  higher than the total pressure of 
air p(A) by adjusting the outlet flow of flue gas accordingly.  
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Recently, it has been studied the ionic and electronic charge transport for single crystals of 
yttria-stabilized zirconia with additional nitrogen doping, e.g. [3] and [4]. At temperatures 
above 850 oC, even in the presence of a very small oxygen concentration in the surrounding 
gas phase, the nitrogen ion dopant becomes highly mobile, and thus diffuses to the surface 
where it is oxidized to gaseous N2(g). The technical motivation for that study [3] has been to 
achieve sufficient nitrogen ion conductivity for the development of a nitrogen sensor or 
nitrogen pumps. In the membrane combustion the driving force for the nitrogen transportation 
comes also from the electric field generated by the oxidation of the fuel. The flow of nitrogen 
gas lowers the temperature of the membrane, which merely by oxygen combustion would be  
too high. A construction using nitrogen and oxygen gas semipermeable membranes is shown 
in Fig.4.  
 

 

Fig. 4.  Hollow ceramic fibers used in the membrane combustion. Fuel (here the methane gas) is fed in 
the fibers and air outside of the fibers.  
 
4. Discussion 

We have discussed here that the entropy generation in the combustion processes is the crucial 
point that reduces the efficiencies of combustion engines and gas turbine processes. We have 
presented here an illustration of a membrane combustion method which, with the aid 
gasification is quite suitable for bioenergy, and which can reduce the entropy generation by 
pressurizing the combustion chamber without using any external work. Shortly, it can be 
described as a  molecular scale gas compressor driven by the combustion reaction, where the 
affecting force is amplified by the electric field across the membrane. 
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Abstract: The objective of this work was to study bio-oil production from sugar cane trash by a pyrolysis 
process in fluidized bed reactor. The experiments were carried out at different temperatures ranging from 460 – 
540 oC and at different medium gas flow rates between 120 -160 cc.s-1. Two different gases,  Nitrogen (N2) and 
air, were used as the fluidizing medium in order to study the effect of a different medium on the yield and 
properties of the bio-oil. The experimental result showed that the maximum bio-oil yields of 46.2 wt% and 31.95 
wt% were obtained at 500 oC and 160 cc.s-1 for air and Nitrogen medium, respectively. The bio-oil yield 
obtained when using air as a medium was higher than that when using Nitrogen medium. This was a result of the 
higher quantity of water content in the air. The properties of bio-oil were determined and the result showed that 
its heating value, dynamic viscosity, density, water content, and pH were 15.48 MJ.kg-1, 2.31 cSt 1,019 kg.m-3, 
52 wt% and 3, respectively. By dehydration of the obtained bio-oil, the heating value, viscosity and density were 
increased to 19.81 MJ.kg-1, 57.66 cSt and 1,260 kg.m-3, respectively. These results show that the bio-oil can be 
used as a fuel oil for combustion in a boiler or a furnace without any modification. Furthermore, the energy 
consumption of the pyrolysis process was analyzed. 
 
Keywords: Sugar cane trash, Bio-oil, Pyrolysis, Fluidized bed reactor. 

1. Introduction 

Biomass is widely considered as a major potential for renewable energy in the future. 
Residual biomass and renewable materials can be converted by a pyrolysis process to a 
combustible liquid usually termed as bio-oil. Bio-oil is renewable and biodegradable and has 
some advantages in transport, storage, combustion, retrofitting and flexibility in production 
and marketing. The bio-oil can be used in engines, turbines and furnaces for power 
generation. The bio-oil obtained from agricultural residuals is a form of renewable energy.  In 
principle, utilizing this energy, in contrast to fossil fuels, does not add carbon dioxide, a 
greenhouse gas, to the atmospheric environment. Therefore, bio-oil can be recognized as a 
potential source of renewable energy based on the benefits of both energy recovery and 
environmental protection. Due to the lower contents of sulfur and nitrogen in agricultural 
residuals, its energy utilization also creates less environmental pollution than fossil fuel 
combustion.  
 
Sugar cane trash from agricultural residues is abundant in Thailand which has an annual 
production of more than 10 million-tons [1]. Traditional methods such as composting and 
incineration are not suitable to process these organic solid wastes, as they contain small 
concentrations of NR2R for composting and smoke would be released to pollute the environment 
during incineration. Therefore, a practical method would be to pyrolyze cane trash to provide 
bio-oil. Currently, the potential of pyrolysis conditions for bio-oil production have been 
investigated. Asadullah et al. [2] has studied the pyrolysis of jute stick for bio-oil production 
in a continuous feeding fluidized bed reactor. The experimental results showed that the 
maximum yield of bio-oil was 66.7 wt% at 500 ºC. Ji-lu et al. [3] pyrolyzed cotton stalk in a 
fluidized bed using nitrogen as the carrier gas to fluidize the cotton stalk with sand. From the 
experiment, the yield of bio-oil first increased and then decreased as a function of the 
combustion temperature and the maximum yield of bio-oil was 55 wt% obtained at 510 ºC. 
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Furthermore, bio-oil production from many kinds of biomass, such as China Fir, Manchurian 
ash, Padauk wood, rice straw and rice husk has been performed in a fluidized bed reactor by 
fast pyrolysis [4-5]. The experimental results showed that the yield of bio-oil varied with 
combustion temperature, heating rate and volumetric flow-rate of nitrogen gas. Besides, using 
a fluidized bed reactor for bio-oil production, a fixed bed reactor and an induction-heating 
reactor have also been investigated [6-8]. From the experiment, it was found that the 
temperatures, nitrogen flow rates, heating rates and particle sizes play the roles of important 
parameters for the yield of bio-oil production. 
 
However, at present, there has not been comprehensive research about the bio-oil production 
from sugar cane trash. The fast pyrolysis of cane trash in a fluidized bed reactor under 
different conditions was performed in order to know the suitable conditions of the parameters 
to produce the maximum bio-oil production and to determine the properties of bio-oil 
obtained.  The effects of combustion temperature, flow rate of carrier gas and type of 
fluidizing medium were investigated. Furthermore, the energy consumption for bio-oil 
production was also analyzed.   
 
2. Experimental material, device, method and procedure 

2.1. Experimental material 
The experimental materials include cane trash, sand, air and nitrogen (N2). The physical 
properties of the cane trash and sand, such as density, porosity and diameter, are listed in 
Table 1. The proximate analysis and ultimate analysis of the cane trash are listed in Table 2 
and Table 3, respectively. The sugar cane trash had dimensions of 1 x 3 mm and 5.94 wt% of 
moisture content in feedstock. Sand was used as the thermal carrier to transfer heat quickly 
from the hot N2 (or air) to the cane trash. N2 (or air) was used as the carrier gas to fluidize the 
cane trash with sand in the fluidized bed reactor. 

Table 1. Physical properties of experimental material. 
Physical properties Cane trash Sand 

Density (kg.m P

-3
P) 347.61 3,793.27 

Porosity (%) 50.72 41.31 
Diameter (mm) 1-3 0.332 
 
Table 2. Proximate analysis of sugar cane trash. 

Properties Value 

Fixed carbon (wt%) 21.26 
Volatile matter (wt%) 70.86 
Moisture content (wt%) 4.55 
Ash (wt%) 3.33 
Heating Value (MJ.kgP

-1
P) 18.3 

 
Table 3. Ultimate analysis of sugar cane trash. 

Properties Value (wt%) 

C 51.21 
H 5.16 
N 1.93 
O 40.33 
SP

* 1.37 
P

*
P Sulfur calculated by difference. 
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2.2. Experimental set-up 
As shown in Fig. 1, the experimental device consisted mainly of a hopper, two cyclones and a 
condenser as well as seven thermocouples. The hopper was used to contain feedstock such as 
cane trash. The two screw feeders had the same configuration and size; the first one was used 
to control the feeding rate and the second one operated at a relatively high speed to prevent 
jamming the feeding system. The fluidized bed reactor operated at atmospheric pressure using 
N2 (or air) as the fluidizing medium gas. The reactor had a height of 1.54 meter and a 
diameter of 10 cm in which the cane trash was rapidly heated for pyrolysis. The 6,000 W 
electric heater was able to pre-heat the N2 (or air) to a temperature range of 500 ºC - 620 ºC 
before entering the fluidized bed reactor. The two cyclones were used to separate solid 
particles, such as charcoal and ash, from the hot gas. The condenser was equipped with 
copper pipes and a cooling tank. The condenser was able to quickly cool the cleaned hot gas 
into a liquid. Thermocouples were used to monitor and control the pyrolysis system. The 
locations of all measurement sensors, including the seven thermocouples are shown in Fig. 1. 
The specification of the thermocouples is K Type, made from an alloy of chromel - alumel, 
measurement range from -200 ºC to 1,372 ºC with measurement accuracy of the 
thermocouples of ±2 ºC. The Fuzzy+PID logic was used in the temperature control system. 

 
Fig. 1.  The experimental set-up. 

 

2.3. Experimental method 
The experiment device was originally set up at Khon Kaen University in 2010 and presently 
scaled up to a cane trash feeding rates of 10 kg.hP

-1
P. The cane trash powder had dimensions 

between 1 – 3 mm and was fed continuously into the reactor. The pyrolysis experiments using 
cane trash were performed at flow-rates of 120 cc.s P

-1
P,160 cc.s P

-1
P and  200 cc.s P

-1
P while the 

temperature was ranged from 460 ºC – 540 ºC under NR2R atmosphere., The pyrolysis 
experiments using cane trash were also performed in a different medium gas at a flow-rate of 
160 cc.s P

-1
P while the temperature was ranged from 460 ºC – 530 ºC under air static atmosphere. 

The yield of the bio-oil was heavily impacted by the rate of cooling in condenser. The cooling 
must be quick; otherwise, some condensable gas will be converted into non-condensable gas 
(NCG) [5]. Thus, in our experiment, the heat exchanger was operated in cool water and ice 
with a  condensation temperature of - 4 ºC. 

Besides bio-oil, two byproducts, namely charcoal and NCG, can also be obtained when cane 
trash is pyrolyzed. The yield of the bio-oil can be determined from the condensed liquid and 
the feedstock used. The yield of the charcoal can be calculated by dividing the ash contents in 
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the feedstock with that in the charcoal. The yield of NCG can be determined from the fact that 
the sum of the three product yields should equal 100%. 

2.4. Experimental procedure 
 1. Turn on the electric heater and turn on the 1st motor of the feeder to prevent 
            jamming the feeding system. 
 2. Transport N2  into the pyrolysis system with a flow rate of 120 cc.s-1.   
 3. When the temperature of the fluidized bed reactor reaches the expected temperature,   
           turn on the 2nd motor of the feeder to transport1 kg of cane trash  into the fluidized        
           bed reactor. The expected temperature was varied from 460 – 540 ºC. 
       4. After 45 minutes, stop transporting cane trash into the fluidized bed reactor. 
       5. Turn off the electric heater and the water circulating pump. 
       6. Then, stop transporting N2 into the pyrolysis system. 
       7. Collect the bio-oil and charcoal for the experiment. 
       8. Perform the experimental steps (1)-(7) again by varying the flow rate of N2  from 120  
           cc.s P

-1
P to 160 cc.s P

-1
P and 200 cc.s P

-1
P, respectively. 

       9. Perform the experimental steps (1)-(8) again by changing the fluidizing medium from  
           NR2  Rto air. 
 

 
Fig. 2. Relationship between pyrolysis temperature and product yields for NR2 Rmedium  

                  at flow-rate of 160 cc.s P

-1
P and temperature between 460 ºC – 540 ºC. 

 
3. 2BResults and discussions 

3.1. 9BEffect of temperature on the product distribution 
 Our preliminary experiments show that a NR2R temperature below 460 ºC is not sufficient for 
pyrolysis, as some cane trash was found in the charcoal and ash. In contrast, NR2R temperatures 
above 540 ºC are too high, as the yield of bio-oil is quickly reduced. Therefore, for these 
particular materials, the optimum temperature for pyrolysis seems to be within the range of 
460 ºC – 540 ºC. The relationship between the yields of the three products and the pyrolysis 
temperature at 160 cc.s P

-1
P of NR2R volumetric flow rate is shown in Fig. 2. 

 
From Fig. 2, it can be found that: (1) bio-oil yields first increase and then decrease with an 
increasing in NR2R temperature and the highest yield for cane trash is 31.95 wt% at 500 ºC, (2) 
NCG yields always increase with an increase in NR2 Rtemperature and (3) charcoal yields 
always decrease with an increase in NR2 Rtemperature. The influence of pyrolysis temperature is 
the same as the results of Z. Ji-lu et al. [3], S. Wang et al. [4] and Z. Ji-lu. [5], but the 
maximum yield of the bio-oil in their experiments is not equal to our experimental results. 
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The influence of pyrolysis temperature and the yield of the three products in air medium are 
shown in Fig. 3.  It can be found that: the highest bio-oil yield of 46.2 wt% was obtained at an 
air temperature of 500 ºC and a volumetric air flow rate of 160 cc.s-1. The function of the air 
temperature to the product yields is similar to the function of N2 temperature. The result 
showed that the yield of bio-oil from air medium was higher than the yield of bio-oil from N2 
medium. This is caused by the higher water content in the air. 
 

 
Fig. 3. Relationship between pyrolysis temperature and product yields for air medium  

                   at flow-rate of 160 cc.s-1 and temperature between 460 ºC – 530 ºC. 
 
3.2. Effect of flow rate on product distribution. 
It is known that sweeping the reactor with N2 could increase the oil yield because sweeping 
the environment shortens the residence time of volatiles and reduces their chances of being 
involved in char and radical forming secondary reactions [6]. Fig. 4 shows the effect of the 
flow rate of N2 on the production yield from cane trash pyrolysis. at a temperature of 500 ºC. 
The relationship between the N2 flow-rate and the production yield shows that: (1) bio-oil 
yields first increase and then decrease with an increase in flow-rate and the highest yield for 
cane trash is 31.95 wt% at 160 cc.s-1, (2) NGC yields always decrease with an increase in 
flow-rate and (3) charcoal yields always increase with the increase in flow-rate. This 
influence of the N2 flow-rate is the same as the experimental result of M. F. Parihar et al. [6]. 
 
The decrease in bio-oil yields when flow-rate is increased may be due to the very short 
residence time of the vapors in the condenser and vapors unable to condense due to higher 
percentage of NGC. Furthermore, the increase in char yields when the flow-rate is  increased 
may be due to un-burned cane trash in the reactor.   
 
3.3. Effect of fluidizing medium gas on the products distribution. 
Pyrolysis is a thermal decomposition occurring in the absence or less than 30% theory of air 
[9]. Bio-oil has a water content as high as 15 - 45 wt% derived from the original moisture in 
the feedstock and produced by the dehydration of air during the pyrolysis reaction and during 
storage. The presence of water lowers the heating value and the flame temperature, but on the 
other hand, water reduces the viscosity and enhances the fluidity, which is good for the 
atomization and combustion of bio-oil in the engine. Furthermore, the presence of oxygen 
creates the primary issue for the differences between bio-oils and hydrocarbon fuels. The high 
oxygen content leads to an energy density lower than that of conventional fuel by 50% and 
also an immiscibility with hydrocarbon fuels. In addition, the strong acidity of bio-oils makes 
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them extremely unstable. Therefore, the use of air as the fluidizing medium has an effect on 
the yield and properties of the bio-oil. 
 
From the bio-oil production experiment using a different fluidizing medium, either air or N2, 
the result showed that using air medium can produce a higher yield of bio-oil than that with 
N2 medium, about 9.25 %wt at pyrolysis temperature of 500 ºC and a flow rate of 160 cc.s-1. 
In addition, the bio-oil production from air medium had a high moisture content of 81.11 %wt 
while the bio-oil production from N2 medium had a moisture content of 52.14 %wt. This 
result revealed that the air medium has a higher water content which has the advantage of 
reducing the viscosity of the bio-oil, but also the disadvantage of causing a lower heating value.  
 

 
Fig. 4. Effect of flow rate on product yields from cane trash pyrolysis at temperature of  

                 500 ºC and varying flow-rate of 120 cc.s P

-1
P,160 cc.s P

-1
P and 200 cc.s P

-1 
 
3.4. 12BProperties of the bio-oil. 
The main properties of the bio-oil from cane trash are shown in Table 4. The low heating 
value (LHV) of bio-oil production from NR2R medium is higher than that from air medium 
because the air has a higher quantity of water content. Furthermore, the density, viscosity and 
pH of bio-oil production from NR2R medium and air medium are very comparable. To increase 
the heating value of the bio-oil, the water content in the bio-oil was dehydrated. The 
properties of the bio-oil after dehydration are shown in Table 5. The heating value, density 
and viscosity were increased while the pH was decreased for both NR2 Rand air medium. 
 
Table 4. Main properties of bio-oil from cane trash. 

Physical properties Nitrogen medium Air medium 

Heating value (MJ.kgP

-1
P) 15.48 1.36 

Density (kg.m P

-3
P) 1019.20 1010.12 

Water content  (wt%) 52.14 81.11 
Viscosity (cSt) at 40 ºC  2.31 Similar to water 
pH 3 3 
 
Table 5. Main properties of bio-oil after dehydration. 

Physical properties Nitrogen medium Air medium 

Heating value (MJ.kgP

-1
P) 19.81 16.55 

Density (kg.m P

-3
P) 1260 1230 

Viscosity (cSt) at 40 ºC 57.66 - 
pH 2 2 
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3.5. The energy consumption of the pyrolysis process. 
The energy consumption of the bio-oil production using both N2 and air as a medium was 
analyzed, and the results are shown in Table 6. The energy consumption was divided into two 
time periods which are during the pre-heating process and during the combustion process. 
During the pre-heating process, the reactor and fluidizing medium were heated by using a 6 
kW heater and the fluidizing medium was transported by using an 15 hp air compressor. 
During the combustion process, the additional energy consumption was obtained from the use 
of two 120 W screw feeders for transporting the cane trash. To determine the energy 
consumption, the electric power was measured by watt meter and the working time of the 
process was recorded. The electric energy consumption (MJ.kg-1

sugarcane trash) was calculated 
by multiplication of the electric power (kW) by the number of working hours (h). From the 
calculation, the energy consumption of the bio-oil production was 131.14 MJ.kg-1

sugarcane trash  
and 143.52 MJ.kg-1

sugarcane trash for N2 and air medium, respectively. The energy consumption 
when using N2 medium was less than that when using air medium because the air compressor 
was not used when using N2 as a medium. It was noted that the total energy consumption of 
bio-oil production from N2 medium was 12.38 MJ.kg-1

sugarcane trash less than that when using 
air medium.   
 
Table 6. The energy consumption of the pyrolysis process. 

Energy consumption (MJ.kg-1
sugarcane trash) N2  medium Air medium 

Electric energy from heater during pre-heating process 
Electric energy from feeder during pre-heating process  

64.15 
0.97 

64.15 
0.97 

Electric energy from air compressor during pre-heating process  55.58 55.58 
Electric energy from heater during combustion process  
Electric energy from feeder during combustion process 

10.15 
0.29 

10.15 
0.29 

Electric energy from air compressor during combustion process - 12.38 
Total energy 131.14 143.52 
   
4. Conclusion 

Bio-oil production from sugar cane trash by a pyrolysis process was conducted in a fluidized 
bed reactor. The effects of the pyrolysis temperature, flow rate, different fluidizing medium 
on the yield of bio-oil production were investigated. The properties of the bio-oil and the 
energy consumption were also studied. The experiments were performed by varying the 
temperature from 460 ºC – 540 ºC and at  flow rates of 120 cc.s-1, 160 cc.s-1 and 200 cc.s-1 
under air and N2 atmosphere. From the experiment, sugar cane trash can be pyrolyzed into 
bio-oil. The experimental result showed that the maximum yields of bio-oil were 46.2 wt% 
and 31.95 wt% obtained at 500 ºC and 160 cc.s-1for air and N2 medium, respectively. The bio-
oil yield obtained from using air as a medium was higher than that when using N2 as a 
medium because of the presence of water content in the air. The result also revealed that the 
yield of bio-oil varied with the combustion temperature and volumetric flow-rate of the 
fluidizing medium. 
 
The properties of the obtained bio-oil were determined. It was found that the heating value of 
bio-oil using N2 medium was higher than that using air medium because air had a higher 
water content. Furthermore, the density and pH of the bio-oil production from both N2 and air 
medium are very comparable. The heating value, viscosity and density of the bio-oil obtained 
from both N2 and air medium, were increased by dehydration.  The energy consumption of 
the bio-oil production was 131.14 MJ.kg-1

cane trash and 143.52 MJ.kg-1
cane trash for N2 and air 

medium, respectively. This was indicated that the energy consumption for bio-oil production 
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was more than the energy obtained from the bio-oil. Considering the equipment that 
consumed the energy, it was found that the electric heater and air compressor consumed the 
most energy with 83.43 - 91.12% of the total energy consumption. However, the energy 
consumption can be reduced by using 2 hp of high pressure blower instead of the 15 hp of air 
compressor and adding heat recovery system to heat the medium gas before entering to the 
reactor. According to the energy saving measure, the energy cost will be lower and 
worthwhile for investment. From the above results, the obtained bio-oil can be used as a fuel 
oil for combustion in a boiler or a furnace without any modification. 
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Abstract: This paper reports a comparative study of burning Thai rice husk, sunflower shells and fine 
rubberwood sawdust as well as co-firing of the sawdust and shredded eucalyptus bark in the swirling fluidized-
bed combustor (SFBC). All experiments for firing individual fuels were performed for the combustor heat input 
of ∼300 kWth. However, in the co-firing tests, the fuel mixture was delivered at a fixed feedrate, while ranging 
mass fraction of the blended fuels. For each fuel option, excess air was varied from 20% to 80%, while a flowrate 
of secondary air was constant. Temperature and gas concentrations (O2, CO and NO) were measured in axial 
directions in the reactor, as well as at stack. Axial profiles of these variables were compared between the fuel 
options for selected operating conditions. The axial temperature profiles were weakly dependent on operating 
conditions, whereas the axial gas concentration profiles were apparently affected by fuel properties, excess air 
and secondary air injection. The behavior of CO and NO indicated the occurrence of three (or four) specific 
regions along the combustor height. As revealed by the experimental results, CO and NO emissions from the 
combustor can be controlled meeting the national emission standard, via maintaining excess air at ∼55%, for all 
the fuel options. At this excess air, high, 99.1–99.9%, combustion efficiency is achievable when burning these 
fuels in the SFBC. However, the best combustion and emission performance for the co-firing of rubberwood 
sawdust and eucalyptus bark can be ensured at 85% sawdust contribution to the combustor heat input.      
 
Keywords: Biomass Residues, Swirling Fluidized-Bed Combustor, Emissions, Combustion Efficiency 

 
1. Introduction 

Biomass is an important source of energy in Thailand. Some agricultural and forest-related 
residues collected on a large scale (such as rice husk, sugar cane bagasse, wood sawdust and 
chips) are widely used in this country as biomass fuels for heat and power generation. 
However, the domestic agricultural and industrial sectors generate a variety of residues and/or 
byproducts potentially considered as fuels due to their excellent combustion properties.  
 
The fluidized bed-combustion technology is proven to be effective for conversion of energy 
from biomass. A large number of studies have been devoted to bubbling, vortexing and 
circulating fluidized-bed combustion systems firing conventional biomass fuels [1–4]. Some 
authors pointed out difficulties in achieving high combustion efficiency when firing high-ash 
biomass fuels [1,2], while the others highlighted ash-related operational problems caused by 
alkali-based compounds in biomass ashes [1,5]. These studies revealed that the combustion of 
most conventional biomass fuels is accompanied by substantial gaseous emissions [1–4].   
 
During the past decade, a growing attention has been paid to the feasibility of effective 
utilization of various unconventional biomass fuels (from fibrous fuels to fruit stones and 
shells), basically, through their burning in bubbling and circulating fluidized-bed combustion 
systems. As shown in relevant pioneering works, combustion efficiency of these systems 
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firing unconventional fuels is comparatively low and strongly affected by fuel properties, 
whereas gaseous emissions can be controlled at levels typical for conventional fuels [6–8].  
 
Due to some specific hydrodynamic features, an innovative swirling fluidized-bed combustor 
(SFBC) with a cone-shaped bed seems to be a promising multi-fuel combustion technique for 
effective firing of various biomass fuels with significantly different fuel properties and 
characteristics. A swirling gas–solid fluidized bed is reported to ensure the flexibility in fuel 
particle size and shape, and, also, prevent the growth of large bubbles in the bed [9].    
 
This work was aimed at comparing the combustion and emission performance of the SFBC 
between different fuel options: (1) individual burning of Thai rice husk, sunflower shells and 
fine rubberwood sawdust, and (2) co-firing of the sawdust and eucalyptus bark. Effects of fuel 
properties and operating conditions on major (CO and NO) emissions, as well as on 
combustion efficiency of the SFBC, were the main focus of this study.  
 
2. Materials and Methods 

2.1. Experimental set-up   
Fig. 1 depicts the schematic diagram of an experimental set-up with the SFBC. The combustor 
consisted of six refractory-lined steel modules: a conical section with a 40° cone angle and an 
inner diameter of d0 = 0.25 m at the bottom plane, and five cylindrical sections of 0.5 m 
height and 0.9 m inner diameter. Quartz sand of 0.5−0.6 mm particle size and 30 cm static bed 
height was used as the inert bed material to ensure stable swirling fluidized-bed regime [9].  
 
An annular spiral air distributor arranged at the bottom of the conical section was used as the 
swirler of the bed. A 25-horsepower blower delivered primary air to the combustor. For firing  

                   
Fig. 1. Schematic diagram of the experimental set-up with the swirling fluidized-bed combustor. 
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rice husk and sunflower shells, the air distributor was made up of 11 straight steel vanes, each 
vane being with a length of L = 0.09 m and a swirl angle of β = 76° (or 14° to the horizontal). 
However, for the (co-)firing tests with rubberwood sawdust, the SFBC was equipped with a 
22-vane air distributor assembled from the straight steel vanes with L = 0.085 m and β = 79°. 
The swirl number of both axial-flow swirlers used in this study was estimated by Ref. [10]:  
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where dh is the hub diameter of the swirler: dh = d0 – 2L.  
 
A diesel-fired burner (model “Press G24” from Riello Burners Co.) was used to preheat sand 
during the combustor start-up. This start-up burner was fixed at a 0.5 m level above the air 
distributor and inclined at a −30° angle to the horizon. When the bed temperature attained 
∼700 °C, a diesel pump of the burner was turned off, and the combustor load was sustained by 
feeding biomass fuel. A screw-type feeder delivered the fuel over the bed at a 0.6 m level 
above the air distributor. During the combustion tests, the burner fan remained to operate 
injecting secondary air tangentially into the bed splash zone at a constant flowrate of Qba = 
0.024 Nm3/s required to protect the burner head against overheating and impacts from solids.   
 
A “Testo-350XL” gas analyzer was used to measure temperature and gas concentrations (O2, 
CO and NO) along the axial direction (Z) in the reactor space, as well as at the cyclone exit.  

 
2.2. The fuels  
Table 1 shows the ultimate and proximate analyses as well as lower heating value (LHV) of 
rice husk, sunflower shells, rubberwood sawdust and eucalyptus bark used in this study. 
Except eucalyptus bark with its high moisture content (W), the biomass residues were, in 
effect, high-volatile (VM), low-S fuels. Meanwhile, rice husk included an elevated proportion 
of fuel ash (A) affecting LHV and fuel devolatilization rate. The average dimensions of rice 
husk particles were (on average) 2 mm wide, 0.5 mm thick and 10 mm long. On the contrary, 
sunflower shells were characterized by rather low fuel-ash but medium fuel-N contents, and 
individual particles of this biomass fuel were a width of 6 mm, a thickness of 0.7 mm, and a 
length of 10 mm (on average). The main features of rubberwood sawdust were elevated fuel-N 
but rather low fuel-ash, as well as small particle size (of ∼200 µm dominant size). Eucalyptus 
bark had significant fuel moisture but rather low contents of fixed carbon (FC), fuel-N, fuel-S 
and fuel-ash. Note that the large size and hard structure of eucalyptus bark particles caused 
significant problems with fuel feeding when using the above screw-type feeder. It was 
therefore decided to burn the bark as shredded fuel co-fired with fine rubberwood sawdust.     
           
Table 1.  Properties of biomass fuels used in the combustion tests 

Biomass fuel 

Ultimate analysis    
  

Proximate analysis  
(wt.%, as-received basis) (wt.%, as-received basis) 

C H O N S W A VM FC 
LHV 

(kJ/kg) 
Rice husk 40.5 4.1 28.7 0.3 0.03 8.4 18.0 58.0 15.6 14,620 
Sunflower shells 52.2 5.6 29.7 0.6 0.10 9.1 2.7 65.6 22.6 17,150 
Rubberwood sawdust 46.7 5.7 33.5 1.8 0.04 6.6 5.7 61.5 26.2 17,070 
Eucalyptus bark 25.8 2.9 19.2 0.2 0.02 47.5 4.4 41.5 6.6 8 320 
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2.3. Experimental planning 
Two test series were carried out on the conical SFBC: (1) for firing rice husk and sunflower 
shells using an 11-vane swirler, and (2) for firing rubberwood sawdust, and also its co-firing 
with eucalyptus bark using a 22-vane swirler. In the first test series, to ensure similar heat 
inputs to the combustor (∼300 kWth), the fuel feedrate was different: 80 kg/h for firing rice 
husk, and 60 kg/h for firing sunflower shells. For these two fuel options, axial temperature and 
gas concentration profiles were compared between two values of excess air (EA): 40% and 80%. 
However, in the second test series, when a priority was given to the effects of fuel properties, 
the axial profiles were compared between the energy fractions of the sawdust in the fuel blend 
(EFsd), while maintaining the fuel feedrate and excess air to be constant: 60 kg/h and 40%, 
respectively. The trials of the second test series were therefore performed for three sawdust energy 
fractions: EFsd = 1 (firing pure sawdust at heat input of ∼300 kWth), EFsd = 0.85 and EFsd = 0.75.  
 
For all the fuel options, CO and NO emissions and combustion efficiency of the SFBC were 
quantified for four values of EA: 20%, 40%, 60% and 80%. For each test run, excess air and 
heat losses (due to unburned carbon and incomplete combustion) were predicted together with 
combustion efficiency by Ref. [10]. The unburned carbon content in fly ash was determined 
by laboratory analysis with the aim to estimate associated heat loss (when it was sensible).  
 

3. Results and Discussion 

3.1. Axial temperature and gas concentration profiles in the SFBC 
Fig. 2 shows the axial temperature as well as O2, CO and NO concentration profiles in the 
SFBC firing rice husk and sunflower shells for two EA values: ∼ 40% and ∼80%. The 
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Fig. 2.  Effects of excess air on the axial temperature as well as O2, CO and NO concentration profiles 
in the conical SFBC firing rice husk (RH) and sunflower shells (SS) at similar heat inputs of ∼300 kWth. 
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temperature profiles were rather uniform, indicating the highly intensive heat-and-mass 
transfer in the reactor. For both fuels fired at similar EA, the temperatures at different points 
in the reactor were nearly the same due to similar heat inputs. An increase in EA resulted in 
some reduction of temperature at any given point, mainly, because of the air dilution effects. 
However, the axial gas concentration profiles in Fig. 2 exhibit strong effects of fuel properties 
and secondary air injection as well as the noticeable influence of excess air. In the dense bed 
region (0 < Z < 0.5 m), the rate of O2 consumption for firing sunflower shells was significantly 
greater than that for rice husk, mainly, due to the coarser particles, higher VM and lower ash 
content in sunflower shells. In the next region (up to Z = 1 m), O2 increased along the reactor 
centerline due to the injection of secondary air. In the combustor freeboard (Z > 1 m), O2 
gradually diminished along the centerline showing an apparent influence of excess air.  
 
Like O2, the CO behavior along the combustor height was quite different in various regions. 
When firing high-ash rice husk, CO formation in the dense bed occurred at a moderate rate, 
since some amounts of fuel-C and VM retained in the chars were carried over from this 
region. However, for firing sunflower shells with higher VM and substantially lower fuel-ash 
contents, CO formed in the dense bed at a quite significant rate, resulting in higher CO at all 
points along the reactor axis. In the upper region, up to Z = 1 m, CO was characterized by a 
significant negative gradient along the axial distance caused by the secondary air injection. 
When burning rice husk, due to the carryover of char-C and VM, CO exhibited a substantial 
axial increase in the region of 1.0 m < Z < 1.8 m due to oxidation of combustibles, followed 
by rapid decomposition of CO at the reactor top. However, CO was much lower at all 
locations in the freeboard when firing sunflower shells for the range of EA (see Fig. 2).  
 
The axial NO concentration profiles in the combustor were found to exhibit four regions. At 
the combustor bottom, the rate of NO formation from nitrogenous volatile species (mainly, 
NH3 [1]) prevailed the rate of NO decomposition. At Z ≈ 0.8 m, NO attained the maximum, 
which was quite different for rice husk and sunflower shells, and affected by EA. Due to 
higher fuel-N, the NO maximum for firing sunflower shells was substantially greater than that 
for burning rice husk at similar EA. At 0.8 m < Z < 1 m, due to (i) catalytic reduction of NO 

by CO and (ii) reactions of NO with NH3 and CxHy [1], NO exhibited some reduction in the 
axial direction. In the freeboard, the rates of NO formation and decomposition were quite low. 
For firing rice husk, these rates were nearly the same, resulting in rather stable values of NO 
along the centerline. However, for burning sunflower shells, the NO decomposition rate at the 
combustor top was greater than that of NO formation, which led to diminishing of NO along 
the combustor height. Effects of EA on the behavior of NO in the axial direction were rather 
weak for firing rice husk; however, the effects were substantial for burning sunflower shells.       
 
Attempts to burn fine rubberwood sawdust in this combustor with the 11-vane air distributor, 
characterized by a swirl number of S = 2.9 (as estimated by Eq. (1)), failed in preliminary 
tests because of the dramatic carryover of light fuel/char particles from the combustor into the 
cyclone. To increase the residence time of the sawdust char particles in the reactor space, the 
SFBC was equipped with the 22-vane air distributor with a greater swirl number, S = 3.6.    
 
Fig. 3 depicts the axial temperature as well as O2, CO and NO concentration profiles in the 
SFBC for (co-)firing fine rubberwood sawdust and eucalyptus bark at different energy fractions 
of sawdust in the fuel blend at similar EA (of ∼40%). Despite the substantial difference in S, the 
profiles in Fig. 3 exhibit the behaviors and trends similar to those of respective dependencies in 
Fig. 2. Thus, the axial temperatures for firing sawdust seen to be nearly the same as those for 
firing rice husk and sunflower shells, and this fact can be explained by similar heat inputs to the 
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combustor. However, for the co-firing tests at EFsd = 0.85 (corresponding to the sawdust mass 
fraction of MFsd ≈ 0.73) and EFsd = 0.75 (at MFsd ≈ 0.60), the temperatures at all locations in the 
combustor volume where somewhat lower, mainly, due to increased moisture content in the blend. 
It can be seen in Fig. 3 that the effects of secondary air on the axial gas concentration profiles 
were shifted upward, as compared to the results for firing rice husk and sunflower shells. The 
carryover of light fuel/char particles of sawdust (or fuel blend) led to the elevated CO and NO 
concentrations in the freeboard, exhibiting secondary peaks of CO and NO at Z ≈ 2.2 m. In 
the meantime, an increase in the mass fraction of eucalyptus bark in the mixture resulted in 
the higher concentration of CO at all locations along the centerline, mainly, due to the 
enhanced rate of carbon-C “wet” oxidation despite the reduction in temperature. Elevated CO, 
together with the reduction in fuel-N and combustion temperature, led to the lower NO 
concentrations with increasing the mass/energy fraction of eucalyptus bark in the fuel blend.  
   
3.2. Emissions 
Fig. 4 shows the CO and NO emissions from the SFBC firing rice husk and sunflower shells 
for the range of EA compared in the graphs with the Thai emission standards for biomass-
fuelled industrial applications [11], all on 6% O2 dry gas basis. As seen in Fig. 4, at EA of 
∼20%, the CO emission from the combustor was very high: ∼4200 ppm for rice husk, and 
∼2700 ppm for sunflower shells. By increasing EA, the CO emission can be significantly 
reduced to a quite low level. However, with higher excess air, the NO emission was found to 
be increased, thus, indicating the fuel-NO formation mechanism [1]. An excess air of ∼55% 
seems to be the best option at which both CO and NO emissions from this SFBC firing rice 
husk and sunflower shells comply with the corresponding national emission standards. Fig. 5 
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Fig. 3.  Effects of the sawdust energy fraction in the fuel mixture on the axial temperature as well as 
O2, CO and NO concentration profiles in the conical SFBC firing fine rubberwood sawdust (SD) or  
co-firing its mixture with eucalyptus bark (SD + EB) at similar excess air value of ∼40%.  
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depicts the CO and NO emissions versus EA for (co-)firing rubberwood sawdust and 
eucalyptus bark for variable EFsd. As seen in Fig. 5, to meet the emission standards, the SFBC 
should be fired at EFsd ≈ 0.85 (or SD/EB ≈ 73/27, by weight) maintaining excess air at ∼55%. 
    
3.3. Combustion efficiency 
For all the fuel options, heat loss due to unburned carbon was found to be weakly dependent 
on EA and estimated as quite low (0.49–0.74% for firing rice husk, and ∼0.15% for firing 
sunflower shells) or negligible (for firing rubberwood sawdust or its co-firing with eucalyptus 
bark). In the meantime, heat loss due to incomplete combustion was at a rather low level as 
well (<1%, for excess air of 40–80%). As the result, at 40–80% excess air values, the total 
combustion heat losses were estimated to be below 1%, which resulted in the high magnitudes 
of combustion efficiency, 99.1–99.9%, for all the fuels used. At excess air of ∼55% ensuring 
best emission performance of the SFBC, the combustion efficiency was: 99.4% for rice husk, 
99.5% for sunflower shells, 99.9% for rubberwood sawdust, 99.6% for the sawdust–bark 
mixture at EFsd = 0.85, and 99.1% for the sawdust–bark mixture at EFsd = 0.75.     
  
4. Conclusions 

In this comparative study, a swirling fluidized-bed combustor have been successfully tested 
for different fuel options: firing rice husk, sunflower shells and fine rubberwood sawdust, as 
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Fig. 5. Effects of excess air and sawdust energy fraction on the CO and NO emissions from the SFBC 
firing fine rubberwood sawdust (SD) or co-firing its mixture with eucalyptus bark (SD + EB).  
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Fig. 4.  Effects of excess air on the CO and NO emissions from the conical SFBC firing rice husk and 
sunflower shells at similar heat inputs of ∼300 kWth. 
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well as co-firing the sawdust and eucalyptus bark at variable energy fraction of sawdust in the 
fuel blend. Substantial differences in properties of the selected fuels/blends (especially, in 
volatile matter, fuel-N and fuel-ash contents), as well as in the fuel particle size, affect 
significantly formation and decomposition of CO and NO in various regions of the combustor. 
For all the fuel options, CO emission can be effectively controlled by tangential injection of 
secondary air into the bed splash zone of the reactor. With higher excess air, NO emission 
from the combustor increases substantially in accordance with the fuel-NO formation 
mechanism. Through co-firing of rubberwood sawdust and high-moisture eucalyptus bark, 
NO emission from the combustor can be noticeably reduced, which is, however, accompanied 
by an increase in CO emission. Excess air of ∼55% seems to be an optimal value ensuring 
high, 99.1–99.9%, combustion efficiency for the fuel range. At this excess air, CO and NO 
emissions can be controlled meeting corresponding national emission standards. For the co-
firing, the best result is achievable when the sawdust energy fraction in the fuel blend is ∼0.85.  
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Abstract. The production of second generation biofuels (ones produced from lignocellulosic materials) has not 
yet been developed in a full commercial scale. However,  a considerable number of pilot and demonstration 
plants have been announced or set up in recent years, with research activities taking place mainly in North 
America, Europe and a few other  countries (e.g. Brazil, China, India etc). At the same time their environmental 
and economic performance are under examination. These performance issues are very sensitive on a variety of 
parameters such as feedstock material, production technology, logistics involved etc. In this study the 
sustainability performance of two alternative bioethanol’s production systems, namely, one using cotton stalks 
and a second one using corn stover feedstock, are examined and compared using the Analytic Hierarchy Process 
method.  Life Cycle Impact Assessment is used in order to evaluate each alternative’s environmental 
performance. For this purpose, a modern powerful and state of the art software (SimaPro) is used. The systems’ 
economic performance is based on cost/ benefit calculations. 

Keywords: Bioethanol, Analytical Hierarchy Process, Life Cycle Impact Assessment 

1. Introduction 

Lignocellulosic materials, particularly agricultural residues, seem to be a very attractive 
source for bio-fuels’ production (second generation biofuels) as indicated in recent literature 
[1],[2],[3]. The reasons for this are, first, they have a big potential, second, they have no 
adverse effect on food production, and, third, they have the least negative impacts (economic, 
environmental and social) to human systems compared to energy plant cultivations. Although 
the production of such biofuels has not yet been developed in a full commercial scale, several 
pilot and demonstration plants have been announced or set up. Relevant research activities, 
including performance issues such as environmental and economic ones, are taking place, 
mainly in North America, Europe and a few other countries [4],[5]. In general, the 
performance of such materials when used for the production and supply of biofuels depends 
on a variety of parameters such as kind of feedstock material, production technology, logistics 
involved etc. The evaluation of such performance is not straightforward, particularly in cases 
where multiple unrelated objectives or attributes have to be taken into account in the decision 
making process. In such cases, Operational Research methodologies have to be employed in 
order to arrive at safe conclusions. In this study the sustainability performance of two 
candidate alternative bioethanol’s production systems, namely, one using cotton stalks and a 
second one using corn stover feedstock, are examined and compared using the Analytic 
Hierarchy Process method. Sustainability is meant to be composed of two criteria, namely the 
economic and the environmental ones, which have been taken into account for the final 
evaluation. Life Cycle Impact Assessment and, more specifically, the Eco-Indicator 99 
method is used in order to evaluate each alternative’s environmental performance. For this 
purpose, a modern powerful and state of the art software (SimaPro) is employed, while cost/ 
benefit calculations are used for the evaluation of the systems’ economic performance. The 
result in the present case study is that corn stover is always preferable as a feedstock material. 
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2. Methodology 

The methodology employed in this case study is as follows:  
The sustainability performance of each bioethanol production system is expressed as a 
performance index combining the environmental and economic criteria and is calculated using 
the Analytic Hierarchy Process [6]. Cost/ benefit calculations are used for the evaluation of 
the systems’ economic performance, while the environmental performance is evaluated by the 
Eco-Indicator 99 (EI 99) method. The combined performance index is then used for the 
selection of the best scenario from a sustainability perspective. A popular and state of the art 
software (SimaPro-Version 7.1) is used to determine the environmental performance of each 
scenario. SimaPro is a professional tool for collecting, analyzing and monitoring the 
environmental performance of products and services, following the ISO 14040 series 
recommendations. Amongst the Life Cycle Impact Assessment methods used by this software 
EI 99 is selected, since it is used extensively in similar evaluations and, in addition, it includes 
the land use impact category, which is important in agricultural production systems (as in the 
case of cotton and corn cultivation). The 2002 National Renewable Energy Laboratory’s 
(NREL) report, referring to the design of the ethanol production system based on corn stover 
biomass, was used as a standard for the description of the production systems under 
evaluation [7]. Also data concerning the unit processes describing each production system 
were gathered by field research in Greece. Where no data were available proper assumptions 
were made. The economic performance of each alternative was measured in terms of total 
supply chain cost, in particular operational cost from field to distillery as the other costs are 
the same for both alternatives. The plant is assumed to be situated in the district of Thessaly 
since it can provide either the whole needed biomass quantity (in the case of corn stover) or 
the major part of it (in the cotton stalks case). The selected unit basis is 1 Kg EtOH (95% in 
water) at the distillery.  
 
3. The alternative systems   

Both alternative systems are evaluated in respect to the “field to distillery” bioethanol 
production, which includes the following stages: feedstock harvesting from fields; transport 
and feedstock storage & handling (size reduction etc); pretreatment and hydrolyzate 
conditioning process; saccharification and co-fermentation process; product, solids and water 
recovery stage (distillation, dehydration, evaporation and solid-liquid separation); wastewater 
treatment; product storage; power co-generation (by-product combustion for steam and 
electricity generation).  
 
Alternative system A: Ethanol production from corn stover  

The system is fed with corn stover harvested in Greece (Thessaly district). Key figures of the 
production system are presented in Table 1.  
 
Table 1: Key figures for ethanol production from corn stover 

 Value  Note 
Feedstock quantity (t corn stover on a 
dry basis/yr) 

750,000  

Harvested area (ha) 125,000  
Average distance for feedstock 
transportation (km) 

70 5 km by tractor+ rail and 
65 Km by lorry 28t 

Capacity (t ethanol/yr) 213,300  
Power co-generated (Mwh/yr) 160.000 2.28 KWh/gal EtOH 

according to NREL report 
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The total feedstock quantity needed comes from Thessaly. The industrial process yield in the 
distillery is 284.4 g/Kg of dry feedstock. This value is 80% of the theoretical yield based on 
the chemical composition of corn stover as provided by NREL measurements [7] 
(measurements refer to the US). Corn stover is composed of glucan (37.4%), xylan (21.1%), 
lignin (18.0%) arabinan (2.9%), galactan (2.0%), mannan (1.6%), ash (5.2%), acetate (2.9%), 
protein (3.1%), extractives (4.7%) and unknown soluble solids (1.1%) (composition in % w/w 
on a dry basis). Since similar data for Greek corn stover are not available, we assume that 
their composition, and thus the yield of the industrial process, is identical to those of the US 
case.  
 
Alternative system B: Ethanol production from cotton stalks 

The system is fed with cotton stalks harvested in Greece (Thessaly and Macedonia districts). 
Key figures of the system are presented in Table 2. 
 
Table 2: Key figures for ethanol production from cotton stalks  

 Value  Note 
Feedstock quantity (t cotton stalks on a dry 
basis/yr) 

750,000  

Harvested area (ha) 300,000  
Average distance for feedstock 
transportation (km) 

226 16 km by tractor+ rail and 
210 Km by lorry 28t 

Capacity (t ethanol/yr) 134,025  
By-product electricity (Mwh/yr) 269,000 Proportional to lignin 

concentration of feedstock  
 
60% of needed feedstock is assumed to come from Thessaly and the rest from Macedonia. 
The industrial process yield in the distillery is assumed to be 80% of the theoretical yield 
based on cotton stalks chemical composition as in the case of corn stover ethanol production. 
Since chemical composition data for the Greek cotton stalks are not available, data from the 
literature were used [8]. Cotton stalks are composed of glucan (31,1%), xylan (8,3%), lignin 
(30.1%) arabinan (1.3%), galactan (1.1%),  ash (6.0%), extractives  (9.0%), and others 
(13.1%) (composition in % w/w on a dry basis). The aforementioned yield is based on the 
chemical composition mentioned above and is 178.7 g/kg of dry feedstock. 
 
4. Results  

4.1. Environmental criteria 

The environmental performance of each of the alternatives was assessed using Life Cycle 
Impacts Analysis (realized by Sima-Pro). The following impact categories are selected as 
environmental criteria: Carcinogens, Respiratory organics effects, Respiratory inorganics 
effects, Climate change, Radiation effects, Ozone layer depletion, Ecotoxicity, Acidification / 
eutrophication, Land use, Minerals and Fossil fuels. No uncertainty evaluation was performed 
in this study. 
 
4.1.1. Alternative’s A Environmental Performance 

For the evaluation of the environmental impacts, data from the Ecoinvent Report n.17 [9] 
about the inventory and the emissions, in addition to those of the NREL report [7], and data 
collected through field research were used.  Some indicative emissions, in terms of volume 
produced per unit, are presented in Table 3. 
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Table 3: Indicative emissions from the corn stover ethanol production system 

 Value Note 
CO2 biogenic (Kg/Kg EtOH) 2.93 Emissions to air 
Heat waste emissions (MJ/kg EtOH)  25.85 Emissions to air 
CO (Kg/Kg EtOH) 0.000497 Emissions to air 
Methane biogenic (Kg/Kg EtOH) 3.0*10-5 Emissions to air 
Mineral oil (Kg/Kg EtOH) 0.000426 Disposal  

 
The resultant value for EI 99 of alternative A is 0.157. The system’s performance per impact 
category is presented in Table 4. For reasons of comparison, the performance of the system 
“ethanol 95% in water from wood in distillery, CH’’ (which describes the ethanol production 
system from residual wood in Switzerland and is included in the Ecoinvent Database [10]), is 
given in the same Table.  
 
Table 4: Environmental Performance of the production systems under evaluation  

 EtOH(*) from 
corn stover 

EtOH(*) from 
cotton stalks 

EtOH(*) from 
wood 

Carcinogens 0.00449 0.00766 0.00252 
Respir. Organics effects 2.89*10-5 7.51*10-5 1.89*10-5 

Respir. Inorganics effects 0.0266 0.0629 0.012 
Climate change 0.0122 0.0333 -0.00557 
Radiation 3.49*10-5 8.5*10-5 1.78*10-5 

Ozone layer depletion  1.42*10-6 3.81*10-6 1.11*10-6 

Ecotoxicity  0.00667 0.0122 0.00251 
Acidification/Eutrophication  0.00548 0.0106 0.00186 
Land use 0.0639 0.126 0.0423 
Minerals  0.00138 0.00446 0.00083 
Fossil fuels 0.00138 0.0967 0.0293 
Environmental Index 99 (EI 99) 0.157 0.354 0.0858 

(*): 1 Kg EtOH 95% in water in distillery  
 

4.1.2. Alternative’s B Environmental Performance 

Data from field research and data from the Ecoinvent Report n.17 were used for the 
evaluation of the environmental impacts of this system. Where data were not available, 
reasonable assumptions were made in order to calculate the missing inventory data or 
emissions. Some indicative emissions, in terms of volume produced per unit, are presented in 
Table 5. The resultant value Eco-Indicator 99 of alternative A is 0.354. The system’s 
performance per impact category is presented in Table 4. 
 
Table 5: Indicative emissions from the cotton stalks ethanol production system 

 Value Note 
CO2 biogenic (Kg/Kg EtOH) 5.93362 Emissions to air 
Heat waste emissions (MJ/kg EtOH)  45,36 Emissions to air 
CO (Kg/Kg EtOH) 0.000833 Emissions to air 
Methane biogenic (Kg/Kg EtOH) 5.1*10-5 Emissions to air 
Mineral oil (Kg/Kh EtOH) 0.000426 Disposal  
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4.2.  Economic Performance 

The criterion used for assessing the economic performance of each alternative is the economic 
performance (net economic benefit) of each alternative. A measure of the economic 
performance is the operation cost of each production system, including costs for feedstock, 
labour, maintenance, insurance & taxes, depreciations and secondary materials. The income 
from the excess electricity produced is also taken into account (negative cost). The income 
from ethanol produced is not taken into account for the economic performance evaluation 
since the calculation basis is 1 Kg EtOH and thus is the same for both alternatives. The 
operation cost of each of the alternatives is presented in Table 6. As the excess electricity 
generated by the cotton stalks’ ethanol system is greater in relation to the corn stover ethanol 
system, this leads to a decreased operational cost in the former case.  
 
Table 6: Alternatives’ operation cost 

 Cost of EtOH from 
corn stover production 

system (€/Kg EtOH) 

Cost of EtOH from 
cotton stalks 

production system 
(€/Kg EtOH) 

Feedstock  0.1232 0.1958 
Other variable cost (cost for 
other raw and secondary 
materials) 

0.0889 0.1415 

Labor  0.0105 0.0168 
Maintenance 0.0115 0.0183 
Insurance & Taxes 0.0850 0.0135 
Depreciations  0.0041 0.0651 
Excess electricity sales -0.1312 -0.3510 
Total  0.1155 0.1000 

 
4.3. Sustainability Performance 

According to the preceding analysis, the corn stover ethanol production system is preferable 
from an environmental performance perspective while the cotton stalks’ ethanol system is 
preferable from an economic perspective. AHP may be used for the purpose of selecting the 
best alternative based on both criteria, by aggregating the performance of each of the 
alternatives in terms of both criteria and thus determining an overall index U for each of the 
alternatives. Making the best choice is then straightforward. Table 7 summarizes the 
performance of each alternative in terms of both criteria. These performance values are the 
inverse absolute values of the EI 99 index and the total operation cost, respectively (values in 
parentheses). This adjustment is necessary in order for the following condition to be fulfilled:  

Alternative Α is preferable than Β iff xAj> xBj, j=1,2 (xAj  denotes the performance of 
alternative A in respect to criterion j) 

Table 7: Alternatives’ performance on environmental an economic criteria 

Alternative Environmental criterion 
(EI 99) 

Economic criterion 
(operation cost) 

EtOH from corn stover 
(alternative A) 

XA1: 6.37(0.157) XA2: 8.66 ( 0.1155) 

EtOH from cotton stalks 
(alternative B) 

 XB1: 2.82 (0.354) XB1: 10 (0.1000)  
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Following the AHP method, two pair-wise comparison matrices must be constructed (one for 
each criterion) for the determination of each alternative’s score against each criterion. The 
values in these matrices show the decision maker’s strength of preference between the two 
alternatives if only one criterion is taken into consideration. Based on the values presented in 
Table 7 the matrices are as in Table 8. 
 
Table 8:  Pairwise comparison matrices for score determination  

 Environmental performance Economic benefit 
 ALTERNATIVE 

A 
ALTERNATIVE 

B 
ALTERNATIVE 

A 
ALTERNATIVE 

B 
ALTERNATIVE A 1 5 1 1/3 
ALTERNATIVE B 1/5 1 3 1 

 
 The calculated score values of each alternative on the selected criteria are shown in Table 9.  
 
Table 9: Alternative scenarios’ performance values 

  Criteria 
Scenarios Environmental Performance Economic benefit 

ALTERNATIVE A 0.83 0.25 
ALTERNATIVE B 0.17 0.75 

 
The pairwise comparison matrix for the determination of criteria weights is presented in Table 
10. It is assumed that the environmental performance is “weekly more important” than the 
economic benefit criterion. This is a reasonable assumption, since biofuels come to serve 
environmental issues at least as much as economics considerations.   
 
Table 10: Pairwise comparison matrix for criteria weights determination 

 Environmental performance Economic benefit  
Environmental performance 1 2 
Economic benefit 1/2 1 
 
Thus the calculated weights for the environmental performance criterion w1 and for the 
economic benefit criterion w2 are 0.66 and 0.34, respectively. The resulting overall 
performance (sustainability index) of each alternative is: 

UA=0.66*0.83+0.34*0.25=0.6328 
UB=0.66*0.17+0.34*0.75=0.3672. 

Thus alternative A must be chosen.  
 

5.  Discussion and Conclusions 

In the present study the sustainability of two ethanol production systems was evaluated. The 
systems chosen will be located in Greece and use corn stover (alternative A) or cotton stalks 
(alternative B) as a raw material. The technology used (introduced by NREL, USA) includes 
prehydrolysis of raw material, simultaneous saccharification and co-fermentation process, and 
product, solids and water recovery stages. In addition, power is generated which is used for 
covering systems’ needs and the excess is sold in the grid. For the sustainability evaluation, 
the environmental and economic performances of the alternatives were determined. It has 
been shown that ethanol made of corn stover has a better environmental performance than 
ethanol made of the cotton stalks. This is mainly due to the former’s higher process 
production yield (in the plant) and to higher raw material yield (in the field). On the other 
hand, the cotton stalks ethanol system has a better economic performance than the corn stover 
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one, due to the bigger excess electricity produced by the former, which is sold to the grid, 
providing more income. The Analytic Hierarchy Process method was used in order to 
aggregate the environmental and economic performances of each of the alternatives into an 
overall (sustainability) index. The analysis has shown that, conditioned to the assumptions 
made, the corn stover ethanol system is preferable. In the study no uncertainty analysis was 
performed. It is worthy noting that: 

 Ethanol production systems from lignocellulosic materials are a promising technology 
which is getting more mature nowadays. In Greece there exists adequate biomass 
potential for the development of such systems.  

 The environmental performance of both corn stover and cotton stalks ethanol systems 
is generally good but it is worse in comparison to ethanol produced from wood.  

 The cotton stalks ethanol system has a poorer environmental performance (especially 
regarding the land use impact category) in relation with the corn stover one, because 
of its low production yield in ethanol (as a consequence of cotton stalks’ low 
concentration in cellulose) and its low raw material production yield in cotton fields. 

Further research in the area of this study must cover: 
 uncertainty issues in order for the critical values for a confident decision making 

process to be determined 
 the way the plant’s production capacity affects the sustainability of the system 
 the exact determination of the chemical composition of Greek agricultural residues. 
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Abstract: As the production of biofuels continues to expand worldwide, criticism about, e.g. the energy output 
versus input and the competition with food has been questioned. However, biofuels may be optimized to increase 
the environmental performance through the concepts of industrial symbiosis. This paper offers a quantification 
of the environmental performance of industrial symbiosis in the biofuel industry through integration of biogas 
and ethanol processes using a life cycle approach. Results show that although increasing integration is assumed 
to produce environmental benefits in industrial symbiosis, not all impact categories have achieved this and the 
results depend upon the allocation methods chosen. 
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1. Introduction 

The production of biofuels for transport has seen a large increase in the past few years to meet 
the onset of policies for increased production and use worldwide. However, with this onset, 
biofuels have met much criticism [1,2] which ranges from debates about the competition with 
food to the energy used to produce the biofuels [3]. Dissimilarities and criticism result 
primarily from different assumptions made, system boundaries used, technologies and the 
reference energy systems used in life cycle assessment of biofuel systems [4]. However, 
biofuel production encompasses large quantities of inputs and outputs and therefore, 
consideration must be made for the efficient use of resources for biofuel production industries 
[2] for which the environmental performance may be bettered and the flows of material and 
energy optimized [5]. One approach to do this is by employing concepts from industrial 
symbiosis.  
 
Industrial symbiosis is a branch of industrial ecology focusing upon the inter-firm interactions 
aiming to engage traditionally separate industries to cooperate in a collective approach to 
create competitive advantages through resource exchanges and synergistic possibilities [6]. 
However in industrial symbiosis, benefits have rarely been quantified in the literature [7].  
 
On the island of Händelö in Norrköping, Sweden, a unique bioenergy complex of symbiotic 
activities between the ethanol, biogas and energy system takes place [5]. However, using the 
concept of industrial symbiosis, these symbiotic activities could be further improved and more 
synergies could occur [5]. Could these synergies therefore lead to improved environmental 
performance and can they be quantified? 
 
The aim of this research paper is to outline and present the environmental impacts and 
performance of several symbiotic activities, i.e. integrated scenarios, between the biogas and 
bioethanol facilities located on the island of Händelö, Norrköping. Using exchanges (i.e. 
synergies) between the biogas and bioethanol facilities, the environmental performance will 
be quantified using a life cycle approach of the synergies for different scenarios with 
increasing degrees of integration.  
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2. Methodology 

The environmental performance, i.e. environmental impacts, of symbiotic activities between 
biogas and ethanol production plants will be assessed by comparing different scenarios. 
Different degrees of integration will be tested from no integration at all (default) to all by-
product residues from the ethanol plant used in the biogas plant, as described in the 
subsequent section entitled, The Scenarios. 
 
2.1. System Description  
The production of biofuels takes place on the island of Händelö in Norrköping, Sweden. 
Ethanol is produced from a combination of wheat, barley and rye resulting in a number of by-
products such as Dried Distillers Grains with Solubles (DDGS), syrup and impurities. Biogas 
is produced through the anaerobic digestion of organic matter, in the scenarios e.g. wheat and 
barley and by-products of the ethanol facility. Conversion technologies and performance for 
the anaerobic digestion and fermentation processes have been obtained from the companies, 
along with material and energy flows [5,8-10].  
 
The assessment takes the ethanol plant as starting point and keeps the ethanol fuel output 
static whereas all of the other inputs and outputs for that plant and the biogas plant are 
allowed to vary in accordance with the scenarios described below. This approach was chosen 
in order to reflect upon the importance of size differences between the plants but also of the 
potential implications of larger by-product exchanges between the two plants.  
 
2.2. Tools and Impact Categories 
A life cycle approach is applied to each scenario separately from a cradle-to-gate perspective. 
All life cycle assessment calculations of environmental impacts have been performed using 
the software package SimaPro v. 7.2. The life cycle impact assessments have been conducted 
using the EPD 2007 [11] method. This method was chosen due to its recommendation by the 
Swedish Environmental Management Council and providing a wide array of environmental 
impact categories, e.g. global warming potential (GWP), acidification, eutrophication and the 
use of non-renewable resources.  
 
2.3. Allocation Procedures 
By-products and the energy and emissions associated with their use have been taken care of 
by the use of two separate methods in this paper, including energy allocation and system 
expansion [4,8]. The energy content of these by-products has been computed for the lower 
heating value of the DM contained in each fraction. Energy allocation figures used for each 
scenario can be seen in Tables 1-2.  
 
Table 1: Ethanol Production Allocation for Major Products and By-Products [8] 

Product/ 
By-

Product 

DM Content 
(%) 

Default 
Scenario 

Existing 
Scenario 

Scenario 1 Scenario 2 Scenario 3 

Ethanol - 70,7% 70,7% 70,7% 60,3% 60,3% 
DDGS 90 21,7% 21,7% 21,7% - - 
Syrup 27 5,6% 5,6% 5,6% - - 

Impurities 86 2,0% 2,0% 2,0% - - 
Stillage 16 - - - 39,7% 39,7% 

 

 

164



Table 2: Biogas Production Allocation for Major Products and By-Products [8] 
Product/ 

By-Product 
Default  
Scenario 

Existing  
Scenario 

Scenario 1 
Scenario 2 Scenario 3 

Biogas  31,3% 35,7% 35,7 35,7% 33,7% 
Biogas to 
Ethanol 

- - - - 2,0 % 

Biofertilzer 68,7% 64,3% 64,3 64,3% 64,3% 
 
System expansion, also known as substitution, has also been conducted to account for the 
replacement of by-products produced [4]. System expansion for the default and existing 
scenarios of the ethanol plant include the use of stillage products for fertilizers and animal 
fodder applications. Fodder replacement by DDGS and syrup in dry matter content (DM) has 
been assumed to replace Brazilian soy meal and European barley in the amounts of 0,4 kg 
DM and 0,6 kg DM [2]. Fertilizer nutrients replaced by biogas digestate per ton is assumed to 
replace 8 kg N, 5 kg NH4, 1 kg P and 1,5 kg K per ton of produced digestate [8]. Furthermore, 
the lower heating value (LHV) for dried stillage has been assumed to be the same as that for 
the digestate [3] due to limited data availability.  
 
2.4. The Scenarios 
Scenarios have been produced to test and quantify the environmental performance of several 
different material and energy exchanges between the bioethanol and biogas production plants 
as aforementioned. Each scenario is tested using both the energy allocation and system 
expansion methods to account for energy and replacement of processes from the by-products 
[12,13]. The outputs have been expressed using the LHV for both biogas and ethanol, 
50MJ/kg and 28,87 MJ/kg respectively.  
 
2.4.1. Default Scenario 
The default scenario will show the impacts of two stand alone plants with no integration. The 
two plants use respective inputs of wheat, barley and triticale for their production processes. 
In terms of biofuel production output, the main products are 17 TJ of biogas and 1 314 TJ of 
ethanol. All inputs and outputs of raw material, by-products, etc. are based on the 
aforementioned biofuel outputs [8]. The default scenario has been used to compare to the 
existing scenario in order to compare the environmental impacts of current practice with that 
of a stand alone system. 
 

 
Fig. 1: Default Scenario. Note the avoidance of fodder and fertilizers from the ethanol and biogas 
plants for the system expansion have been included [8]. 
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2.4.2. Existing Scenario and Scenario 1 
The existing scenario is similar to the production process used pre-2009 on the island of 
Händelö. The exchange of thin stillage is used to produce biogas at the neighboring biogas 
plant. Furthermore, as the thin stillage is sent to the biogas plant at a temperature of around 
70°C, it must be cooled to around 38°C for anaerobic digestion and thus electrical fans are 
used to cool the substrate and no external process heat is required [14,15].  The output of the 
system in biofuel is again 17 TJ of biogas and 1 314 MJ of ethanol for which all inputs and 
outputs are based [8]. Scenario 1 is similar to the existing scenario, however in Scenario 1 the 
impurities (consisting primarily of husks and filtered grains) are also sent to produce biogas. 
This therefore raises the output of biogas production and digestate, requiring more electricity 
and water for the digestion and upgrading processes respectively (ibid.). 
 

 

Fig. 2: Existing Scenario and Scenario 1. Note the avoidance of fodder and fertilizers for the system 
expansion have been included [8]. 

2.4.3. Scenarios 2 and 3 
In Scenarios 2 and 3, it is assumed that all the stillage is sent to the biogas plant for anaerobic 
digestion. By doing so the ethanol plant can save a large input of energy, roughly 35% less 
energy [16] from the dryers and handling equipment for fodder production. Scenario 2 and 3 
are similar, in that they both use stillage for biogas production. However, Scenario 3 differs in 
the fact that biogas replaces propane in the ethanol production plant for odor control [14]. 
Similar to the existing scenario, the stillage is sent to the biogas plant at a higher temperature 
than necessary for the process and electrical fans are used to cool the substrate, requiring no 
external process heat. The production of biogas has now been increased to 464 TJ in Scenario 
2 and 438 TJ in Scenario 3 (accounting for the use of 26 TJ of biogas for ethanol production) 
while the production of ethanol remains the same as in the default and existing scenarios [8]. 
 

 
Fig. 3: Scenarios 2 & 3. Note that in Scenario 3, the biogas is used in place of propane (denoted by an 
orange dashed line). The figure also includes avoided fertilizers for the system expansion method [8].  
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2.5. Data Inventory 
Data has been obtained from the biofuel production firms of Händelö, Norrköping in Sweden. 
Production figures are relevant for pre-2009 conditions for the default and existing scenarios 
[8-10,14,15]. When data has been limited or unavailable, comparable data from the Ecoinvent 
database v. 2.1 has been used for e.g. specific cultivation, fertilizers and transportation data. 
Energy for the system is provided from the Swedish electricity production system based 
primarily upon hydropower and nuclear power [17]. Process heat, in the form of steam is 
provided from a neighboring combined heat and power plant fueled by biomass [8,9,18]. 
Grains are transported within the Östergötland County to the island of Händelö, with an 
average distance of 100 km. Transportation of the various raw materials between the 
neighboring biogas and ethanol production firms is assumed to have an average distance of 5 
km. The biofertilzer transport has been assumed to be on average 33 km [8]. 
 
3. Results and Discussion 

The environmental performance of the integrated systems from the aforementioned scenarios 
can be seen in Figs. 4-6. These figures show the global warming potential, impacts from 
acidification and eutrophication as well as the use of non-renewable fuel. A discussion of the 
results will follow each figure in the subsequent sections. Further details can be found in 
Martin et al. [8]. The following notation has been used to describe each scenario in the 
figures: 
 
D-EA: Default Scenario (Energy Allocation) 
D-SE: Default Scenario (System Expansion)  
E-EA:Existing Scenario (Energy Allocation) 
E-SE: Existing Scenario (System Expansion)  
1-EA: Scenario 1 (Energy Allocation) 
1-SE: Scenario 1 (System Expansion)  

2-EA: Scenario 2 (Energy Allocation) 
2-SE: Scenario 2 (System Expansion)  
3-EA: Scenario 3 (Energy Allocation) 
3-SE: Scenario 3 (System Expansion)  
 

 

3.1. Global Warming Potential 
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Fig. 4: Global Warming Potential of the different Scenarios measured in kg of CO2-equivalent. [8] 
 
From Fig. 4 it is apparent that there are some differences between each scenario, with the 
system expansion method producing the largest variations. The benefits related to the global 
warming potential from the energy allocation method do not to follow the trend found in the 
system expansion method with increasing integration of the biogas and ethanol systems, i.e. 
increased benefits with increasing integration. It can be seen that the systems with the largest 
integration also have a lower share of the impacts and benefits associated with their outputs 
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based on how the energy is allocated between the products and by-products. This means that 
while the systems may be increasingly integrated, the outputs receive a lower share of the 
benefits [8]. Furthermore, when all stillage is used for biogas production this increases the 
production of biogas thus increasing the use of electricity, water and transportation of 
biofertilizer and the stillage to and from the biogas facility. These increases therefore lead to 
reduced benefits for Scenarios 2 and 3 in the energy allocation. With increasing integration of 
the systems there are also larger impacts associated with increased transportation and 
electricity consumption (ibid.) thus decreased. 
 
In the system expansion method, all benefits and burdens from the systems are allocated to 
the main outputs, ethanol and biogas. However, the use and substitution of processes 
associated with the by-products are also taken into account. Increasing integration tends to 
therefore produce larger benefits to the system with increasing integration, with exception to 
the existing scenario. This is primarily a result of the increase in biofertilizer replacing 
conventional fertilizers, though the biofertilizer production is reduced slightly in the existing 
scenario. When comparing the existing scenario with the default scenario, the default scenario 
has a larger benefit due to a larger input of grains. With the current system boundaries, cradle-
to-gate, the grain thus sequestrates a large amount of carbon dioxide [8]. Consistent with the 
energy allocation methods, increasing integration of the systems leads to larger impacts 
associated with increased transportation and electricity consumption. Nonetheless, these 
increased impacts are consumed by the benefits to the system from the system expansion 
(ibid.). In Scenarios 2 and 3, by using the stillage and not adding extra heat for e.g. drying for 
DDGS production, these scenarios gain further benefits from less heat and water use. Scenario 
3 can be seen to have slightly higher benefits in both allocation methods due primarily to the 
replacement of propane with biogas.  
 
3.2. Non-Renewable Energy Consumption 
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Fig. 5: Consumption of Non-renewable Energy in MJ-equivalent for the different scenarios. [8] 
 
Another important aspect to show is the consumption of nonrenewable energy. The general 
trend for the consumption of non-renewable fuels for increasing integration is an increase in 
the energy allocation scenarios and a decrease in the system expansion method. An increase in 
the energy allocation scenarios is due to increased transportation of stillage and biofertilizer. 
The decrease of non-renewable fuel consumption with increasing integration in the system 
expansion scenarios arises from the enhanced quantities of biofertilzer produced, thus 
replacing conventional fertilizers.  
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3.3. Acidification and Eutrophication 
In order to show an array of local and global impacts, the acidification and eutrophication 
impacts have also been documented in Fig. 6. 
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Fig. 6: Impacts in kilograms of equivalent SO2 and PO4 for Acidification and Eutrophication. [8]  

Fig. 6 shows the Eutrophication potential for the allocation methods of each scenario. The 
increased integration of biogas and ethanol from the default scenario to the full use of stillage 
tends to correspond to larger eutrophication impacts in all cases except for the energy 
allocation method in Scenario 2 and when accounting for the use of biogas instead of propane 
in the system expansion method for Scenario 3. Once again this is primarily a result of the 
increase in transportation required with increased integration [8].  

Correspondingly the impacts from acidification tend to increase slightly using energy 
allocation, with exception to Scenario 2. This stems from a slightly reduced impact from the 
transportation and cultivation of grains in this scenario while Scenario 3 thereafter increases. 
There is a general decrease in emissions of equivalent SO2 for the system expansion method 
due to the reduction of fertilizer by increasing integration, and correspondingly increasing 
biofertilizer production, replacing conventional fertilizers [8]. 

 
4. Conclusions 

The integration of biogas and ethanol production can be seen from this paper as a complex 
system. Although the CO2-equivalent emissions may be further reduced by increasing the 
integration of the biofuel plants in the system expansion case, the energy allocation method 
proves opposite results. Furthermore local impacts such as acidification and eutrophication 
should be considered, which may increase with increasing integration. Therefore the 
allocation method chosen is crucial for taking into account energy and impacts embodied in 
by-products and replaced processes and may lead to converse results. The removal and 
addition of processes, materials and energy can have both improvements and rebound effects 
for the system. These impacts could possibly be resolved in the biogas plant by more efficient 
upgrading processes, transportation of stillage by pipeline and a more efficient cooling system 
for the incoming stillage as well as internal optimization at the ethanol plant. 
 
This report thus shows that there is a need to understand the impacts produced from biofuel 
production and industrial symbiosis activities. Symbiotic activities may lead to environmental 
performance benefits, though the choice of impact category and allocation method is crucial 
when comparing local vs. global impacts. Nonetheless, this study may open for further work 
on the quantification of integrated biofuel production processes and other symbiotic activities.  
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Abstract: The bamboo covers 152,300 ha in Taiwan, roughly of 7.2 % the overall forest area. This study 
evaluated Ma bamboo (Dendrocalamus latiflorus Munro) as a feedstock for bioethanols in Taiwan. Acidic steam 
explosion was employed to prepare Ma bamboo chips, as well as alkaline steam explosion, bleached and 
unbleached kraft pulps. For the saccharification of pretreated bamboo biomaterials, cellulase formulations were 
applied with three dosages: 2, 6, 12 percents weights to dried pulps. For acidic exploded pulp, the optimal yields 
were 348.92 ± 39.76 mg/ g o. d. pulp, 68% of pulp alpha cellulose contents. The hydrolysis efficiencies were 
negatively impacted by lignin and xylan contents of pretreated bamboo biomaterials. Simultaneous 
saccharification and fermentation (SSF) were also conducted using Saccharomyces cerevisiae D5A under 38oC 
and pH 5 at shake flask level. After 96 hours, 91.8 mg ethanol per g of α-cellulose was obtained for acid 
exploded pulp; 176.3 mg ethanol per g of α-cellulose was obtained for alkaline exploded pulp; 537.6 mg ethanol 
per g of α-cellulose was obtained for bleached bamboo pulp. Based on the experimental data, up to 10,700 tons 
of bioethanols could be produced annually by acidic steam explosion. 
 
Keywords: Bamboo, Bioethanol, Simultaneous hydrolysis and fermentation, Steam explosion 

1. Introduction 

Bamboo stands cover 152,300 hecacres, roughly of 7.2 % the overall forest area in Taiwan [1]. 
Bamboos are endemic in south and east Asia. Bamboo biomass is accumulating daily, but 
little of them has been used (edible bamboo shoots and inedible part as materials) and most of 
them are wasted without utilizing. Its accumulation is about 26.1 tons/ha, with annual growth 
around 13.84 t ons/ha under 5 year rotation cutting. Its fast growth and adaptability toward 
various soil and climate conditions make the bamboo a good candidate for a renewable 
resource. Bamboo had been conventionally used as the raw materials for producing artefacts, 
utensils, plywood, fiberboard, and decorated multi-layered panels in Taiwan and many Asian 
countries. Recently, more attention was paid for bamboo biomass as biofuel feedstock, e. g., 
steam-exploded bamboo was employed for methane production [2].  
 
Simultaneous saccharification and fermentation (SSF) processes were firstly described by 
Takagi et al. [3]: it combined enzymatic hydrolysis of cellulose and simultaneous 
fermentation of the fermentable sugars together to obtain ethanol. In the SSF process, the 
conditions are nearly the same as in separate hydrolysis and fermentation systems (SHF), just 
one different is that saccharification and fermentation are performed in the same reactor. 
Thus, put the yeast and the cellulolytic enzyme complex together reduces the accumulation 
and inhibition of sugars in the reactor which increasing ethanol yield and hydrolysis rate with 
respect to separate hydrolysis and fermentation [4]. Another advantage of SSF is that used one 
fermenter throughout the whole process reducing the facilities costs. This study evaluated Ma 
bamboo (Dendrocalamus latiflorus Munro) as a feedstock for bioethanols in Taiwan. Acidic 
and alkaline steam exploded bamboo biomass, as well as unbleached and bleached kraft 
bamboo pulps, were employed as raw materials to investigate the impact of lignin on SSF 
efficiencies. 
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2. Methodology 

2.1. Materials 
The Ma Bamboo (Dendrocalamus latiflorus Munro) sample, approx. 4-year-old Ma Bamboo 
culms, was collected from the Experimental Forest of National Taiwan University. The stem 
was chopped into 6 × 3 cm (length × width), then air dried for a mouth.    
 
2.2. Steam-explosion 
Air-dried bamboo sample was soaked into 1.5% H2SO4 solution or 1.5% NaOH & Na2SO3 
solution for a week. Steam explosion conditions were: solid/liquid ratio=1:7; temperature and 
pressure of alkali-treated samples were held at 180, 190 and 200oC from 10 to 20 minutes. 
Acid-treated sampled were held at 190oC for 10 minutes. Samples were then washed by tap 
water on 200 mesh screen until neutral, then kept in 4 oC.    
 
2.3. Kraft pulping and bleaching 
Ma bamboo air-dried kraft pulp was cooked by M/K digester with wood to liquid ratio = 1/4 
(w/v), 25% sulfidity and 17% active alkali. H-factor is about 650, with temperature raised at 
1.5oC/min to 160 oC in 90 min, then kept at 160 oC for another 90 min. After washing and 
screening, then keep in 4 oC refrigerator. Bleached pulps were prepared by a commercial 
DEDD bleaching sequence [5], and then washed and kept in 4 oC refrigerator.  “D“ and “E” 
stand for chlorine dioxide and alkali extraction stages. 
 
2.4. Enzyme hydrolysis 
Acid and alkali steam-exploded bamboo pulps (biomass) were hydrolyzed with cellulases 
complex 50010 and 50013 (containing xylanase) from Novozymes®. Three enzyme loadings 
were equivalent to 1.5, 4.5, 9 IU endoglucanase (CMCase)/mL, 0.15, 0.44, 0.89 IU 
cellobiohydrolases/mL, and 1.2, 2.4, 7.1 IU xylanase/mL in reaction solutions. Hydrolysis 
was conducted in a total volume of 200 mL liquid with 0.05 M citrate buffer (pH 5), 2.5% 
(w/v) samples in a 250mL conical flask. The flasks was water bathed at 50oC, shaken at 100 
rpm for 96 h, and the samples were analyzed every 12h.   
  
2.5. Simultaneous saccharification and fermentation (SSF)  
100 mL reaction solution, with 5% (w/v) steam-exploded bamboo, 1 % (w/v) yeast extract 
and 2 % (w/v) peptone, was subject to 38oC and pH 5 in a 250 mL conical flask. The 
sterilized reaction solution was inoculated with 5% (v/v) Saccharomyces cerevisiae D5A 
culture solutions with optical density at 0.1. The culture solution was prepared by  
was cultivated with yeast extract 10 g/L, peptone 20 g/L,  dextrose 20 g/L for 18 h at 100 rpm, 
38 oC on a rotary shaker. The enzymes were added into reaction solutions with endoglucanase 
9 IU/mL, cellobiohydrolases 0.89 IU/mL and xylanase 7 IU/mL at 38oC for 96 h, then the 
samples were analyzed every 12h. 
 
2.6. Analytical methods 
Ma bamboo chip and steam exploded samples oven-dried and hand-kneaded, screened to 40-
60 mesh before the compositional analyses: ash (TAPPI T211 om-07), acid-insoluble lignin 
(TAPPI T222 om-06), cellulose and α-cellulose (TAPPI T203 cm-09). Enzymatic hydrolysate 
and SSF samples were analyzed by high performance liquid chromatography (HPLC) using a 
ICSep ION-300 column and a R I detector for identifying organic acids, alcohols and mono 
sugars at 70 oC; mobile phase was 0.0085 N sulfuric acid at flow rate 0.4 mL / min. Error bars 
indicates the standard deviations from  triplicate experiments. 
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3. Results and discussion  

3.1. Compositional analysis 
Various yields from pretreatment were obtained (on dried bamboo basis): 57 % for acid steam 
explosion, 58 % (200oC-10min) to 83% (180oC-10min) for acid steam explosion, 40 % for 
kraft pulping and 39.8% for bleaching. 
 
Table 1. Compositional analysis of Ma bamboo samples. Units are mg/g dried wood. 

Composition ash lignin holocellulose α-cellulose 
Raw Ma bamboo 17±4.36 227.7±39.6 722±66.4 427.7±41.2 

Alkali steam-explosion *     
180oC-10min 65±11 160±14.1 703±44 480±20.5 
190oC-5min 54±13 148±21.8 820±81.7 598±69.7 
190oC-10min 70±18.5 175±31.9 644±98.6 473±117.4 
190oC-20min 46±8.1 171±44.1 702±35.2 550±49.1 
200oC-10min 63±8.5 180±29.8 690±22.5 525.5±44.1 

Acidic steam-explosion* 7.6±0.5 339±44.7 526±82.9 260±63.3 
Kraft pulp 6.4±1.7 25.5±3.6 928±36.8 847±41.2 

Bleached pulp 9±2.1 <2 966±28.9 869±43.5 
* acid steam-exploded: 190oC held for 10 mins at 1.26 MPa 
* alkali steam-exploded: 180oC to 200oC and 0.99 MPa to 1.53 MPa of 5 samples * N.D.: not detected. 
 
Compositional analysis of raw material bamboo and pretreated samples were listed in Table 1.  
Great varieties of holocellulose contents were demonstrated for alkali steam exploded pulps. 
Generally, the lignin contents of alkali steam exploded pulps were lower then the ones of 
acidic steam exploded pulps. Holocellulose contents were highest for kraft pulp and bleached 
pulps. Acidic conditions might oxidize the cellulosic components and reduced the 
holocellulose of the pulps. In addition, the greater incomplete closure of compositional 
analysis for acidic steam exploded pulps, with its greater lignin content, was consistent to the 
above assumption. Lignin contents of alkali exploded pulps were increased with increasing 
treatment times. Although alkali would soften lignin in higher temperatures, soften lignin 
might melt onto cellulose fibrils; and lignin condensation [2] would contribute the increasing 
lignin contents among alkali steam exploded pulps.    
 
3.2. Enzyme hydrolysis 
Enzyme hydrolysis for pretreated samples was depicted in Fig.1. Enzyme loading was 9 IU 
endoglucanase/mL, 0.89 IU cellobiohydrolases/mL, and 7.1 IU xylanase/mL in reaction 
solutions. Conversions for sugar were based on dried weight of samples. 190oC-10min was 
chosen for alkali steam-exploded bamboo in Figure 1. 
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Figure 1. Enzyme hydrolysis to sugar conversion of pretreated bamboo samples with respect to time.  
 
Glucose and xylose increased steadily prior to the first 24 h for all pulps, and the saturation 
was then reached at approx. 48 hours. At 96 h, the bleached pulp showed a optimal y 388.2 ± 
69 mg/g, kraft pulp 347.8 ± 77 mg/g, alkali steam-exploded (190oC-10min) 249.3 ± 21 mg/g 
and acid steam-exploded 209.1±41 mg/g.  
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Figure 2. Enzyme hydrolysis to sugar conversion of alkali steam-exploded bamboo samples with 
respect to time. 
 
Fig. 2 showed hydrolysis for 5 alkali steam-exploded samples, with other conditions as same 
as Figure 1. Except for the pulp for 180oC-10min, the other pulps have similar glucose yields 
at around 250 mg glucose per gram dried bamboo. Interestingly, the yields of 200oC-10min 
pulp were still slightly growing after 48 hours. 

 

174



0 100 200 300 400
20

30

40

50

R2 = 0.2741

 

 

Bleached pulp
Kraft pulp

180oC-10min

190oC-05min

190oC-20min

200oC-10min

190oC-10min

Acid 190oC-10min

S
ug

ar
 y

ie
ld

 (%
) 

Lignin content (mg/g)

 
Figure 3. Correlation between pulp lignin contents and sugar yield during enzyme hydrolysis.  
 
Effects of lignin contents on sugar yield during enzyme hydrolysis were shown by Figure 3. 
The trend was clearly shown, although the correlation was not clear. If the 180oC-10min pulp 
were removed, the correlation would be more obvious. There was almost no correlation for 
lignin contents and sugar yield among all alkali steam-exploded samples. The lowest sugar 
yield of 180oC-10min pulp suggested that other factors, like fiber dimensions, might also play 
important roles during enzyme hydrolysis. Since the mechanical separation of 180oC-10min 
pulp during alkali steam explosion should be the least. 
 
3.3. Simultaneous saccharification and fermentation (SSF) 
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Figure 4. Ethanol yields for acid, alkali (190oC-10min) steam-exploded pulp, kraft and bleached pulps 
by SSF.  
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Ethanol yields for acid, alkali steam-exploded pulp, kraft and bleached pulps by SSF were 
shown by Figure 4. As expected, the ethanol yields of bleached and kraft pulps were higher 
than the values of acid and alkaline (190oC-10min) steam exploded pulps. Although the lignin 
content of alkaline 190oC-10min pulp was lower than the value of acid steam exploded pulps, 
melted lignin in alkali conditions might further hamper enzyme hydrolysis and fermentation. 
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Figure 5. Ethanol yields for five alkali steam-exploded pulps by SSF. 
 
Ethanol yields for five alkali steam-exploded pulps by SSF were shown by Figure 5. The 
yields increased steadily for the first 24 hours; then the optimal yields were reached after the 
next 48 hours. The yield from 200 oC-10min pulp was the most, and the yield from 180 oC-
10min pulp was the least. With the respect of results from Table 1, lignin contents were not 
the deciding factor for the above observation. 
 
3.4. Estimated of ethanol yields from bamboo in Taiwan  
The bamboo covers 152,300 ha, with overall volume of 535,000 m3 in Taiwan [1]. Its mass 
growth were estimated at 10~25 %. Assuming 160,000 m3 (80,000 ton) of bamboo were 
harvested annually, Table 2 lists annual ethanol production from bamboo estimated by SSF 
following different pretreatments.   
 
Table 2.  Annual ethanol production from bamboo estimated by SSF following different pretreatments.   

 Pretreatment 
yield (%) 

Ethanol yield  
(g EtOH / g pulp) 

Raw material to ethanol 
(%) 

Estimate yield 
(104 tons/Yr) 

Acid 57 0.23 13.40 1.07 
 180oC -10 min 83 0.10 8.07 0.64 
190oC-05 min 80 0.11 8.96 0.72 
190oC-10 min 76 0.10 7.73 0.61 
190oC-20 min 63 0.11 6.97 0.55 
200oC-10 min 58 0.13 7.51 0.60 

Kraft pulp 40 0.30 12.16 0.97 
Bleached pulp 39.8 0.38 15.25 1.22 
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3.5. Energy balance estimation 
Energy balance estimation for bamboo ethanol, expressed by MJ per liter ethanol, were listed 
in Table 3. Energy consumption analyses for production of fuel ethanol from lignocellulosic 
biomass [6] and pulp/paper processing [7] were followed by this study. Table 3 showed that 
the net energy gains could be achieved for the processes with greater ethanol yields: acid 
steam explosion and fully bleached pulps. But net energy gains must include the utilization 
for combustion of the fermented waste, lignin.  
 
Table 3. Energy balance estimation for bamboo ethanol (MJ per liter ethanol produced) 

 Process 
Energy Input Energy  Output Net 

Stock 
preparation Pretreatment SSF  

Distillation, 
dehydration, 
purification 

Total input Lignin 
power Ethanol Energy 

gain 

Acid explo. 2.483 35.16 13.93 13.7 65.27 48.7 21.2 4.62 
180 oC -10 min 4.124 60.84 15.62 28 108.6 60.9 21.2 -26.49 
190 oC -05 min 3.714 52.80 15.43 27.4 99.54 60.1 21.2 -17.33 
Bleached pulp 2.182 34.64 11.73 11 59.55 40.6 21.2 2.24 

 

4. Conclusions  

Biomass derived by photosynthesis has strong potentials from bioethanol production.  The 
present study demonstrated bamboo in Taiwan was a source couldn’t be ignored for 
bioethanol production. Bamboos are some of the fastest growing plants in the world. Planned 
harvesting for will maximize its carbon sequestration potential without ecological damage. As 
much as 10,700 tons of bioethanols could be produced annually by acidic steam explosion.  
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Abstract: Only water hydrolysis with renewable energies is a sustainable process for hydrogen production. 
Biohydrogen production is an interesting alternative that is being explored at the scientific level. The microalgae 
Chlamydomonas reinhardtii has been extensively studied and used as a model for the photo-production of H2. 
The aim of this proposal is to develop a sustainable bioprocess for the production of H2 from C. reinhardtii and 
just preliminary results are shown here. For the first step, solar bioreactors have been tested. The biomass is 
recovered and suspended in another culture media with restricted concentrations of sulphur. The culture is 
maintained in a closed photobioreactor with magnetic stirring and 24-h illumination with fluorescent lamps. 
Hydrogen is produced continuously reaching maximal durations of about 20 days. Solar light should be tested in 
order to avoid energy requirements from artificial illumination during hydrogen production. Coupling the 
production system to a hybrid electric station, the process would be more sustainable. However, a lot of research 
must be developed before this technology would allow scale the hydrogen production to a pilot plant in order to 
be used in rural communities as a source of energy and as an alternative economic activity. 
 
Keywords: Microalgae, Chlamydomonas reinhardti, Biohydrogen, Photobioreactor, Sustainability 

1. Introduction 

At this moment, none of the sustainable ways to produce energy can completely replace fossil 
fuels [1]. Nuclear and hydroelectric processes have been proposed some decades ago to solve 
some energetic demands, but they are controversial regarding sustainability. Alternatively, 
solar and wind systems are starting to offer technologic solutions at different energy 
consumption levels. In addition, biofuels are intended to slowly replace fossil fuels, but our 
knowledge still requires an improvement in the massive methods to produce them.  On the 
other hand, hydrogen (H2) has been proposed as an alternative fuel with a number of 
advantages [2]. Being a gas, molecular hydrogen is an attractive substance since it can be 
transformed to mechanical, thermal or electrical energies involving free-carbon processes. A 
clean combustion is possible with hydrogen, which involves environmental advantages over 
the common fossil fuels and even the biofuels. Moreover, future technologies for nuclear 
fusion could transform hydrogen to clean energy, emulating the processes in the Sun and the 
other stars. 
 
Hydrogen is the most abundant element in the Universe; in the Earth, water and organic 
matter include hydrogen as a part of their composition [2]. Nevertheless, molecular hydrogen 
is not present in Nature and all its commercial production is not only more expensive than 
fossil fuels but also produce more pollution [3-5]. More than 90 % of the hydrogen production 
in the world depends on carbon compounds, principally fossil fuels, and its use as energy 
carrier is only justified in some applications as fuel for spaceships or demonstrative buses or 
cars. Renewable energies are being proposed to produce sustainable hydrogen in commercial 
processes: electrolysis units coupled to wind turbines, photovoltaic modules or hydropower 
systems [6]. Nevertheless, biohydrogen production is also an interesting alternative that is 
being explored at the scientific level, focusing on three microbial systems: bacterial 
fermentation, nitrogen fixation in photosynthetic cyanobacteria and photoproduction in green 
microalgae [7]. Another interesting bioprocess is the use of in vitro enzymatic cocktails [8].  
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The microalgae Chlamydomonas reinhardtii have been extensively studied and used as a 
model for the photo-production of H2. Light is used through the photosynthesis as the primary 
energy source for biomass and bio-hydrogen production. The biomass is normally produced 
in aerobic systems through the well-known photosynthetic pathway. However, after a period 
of anaerobiosis, the electrons normally generated in the photosystem II are redirected to 
produce molecular hydrogen in a step catalyzed by a Fe-hydrogenase. Both the genetic 
expression of the enzyme and its activity are importantly inhibited with small quantities of 
oxygen [9]. However, only experiments with temperature control and fluorescent illumination 
are reported for these processes, resting sustainability to the hydrogen production.  
 
The aim of this work is to develop a sustainable bioprocess to produce H2 from C. reinhardtii. 
The process is separated in three steps: (i) aerobic cultures for biomass production, (ii) 
recuperation of the biomass and (iii) anaerobic systems for biohydrogen production. The 
production of biomass and biohydrogen should be performed in bioreactors with natural solar 
illumination and at environmental temperature. The integration of these steps with a hybrid 
electric station is planned in order to add sustainability to the process. However, it should be 
noted that only preliminary results are shown in this work, since more research is being 
performed before proposing energy balances or economical feasibility. 
 
2. Methodology 

2.1. Algal cultures 
The strain CC-124 of Chlamydomonas reinhardtii (Chlamydomonas Center, USA) was used 
in this work. Three culture media have been tested for biomass production [10]: (i) Sueoka’s 
High Salt (SHS) medium, as recommended by the strain provider, (ii) Tris-Acetate-Phosphate 
(TAP) medium, commonly used for hydrogen bioproduction [9], and (iii) a modified TAP 
medium without acetates (TP) in order to avoid bacterial contaminations during algae growth. 
The media were sterilized by vacuum filtration (Whatman, GFC, 0.2 µm) but the containers 
were only washed with household bleach (commercial sodium hypochlorite solution) and 
distilled water. Stocks are maintained with the SHS medium in Roux bottles with 24-h 
fluorescent illumination. Pre-cultures for inoculation in reactors were prepared with the 
corresponding medium during three to five days in Roux cultures with continuous artificial 
illumination and with bubbling from small air pumps. 
  
2.2. Biomass characterization 
Cellular counts were performed with an optical microscope (Olympus, CH-2) and correlated 
with optical density and with dry weight. Optical density was measured through a portable 
spectrophotometer (StellarNet, EPP2000) at 640 nm of wavelength. Dry weight was obtained 
with vacuum filtration of 10 ml of culture sample through membranes (Whatman, GFC 0.2 
µm) and the same volume of culture medium to wash. Before and after filtration, the 
membranes were dried in a microwave oven (15 min, 10 W) and stabilized in a dissicator for 
30 min in order to quantify the mass with an analytical balance (Ohaus Adventurer, ARx). 
Chlorophyll a was quantified directly on cellular samples with a fluorometer (Varian, CARY 
Eclipse), with an excitation wavelength at 432 nm and an emission wavelength at 668 nm. 
Calibration was previously performed with stock chlorophyll solutions at different 
concentrations.  
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2.3. Biomass production 
2.3.1. Reactors 
Two designs were tested for production of biomass in solar photobioreactors (Fig. 1). Vertical 
tubular reactors (VTR) were made on acrylic tubes (wall-thick: 25 mm, height: 90 cm) of 
different internal diameters: 70, 95 and 120 mm. The low part of the tubes was sealed with 
acrylic, allowing the air inlet through small holes (∼1 mm i.d.). The operation volumes of the 
VTR were 3, 6 and 9 L, respectively. A flat panel reactor (FPR) was also made with acrylic 
walls (thick: 50 mm), and dimensions of 50 cm length, 50 cm height and 10 cm thick. The 
operation volume of the FPR was 20 L with air inlet in the low part of the box through porous 
stones. Both VTR and FPR have acrylic taps with an air outlet. The air inlet comes from a 
blower and it is passed through a humidifier before going into the reactors; air flux is 
controlled at 1 L⋅min-1 per liter of culture. Natural illumination was used, with solar radiation 
marked by days and nights. At least 14 batch experiments were performed with the VTR and 
two with the FPR. 
 

 

Fig 1. Pictures showing two different types of solar photobioreactors for the production of microalgal 
biomass at external conditions: flat panel reactor and vertical tube reactors. 
 
2.3.2. Off-line and on-line monitoring 
Daily samples were analyzed with optical density, dry weight and fluorometry. Dry weight 
was used to evaluate the biomass growth kinetics and the maximal cellular density. Automatic 
measurements of temperature and illuminance were performed with programmable data 
loggers (Onset, HOBO Pendant UA-002-64). In addition, on-line monitoring of the pH and 
pO2 was possible in the FPR with the corresponding probes (Sensorex) connected to a power 
supply and an interface (National Instruments, cDAQ-1972 chassis, NI9203 and NI9205 
modules). The interface is connected to a personal computer in which data are automatically 
registered with the Signal Express (National Instruments) software.  
 
2.3.3. Batch algae growth experiments 
A number of 12 experiments were performed in the VTR with different conditions: two 
culture media (SHS and TP), three tube diameters (70, 95 and 120 mm) and two annual 
seasons (Winter and Spring). Later, one experiment was performed in two VTR with the same 
diameter (95 mm) and the same meteorological conditions, but with two culture media (SHS 
and TP). Finally, one experiment more was performed with three VTR at the same conditions 
(SHS, 95 mm) in order to verify the reproducibility of the growth. Two more experiments 
were performed with the FPR and the HSS medium at similar meteorological conditions. 
Other experiments are planned with different concentrations of CO2 mixed with air. 
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2.4. Biomass separation 
In order to change the culture medium of the microalgae, two low-cost processes have been 
tested. A separation column with packed cotton wool showed good results with the retention 
of the biomass. A number of packing densities and designs were essayed in order to optimize 
the biomass separation. After being washed with the new medium TAP-S (TAP with minimal 
concentrations of sulphur), the cotton wool is pressed in order to recover the biomass, which 
is re-suspended in the TAP-S medium at a defined cellular density. The second process uses 
the same VTR in which the biomass is grown. Polymeric hydrogel is added to the culture with 
air bubbling and the medium is absorbed and retained in the hydrogel structure. The 
concentrated culture is re-suspended in the TAP-S medium at a defined cellular density. The 
hydrogel does not absorb algal cells, it can be dried in a solar system and reused for 
subsequent culture absorption processes.  
 
2.5. Biohydrogen production 
Just preliminary experiments have been performed to test the production of hydrogen from 
microalgae in VTR with 24-h fluorescent illumination (∼100 µE) in a laboratory with 
controlled temperature (298-300 K) and constant magnetic stirring (Fig. 2). The VTR are 
made in acrylic tubes (70 mm i.d.) as described previously, with a high of 30 cm and an 
operation volume of 1 L.  The base of the tube is sealed in acrylic and the tap is made in 
Teflon with an o-ring to seal the system and with a gas outlet. This outlet is connected to a 
hydrogen PEM-FC (Polymeric Electrochemical Membrane Fuel Cell), which uses oxygen 
from air to produce water and electricity. The pH and the voltage of the fuel cell are registered 
on-line with the interface described in section 2.3.2. and related with the production of 
hydrogen in the system. The temperature and the illuminance in the reactor are automatically 
registered with the data logger described in the same section. At the moment, four 
experiments have been performed with different biomass concentrations: 48, 71, 164 and 248 
mg/L.  Experiments with light/dark cycles and with natural solar illumination are planned. 
 

 
Fig. 2. Pictures showing the reactors for biohydrogen production with microalgae under laboratory 
conditions. 
 
2.6. Hybrid electric station 
The electrical requirements to perform the three processes, basically for air bubbling in the 
biomass production and separation, and for mixing in the biohydrogen production, may be 
obtained from a hybrid electric station. At the moment (Fig. 3), four polycrystalline 
photovoltaic panels (Yingli Solar, 110 W) and one wind turbine (Whisper 200, 1000 W) are 
installed with four acid lead batteries (Rolls Surette, 6 V) and an electrical inverter (Xantrex, 
DR1524) from DC (24 V) to AC (120 V). This installation is placed in the Cinvestav Marine 
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Station at Telchac Port, Yucatan (5 m AMSL, LAT: 21º20’28” N, LONG: 89º18’21” W). 
Electricity production from the hybrid station will be correlated with the meteorological 
conditions. The meteorological system (Davis, Vantage Pro 2 Plus) is installed in the Marine 
Station and has an automatic data registration every 10 min. Wind speed and orientation, solar 
radiation and temperature are some of the data which are obtained. The energetic fluxes in the 
hybrid plant will be registered in real time through and interface (National Instruments, Field 
Point). 
 

 
Fig. 3. Pictures showing the hybrid electric station installed in Telchac Port, Yucatan, Mexico 
 
3. Results 

A typical biomass growth curve for the microalgae in the solar photobioreactors is shown in 
Fig. 4. The kinetics of the growth does not fit the Monod model; actually, the Gompertz 
model fits better with the experimental results (Fig. 5) [11,12]. In Table 1, 12 experiments in 
the VTR are compared in relation with the maximal cellular density, the specific growth rate 
and the residence time as a function of the medium (SHS or TP), the reactor diameter (70, 95 
or 120 mm) and the annual season (winter or spring). The specific growth rate was computed 
as the slope from a linear correlation with the corresponding Gompertz equation as a function 
of the time; the lineal correlation had always a value r2 > 0.9. The residence time was 
calculated as the surface below the curve in a graphic with the inverse of the instant growth 
rate versus the biomass concentration for everyday during the experiments [13]. Experiments 
1 to 6 were performed during the Winter, the coolest season in Yucatan (Mexico), with an 
average temperature of 298 K and illuminance average values below 10 klux. In contrast, the 
experiments 7 to 12 were performed during the Spring, the hottest period in the year, with an 
average temperature of 303 K and illuminance averages values over 10 klux. Similar results 
were obtained in other experiments with both VTR and FPR. In addition, pH and pO2 do not 
change importantly during the biomass growth. 

 
Fig. 4. Typical biomass growth of the microalgae in solar photobioreactors as followed by optical 
density. 
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Fig. 5. Fit of the Gompertz model to the experimental cellular growth followed with dry biomass. 
 
Table 1. The compared results for 12 experiments in vertical tubular reactors with three different 
diameters (d), two culture media and two annual seasons. Maximal cellular density as dry weight (D), 
specific growth rate (µ) and residence time (T) are reported. 

Experiment 
number 

Annual 
season 

Culture 
medium 

d 
(mm) 

D (g/L) 
±0.01 

µ 
(day-1) 

T (day) 
±1.0 

1 Winter SHS 70 0.63 0.22 ± 0.02 8.5 
2 Winter SHS 95 0.64 0.30 ± 0.02 7.8 
3 Winter SHS 120 0.60 0.21 ± 0.01 9.8 
4 Winter TP 70 0.31 0.42 ± 0.05 5.2 
5 Winter TP 95 0.47 0.49 ± 0.03 3.4 
6 Winter TP 120 0.45 0.41 ± 0.04 4.1 
7 Spring SHS 70 0.34 0.09 ± 0.01 9.2 
8 Spring SHS 95 0.52 0.17 ± 0.01 7.2 
9 Spring SHS 120 0.44 0.16 ± 0.01 8.0 
10 Spring TP 70 0.33 0.49 ± 0.03 5.0 
11 Spring TP 95 0.39 0.48 ± 0.01 3.8 
12 Spring TP 120 0.35 0.41 ± 0.03 4.5 

 

For the hydrogen production, the calibration of the fuel cell is being performed, where the 
voltage change is related with the hydrogen produced by the microalgae. In a graphic of 
measured voltage versus time, the surface below the curve is proportional to the total 
hydrogen production in the experiments. It is possible to see some preliminary results in 
Table 2 at different initial biomass concentrations. In general, the hydrogen production rate 
grows gradually during the first 30 hours and then it is maintained more or less constant for a 
certain period before going down to the base line. The length of this stationary production is 
directly related with the concentration of the initial biomass concentration with a maximal 
duration of 20 days for the biggest value of biomass. However, the production rate does not 
change between 71 and 439 mg/L of initial biomass concentration. The pH neither does 
change importantly during the experiments. However, the culture illuminances inside the 
reactor were found to decrease with time, and temperatures were found to be always lower 
than room temperature, principally at the beginning of the experiments when the biomass 
concentration is minimal. 
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Table 2. Biohydrogen production as a function of initial biomass concentration, at T = 298 K and 
atmospheric pressure. The maximal hydrogen production rate (∆Vmax) and the total hydrogen 
production (THP) are reported. The experiment with initial biomass concentration of 164 mg/L was 
cut before finishing the hydrogen production. 
Initial biomass concentration 

(mg/L) 
Final biomass concentration 

(mg/L) 
∆Vmax 
(mV) 

THP 
(V.h) 

48 79 134 10,166 
71 219 210 195,524 
164 - 197 - 
349 835 220 614,030 

 
4. Discussion 

The maximal concentration biomass has been obtained after 6 to 12 days of external cultures 
in solar photobioreactors. The VTR are easy to construct and manipulate, allowing to 
compare different culture conditions; they are very useful for research work. In general, for 
the experiments reported in Table 1, the reactor with 95 mm of internal diameter show a 
better performance for the production of biomass. The meteorological conditions influence 
significantly on this production, being Winter much better than Spring. Finally, it is possible 
to see that the TP medium gives the biggest values of the specific growth rate and the lowest 
values of the residence time, while the SHS medium gives the biggest cellular yields. These 
results show that the composition in the medium is important to regulate both the kinetics and 
the maximal biomass production. In particular, the SHS medium has important limitations of 
calcium and manganese, while the phosphate concentration is extremely low in the TP 
medium. 
 
On the other hand, the FPR allow bigger production volumes and can soften temperature 
variations or extreme illuminances. A previous work reports that the raise of the temperature 
inside the FPR can be diminished when the biggest walls of the reactor are not exposed 
directly to solar radiation [11]. In general, both VTR and FPR show similar results for the 
biomass growth. This biomass production must be increased in order to find the economical 
feasibility and the sustainability of the process. This can be reached improving different 
operation conditions. By instance, a better system for gas/liquid interchanges, a different air 
bubbling flux or adding carbon dioxide to the air, could increase the yield of the production 
[12]. Additionally, it is necessary to reduce costs of the culture media and new compositions 
should be tested using alternative sources as wastewaters. With respect to the reactors, 
cheaper materials, as plastic bags, should be used instead of acrylic. It was also found that 
carbon dioxide in the air is minimally used when bubbled and the height of the reactors may 
be considerably increased. It is also important to test with a continuous or semi-continuous 
operation instead of the batch reactors. 
 
For the biomass separation, the filtration with cotton wool is technically complicated and the 
risk of contamination is important. The medium absorption with hydrogel is much easier and 
cleaner, although the kinetics of the process should be standardized. The recycling of both 
hydrogel and medium is important to gain sustainability in the process. In relation with the 
biohydrogen production, much more work should be performed. It is very important to 
calibrate the performance of the fuel cell in order to have a true representation of the 
hydrogen production in the systems. The influence of the initial biomass concentration in the 
hydrogen production should be completely specified, as well the influence of the illuminance 
and the light/dark cycles, in order to scale the process in a solar photobioreactor. 
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5. Conclusions 

Only partial results are shown here and more work is being performed to complete the project. 
It has been demonstrated that Chlamydomonas reinhardtii can be growth at external 
conditions in Yucatan (Mexico) using solar photobioreactors, both VTR and FPR. The 
production of biohydrogen in external reactors with solar illumination and no control of the 
temperature must be tested. The integration of all the processes with the hybrid electric station 
would allow knowing the feasibility of the hydrogen production as a sustainable process.  
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Abstract: The marine macro-alga Nizimuddinia zanardini was harvested from Persian Gulf to assess its biomass 
for fermentable sugar production. Hydrolysis of the macro-alga was investigated in two stages to evaluate the 
conversion of cellulose and hemicelluloses in biomass to corresponding monomeric sugars. The biomass was 
first subjected to dilute sulfuric acid pretreatments at 121 °C and then to enzymatic saccharification (45°C, pH 
4.8) at different retention times. The results showed the ability of the first stage hydrolysis in depolymerization 
of xylan to xylose with a maximum yield of 64% (based on total xylose content) at 7% (w/w) acid concentration 
for 60 min. However, the yield of glucose from glucan was relatively low in the acid hydrolysis with a maximum 
of 14.4% (based on total glucan content) at 7% (w/w) acid concentration for 60 min. Under these conditions, no 
hydroxymethyl furfural (HMF) produced. Formation of furfural depended on the retention time and acid 
concentration, whereas the concentration of acetic acid was almost constant at retention times higher than 45 min 
and acid concentration of 7 %.The solid residuals were then subjected to enzymatic hydrolysis. The maximum 
yield of glucose from the macro-alga by enzymatic saccharification (45°C, pH 4.8, 24 h), using cellulase and β-
glucosidase, was 70.2 g/kg (70.2% yield based on total glucan content).  

Keywords: Enzymatic hydrolysis, Dilute-acid hydrolysis, Macro-alga, Pretreatment. 

1. Introduction 

Considering the expected decline in production of crude oil within a few years and growing 
concerns about enhanced global warming, production of non-fossil fuels that can cover the 
crude oil deficit is desirable. One such sources of energy are biofuels which can be produced 
by fermentation of sugar by microorganisms. Raw materials for these processes are usually 
obtained from agricultural products. However, if the biofuel industry is to expand in a near 
future, it is widely recognized that nonfood resources should be used [1]. 
 
The production of ethanol from feedstock, other than agriculture materials, has been 
developed in recent years and third generation biofuels are considered to be technically viable 
alternative bioenergy resource that is devoid of the major drawbacks. Marine resources have 
played an important role in biotechnology, particularly in the past decade. Previous studies of 
algal biofuel production have largely focused on microalgae [1], although there are several 
macro-algae which contain intracellular carbohydrates and have a potential for production of 
biofuels e.g. bioethanol and bio-oil. Nizimuddinia zanardini is among the macro-algae which 
contains appreciating amounts of cellulose. However, cellulose is a high molecular weight 
crystalline polymer which is highly stable and recalcitrant to enzymatic hydrolysis. Therefore, 
a pretreatment process is typically necessary for efficient conversion of cellulose to sugars. 
Dilute-acid treatment has been successfully developed for pretreatment of cellulosic materials. 
The pretreatment can enhance the carbohydrates available for enzymatic hydrolysis and 
fermentation. Aqueous pre-treatment at elevated temperatures result in an insoluble cellulose-
rich fraction and a soluble fraction, containing hemicelluloses sugars and degradation 
products. It results in enrichment of the hard to digest materials in hydrolysate, and improves 
the yield of ethanol from the substrate [2]. 
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2. Methodology 

2.1. Nizimuddinia zanardini 
Nizimuddinia zanardini used in all the experiments which was obtained from Persian Gulf  
(Chabahar Coastline, Iran). It was dried at 45°C for 24 hour and milled in a hammer mill to 
pass through a 1.27 mm screen. The milled macro-alga was stored at -5°C. 
 
2.2.  Hydrolysis 
Prior to the hydrolysis experiments, 5 gram of the biomass was soaked in 100 ml dilute HR2RS0R4R 
(7%, 3.5%, and 0.5%w/w) and pretreated in an autoclave at 121°C for different retention 
times (30, 45, and 60 min). It was then cooled and the liquor was drained. The dilute acid 
treated solid materials were then subjected to enzymatic hydrolysis using commercial 
cellulase (15 FPU/g dry biomass) and β-glucosidase (45 IU/g dry biomass) in 75 ml c itrate 
buffer (PH=4.8) for 24 and 48 hours. 

2.3. 7BAnalysis 
All the liquids were analyzed by high-performance liquid chromatography (HPLC), equipped 
with UV/VIS and RI detectors (Jasco International Co., Tokyo, Japan). Glucose and xylose 
were determined by an Supelcogel Pb HPLC column at 80 °C. Deionized water was used as 
eluent at a flow rate of 0.6 ml/min. Acetic acid, furfural, and HMF were analyzed on an 
Aminex HPX-87H column (Bio-Rad) at 60 °C with 0.6 m l/min eluent of 0.005M sulfuric 
acid. Concentrations of glucose, xylose, and acetic acid were determined by RI detector, while 
furfural and HMF were quantified on UV chromatograms at 210 nm. 
The macro-alga was also analyzed for glucan and xylan following the procedure described in 
NREL Chemical Analysis & Testing Procedure [3] and the results are summarized in (Table 
1). 

Table 1. Composition of Nizimuddinia zanardini. 
Carbohydrate (g/Kg dry substrate)  

Glucan 100 
Xylan 30 

Galactan 70 
Mannitol 150 
Fructosan 50 
Arabinan 15 

 N PRESS 
 
3. 2BResults and discussion 

There are a few research has been performed on the pretreatment and enzymatic 
saccharification of marine macro-algae [4]. During pretreatment, it is possible to solubilize 
the hemicellulose to fermentable sugars [5]. However, depending on t he temperature, the 
pretreatment usually produces sugar degradation products such as furfural and HMF, which 
known to be sever inhibitors for fermentative microorganisms [6,7]. Dilute acid pretreatment 
can be used for improvement of enzymatic saccharification beside the hydrolysis of 
hemicelluloses.  
 
Dilute acid hydrolysis of macro-alga was performed at different acid concentration of 7, 3.5, 
and 0.5% at 120 °C. The most important results of the acid hydrolysis were summarized in 
Figs. 1-6. 
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Fig. 1.  The effect of retention time on the yields of glucose, xylose, galactose, fructose, arabinose and 
mannose production with 0.5% HR2RSOR4R.  

 

Fig.2.  The effect of retention time on the yields of glucose, xylose, galactose, fructose, arabinose, and 
mannose production with 3.5% HR2RSOR4R. 

 
Fig. 3.  The effect of retention time on the yields of glucose, xylose, galactose, fructose,  arabinose and 
mannose production with 7% HR2RSOR4R. 
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Fig. 4.  The effect of retention time on the yields of mannitol by 7%, 3.5% and 0.5% H2SO4 . 
 
A comparison of the maximum yields of xylose and glucose (fig. 3) with the xylan and glucan 
content of the macro-alga (Table. 1) showed the ability of the first stage hydrolysis to 
depolymerize xylan and glucan to maximum yields of 64% and 14.7% of the theoretical xylan 
and glucan contents, respectively. Theoretical xylose and glucose yields were calculated 
based on the total content of xylan and glucan in the macro-alga. 
 
Increasing the retention time of hydrolysis from 30 to 45 min showed negligible effects on 
formation of glucose, but the yields of xylose, mannitol, galactose, furfural, and acetic acid 
were significantly affected (Fig. 1-6). It indicated that 30 min hydrolysis at 0.5-7% acid 
concentration is not enough to depolymerize the hemicelluloses of the biomass. On the other 
hand, since the concentration of acetic acid reached the maximum concentration (31.8 g/kg) in 
60 min hydrolysis at 7% acid concentration, it in dicated complete hydrolysis of the 
hemicellulose within 60 min, and the optimum retention time should be sometimes between 
45 and 60 min (Fig. 5). 
 

  
Fig. 5.  The effect of retention time on the yields of acetic acid production with 7% , 3.5% and 0.5% 
H2SO4. 
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Furans, i.e. furfural and hydroxymethyl furfural (HMF), have inhibitory effect on ethanol 
production yields by fermentation. In this work, maximum yield of furfural was observed at 
7% acid concentration and 60 min retention time, while HMF was not detected during all 
experiments (Fig. 6).   
 

 
Fig. 6. The effect of retention time on the yield of furfural formation with 7%, 3.5% and 0.5% H2SO4. 
 
At the second stage hydrolysis, the residual solids (Table. 2) subjected to enzymatic 
scarification by cellulase and β-glucosidase.  
 

Table 2. The residual solids remaining after dilute acid hydrolysis. 
Test case Mass of substrate (g) 

7%, 60 min 0.8043 
7%, 45 min 1.2497 
7%, 30min 1.2509 

3.5%, 60 min 0.8135 
3.5%, 45 min 0.9158 
3.5%, 30min 1.2326 
0.5%, 60 min 1.1850 
0.5%, 45 min 1.2627 
0.5%, 30min 1.4077 

  
The yield of substrate without pretreatment for glucose after 24 hour  incubation was only 
2.98% of the dry substrate (Table. 3).  
 

Table 3. Enzymatic hydrolysis results without pretreatment 
Sugar yield (g / kg of dry substrate) 

Glucose 29.8 
Xylose 10.05 

Galactos 4.72 
Mannitol 38.4 
Mannose 1.0 
Fructose 

Arabinose  
0 

3.51 
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Among the all experiments, pretreatment with 7% sulfuric acid for 45 min and 24 hour s 
enzymatic hydrolysis yielded the highest glucose in the enzymatic hydrolysates (Fig 7).  
 

 
 Fig. 7.The effect of retention time on the yields of glucose by enzymatic hydrolysis after pretreatment 
with 7% dilute acid for 30, 45, 60 min retention times. 
 
4. Conclusions 

It is possible to solubilize the hemicellulose to fermentable sugars by dilute acid hydrolysis.  
The results of this study indicated that 7% (w/w) H2SO4 is a promising pretreatment in order 
to obtain high yields of sugars without sugar degradation products formation. 
It is possible to obtain a saccharification yield of 70.2% (70.2 g/kg), based on t he glucose 
content, by using 7% (w/w) acid at 120°C for 45 min and saccharification with two 
commercial enzymes, where the yield was only 29.8% without pretreatment.   
The hydrolyzate of 7% (w/w) acid pretreatment at 120°C for 45 min contains mainly 
mannitol, which can be a suitable source for ethanol production. The hydrolyzates contains 
very low concentration of fermentation inhibitors. 
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Abstract: The world is heading towards the crisis of petro fuel. The excessive use of petrofuel is causing global 
warming. Now it is high time to search for alternative fuel source that will be environment friendly. The crisis 
for energy is more acute in Bangladesh, as there is no petrofuel source but only natural gas, the reserve has also 
dropped down to an alarming level. Again the global warming is threatening Bangladesh to be climate change 
victim. So there is no alternative for Bangladesh rather than renewable energy sources. Biofuel from microalgae 
can be a solution of this problem. Oil from the algae lipid can be turned into biodegradable and carbon neutral 
Biodiesel. Use of this diesel can reduce air pollution at remarkable level. This study focuses on algae cultivation 
in Bangladesh. A lab scale production of Chlorella and Botroyococcus braunii was executed in open pond and 
bioreactor system. Then diesel was produced by transesterification from collected algae oil. Later data was 
collected from this experiment. Cost analysis was prepared to get a clear concept of the actual scenario of algae 
fuel probability. This study indicates high potentiality of algae based fuel to be used in Bangladesh replacing 
diesel for energy production. It can be a model for any third world country to mitigate the energy crisis with a 
greener solution. 
 
Keywords: Transesterification, Biofuel, Microalgae ,Lipid 

 
1. Introduction 

Our world is heading towards a severe dilemma of petrofuel usage for the next decades. The 
price of petrofuel is hiking up rapidly. On the other hand, the supply of fossil fuel will come 
to an end by 2050 considering a 5% flat increase in demand. Even though, if we can get, we 
cannot use those because excessive use of fossil fuel causes CO2 increase in atmosphere and 
we are already facing tremendous effect of this, vicious change of climate. With the rapid 
growth of technology and civilization spreading over the world, from 1955 to 2005 the 
emission of CO2 at atmosphere simply got twice from 3 billion tons of Carbon to 6 billion 
tons of Carbon, which certainly results in temperature increase, sea level hike, deviation of 
biodiversity and ecological imbalance. Most of the CO2 emission is caused by USA, China 
and EU countries, but the high risked counties of the impact of this phenomenon are 
underdeveloped countries like Bangladesh, where Bangladesh causes less than 0.1 tons of 
Carbon emission/Person compared to almost 6 tons of Carbon emission/Person of USA. The 
production of natural gas is 100% domestic and the oil supply totally depends on import in 
Bangladesh. Major of 1961 MMCFD gas produced locally is consumed for power generation 
and rapidly growing industries. 96.7% of its 5271 MW power generation depends upon fossil 
fuels. The requirement of natural gas in Bangladesh is 1.5 times higher than the actual 
production. 
 
Biodiesel can be a strong and ultimate solution to overcome this problem for Bangladesh. 
This carbon neutral fuel stops CO2 increase rate in atmosphere and lowers pressure on fossil 
fuel. Microalgae are one of the sources of biodiesel that can be a major source of energy for 
future rather than Soya bean and Sugarcane. Microalgae are rich in lipid which can be used 
for producing Biodiesel. 
 
The paper studies the probability of algae oil as an alternative of fossil fuel in Bangladesh. In 
particular, different species of algae were investigated for cultivation in different suitable 
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process, diesel was produced from algae lipid by transesterification, their fuel and chemical 
properties were analyzed. Also we analyzed data for productivity, practicality and potentiality 
to gain a cost benefit analysis for the commercialization of algae oil production in Bangladesh 
perspective. 

2. Methodology 

2.1. Potentiality of microalgae biodiesel in Bangladesh 
 

The amount of diesel run Power plant in Bangladesh is 4% of its Total 5271 MW generation. 
to replace this by biodiesel of different sources, the amount of land required is shown in 
Table-1. From the table we can see, microalgae give us highest amount of oil. If we go for 
harvesting other oilseeds like soyabean, mustard oil and others these will occupy almost 30% 
of our available land for harvesting. Suppose, to get biodiesel from mustard oil it will require 
1.28 M Ha land which is 3.6 times of the available land for mustard oil seed being harvested 
at present. So, this type of biodiesel production will create an immense pressure on the land 
available for harvesting in Bangladesh to mitigate its food crop demand. 
 
Table 1: Comparison of sources of Biodiesel in Bangladesh for diesel supply of 230 MW power 
generations: 
Crop Percentage of Oil 

         % 
        Oil yield 
            (L/Ha) 

Land required  
(Million  
Hectare) 

Land  at present 
(Million Hectare) 

     
Mustard Oil 39-44      91.5           1.28       0.35 
Ground Nut 48-50    156.0           0.75 0.087 
Sesame 42-44      55.2           2.13 0.076 
Soyabean 19-20      52.0           2.26 0.530 
Sunflower 
Microalgae 

Microalgae 

42-44 
  70 
50 

     91.0 
136900 
  58700 

          1.25 
  0.00086 

        0.002 

0.042 
- 

Source: Bangladesh Oilseed Harvesting Instruction, DAE and FAO/UNDP Project 
 
This scarcity can be mitigated dramatically if we think of microalgae. These can contain up to 
70% of their weight as lipid oil and the oil yield per Hectare is extremely high compared to 
other oil sources. Oil content of microalgae varies according to the species but most of them 
contain enough lipid oil to produce biodiesel from it. From Table -2 we can get an idea of the 
lipid oil content of different microalgae. Again microalgae grow almost twice in amount in 
every 24 hour in Bangladesh climate. So, thinking microalgae as a source of alternative fuel   
for Bangladesh can mitigate its continuous fuel crisis. 
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Table 2: Oil contents of microalgae species: 
Microalgae species   Oil content(% of Dry 

Mass) 

Botroyococcus braunii  25-75 

Chlorella sp.  28-32 

Crypthecodinium cohnii  20 

Cilindrotheca sp.  16-37 

Source: (Chisti, 2007; Mathew, 2008) 
 
Producing microalgae in an expensive method compared to general crop production. The 
basic requirements for microalgae production are light, CO2, water and nutrients. Nutrients 
include Nitrogen (N), Phosphorus (P), Iron and Silicon. These growth nutrients are relatively 
less expensive. The Carbon that is contained in dry Biomass of algae (almost 50% of total 
weight) is collected from atmosphere by the following reaction: 
 
    6CO2 + H2O                      C6H12O6+6O2+6H20        

Producing 1 Ton of algae biomass requires 1.83 ton of CO2. It can be incorporated with the 
power plant flue gas. This will reduce air pollution and also will minimize the cost of the 
algae production. Thus the algae production is carbon neutral, can retain the amount of carbon 
from the atmosphere. 
 
The water required for microalgae can be used from any source, even the wastewater from our 
industrial or domestic use. The waste water already contains N or P for algae. Thus this can 
minimize the production cost as well as mitigates the environment pollution.  
 
Adequate light is another requirement for high rate of Microalgae production. Throughout the 
year, except some cloudy days in rainy season, sunlight is quite sufficient in Bangladesh for 
microalgae production.  
 
Space is another requirement for algae production which is largely available in Bangladesh. 
At present there are 0.73 million Hectare of (Table-3) land those are not suitable for any crop 
production and instantly can be used for algae production. Also the  saline lands can be used 
for algae production. 

Table 3: Type of land in Bangladesh 
Type of                                   
Land 

Amount 
(Million Hectare) 

Dry land  0.73 
Ponds 0.31 
Low marshy land 3.16 
Coastal saline land 0.218 
Source: 1. DAE and Agriculture Ministry, 2004 2.Fisheries Department, 2007 
 
The only two practical methods that we have applied for microalgae production in lab is 
raceway pond and photo bioreactor. We have produced Chlorella and Botroyococcus braunii 
in natural environment of Bangladesh to expedite our experiment. 
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2.2. Raceway Pond 
 

It is made of closed loop water channel. The material may be anything like concrete, plastic or 
compacted earth with a paddlewheel for proper mixing and circulation of water. During 
daylight, the culture must be fed in front of the paddlewheel. CO2   generally collected from 
the environment, but for better production rate CO2 can be circulated against the flow of water 
for the photo biosynthesis. Temperature control of the water totally depends on nature by 
evaporation. For better production temperature must be maintained from 20o C to 30o C. 
 

                                               
          Figure1: Raceway pond setup                          Figure2: Raceway pond setup (Top view)
                   
In our experiment we constructed a low cost raceway pond system. The base body was 
constructed with 3 inch radius PVC pipe, bends are PVC bends jointed to liner section of 
pipes together. We put a simple paddlewheel electrically operated for circulation of water. 
The total amount of water contained in the raceway is 1.5 ft3. Nutrients are fed into the pond 
at regular interval manually.CO2 is naturally taken from air. The setup was successful to 
produce algae at a satisfactory level. 

2.3. Photobioreactor 
 

Tubular photobioreactor consists of solar collectors, where algae collect energy from the Sun. 
(Figure 3) 
 

 
                                                    Figure 3: Conventinal PhotoBioreactor 
 
This is generally made of plastic or glass. Tube diameter is limited to maintain proper 
penetration of sunlight. From the feeding vessel the flow progresses through a mechanical or 
diaphragm pump. Algae are collected from the vessel. The remaining algae pass through the 
closed loop. The solar collectors are oriented parallel to each other and flat above the ground 
to maximize the sunlight availability. The ground may be white painted or Alu foils may be 
used to maximize the sunlight capture. Biomass sedimentation can be prevented by using 
mechanical pump, airlift pump, diaphragm pump or peristaltic pump. To minimize higher 
concentration of O2, at feeding vessel air is purged through the bottom. The cooling of the 
system can be maintained by heat exchanger at the feeding vessel. 
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Figure 4 and 5 shows the setup of low cost photobioreactor that we made at our Lab. Each of 
the three solar collectors is 9 inch long and diameter is 1.5 inch. Unit capacity is 0.0276ft3 

.Surface area is 0.88 ft2 . The solar collectors are made of plastic tubes. The feeding vessel is 2 
L HDP container. A small scale peristaltic pump is used for flow turbulence .There are three 
tubes fed into the feeding vessel, outlet and inlet from solar collectors and other for supplying 
air and CO2 at the bottom of the vessel. 
 

                         
     Figure 4: Details of PBR set up   Figure 5: Side view of PBR set up 
 
2.4.  Biodiesel Production 
 

We collected set samples of Algae (Chlorella 30 gm and Botroyococcus braunii  28 gm) from 
and carried out the experiment at Chemistry Lab, Islamic University Of technology (IUT), 
Dhaka. Algae were ground by hand motor and pestle. The oil was extracted from the dry mass 
by drying the algae for 30 Minutes in 80oC. Ether solution and Hexane was mixed to algae 
and the mixture was kept 24 hours for settling. Then by filtration the biomass was collected 
and oil was evaporated. A mixture of NaOH (0.25 gm) and 25 ml methanol was poured into a 
conical flask with the algae oil. The process than converts the algae oil into Biodiesel is called 
transesterification. It requires 3 mol of alcohol for each mole of triglyceride to produce 1 mol 
of glycerol and 3 mol of methyl esters. The conical flask is shaken for 4 hours at electric 
shakers. 

CH2-OCOCR1        CH2-OH               R1-COOCH3    

CH-OCOCR2   + 3CH3OH                            CH-OH          +   R2-COOCH3 

CH2-OCOCR3            CH2-OH            R3-COOCH3                 

Triglyceride Methanol             Glycerol      Methyl Ester (Biodiesel) 

After this reaction the solution was given time in idle for 20 Hours to settle the sediment layer 
to pour out the biodiesel. Then it is washed by 5% Water and dried under fan for 18 hours. 

3. Results ad Discussions 

3.1.  Comparison between Raceway pond and Photobioreactor system lab experiment 
 

Considering the productivity both by volume and area our experimental algae production 
from the PBR and raceway pond shows that (table 4), raceway pond system’s productivity is 
lower than the PBR productivity by 11 times. But CO2 consumption for both systems is 
almost same. It is possible to obtain more oil/ Hectare from PBR system rather than raceway 
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pond. As the biomass concentration is higher in PBR (21.97 times), so we can extract more 
biomass in the same time from PBR and less from Raceway pond.  
 
Table 4: Lab experiment result of algae production scaled up to 100000 kg production: 

                                                                                                                                                                                    
3.2. Comparison of Oil extracted from Chlorella and Botroyococcus braunii   
 

Table 5: Measurement of gross and dry weight, extracted oil and biomass of algae: 
Specimens Gross wt(g) Dry Weight(g) Oil(g) Biomass(g) 
Chlorella 30 9 1.86   4.05 
  30% 6.2%      45% 
Botroyococcus braunii 28 12.6 7.56 5.29 
  45%       27% 41.9% 
Source: Author’s Lab Experiment 
 
Percentage of dry weight algae is higher in Botroyoccus braunii than in Chlorella (Table -5). 
Oil extracted from Botroyoccus braunii also at higher percentage rate as we found in table 2. 
After extraction Biomass was found lower in Botroyoccus braunii   than Chlorella 
 
3.3. Properties of Microalgae Biodiesel over Diesel 
Table 6:  
Properties 1Microalgae Biodiesel 2Diesel 

Density 0.864kg/L  0.838Kg/L 

Viscosity 5 x10-4 Pa s at 40oC 1.9 x 10-4 Pa s at 40oC  

Flash Point     75oC      75 o C 

Heating value 0.35 MJ kg-1      0.5 MJ kg-1 

Source: 1.Author’s Lab experiment 2.PetroBangla Ltd  
 
3.4. Cost Analysis of a project to run the 480 KW diesel generator of IUT (Islamic 

University of Technology, Dhaka) with biodiesel: 
 

*Required diesel per hour at full load=120 L  
*Total diesel required for 171 working days@ 6 hours time= 171 x 120 x 6=123120 L 
*Total biodiesel B20 (20% Biodeisel-80 % Petrodiesel) = 24624 L=21275 Kg (table 6) 
*Algae production required/day at 70 % oil Content=30390 Kg/year 
*CO2 produced by generator =278 Ton, CO2 is fed into the algae production. 
*CO2 Consumed /year by the algae=30390 x 1.83 kg =55613.7 kg =55.6137 Ton 
*Daily production required =83 Kg of Algae 

Parameters Raceway Pond Photobioreactor 
Annual biomass production(kg)     100000  100000 
Volumetric productivity(kgm -3d-1)       0.103         1.1 
Areal Productivity(kgm-2d-1)       0.029 0.034 
Biomass concentration(kgm-3 d-1) 
Dilution Rate(per day) 
Oil yield(L/H)                                                 
Annual CO2 consumption(Kg)                                               
 

      0.137 
        0.22 
      99400 
    183300                                              

       3.01 
     0.275 
   136900 
   183300 
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*Required land=3000 Sqm at raceway pond system, productivity rate 0.103 kg/m3/day and 
raceway depth 0.3 m.Total land with open spaces between the ponds=6000 Sqm. 
*At a rate 560 Taka/Sqm (pipe, bends, cement, adhesive, paddlewheel, motor and other 
materials, labor and electricity) the total cost (fixed and variable) for 6000 Sqm stands 
=3360000 Taka=46666 USD. 1 Liter Oil price= (46666/24624) USD=1.88 USD  
 
The cost for per Liter micro algae oil goes up to 136 taka or 1.88 USD at our project. The 
price is higher than diesel price (55 taka/L). The price can be reduced by attaining better 
efficiency and algae concentration in production. Also the pricing of microalgae oil can be 
bring in a relation with the crude oil price, so that it can be affordable to the limit of diesel 
price: 
Calgae oil=6.9 x 10-3 Cpetroleum 

4. Conclusion 

As discussed here, we see that, microalgae oil is technically compatible like diesel. From 
Table -6 we find the properties are quite similar to diesel properties. So, similar engines or 
machines can be driven by microalgae oil instead of diesel .From Table-4, a comparative 
statement of both raceway pond and PBR is clear to us and surely this will encourage us for 
more diversified research on PBR in Bangladesh. From table-5, we understand which species 
of microalgae should be emphasized for biodiesel production at lower cost and higher 
efficiency. From earlier discussions it is clear that Bangladesh has a huge potentiality to 
produce microalgae as we still have available land and cheap labor for this. Both raceway 
pond and photobioreactor is possible in Bangladesh, but raceway pond can be introduced by 
mass level people in villages as the cost is lower and a huge supply of microalgae can be 
made available from this source and thus a revolution in energy sector can be ignited. Now we 
are working to find out the suitable, efficient and cost effective way for replacing the diesel 
that is being used in national energy production by scaling up the pilot work of microalgae oil 
use in IUT power generation. The most challenging part of this will be to reduce the price as 
lower as diesel or. Extensive researches need to be carried out for this work. Thinking of a 
better and greener Bangladesh, we must now rush towards this research more deeply and 
establish microalgae oil as a substitute of conventional diesel. This research can be 
implemented for third world countries to produce large scale microalgae oil and lessen the 
load from petrofuel. 
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Abstract: Fighting climate change and ensuring sustainable development is one of the greatest concerns 
nowadays. In this regard, energy production from biomass is already a r eality and presents tremendous 
possibilities of use as an alternative source. Among the various technologies, hydrogen production from 
microalgae is a p romising clean energy alternative. Indeed, some unicellular green algae have the ability to 
produce hydrogen simply in the presence of water and light. However, an important factor governing the 
efficiency of hydrogen production by microalgae depends on the method of production. Designing a suitable 
bioreactor is therefore very important in order to control the main production parameters. Hence, a s uitable 
bubble agitation system, with proper bubble size, that keeps algal cells in suspension is proposed. 
The present work foresees a tentative method of hydrogen production from Chlamydomonas sp, a l ocal alga 
from the arid area of Adrar (southern Algeria). This is performed in a photobioreactor of the type of a bubble 
column. It should be noted that a hydrodynamic study of the bubble column has been previously conducted. This 
has led to a p roper choice of the diffuser and an approximate assessment of microalgae culture parameters. 
Moreover, various process parameters were monitored under a given light intensity, namely: pH, temperature, 
dissolved oxygen, etc. The observations show massive growth of the algae biomass which indicates a good 
adaptation of this type of photobioreactors for microalgae production, and subsequently hydrogen production as 
long as low rates are required. 
 
Keywords: Renewable Energy, Hydrogen, Microalgae, Photobioreactor, Bubble column. 

1. Introduction 
World energy consumption can only grow given the accelerated growth of the population. It 
is largely dominated by fossil fuels (oil, natural gas and coal) as the sole energy source. 
Moreover, their massive use exposes the planet to two major problems: a devastating 
pollution caused by the emission of greenhouse gases and the depletion of fossil fuel reserves.  
The growing awareness about the risks of climate change and the conditions for sustainable 
development of the planet led to the search for alternative energy sources more 
environmentally friendly as substitute for fossil fuels. Ultimately, renewable energies are the 
best alternative. However, they have the disadvantage of not being competitive yet for many 
applications. More specifically, hydrogen appears to be the ideal alternative energy source 
and represents a serious hope to achieve an industrial era with considerably lower carbon 
dioxide emission. Indeed, it is considered as a viable alternative and as "the energy carrier of 
the future. Biologically produced hydrogen is a promising alternative to produce clean energy 
as it shares both advantages of being renewable and nonpolluting. In fact, from just water and 
solar energy, some unicellular green algae or cyanobacteria are known for their ability to 
provide hydrogen by photosynthesis [1]. However, for purely economic reasons, it is difficult 
to accept that biologically produced hydrogen may compete with other modes of production 
[2]. Bubble column reactors are mainly used in various industries such as: chemical, 
petrochemical, biological, bioenergetic…etc, due to their simple construction and their low 
operating costs. The gas holdup and the bubble size constitute important parameters for the 
study of the flow patterns in a bubble column. In addition, bubble size distribution, as well as 
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the gas holdup depends on some parameters such as: column geometry, operating conditions, 
physicochemical properties of the two phases put in contact and the type of gas sparger [3]. 
The liquid is assumed to be mixed by the motion of gas bubbles in it. However, the use of a 
gas sparger which generates small bubbles distributed with homogeneous way throughout the 
column ensures a better mixture [4].  
 
The aim of the present work is to undertake preliminary test of photobiological production of 
hydrogen from microalgae strains isolated locally in Algeria. A Pyrex made bubble column 
type photobioreactor has been designed for this purpose with the possibility of controlling 
some of the culture parameters such as light intensity, thus allowing the optimization of 
certain operating conditions. To the dispersion of the gas phase, the total gas holdup , t he 
bubble size distribution within the column are studied. So, the bubble diameter was measured 
by using a photographic method, with the help of a millimetre. 
 
2. Methodology 
2.1. Material and methods 
2.1.1. Strain and culture medium used 
Microalgae used in this study were isolated from freshwater samples collected from southern 
Algeria. The microalgal species used is a locally isolated Chlamydomonas sp. The culture 
medium used is tri-acetate phosphate (TAP) which is adjusted to pH 7.2. T his medium is 
widely used for cultivation of microalgae for the purpose of hydrogen production. 
 
2.1.2. Experimental set-up 
The experimental set-up used in this study is a cylindrical Pyrex column of 0.04m internal 
diameter and 0.86m height, provided with several lateral pipes (Figure 1). Stirring provided 
by injecting air through a porous sintered glass diffuser of porosity 40μm, which is placed at 
the bottom of the column. The airflow is controlled by a flowmeter. It should be noted that a 
preculture is first prepared and inoculated in the column in 900 m l of culture medium. 
Bubbling with nitrogen is recommended to create anoxia (low dissolved oxygen) and 
counteract the inhibition of hydrogen production. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  Experimental set-up 
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2.1.3. Microalgae growth  
The growth of microalgae is favorable in the presence of a culture medium rich in nutrients 
and exposed to sufficient luminous intensity. Different factors may influence the growth and 
the production of hydrogen from microalgae [5]. The experiments were performed in the 
bubble column inoculated with a preculture of Chlamydomonas sp, which allowed us to 
follow the temporal evolution of biophysical parameters such as: dissolved oxygen, pH and 
Temperature, etc. Microalgal cell count was performed using a microscope. The count is 
carried out with a cell count, which allows us to check any contamination present in the 
medium. An average of three samples is performed for each test. 
 
2.1.4. Gas retention 
The gas retention is given according to superficial gas velocity and the type of the sparger. 
For bubble columns the gas holdup, εg, is given by the following relation: 

 
    (1) 
 

Where: 
 
HL: Height of the liquid before injection of gas. 
∆H: Increase in the level of the liquid after gas expansion. 
 
2.1.5. Bubble diameter 
The average diameter of the bubbles is measured by a photographic method. The pictures of 
the bubbles were taken at a certain distance to the bottom of the column where the distribution 
of the bubbles is uniform with a using numerical photograph (SONY). Then, the photographs 
are treated and the diameter of the bubble is calculated using the software Matlab 6.5. The 
shape of the bubbles is generally ellipsoidal. 
 
The local bubble diameter was calculated using the following relationship: 
 

 
    (2) 

 
Where a and b are the diameter and the width of the ellipsoid respectively. 
 
For each gas velocity, the average Sauter diameter is calculated from the following relation:  
 

 
    (3) 
 
 

ni : the number of the bubbles with an individual diameter di.  
 
2.1.6. Axial dispersion 
The model employed is the one used to characterize flows in tubular engines. It takes into 
account two effects: convection, which represents the flow in block, and dispersion, which 
results from the molecular and turbulent diffusion. There are two types of contributions to 
dispersion: radial and axial [6]. The radial effect is negligible compared to the axial effect 
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when the ratio L/D is greater than 4. With these considerations, the transient matter 
assessment in the tracer is written as: 

 
 
   (4) 
 
 

Where C is the concentration of the tracer, u the speed of the fluid, DZ the axial dispersion 
coefficient, Z the axial co-ordinate and t, the time 
 
The solution of equation (4) is then: 

 
(5) 
 
 

 
3. Results and discussions 
3.1. Gas retention 
The mixing of the liquid phase is ensured by the injection of gas. The study of the dispersion 
of the gas phase can bring information on the flow within the column. The gas retention εg, 
which is one of the most important parameters characterising the hydrodynamics of the 
bubble column reactors, depends mainly on the superficial gas velocity and the type of gas 
sparger. According to M.S. Michaud, 2001 [4], there is no significant difference in the value 
of gas retention according to the type of sparger used. 
 
Our results, presented in figure 2, show clearly the influence of the type of sparger on the gas 
holdup. According to this figure, we observe that for superficial gas velocity lower than 0.03 
m/s, the gas retention is similar for the two spargers. For high superficial gas velocity, 
however, the gas holdup obtained for sparger 1 is higher than that obtained in sparger 2. So 
the type of sparger does influence the gas holdup for high gas regimes. Indeed, sparger 1 (150 
µm) generates large bubbles and thus increases the gas retention in the whole column. 
Moreover, the gas retention increases with increasing gas velocity, which is in agreement with 
the observations of Thomas et al. (1989) [7]. 
 
The dependence of the gas holdup on the superficial gas velocity vg , can be written as: 
 
εg = C. (vg )α               
 
The experimental values of C and α obtained in this work are: C=12.091 and α=0.747 for the 
sparger 1(150µm), which is in agreement with the work of Shah and al, 1982 [9]. According 
to this author, the exponent α varies usually from 0.7 to 1.2 for bubbly flow. As for sparger 2 
(40µm), the constant C was 7.1511 and α was 0.6775 which corresponds to a heterogeneous 
flow where the exponent α ranged from 0.4 t o 0.7 according to the same author. Figure 3 
illustrates the experimental results compared to those found in the literature. For low 
superficial gas velocities our experimental results are in good agreement with those from the 
literature. However, for high gas velocities, the results diverge due mainly to the operating 
conditions and to the type of spargers used. 
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3.2. Bubble diameter 
Bubble size is a very significant parameter for better understanding the gas dispersion within 
the column. In bubble column reactors, the variations of the average diameter of the bubbles 
depends on t he type of gas sparger [8], and the Sauter diameter increases slightly with the 
increase of superficial gas velocity. For our study, the variation of the bubble size according 
to the superficial gas velocity is represented in figure 4, we notice that the average diameter of 
the bubbles increases with increasing gas velocity. We also observe a coalescence of the 
bubbles beyond a gas velocity of 0.033 m/s; at which point, the size of the bubbles becomes 
difficult to determine. The bubbles are generally ellipsoidal and for the porous spargers used, 
the bubble diameter ranges from 2,5 m m to 8,5 m m. For the two spargers, The Sauter 
diameter varies similarly according to the superficial gas velocity (Figure 5). However, for 
sparger 1, t he Sauter diameter is about 5mm, while for sparger 2, t he Sauter diameter is 
7.5mm.  
 
We also represent in the figure 4 and 5 the Sauter diameter and the average diameter for the 
two spargers. We note that the variation follows the same increasing pattern. However, 
sparger 1 presents larger bubbles than those generated by sparger 2.  

 
 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 

Fig.  5.  Sauter diameter vs superficial gas velocity   Fig.  4.  Mean bubble diameter versus the 
injection gas velocity. 
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3.3. Modelling of the column 
The computed curves are generated using a model with axial dispersion. The results obtained 
are represented in figure 6 and 7 for each flow and each type of diffuser. The experimental 
data points are represented and compared with the model of axial dispersion. The parameters 
of the model are adjusted in order to obtain a good adjustment of the model to the 
experimental data using MATLAB 6.5. We note that for a bubble column in batch mode, the 
SDR fits the model of axial dispersion almost perfectly.  The expression used is that of Eq. 5 
and the results of this model seem to be in agreement with the experimental data. Figure 7 
represent the exit of the tracer for diffuser 1 (150µm) for flow gas of QG =3l/min. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.4. Microalgae growth 
For a light intensity of 7800 lux, a considerable evolution of microalgal biomass is observed 
over time. Figure 8 shows the change in optical density vs. time and informs us about the 
temporal evolution of the growth of microalgae. It is noted that this curve actually reflects the 
growth kinetics of the Chlamydomonas sp. Strain, reaching a maximum after 98 hour s of 
cultivation, then a stationary phase where the concentration of biomass is stable 

 
 
 
 
 
  
 
 
 
 
 
 

 
 
An increase of pH, while remaining within the range of 6.9 and 8.5, is also observed during 
growth (Figure 9). This increase reflects the growth of microorganisms. The pH increase is 
due to the microalgae photosynthetic activity. Given the fact that microalgae absorb CO2 very 

Fig.  6. Exit-tracer concentration in batch mode 
(D=150µm , QG =1 l/min) 

Fig . 8.  Evolution of optical density vs Time Fig.  9.  pH vs time in growth algae  

Fig.  7.  Exit- tracer concentration in batch mode 
(D= 150µm, QG=3l/min) 
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rapidly, the pH of the medium moves to values above 7.5 in the case where CO2 demand of 
microalgae is higher than its supply to the middle. The variation of dry matter is shown in 
Figure 10 an increase in dry matter over time is observed, reflecting the concentration in the 
cell culture medium. However, a decrease of dry matter towards the end of growth is noted. 
The evolution of dissolved oxygen during growth is also monitored. Overall, dissolved 
oxygen increases over time during the period of illumination. 
 
This also reflects the photosynthetic activity and hence the growth of microalgae (Fig. 11). 
The measured dissolved oxygen concentrations are in the range of 2.9 to 11.7mg/L. 

 
 
 
Preliminary tests of hydrogen production by the Chlamydomonas sp. strain are undertaken in 
the bubble column serving as a photobioreactor. The column is equipped with a mechanical 
agitation system to keep algal cells in suspension and prevent them from settling. It is 
noteworthy that during the hydrogen production testing, nitrogen bubbling is performed to 
achieve anoxia and induce the production of hydrogen [9, 10]. At the beginning of culture, the 
dissolved oxygen content is relatively constant. Beyond 20 m inutes, it increases due to 
photosynthesis (O2 release). However, a short period after the cultivation initiation, we note 
the formation of small bubbles through the capillary tube leaving the bubble column type 
photobioreactor (gas trapping system). This can be explained by the fact that culture was in 
anoxia which favored the production of hydrogen (transcription of the Fe-hydrogenase). This 
is followed by an increase of oxygen dissolved in the medium which inhibits the production 
since bubbles are no longer observed. These observations are consistent with those reported 
by [11]. 
 
4. Conclusion 
Bubble columns equipped with porous spargers offer a greater gas-liquid contact area as 
bubbles created by this type of spargers are numerous and far smaller. The use of porous 
spargers seems to be advantageous compared to the other types because of the multiple points 
of injection. According to the experimental results obtained, the type of sparger influences the 
gas retention for high superficial gas velocities. Moreover, the diameter of the bubbles 
increases with increasing gas velocity. We also note that the gas holdup and the Sauter 
diameter agree well with results reported in the literature. In the present study, the culture of 
locally isolated microalgae in a bubble column type photobioreactor is tested; followed by a 
preliminary investigation of hydrogen production. 

 Fig. 10. Dry matter vs time  Fig. 11. Dissolved oxygen vs time 
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The growth and massive evolution of algal biomass in this reactor type demonstrate the 
suitability of this type of reactor for the cultivation of microalgae. Subsequently, preliminary 
tests of the biological production of hydrogen by microalgae show that anoxia is achieved by 
nitrogen bubbling in the culture medium; which allowed observation a hydrogen production 
but for a short period of time only. 
 
Thus, the preliminary tests of photobiological production of hydrogen by an algal strain and 
in a bubble column remain conclusive despite its transient character under the present 
conditions. The question that arises is how to maintain the conditions of the onset of hydrogen 
production for longer periods of time so to make it economically viable. 
In order to elucidate a number of phenomena hitherto unexplained, this work is to be pursued 
and deepened to address these questions and more particularly in regard to the 
implementation of more adapted micro algal strains for hydrogen production in 
photobioreactors 
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Abstract: In the near future, the role that renewable energies can play in order to achieve the ambitious 
objectives fixed by the European Union is decisive. Besides economic aspect also energetic and environmental 
issues of agro-energy chains must be carefully evaluated. We developed a software tool able to assess economic, 
energetic and environmental performance of renewable energy from biomass. The aim of this paper is present 
the software and its application about one of the most promising energy crop in Italy: Short Rotation Coppice 
(SRC) based on poplar clones. 
 
SRC, subdivided into SRF – plantation with a short cutting frequency (1 or 2 yrs) and in MRF – plantation with 
a medium cutting time (5 yrs), takes up about 7,000 hectares in Italy. Twenty years after their introduction, in 
bibliography the information concerning this crop is not always clear and unanimous. On the basis of the 
cultivation technique carried out in Northern Italy, an economic, energetic and environmental (EEE) evaluation 
of the poplar SRC (SRF and MRF) has been carried out. The analysis is focused on field and transport phases of 
the agro-energy chain. 
 
Keywords: Short Rotation Coppice (SRC), Poplar, Energy Crops, Energy balance, Sustainability, CO2 balance 

1. Introduction 

In Italy, the contribution of agro-energy to national energy demand is still moderate; 
nevertheless, even if slowly contributing, its relevance has increased in recent years. Agro-
energy seems like a possible and, theoretically, interesting alternative to traditional crops, 
allowing a diversification of income sources. Compared with other energy sources, the 
dedicated crops offer the advantage of extremely intense field management that ensures the 
highest yield as well as the shortest wait time. Cultivation of biomass crops on arable lands 
allows for increased energy production and should be quite profitable for the environment 
(groundwater protection, ecological planning, phyto-remediation, and Green House Gases 
absorption, among other options). This is especially true in the case of woody crops, including 
Short Rotation Coppice (SRC). Over the last 20 years in Italy, supported by favorable public 
grant programs, SRC has grown to comprise about 6,500 ha , mainly in the Po Valley area. 
Leaders in the Lombardy and Veneto Regions have been the first to give subsidies for SRC, 
and the planting areas in these regions now account for almost all the Italian land area 
dedicated to this energy crop, 4,000 and 1,300 ha, respectively.   

In Italy, the woody species suitable for SRC are Populus spp, Salix spp, black locust, and 
eucalyptus; however, most plantations consist of specific poplar clones. This arboreus species 
is historically well-known by Italian farmers and has proven the most adaptable for bio-fuel 
production. Over the years, the development of new specific clones for biomass production (at 
the moment, the most important are AF2, Monviso, and Pegaso) and improvement in 
cultivation techniques have made it possible to obtain remarkable yield increases. Regarding 
the crop management, several systems with different cutting times have been used: first 1-
year, and later, 2-year and 5- to 6-year. Different cutting times require different plant densities 
and different lane widths. The SRC  thus can be subdivided into Short Rotation Forestry SRF 
– plantations with short cutting frequency (1 or 2 years) and (Medium Rotation Forestry) 
MRF – plantations with medium cutting frequency (> 5 years). Planting systems are different, 
too, with highly variable plant density: 10,000 t o 14,000 pl ants/ha (annual plantation with 
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twin rows), 5,000 to 6,000 plants/ha (biennial plantation with single rows) and 1,000 - 1,800 
plants/ha (in MRF). In plantations with medium cutting times, the distance between stumps in 
the row is quite similar to the width of lanes. 

At present, even if the best quality bio-fuel comes from 5-year plantations, the larger part of 
Italian SRC is based on 2-years cuts. In the near future, MRF plantations will be more 
widespread because of the better quality of chips (mainly due to lower ash content).  

Wood chips produced from SRC are a raw material with a low market value (sale prices range 
from 60 t o 110 €/ tdm); the economic sustainability of this crop is highly dependent on 
reduction of production costs. This aim can be reached through high yields as well as through 
the complete mechanization of all field operations. Among the field operations the harvest is 
the most difficult because of new, sophisticated equipment with high operating costs. The 
need for high yield requires high input during the crop cycle that can lessen both energetic 
and environmental sustainability. 

In addition to economic sustainability, energetic and environmental aspects must be 
considered. Taking into account the considerable public grants given to the main agro-energy 
chains, researchers should evaluate not only economic sustainability (often achieved by 
means of public subsidies) but also energetic and environmental sustainability. In this way, a 
Comprehensive Sustainability could be estimated. Nevertheless, though experts in provide 
information about this wood-crop, the information is not always clear and unanimous. 
Regarding SRC energy performances, several values of woody biomass production have been 
reported [3, 6, 8, 12, 14] . Discrepancies in results can be attributed mainly to differences in 
the following factors: species cultivated, calculation methodology, cultivation techniques (i.e., 
field operations, type, and rate of fertilizers/herbicides), biomass yield, selection of agro-
energy chain phases/operations (i.e., storage, transport, drying, conversion process). 

Few studies have been conducted to investigate the environmental aspects of energy-crop 
cultivations, but a number of software tools to assess economic and energy performance of 
bio-energy production recently have been developed. Nevertheless, most of these tools lack 
flexibility; their analysis often is restricted to a single type of bio-energy chain or only the 
main operations of a chain. This makes application of them difficult for the several agro-
energy chains actually in use.  

Moreover in the future, evaluating the energy-environmental sustainability of each bio-energy 
chain will become more and more important. Already, before allowing public subsidies, 
leaders in several Italian regions are calling for energy and environmental evaluations of some 
bio-energy chains. 

In order to overcome the above-mentioned limitations, we have developed a specific tool to 
assess the comprehensive sustainability of renewable energy produced by farms and easily are 
able to compare different agro-technical solutions. The software is capable of providing 
unbiased information on t hese three aspects (economic, energetic and environmental) of 
“Comprehensive Sustainability” of this bio-energy chain.  

The aim of this work is to show the software tool and present an application regarding Short 
Rotation Coppice in Italy in order to clarify, 20 years after their introduction, the economic, 
energetic, and environmental sustainability of SRF and MRF with poplar in northern Italy.  
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2. Methodology 

The software tool works on a farm scale, and the boundaries of the system analyzed are - at 
the moment - limited to the farm and transport phase of the chain and does not take into 
account the conversion process. The functional unit is 1 tdm of biomass. Input required by the 
software are details of: (a) farm (area, agricultural machinery fleet, crop system); (b) 
cultivation technique (mechanization operations and sequence; input rate and market prices, 
energetic and carbon equivalent); and (c) the characteristics of products and byproducts 
(yields, market prices, lower heating value, and moisture content). 

For the economic evaluation, the method of fixed and variable costs [11] is used, while for 
energy balance computation, the software uses the Gross Energy Requirement (GER) 
methodology [13]. The environmental analysis takes into account the same input considered 
in the energy evaluation and assesses the amount of GHG emitted according to guidelines of 
IPCC [9]. The mass and energy flow between the different operations of the supply chain are 
converted in economic, energetic, and environmental values, respectively, by using, for each 
used production factor, the price (P, €/kg or €/m3), the energy equivalent (EE, MJ/kg or 
MJ/m3), and the emission factor (FE, kg CO2equivalent/kg or kgCO2eq/m3) [10]. 

For direct input, the economic, energetic, and environmental load of the production factors is 
accomplished easily by multiplying the quantity used (Q; kg or m3) during the chain as 
showed in the following equations: 

CECO = Q ∙ P [€] 

CENE = Q ∙ EE [MJ] 

CENV = Q ∙ EF [kgCO2eq] 

where CECO, CENE, CENV are, respectively, the economic, energetic, and environmental costs 
linked to the different production factors.  

In addition to direct input during the cycles of production, others goods are required in order 
to allow the production of the biomass. These goods are not consumed completely when 
employed and can be used for several cycles of production. For these production factors, 
called indirect input, the economic, energetic and environmental cost (EEE cost) (CECO, CENE, 
CENV) is assessed using the same equations adopted for direct input but subdividing their 
value, the energy, and the greenhouse gases embedded for the overall hours of use and taking 
into account their economic life (years) and the annual employment (hours). 

Therefore, for each production factor, the software computes an EEE cost that summarizes the 
“load” on the three levels of the analysis. The sum of all the EEE costs allows us to calculate 
the overall EEE cost for the produced biomass. 

To calculate economic net income, the software considers chip-wood selling as well as public 
subsidies coming from the Rural Development Program (RDP) and Common Agricultural 
Policy (CAP). Regarding energy aspects, the Lower Heating Value (LHV) of biomass 
harvested is taken into account to assess the output of these phases of the agro-energy chain. 
Because the carbon absorbed and stored in the biomass will be oxidized when it will be 
utilized for energy purposes, this amount cannot be counted as one environmental output. 
Regarding the C cycle, the agro-energy chain is supposed to be neutral. The environmental 
output for the GHG issue must be assessed by comparing the emissions for the energy 
produced with the agro-energy chain with the emissions of a p roper reference system (for 
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example, energy produced by a fossil fuel chain). Since at the moment, the software has not 
yet been implemented with the last phase of the chains, the environmental output cannot be 
calculated, and the analysis shows just the environmental production cost of the biomass 
(kgCO2eq/tdm). For the functional unit, the software assesses economic, energetic, and 
environmental cost (EEE Cost), economic and energetic revenues and gains, and the 
economic and energy ratios (between revenue and cost economic and between output and 
input energetic, respectively). 

By means of the integration of the three EEE costs, the software computes a synthetic index, 
the Global Sustainability Index (GSI), which summarizes the results achieved on t he three 
levels of the analysis. 

3. Case Studies 

In order to show its applicability, the software was used to evaluate the economic, energetic, 
and environmental performances of Short Rotation Coppice with poplar in Northern Italy. 
Two case studies are reported and compared: Short Rotation Forestry (SRF) with 2 years’ 
cutting time and Medium Rotation Forestry (MRF) with 5 years’ cutting time. 

In both the cases, the crop duration is 10 years, with 2- and 5-year harvests for SRF and MRF, 
respectively. With respect to the operating conditions of the Po Valley area, the results 
concerning the conversion from cereals (maize) to poplar for biomass of 40 ha (50% of total 
farm AUA – Agricultural Used Area) are reported. 

Table 1 shows the operations required during the entire SRF and MRF poplar cultivation-
cycle. Table 2 shows the rates for the various production factors. Market prices and energy 
and environmental equivalents are deduced by bibliography [1, 2, 4, 5, 6, 7, 10].  

In the study case, the software tool considers the following: (a) a biomass yield of 40 twb/ha∙yr  
for SRF and equal to 40 twb/ha∙yr for MRF (moisture content = 55%, LHV = 18.5 GJ/tdm or 
6.9 GJ/twb); (b) a chip-wood sale price of 35 €/twb;  and for public grants: the decoupling cap 
(400 €/ha∙yr) and the planting subsidy provided by leaders in the Lombardy Region (1000 
€/ha). 

The transport of the chip wood is carried out by a lorry (load volume: 96 m3, 54000 km/year, 
3 km/kg of gasoline, bulk density of the chips = 0,3 t/m3, carriage price = 1,7 €/km). The lorry 
never travels empty, so the global coefficient of load for a round trip is equal to 100%. We 
considered two different transport distances of 70 and 450 km in order to take into account 
both small- to medium-sized plants in which the biomass supply is prevalently local and 
large-sized plants in which biomass is collected in a larger area. 

4. Results 

Table 3 shows the EEE Cost for the field phase of the agro-energy chain, with an overall price 
(selling price is more than public grants) equal to 109.5 and 105.6 €/tdm, respectively, for SRF 
and MRF, and the energy crop allows the farmer a gain of 18,84 €/ tdm (265 €/ha∙year) for 
poplar plantations with 2-year cutting times and of 46.1 €/tdm (829 €/ha∙year) for those with 5-
year cutting time. Consequently, the ratio between economic cost and revenue is equal to 1,18 
for SRF and 1,77 for MRF. The energetic aspect of the production cost represents 
approximately the 6.6% (for SRF) and the 4.3% (for MRF) of the LHV (MJ/kgwb) of the 
biomass. 
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Table 1: Machines and mechanization planning on surface intended for SRC (SRF and MRF) and 
for traditional crops [4, 5] 

OPERATION MACHINE 

COOPLING 
TYPE, 

MACHINE 
SIZE 

WORKING YEARS 
[TIMES PER YEAR] 

SRF MRF MAIZE 

Pre-planting 
Fertilization 

Manure 
Spreader 

Agricultural 
Machinery Fleet 

TP, 10 t, 
10 m3 

1 
[1] 

1 
[1] 

From 1 to 
10 [1] 

Primary soil 
cultivation Plough Agricultural 

Machinery Fleet 
P, 

double-
shovel 

1 
[1] 

1 
[1] 

From 1 to 
10 [1] 

Secondary soil 
cultivation 

Rotary 
harrow 

Agricultural 
Machinery Fleet 

PP, 
2,40 m 

1 
[1] 

1 
[1] 

From 1 to 
10 [1] 

Transplanting Planting 
Machine Contractor T, 

bifilar 
1 

[1] 
1 

[1] - 

Chemical 
Weed Control 

Spraying 
machine 

Agricultural 
Machinery Fleet 

PP, 15 m, 
1000 dm3 

1-3-5-
7-9 
[1] 

1-6 [2] 
2-7 [1] 

From 1 to 
10 [1] 

Pests and 
Diseases 

Management 

Spraying 
machine 

Agricultural 
Machinery Fleet 

PP, 15 m, 
1000 dm3 

1-3-5-
7-9 
[1] 

1-2-6-7 
[1]  

Cover 
Fertilization 

Fertilizer 
Spreader 

Agricultural 
Machinery Fleet 

PP, 
1500 dm3 

3-5-7-
9 

[1] 
6 [1] From 1 to 

10 [1] 

Mechanical 
Weed Control 

Rotary 
harrow 

Agricultural 
Machinery Fleet 

PP, 
2,40 m 

1-3-5-
7-9 
[1] 

1-2-6-7 
[2] 

3-8 [1] 
- 

Harvest 
Operations 

Harvester, 
Chipper, 
Trailer 

Contractor SPM, 
T, PP 

2-4-6-
8-10 
[1] 

5-10 
[1] - 

Soil Final 
Restoration 

Hoeing 
Machine Contractor P, 

1,2 m 
10 
[1] 

10 
[1] - 

 
Table 4 shows the EEE cost for transport phase of the chain. Since the characteristics of the 
biomass are supposed to be unvaried for chips from both SRF and from MRF, the EEE cost 
for this phase is the same for both types of poplar plantations.  

Summing the EEE cost for field and transport phase is possible to calculate the EEE cost for 
the biomass at the plant mouth of energetic conversion. This cost depends on the cutting time 
of the plantation as well as on t he transport distance between the farm and the conversion 
plant. 

After the field and transport phase, the EEE cost for the SRF plantations is equal to 96.8 €/tdm, 
499.1 MJ/tdm, and 65.5 kg CO2eq/tdm if the distance between the farm and the conversion 
plant is 70 km , while for longer distances (450 km), this cost is significantly higher and 
reaches 151.7 €/tdm, 1058.9 MJ/tdm, and 120.8 kgCO2eq/tdm. In the case of medium rotation 
forestry, for the shorter distance, the EEE cost is 63.3 €/tdm, 343,1 MJ/tdm, and 44.2 
kgCO2eq/tdm and equal to 118.5 €/tdm, 902.9 MJ/tdm, 99.4 kgCO2eq/tdm when the distance is 
450 km. At the end of the transport operations, the energetic cost represents a variable share 
of the LHV (MJ/kgwb) of the biomass: 15,3% for SRF in which the biomass is transported for 
a long distance, 7.2% for SRF when the product is destined to supply small plants, and 13.0% 
(d = 450 km) and 4.9% (d = 70 km) if the wood chips come from MRF. 
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Table 2: Production factors utilized within simulation on SRF and MRF [4, 5] 

PRODUCTION 
FACTORS 

QUANTITY 

Unit SRF MRF 

Planting material cuttings/ha 
plant rod/ha 

5560 
 

 
1150 

Organic 
Manure t/ha 50 50 

N fertilizer (covering) kg/ha 320 200 

Herbicide kg/ha 20 12 

Pesticide (pyrethroid) kg/ha 10 4 

Water m3/ha 2000 1600 
 

Table 3: Field phase; EEE costs for two different cutting time 
EEE COSTS  

FIELD PHASE Unit SRF MRF 

Economic €/tdm 92,4 59,5 

Energetic MJ/tdm 456 301 

Environmental kg CO2eq/tdm 61,5 40,1 
 

Table 4: Transport phase; EEE costs for two different distances 
EEE COSTS  

TRANSPORT PHASE Unit 
Chip Wood 

d = 70 km d = 450 km 
Economic €/tdm 4,13 59,0 

Energetic MJ/tdm 42,1 601,9 

Environmental kg CO2eq/tdm 4,15  59,1 
 

Comprehensive Sustainability is expressed by all 3 r esults obtained by the simulation. The 
smaller the area of the triangle identified by the three costs (economic, energetic, and 
environmental), the higher the energy-crop sustainability. Figure 1 shows the EEE cost for the 
different technical solutions studied; in blue are the results for SRF, while MRF results are 
shown in orange. Regarding the two different transport distances, on the left are shown the 
results for d = 70 km, and on the right are shown the results for d = 450 km. 

The Global Sustainability Index, represented by the triangular area, can be calculated by 
means of Heron’s formula. The highest is the GSI, and the lower is the global sustainability of 
the solution studied. The GSI is 348 and 838 for SRF, while it reaches 617 and 191 for MRF, 
for short and long transport distances, respectively. 
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5. Discussion and Conclusions 

In the near future, the role that renewable energies can play in order to achieve the ambitious 
objectives fixed by the European Union is decisive; among the renewable energies, the agro-
energy chains appear to be one of the most promising. On the other hand, the development of 
energy production in agriculture is linked strongly to the possibility that farmers can obtain 
satisfactory economic results. For this reason, in recent years, several kinds of public grants 
have been foreseen in order to induce farmers to plant energy crops. In addition to the 
economic aspects, the energetic and environmental issues also must be taken into account in 
order to avoid the diffusion of  agro-energy chains that are effective from a monetary point of 
view but not functional regarding the others two topics that determine the Global 
Sustainability of the chain. 

  

  
Figure 1 – EEE cost at plant mouth for the different scenarios analyzed 

In Italy, good results have been achieved for wood energy crops, and today, a large area of 
SRC is cultivated. Nevertheless, two different kinds of poplar plantations are still practiced: 
SRF with short intervals between two harvests and MRF in which the harvests are separated 
by at least 4 to 5 years. Considering that the production and the transport to the conversion 
plants are the more energy intensive operations of the agro-energy chains, the present work is 
focused on the analysis of the economic, energetic, and environmental performances of these 
phases of the chains, comparing the results between SRF and MRF. 

The analysis has been carried out to show that MRF, as compared with SRF, allows farmers 
to reach better results on all three levels studied. For the MRF, the higher yield and the lower 
level of input used during the crop cycle (such as nitrogen fertilization) allow the farmer to 
obtain a better EEE Cost and, consequently, a higher global sustainability.  
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Regarding transport, the distance between farm and conversion plant must be evaluated 
carefully; the EEE cost at plant mouth is significantly higher if the biomass transformation 
takes place in big plants far from the production area. In this analysis, we supposed that the 
lorry never travels empty, thus the reduction of the transport cost can be achieved only by the 
reduction of the distance. Accordingly, the development of several small and medium plants 
is preferable as opposed to the growth of a few large plants with a very large supply area. 

The developed software is a useful tool in order to assess the EEE performances of the 
different agro-energy chains. Implementation of the last phase of the chains (conversion 
operations) will allow us to determine not only the agro-energy chain costs but also the output 
and benefits for the three levels considered. 
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Abstract: In this work different methodologies from process engineering based on conceptual design and 
process simulation with ASPEN PLUS, life cycle assessment and waste reduction algorithm are used for energy, 
and environmental impact assessment of 5 different feedstocks (Palm, Jatropha, Microalgae, Tallow, Waste 
Cooking Oil) using 3 different technological configurations from industry, such processes with acid catalysis, 
basic catalysis and cogeneration, at Colombian and Peruvian context. It was found how productivities for process 
catalyzed with NaOH are comparatively higher (1.007-1.014 kg of Biodiesel per kg of Crude Oil), than those 
catalyzed with H2SO4 (0.845-0.949 kg of Biodiesel per kg of Crude Oil). The Production costs for basic 
catalyzed processes (USD/L 0.408-0.505) were higher than those for acid catalyzed processes (USD/L 0.219-
0.257). The PEI (Potential Environmental Impact) generated for basic catalyzed, had a PEI per kg between -
0.078 and -0.033, while acid catalyzed -0.031 and -0.025. Finally LCA for jatropha and palm oil process, 
evidence Ecosystem Quality damage, a Resources damage, a Human Health damage lower for Jatropha oil in 
comparison to Palm oil. The Jatropha oil, in a basic catalyzed configuration with energy cogeneration is the best 
alternative of process, environmental and economics by biodiesel production. 
 
Keywords: Integral Analysis, Biodiesel, WAR algorithm, LCA, Economic Evaluation 

1. Introduction 

Biodiesel is produced from various fat and oils with vegetable, animal or algae origin. These 
Feedstocks (mainly composed by triglycerides), through transesterification reaction with short 
chain alcohols and in presence of catalyst, yields to fatty alkyl esters and glycerol as 
byproduct [1]. Almost 95% of vegetable oils used in biodiesel production are edible (palm, 
soybean, rapeseed oils). Different positive characteristics are related to Biodiesel: 
improvement of the environment, reduction of foreign oil imports, increase in rural job and 
energy self-sufficiency in rural areas. However, not all the above mentioned advantages are 
reached for all biodiesel feedstocks. Edible crops have food competition; possibly leading to 
food shortages and increase in their prices. Moreover, an expansion of these crops could 
require monoculture plantation, affecting water resources and biodiversity. Tropical and 
subtropical countries are called to be the future world suppliers of feedstocks and biodiesel 
given the high productivity in crops and algae. Most of these countries are involved in a 
difficult decision of what kind of feedstock should be used, and then the policies to be 
developed for encouraging new projects, with new feedstocks. Non-edible oils (jatropha and 
microalgae oil), allows the employment at massive scale of agricultural/degraded/waste lands, 
preserving most productive lands for food production. Animal fat (tallow oil) and waste 
cooking oil are valuable alternatives due their low market prices and availability. 
Additionally, aiming to increase competitiveness of oilseed based biodiesel plants is an actual 
trend to use cogeneration plants. Last allows the satisfaction of local heat and power 
requirements, while surplus electricity is sold to central grid [2]. In this work different 
methodologies from conceptual design and process simulation with ASPEN PLUS, life cycle 
assessment and waste reduction algorithm are used for energy, and environmental impact 
investigation of 5 different feedstocks using 3 different technological configurations from 
industry, such as process with acid catalysis, basic catalysis and cogeneration. The study was 
developed in the framework of two countries Colombia and Peru. As a result, two feedstocks 
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and one technological configuration are defined as the more convenient for biodiesel 
production in these countries.  
 
2. Feedstocks for biodiesel production 

In this work five feedstocks for biodiesel production, are analyzed, which can be potentially 
used in tropical and subtropical countries. i) Oil Palm, is one of the largest supply of edible 
oil in the world, extended throughout tropics, among major producers are Malaysia, Indonesia 
and Colombia with 83% of global production [3]. It is a high yield crop that requires small 
areas to be cultivated. ii) Jatropha Curcas, a Native American tropical crop, is a small tree 
belonging to the family of Euphorbiaceae. This crop is highly resistant plant capable of 
surviving in fallowed agricultural lands and low to high rainfall areas, being easily cultivated 
with little effort to sustain [4]. iii) Microalgae, is a promising feedstock, due to its ability to 
accumulate lipids and their high photosynthetic yields. Those used in biodiesel production are 
comprised by up to 40% of overall mass by fatty acids, among its representative species are: 
Chlorella, Spirulina maxima, and Nannochloropsis sp. They are fast growers in aquatic 
habitats, under autotrophic and heterotrophic conditions [5]. iv) Waste oil, includes residues 
from frying oils, soap stocks, yellow and brown greases, obtained from restaurants, hotels and 
industries; Their Free fatty acid content range between 10 and 25%, as result of frying process 
where heating in presence of air and light increase viscosity and specific heat, also  changing 
surface tension, color and tendency to fat formation. This feature makes necessary a 
pretreatment stage before be converted in biodiesel [6]. Finally, v) Tallow oil, is a term 
referred to those fat and greases obtained in slaughter processing facilities from animals. 
Human consumption of tallow oil is low due its effect on health, finding its main use in the 
soap industry. However, when its market is overloaded, this oil is incinerated or disposed in 
landfills [7]. Because of that its use as biodiesel feedstock, is an attractive alternative due its 
easy availability and historical low prices. 
 

 
Fig. 1.  Process flow diagram for Biodiesel production Using: a) Acid Catalysis; b) Basic Catalysis. 

3. Technologies for Biodiesel Production 

Biodiesel production can be described, in a general way, by three main sequential stages: i) 
Pretreatment, where undesired elements content in feedstock oil are withdraw. Particles, 
colloidal mater, pigment, extraction residues and other impurities can be removed using 
filtration. When water content (>0,06%) and free fatty acid (FFA) content (>4%), a 
saponification reaction can be induced, generating a gel soap instead of biodiesel. To avoid 
this is necessary dry the oil, and eliminate free fatty acids, using: Presterification or 
neutralization. ii) Reaction, in this stage, the oils suffer a transesterification reaction. 
Methanol is the most extensively used alcohol because its low cost and physical and chemical 
properties. The main catalysts, employed in transesterification process are: acids (sulphuric, 
phosphoric) or bases (sodium and potassium hydroxide) [8]. iii) Separation and Purification 
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stage is employed to produce biodiesel with high quality requirements. Biodiesel purification 
is performed by either of two main routes: 1) separating first esters and glycerin, before 
recover non c onverted alcohol or 2) using vacuum distillation to separate non c onverted 
alcohol, using then a decanter to separate glycerin and biodiesel [8]. Obtained biodiesel is 
then purified, removing excess of alcohol, catalyst, neutralization salts and possible soaps 
formed. The Selected technology for biodiesel production determines main process variables, 
such as: reaction time, phase, catalyst, as well as energy consumption (see Fig 1). 
 

 
Fig. 2.  Process flow diagram for Cogeneration system based on extraction cake residues 

Cogeneration plants integrated to biodiesel production facilities usually employs extraction 
cakes and other biomass residues as fuel in a configuration called biomass fired cogeneration. 
Combined production of mechanical and thermal energy has remarkable cost and energy 
savings. Among available technologies for biomass fired cogeneration, the combined cycle 
gas turbine (CCGT), is considered as the most energy efficient. CCGT configurations are 
composed by: Gas Turbine, Heat steam recovery generator (HSRG) and Steam Turbine (see 
Fig. 2) [9].  
 
4. Methodology 

The simulations of biodiesel production and heat and power cogeneration were carried out in 
Aspen Plus 2006.5 (Aspen Technologies Inc., USA). This scheme allows obtaining data of 
mass and energy balances; as well as, basic engineering estimations of equipment size and its 
energy consumption. Feedstocks (Palm, Jatropha, Microalgae, Tallow and Waste cooking 
oils) for biodiesel production, were modeled as a sort of pseudocomponents, created to 
represent triglycerides and methyl esters; according to Chang and Liu methodology [10]. 
Conversely, Palm oil cake, jatropha oil cake and microalgae paste were introduced to 
simulator database as non conventional components according to its elemental and immediate 
analysis. Physicochemical properties for pseudocomponents, were estimated using the 
Marrero and Gani Method [11].  UNIFAC Dortmund for liquid phase, Soave Redlich Kwong 
with the Bosto Mathias modification for the vapor phase; water enthalpy calculated with NBS 
steam tables, were used as base methods. The Kinetic model for acid and basic catalysis, 
employed in this work, was reported by Granjo et al. [12], as first order and second order 
expressions, respectively. Biodiesel simulated process use a same flow rate input of 1000 
kg/h, to make a comparison among yields for all processes. Additionally, from these values, 
was calculated a residue flow rate for palm oil cake, jatropha oil cake and microalgae paste; 
using it as input for the biomass fired cogeneration system. The economic analysis was 
performed using Aspen Icarus Process Evaluator package (Aspen Technology, Inc., USA), to 
calculate a mean cost in US dollar per liter for biodiesel produced with the selected 
feedstocks. This analysis was performed using the design information provided by Aspen 
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Plus, under the economic conditions of Colombia (annual interest rate of 17% and tax rate of 
33%) and Peru (annual interest rate of 18% and tax rate of 30%). A straight Line depreciation 
method, at 12 year of analysis period, was considered. For feedstock prices, were employed 
the international reports from ICIS pricing; while, operative charges such operator and 
supervisor labor cost were defined for both countries at USD 2.14/h and USD 4.29/h, 
respectively. Electricity, potable water, low and high steam pressure costs were USD 
0.0304/kWh, USD 1.25/m3, USD 8.18/ton. The environmental impact was assessed with 
WAR, Waste Reduction algorithm (EPA, USA), to estimate the potential environmental 
impact (PEI) generated in the biodiesel production process. Considering eight environmental 
impact categories: Human toxicity potential by ingestion (HTPI), Human toxicity potential by 
exposure both dermal and inhalation (HTPE), Terrestrial toxicity potential (TTP), Aquatic 
toxicity potential (ATP), Global warming potential (GWP), Ozone depletion potential (ODP), 
Photochemical oxidation potential (PCOP), and Acidification potential (AP). The mass flow 
rate of each component in the process streams is multiplied by its chemical potency; 
determining its contribution to the potential environmental impact categories [13]. To 
compare the environmental profiles for all process, total PEI was determined by the sum of all 
(eight) potential environmental impact categories as follows:∑ ∝𝑖 𝜑𝑖𝑛

𝑖=1 , where αi is the 
weighting factor for potential environmental impact category i, and φi represents the potential 
environmental impact for category i. In this work all of the weighting factors were set equal to 
1. Finally, Life cycle assessment was performed for those process with a potential impact in 
land change use (LCU), such palm and jatropha; using a demo version of SimaPro 7, w ith 
Eco-indicator 99 (E) as base method. The LCA study consists of four steps: Defining the goal 
and scope of the study; making a model of the product life cycle with all the environmental 
inflows and outflows; understanding the environmental relevance of all the inflows and 
outflows and finally the interpretation of the study [14].   
 
Table 1. Simulation Results for Biodiesel Production using Basic or Acid Catalysis  

 
Basic Catalysis Acid Catalysis 

 
Palm Oil  

Jatropha 
Oil  

Microalgae 
Oil  

Tallow 
Oil  

Waste 
Cooking Oil  

Materials (kg/h)      Crude Oil 1000.00 1000.00 1000.000 1000.00 1000.00 
FFA content (% wt) 6% 4% 4% 15% 10% 
Water content (% wt) 0% 0% 0% 8% 12% 
Methanol 160.21 214.75 207.77 1579.07 1772.44 
NaOH 9.40 9.60 9.29 - - 
Water 1400.00 1400.00 1400.00 1250.00 1400.00 
H2SO4 21.00 21.45 20.75 35.00 41.20 
CaO - - - 30.00 29.60 
Products (kg/h)      Biodiesel @>99% wt 1007.46 1009.69 1014.62 949.85 847.63 
Glycerol @>88% wt 113.05 117.34 127.33 81.95 82.07 
Waste Water 1010.95 942.77 1062.20 2163.03 1836.84 
CaSO4 - - - 104.51 95.27 
Na2SO4 10.64 17.03 17.03 - - 
 
5. Results 

In the simulation of biodiesel production for acid and basic catalyzed processes using palm, 
jatropha, microalgae, tallow and waste cooking oils, as feedstocks (see Table 1), was found 
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how productivities for process catalyzed with NaOH are comparatively higher (1.007-1.014 
kg of Biodiesel/kg of Crude Oil), than those catalyzed with H2SO4 (0.848-0.949 kg of 
Biodiesel/kg of Crude Oil). Otherwise, Methanol consumption as well as global energy 
consumption (heating and electricity) is higher for acid catalyzed process, requiring 1.579-
1.772 kg of Methanol/kg of crude oil and heating of 53.389 - 69.112 MW respectively. About 
process residues, acid catalyzed processes also have higher production rates for waste water 
(1.863-2.163 kg of Water/kg of crude oil). Simulation results for the biomass fired 
cogeneration plant using palm oil cake, jatropha oil cake and microalgae paste as fuels (see 
Table 2), reveals how heating energy production from jatropha cake (31.34 MW) is higher 
than produced with Microalgae paste (33.82 MW) and palm oil cake (20.61 MW). 
Consequently, only heating requirements for biodiesel production from jatropha (26.59 MW) 
are fully satisfied. Biodiesel from palm oil and microalgae oil meet only 68.13% and 74.15%, 
respectively of its Heating requirements. Regard to electricity, all cogeneration processes 
cover at 100% biodiesel plant requirements, with a surplus able to be sold. However, among 
three residues consider, was microalgae paste who cogenerates more electricity (8.34 MW) 
than jatropha oil cake (7.06 MW) and Palm Oil Cake (4.88 MW).  
 
Table 2. Cogeneration Results for Extraction residues Based Biomass fired cogeneration system 

  Jatropha 
Oil Cake 

Palm Oil 
Cake 

Microalgae 
Oil Paste 

Available Residue [kg/h] 3092 2304 3964 
Calorific Value [MJ/kg] 15.77 12.32 14.21 
Total Cogenerated Heating [MW] 31.34 20.61 33.83 
Total Cogenerated Electricity [MW]  7.66 4.88 8.34 

 
Table 3. Economic Evaluation Results for Biodiesel Production using Basic Catalysis  
 

Jatropha 
Oil 

Palm Oil 
Microalgae 

Oil 

Waste 
Cooking 

Oil 

Tallow 
Oil 

 USD/L USD/L USD/L USD/L USD/L 
Raw material Cost 0.325 0.426 4.646 0.139 0.186 
Total utilities Cost 0.022 0.021 0.022 0.052 0.044 
Operating Labor 0.008 0.008 0.008 0.009 0.008 
Maintenance 0.005 0.004 0.005 0.002 0.002 
Operating Charges 0.002 0.002 0.002 0.002 0.002 
Plant Overhead 0.006 0.006 0.006 0.006 0.005 
General and Administrative Cost 0.039 0.037 0.038 0.008 0.010 
Subtotal Cost 0.408 0.505 4.727 0.219 0.257 
Credit by electricity selling - 0.252 - 0.168 - 0.278  0.000  0.000 
Total Cost with Cogeneration  0.157  0.337  4.449  0.219  0.257 
 
Results of economic evaluation for biodiesel production under Colombian and Peruvian 
contexts were quite similar and because of that, in table 3, average results are presented. As 
highlights results, Raw material cost for basic catalyzed processes (USD 0.325-4.646/L) were 
higher than those for acid catalyzed processes (USD 0.139-0.186/L). Otherwise, Utilities costs 
for acid catalyzed processes (USD 0.044-0.052/L) were higher than basic catalyzed process 
(USD 0.021-0.022/L). Remaining cost, for both processes were similar. As result, Production 
costs for basic catalyzed processes (USD 0.408-0.505/L) were higher than those for acid 
catalyzed processes (USD 0.219-0.257/L). However, considering Potential income for 
electricity selling at average price between Colombia and Peru, can be seen how total 
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production cost for jatropha, palm and microalgae biodiesels were reduced to 0.157 USD/L, 
0.337 USD/L and 4.449 USD/L, respectively. 
 

 
Fig. 3. PEI (Potential Environmental Impact) Analysis for Biodiesel Production from different 
feedstocks. 
 
Regarding to environmental analysis; WAR analysis results of 5 biodiesel feedstocks, stated 
analyzing by process, how basic catalyzed had a PEI per kg of product ranging between 0.037 
and 5.518e-2, while acid catalyzed catalysis between 0.139 and 0.317 for emissions output. 
Furthermore, when these feedstocks were analyzed by emission generation, basic catalyzed 
raw materials, had a PEI per kg between -0.078 and -0.033, while acid catalyzed -0.031 and -
0.025 (see Fig. 3). Finally LCA analysis performed with SimaPro 7, for jatropha and palm oil 
process, evidence a Ecosystem Quality damage of 0.062 and 0.087 PDF*m2*yr. Besides of a 
Resources damage of 1.07 and 1.49 MJ surplus, while Human Health damage was of 1.96e-6 
y 2.73e-6 Daly, respectively. 
 

 
Fig. 4. LCA for Biodiesel Production from Jatropha oil and Palm oil  

 
6. Discussion and Conclusions 

In this work, the obtained results reveal how with selected five feedstocks is possible to obtain 
high quality biodiesel (>99 wt); besides, raw glycerol (88%wt). Among results for chemical 
processes simulation, can be seen how basic catalyzed processes have higher biodiesel yields 
(74-78%), than acid catalyzed ones (54-63%), with the consequent reduction in the total 
biodiesel produced. These results are lower compared with values between 90-95% reported 
from biodiesel simulations, on literature [15]. This fact can be explained by the lower quality 
of feedstocks considered, especially tallow and waste cooking oil, where a high FFA content 
and impurities presence; which, although increase the simulation quality, reduces the amount 
of initial reactant available for transesterification reaction, reducing also biodiesel produced.  
 
Regard to cogeneration results, these gave an advantage to basic catalyzed processes due to 
the possibility of employ its extraction residues to generate heat and power. The bigger 
amount of heating potential was released by jatropha oil cake; while the higher power 
potential by microalgae oil paste. This result can be partially explained by the high calorific 
value and available flow of these residues, which increase its potential to generate steam and 
consequently produce heat and power (see Table 2). Jatropha oil cake results were the best, 
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due its capacity to meet heating requirements of the biodiesel plant generating also an 
important amount of electricity able to be selling to central grid. 
  
Economic evaluation of biodiesel production process, without cogeneration, shows how 
production cost for basic catalyzed processes initially were higher than acid catalyzed, despite 
high methanol consumption of this last. These results were agreed with those reported on 
literature where biodiesel production cost range between USD $ 0.30 – 0.6/L [16]. The main 
component of this production cost was the raw material price, which is higher for vegetable 
oils (jatropha and palm) than for residual oils (waste cooking and tallow), explaining their 
lower production cost. However, when a cogeneration scheme is included for processes based 
on vegetable oils, which can employs its extraction residues as fuel in a biomass fired scheme, 
the total production cost of basic catalyzed process is reduced (see Table 3). Apart mention, 
deserves microalgae oil, which price as feedstock still today is higher, mainly due the high 
energy consumption in its processing, either in open pounds or bioreactors; in the future is 
expected is expected a reduction in its price using better microalgae oil production 
technologies.  
 
The Environmental analysis results, reveals with WAR algorithm, how despite all processes 
had a positive PEI, still all of them can generate acid rain because its positive acidification 
potential produced by the sulphuric acid. In these sense, acid catalyzed processes had more 
polluting waste streams than basic catalyzed. Particularly, output emissions from process 
waste streams for waste cooking oil, had the more positive PEI among all simulated 
processes. This effect could be explained by the substances contained in its process residues, 
which had a high degree of potential PCOP influenced by acid catalysis, increasing the total 
values. Otherwise, palm and jatropha oils had the comparatively lesser PEI, revealing them as 
environmentally friendly feedstocks; because, they are converted to high value products in a 
cleaner process (basic catalysis) being more environmentally favorable, reducing significantly 
the aquatic toxicity potential. Regard to LCA analysis performed to jatropha and palm oils as 
best WAR results, was found that most promising feedstock was the jatropha oil because its 
comparatively low land use than the palm and its possibility of growth in fallow agricultural 
lands. Also, its impact on climate change and emissions were lower than palm at every stage, 
from cultivation to waste scenarios.  
 
In conclusion, the more convenient configuration for biodiesel production in tropical and 
subtropical countries is employ jatropha oil in a basic catalyzed scheme, integrated to a 
cogeneration plant fired with jatropha oil cake. This configuration is able to produce high 
rates of biodiesel with the lower production cost, improved by electricity selling. Also, this 
configuration proves, be the most environmentally friendly with lesser potential emissions 
and climate change effect, as well as reduced land use by its ability to be growth in marginal 
lands.  
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Evaluation of the factors that affect the lignin content in the reed 
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Abstract: In the production of granules from plants the cohesive substance lignin has a great importance, as it 
holds the granule together and does not allow it to disintegrate. The objective of this research was to evaluate the 
influencing factors of lignin content in reed canarygrass (Phalaris arundinacea L.) crop yield. In this research 
the varieties of reed canarygrass ‘Marathon’ and ‘Bamse’ were analysed for yields of first and second year. The 
lignin content of the samples was established by Classon's method. Arsenic (As), Cadmium (Cd), and Lead (Pb) 
and other chemical elements were established in the reed canarygrass samples with the spectrometer Optima 
2100DV. The reed canarygrass second year crop yield was 3-4 times greater than the first year crop yield. A 
significantly correlation (p<0.05) was established in the first crop yield October samples between lignin and 
natrium (Na). Some correlation relationships are contradictory, which confirms that within the plant growth 
period the meteorological conditions are of great importance. Analysing the determining factors of lignin content 
it can be seen that they were influenced by the interaction of various factors - the sowing and growing period, the 
variety and the N-fertilizer rate application. 
 
Keywords: Ashes, Heavy Metal, Lignin, N-fertilizer Rate, Phalaris arundinacea L., Yield 

Nomenclature  

A area of the plots ...................................... m2 
R rainfall ...................................................mm 
H plant height .............................................. m 
L lignin content ..................................... g⋅kg-1 
T mean temperature ..................................... K 

DM dry matter ............................................ t⋅ha-1 
N nitrogen fertilizer rate ...................... kg⋅ha-1 
Hv heating value ............................. MJ⋅kg-1DM  

 

1. Introduction 

The most common natural polymer is cellulose, which with lignin and hemicellulose are the 
main components of plants (Gosselink et al., 2004; Lignin…, 2009). Cellulose pulp is 
considered as the first depositary of the sun's energy (Gosselink et al., 2004). In nature lignin 
is very resistant to degradation, as it has strong chemical bonds (McCrady, 1991). 
 
Lignin first appeared hundreds of millions years ago, when plants started to grow vertically 
upwards. Lignin can be found in all caulescent plants, mainly in the cells and cellwalls. It 
regulates the transportation of liquid in plant cells (partly strengthening the cell walls, partly 
regulating the flow of liquid) also it a llows plants to grow longer to better compete for 
sunlight (McCrady,1991; Rouhi, 2000; Lignin…, 2009). 
 
Lignin which is found in a natural state (protolignin) is of various types, which are common 
to deciduous trees, conifer trees and stemgrasses. Each type has a lot of variations; lignin can 
vary with each variety, each plant group, and at the same time even within one cell, and also 
according to the age of the plant (McCrady, 1991; Zaķis, 2008; Lignin…, 2009). 
 
The technical lignin is used as a bonding material, a surfactant, growth enhancer, a 
supplementary substance for composite materials and other uses (Skudra et al., 2010). Up to 
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now only 2% of lignin had been used in cellulose and paper production (Gosselink et al., 
2004). Products from lignin could be used to replace fossil resources (Gosselink et al., 2004). 
Also it must be noted, that low lignin content helps animals digest fodder. If the biosynthesis 
of lignin is complete, then the cell dies (Rouhi, 2000). 
 
Today there are many studies concerning lignin as a by-product of wood-pulp processing. In 
Latvia it is traditional to produce energy from forestry products, but due to the sharp increase 
in price for fossil energy, it has become profitable to produce energy from agricultural 
biomass production. Reed canary grass is suitable for the Latvian agricultural climatic and 
growth conditions and can be used as a local resource for obtaining renewable energy.  
 
Lignin is used variously, for instance in the production of materials (polymer, glue) and 
specific chemical substances (concrete additives, emulsifiers, binding materials) (Gosselink et 
al., 2004). In granule production chemical additives are not desirable (glue, lacquer, etc.) 
therefore the binding material lignin is important, which holds the granule together and does 
not allow it to  disintegrate. Lignin improves the thermochemical energy transformation 
effectiveness (Boateng et al., 2006). 
 
The objective of this research: to evaluate the influencing factors of lignin content in reed 
canarygrass (Phalaris arundinacea L.) crop yield. 
 
2. Methodology 

2.1. Field trials  
The object of the research is reed canarygrass (Phalaris arundinacea L.). Three repeat 
experiments in the field with reed canarygrass varieties ‘Marathon’ and ‘Bamse’ were carried 
out in sod-podzolic loamy soil (the organic content of the soil - 5.2%, pH KCl - 5.8, P2O5 - 20 
mg·kg-1, and K2O - 90 mg·kg-1 of the soil). 
 
The area of the plots was 16 m 2, the location of the plots was randomised. The reed 
canarygrass was sown after bare follow. Before sowing a co mplex fertiliser was applied 
N:P:K - 5:10:25 - 400 kg·ha-1. The nitrogen supplementary fertiliser rates: N0 - control, 
treatments - N30, N60, N90 kg·ha-1. Reed canarygrass variety ‘Marathon’ was sown on the 
12th August in 2008 (henceforth ‘Marathon’ 08) and varieties “Marathon’ and ‘Bamse’ - on 
29th April in 2009 (henceforth ‘Marathon’ 09 and ‘Bamse’ 09). Nitrogen (N) supplementary 
fertiliser was given to ‘Marathon’ 08 on t he 20th May 2009, and on the 22nd July 2009 for 
‘Marathon’ 09 and ‘Bamse’ 09. On the 13th April 2010 the reed canarygrass plant growth was 
renewed. N fertiliser (ammonium nitrate) was applied at 21st April 2010. 
 
The plant length was determined for five plants on each repeat occasion (for all plant stalks). 
The reed canarygrass samples were taken on the 12th October 2009 and the 4th April, 7th 
September, 6th October, 7th November 2010. The dry matter (DM) samples were taken from 
0.25 m2 areas on three occasions on t he 12th October 2009, a nd the 4th April, 6th October 
2010. 
 
2.2. Laboratory work 
Arsenic (As), cadmium (Cd), lead (Pb), titanium (Ti), potassium (K), calcium (Ca), 
magnesium (Mg), sodium (Na) and silicon (Si) concentrations in the reed canarygrass 
samples were established with the inductively coupled plasma optical emission spectrometer 
Perkin Elmer Optima 2100 DV. The heating value in the samples was established with the 
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calorimeter IKA C 5003. The ash content (three replications) was established with the 
accelerated standard method. Lignin content (three replications) in samples was determined 
using the method of Classon (Zaķis, 2008). 
 
2.3. Meteorological conditions 
The meteorological conditions were different in both trial years (Fig. 1.) The meteorological 
conditions for agriculture during 2009 t he plant growth period had a significant deficit in 
rainfall. The temperature was in compliance with the long term yearly long-term average. In 
the winter of 2009/2010 snow was observed to be greater and the temperature was lower than 
the long term yearly long-term average.  
 
On the 23rd and 24th of April 2010 there was snow and hail. The plant growth period in 2010 
was characterized by higher temperatures and a lack of precipitation in April, July, August 
and September.  
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Fig.  1. Mean air temperature and sum of precipitation in 2009 and 2010 growing period. 
  
2.4. Data analysis  
The trial data were processed using correlation and variance analyses of two and three factors 
(ANOVA) and descriptive statistics. The means are presented with their LSD test. 
Representative average samples of the indicators were used in the calculations.  
 
3. Results  

The reed canary grass varieties sown in 2009, ha d a crop yield 3 - 4 times greater in the 
following year compared to the first year crop, but the 2008 sowing only produced a 2 times 
greater yield (Table 1). Two two-factor variance calculations showed, that the variety 
‘Marathon’ had its crop yield for October 2010 influenced (p<0.05) by the sowing period 
(η=62.5%) and N fertiliser rates(η=19.8%), but for both varieties ‘Marathon’ and ‘Bamse’ a 
significantly influence (p<0.05) was established for the variety(η=70.7%) and N fertiliser 
rates(η=10.8%). ‘Marathon’ 09 in the 2010 pl ant growth period grew three times longer 
compared to the year 2009, which was most influenced by N fertiliser rates (p<0.05). 
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Table 1. Reed canarygrass dry matter yield and plant length in the second crop year. 

Varieties 

 Sowing time 

Fertilizer 
rate 

(kg·ha-1) 

Dry 
matter, 
(t·ha-1) 

Increase in 
comparison to 

the 2009 
October crop 

yield (%) 

Increase in 
comparison 
to the 2009 
April crop 
yield (%) 

Plant 
height (m) 

‘Bamse’ N0 9.80 437 456 1.548 
29th April in 2009 N30 10.25 420 465 1.515 

 N60 10.27 370 465 1.533 
 N90 11.79 390 546 1.452 

‘Marathon’  N0 8.61 424 620 1.453 
29th April in 2009 N30 8.94 422 493 1.566 

 N60 8.87 394 406 1.527 
 N90 8.57 371 384 1.485 

‘Marathon’  N0 8.98 196 201 1.443 
12th August in 2008 N30 10.18 218 220 1.566 

 N60 10.77 227 230 1.590 
 N90 10.45 216 232 1.578 

LSD0.05varieties  0.19   0.024 
LSD0.05sowing time  0.18   0.036 

 
A fundamental correlation (p<0.05) was established for the samples from the October first 
year crop between lignin and natrium (Na) (Fig. 2). During the investigation the significantly 
relationship (p<0.05) between the content of lignin and content of heavy metals in the reed 
canary grass plants was not established. Revealed a few trends (p>0.05), when increase lignin 
content in plants, decreases amount of Ca, Cd, but the amount of Si increase in plants. 
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Fig.  2. Relationship between lignin content (L.) and content of the metals in reed canary grass plants: 
*(p<0.05). 
 
Regression analysis for the samples taken in autumn 2010 shows that between lignin (y) and 
ash (x) content there is a significant connection (n=36; p=0.0036<0.05) which means, that 
between these indicators there is a linear connection. 
 
The lignin content in the October samples from the 1st year crop yield was 140 - 210 g·kg-1, 
for the April samples it was 200 - 270 g·kg-1, but in the 2nd year crop yield it was from 179 
g·kg-1 to 269 g·kg-1 (Fig. 3). Taking two 3-factor dispersion calculations, it can be seen, that 
the period when the samples are taken (η=70.1%) and the amount of the N fertiliser rate 
(η=14.7%) are of significant importance (p<0.05), but the sowing period (η=0.6%) and the 
chosen variety (η=3.9%) have no significant importance. The research has brought up 
contradictory results; in the 2009 sown varieties had the smallest lignin content using N 
fertiliser rate N30 kg·ha-1, but the lignin content was the largest for the 2008 sown variety 
‘Marathon’, using N fertiliser rate N30 kg·ha-1. The polynomial equation shows lignin content 
depending on the sampling time (Fig. 3).  
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Fig.  3. Lignin content in reed canary grass 2nd  year swards in 2010 (g⋅kg-1). 
 
Heating value for the reed canary grass samples for the variable N90 varied from 17.16 to 
18.13 MJ·ha-1 DM (Fig.4). A significant correlation between reed canary grass lignin content 
and the heating value was not established.  
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Fig.  4. Reed canary grass sample heating value and lignin content (N 90 kg·ha-1). 
 
The study will continue, because in this article is only the first and the second year yields 
lignin content analysis, which can vary when reed canarygrass seed get older, because now 
there are differences in quality indicators between the first and the second year  samples. 
 
4. Discussion and conclusion 

An extended period with a precipitation deficit and air temperature above the yearly long-term 
average, get a negative impact on reed canarygrass productiveness during the 2010 pl ant 
growth period. Comparing lignin content correlations in relationship with various indicators 
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for the reed canarygrass crop yield for the 1st year, it can be seen, that for the samples these 
relationships are not fundamental. Data show, that great importance should be attached to the 
chemical composition of the plant, which can be manifested also in the genetic characteristics. 
A few correlative connections are contradictory, which confirms that within the plant growth 
period the meteorological conditions are of great importance. 
 
Analysing the determining factor of lignin content it can be seen that they were influenced by 
the interaction of various factors-when the samples were taken, the sowing period, the variety 
and the N-fertilizer rate application. That is confirmed by other researchers, that the genetic 
biomass plant background, the period when samples are taken and the growing environment, 
influence the lignin content in plants (Boateng et al., 2006). The lignin content is significantly 
influenced by the age of reed canarygrass (McCrady, 1991; Zaķis, 2008; Lignin…, 2009). 
That means that for lignin extraction reed canary grass harvesting needs to take place as far as 
possible at the later stages of growth. 
 
In the conclusion of study concluded that on the lignin content in reed canarygrass samples 
affect the agronomic factors - time of sowing, N fertilizer rate and harvest time. On the lignin 
content does not affect amount of heavy metals and other chemicals elements in plants. In 
study was not found that the lignin content affect on t he solid fuel parameters such as ash 
content and heating value. 
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Abstract: This paper will present the interactive research of expert team on Jatropha curcas plantation 
management to obtain high productivity in terms of dry seed weight per cultivation area. Set of experiments 
were designed and performed on randomize central block design and triplicate data were collected. The spacing 
was the important factor along with the cutting management program for long time cultivation. Therefore, the 3 
different spacing (2x2, 2x3 and 3x3) were tested. The results show that 2x3 and 3x3 m spacing gave high yield 
of 129.2 and 127.1 kg/rai for the first cultivation year. In addition, types of insect and pest were surveyed in the 
Jatropha plantations and the ranking of the most found insect and pest was proposed. Mealy bug, Aphids and 
coccus were the most found insects in the Jatropha plantation. In the mean time, leaf spot, fungus infection, was 
the most sever in many areas in Thailand. Then the harmless chemical and biological treatments were tested to 
control those insects. The harmless chemical such as sodium lauryl sulphate and consumable products (tooth 
paste, shampoo etc) were used. In case of biological control, the natural predator, green lace wing, of the first top 
three insects was introduced and tested in the field. On the other hand, the number of insect pollinator was 
recorded at the Jatropha plantation responding to the Sun direction and time of the day. Interestingly, pollen 
germination also depends on the Sun direction. On the other hand, Box-Behnken design was used to optimize the 
transesterification of Jatropha oil to obtain the high fatty acid methyl ester (FAME) percentage. The results show 
that at the mole ratio of methanol and oil of 9:1, catalyze of 1.5%, reaction time of 72 min and temperature of 
60 oC was the optimum condition and 99.0% of FAME was obtained. For the seed cake utilization, different 
rates of the seed cake (1,600, 800, 400 kg/rai) were applied to the cultivation of Chinese kale, tomato and potato. 
It was understandable that the mix of chemical fertilizer and Jatropha seed cake (1,600 kg/rai) gave the highest 
plant performance and no phorbol ester residue left in the cultivation soil and harvested vegetable. 
 
Keywords: Jatropha curcas, Plantation management, Jatropha insect and pest, Jatropha polinator 

1. Introduction 

Jatropha curcas Linn. is perennial shrub belongs to Euphorbiaceae family same as rubber tree 
and cassava [1]. Originally, Jatropha curcas was native tree in South America and was 
induced to Thailand about 200 years ago by Portuguese who produced soap from Jatropha oil.  
Generally, Jatropha tree is 3-5 meter tall, smooth grey bark, having latex and heart green leaf. 
The flowers are small in size, white color and much more male flowers than female ones. 
Flowering occurs at the branch terminal. The fruit is green at the beginning and then turns to 
yellow and dark brown at the ripen stage. The fruit composes of 2-3 seeds. The seed is black, 
oval shape and one white point at the top. Oil content in the seed is about 30-40% [2, 3]. 
However, without the seed coat the oil content increases to 50-54%. Oil is non-edible, high 
unsaturated fatty acid with the same heating value as other vegetable oil.  Jatropha can grow 
in many types of soil including marginal land which is not suitable land for food crop 
cultivation. This reduces the conflict of food/feed/fuel issue in some countries. Nevertheless, 
many products can be produced from Jatropha residues such as fertilizer from the seed cake 
(this work), pesticides and medical bio-active compounds from Jatropha extract [4, 5]. 
 
Jatropha curcas has great potential as energy crop as above mentioned. However, low yield 
seed is the burden and challenging for the researchers to overcome. Therefore, there have 
been many findings conducting to improve yield of Jatropha. As a wild crop the knowledge of 
Jatopha plantation management is little known and slowly developed. To accelerate the 
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research investigation under limited human resources and budget, the integrated research at 
the plantation level is desired. This paper shows how different discipline approaches to one 
goal of Jatropha yield improvement.  
  
2. Methodology 

This content will be divided to 5 sections according to the discipline and experimental set up. 
The five sections are agronomy, plant pathology, entomology, engineering and seed cake 
utilization. 
 
2.1. Agronomy 
To obtain the objective of Jatropha high yield, the optimum spacing and level of fertilizer was 
investigated. This experiment has been taken at 2 plantations. The first plantation aimed to 
conduct the investigation of the spacing (2x2; 2x3; 3x3 m) and the second plantation was to 
observe the effect of fertilizer (high, medium, low and none inputs) to the Jatropha 
performance. Note that high input means chemical (15-15-15 and 50 kg/rai) and organic 
fertilizer (500 kg/rai), medium means only chemical fertilizer (50 kg/rai), low means only 
organic fertilizer (500 kg/rai) and none is no fertilizer. Note that 6.5 rais equal 1 hectare. 
There is only 1 variety, TH1 (plant form seed) reported in this paper. The collected data are 
the seed yield, number of fruit, weight of 100 seed, plant height, and canopy width during one 
year cultivation time.  
 
2.2. Plant pathology 
The survey has been conducted across the Kingdom of Thailand to collect the specimen such 
as leaf or stem or confected part of Jatropha tree. The severity of pest was ranking and the 
specimens were then taken from the plantation to the laboratory for the biological assay. The 
symptom finally was identified.  
 
2.3. Entomology 
There are three investigations in this area namely insect, nature predator of Jatropha insects 
and pollinator. Each investigation was separately carried on by different researcher. For the 
insect, mealy bug, was controlled by household chemical and natural predator (green lace 
wing). In fact, green lace wing is effective natural predator not only for mealy bug but also 
aphids and coccus. This paper did the mass cultivation of green lace wings and their eggs 
were packed in the capsules and tested in the Jatropha plantation. Concerning the pollinator, 
the percentage of pollinator visiting to 1,500 flowers was recorded during the dry and wet 
season at different time of the day. Then the pollen was collected from the Jatropha canopy 
and germinated in the laboratory to check germination percentage. 
 
2.4.  Engineering (biodiesel production) 
After the Jatropha seeds were collected from the field, the shells have been cracked by 
machine and oil was expelled using the oil expeller. The expelled oil was filtered to remove 
the solid residue and oil was used for biodiesel production using transestification technique 
and KOH was used as catalyst. The condition of biodiesel production namely mole ratio of 
methanol to oil (3-9), catalyst concentration (0.5-1.5%), reaction time (60-120 min) and 
reaction temperature (30-60 oC) was optimized by experimental Box-Behnken design. Then 
percentage of fatty acid methyl ester (%FAME) was analyzed by gas chromatography.   
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2.5.  Seed cake Utilization 
As known that one liter of Jatropha oil comes from about 4 kg of seed which will give about 3 
kg of the seed cake. The objective of this section was to utilize the seed cake as fresh fertilizer 
to the vegetable cultivation. The experiment was conducted and applied to three types of 
vegetables namely Chinese kale, tomato and potato which represented the fresh consumed 
vegetables, fruit plants and root plants. Three level of seed cake was applied to those plants as 
high (1,600 kg/rai: 6.5 rais = 1 ha), medium (800 kg/rai) and low rates (400 kg/rai). 
Nevertheless, sole chemical fertilizer (recommended rate), sole organic fertilizer and half 
mixed of the seed cake (three doses) and chemical fertilizer or organic fertilizer were applied. 
Twelve treatments in total were carried out including the control (without fertilizer). The 
growth of plants was recorded. However, in this paper only the results of Chinese kale were 
reported. Samples were taken from the leaf and cultivation soil to check the phorbol ester 
residue. HPLC and LC-MS/MS were used to analyze phorbol ester content using TPA as 
external standard. 
 
3. Result and Discussion 

The results and discussion are divided into 5 parts according to the methodology as following.  
 
3.1. Agronomy  
As can be seen in Table 1, 2x2 and 2x3 spacing gave the high seed yield of 129.2 and 127.1 
kg/rai respectively. Number of fruit and 100 seed weight responded directly to the seed yield. 
Even though the plant height is the same but the canopy width clearly relates to the spacing. 
The larger spacing of 3x3 comparing to the narrower ones gives the wider canopy width.  
 
Table 1.   Effect of spacing on Jatropha performance of TH1 variety. 

Spacing Seed yield 
(kg/rai) 

number 
Fruit/rai 

100 seed 
weight (g) 

Plant height 
(m) 

Canopy width 
(m) 

2x2 129.2 55,804 86.3a 2.7 1.6b 
2x3 127.1 56,698 84.4b 2.7 1.9a 
3x3 97.9 44,498 84.2b 2.7 2.0a 

F-test (a) ns ns ** ns ** 
LSD (0.05a) - - 0.6 - 2.7 

 
Table 2.  Effect of fertilizer on Jatropha performance of TH1 variety. 

Input Seed yield 
(kg/rai) 

number 
Fruit/rai 

100 seed 
weight (g) 

Plant height 
(m) 

Canopy width 
(m) 

High 182.3a 80,455a 85.5 276.0a 187.5a 
Medium 132.1b 58,826b 85.1 276.5a 188.6a 

Low 98.6c 43,530c 85.2 264.1ab 183.6a 
None 59.1d 26,524d 84.1 256.6b 163.5b 

F-test (b) ** **  ns * * 
LSD (0.05b) 29.5 12892 - 13.3 17.8 

Spacing x 
fertilizer 

ns ns ns ns ns 

CV (%) 25.3 24.9 3.6 5.0 9.9 
 

3.2. Plant pathogen  
The specimens (Fig 1.1) from the plantation were assayed for the microbial type. Leaf spot 
was the top ranking severity in the plantation as shown in Table 3. Fungal infection was the 
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most found particularly at the moderate temperature and high humidity. Fig. 1 shows the 
fascicles of conidiospores and conidium of Pseudocercospora sp. causing leaf spot. 
 

                            
Fig.1.  Leaf spot infected by Pseudocercospora sp. 1) disease symptom on leaf; 2) fungal fruiting 
structure under stero-microscope; 3, 4) fascicles of conidiophores; 5) conidium  
 
Table 3.  Diseases and severity in the Jatropha plantation. 

Diseases Severity 

Leaf spot (Pseudocercospora sp.) 
Leaf spot (Pestalotiopsis sp.) 

++++ 
++ 

Leaf spot (Phoma sp.) ++ 
Leaf spot (Alternaria brassicicola) + 

 
3.3.  Entomology 
There are three different investigation in entomology namely Jatropha insect, natural predator 
and pollinator.  
 
3.3.1. Jatropha Insect  
From the field survey, it was obvious that mealy bug was the most found insect in many areas 
of Thailand. The second and third populations of insect found were aphids and coccus. Fig. 2 
shows the mealy bug before and after the treatment of sodium lauryl sulfate (SLS). As can be 
seen in Fig.2b SLS dissolve wax on the mealy bug’s body.  
 

             a           b                                                                                                                                                                    
Fig. 2.  Mealy bug on the Jatropha tree a) before b) after treating with SLS 
 
3.3.2. Natural predator 
The survey of prime natural predators of Jatropha insect particularly mealy bug, aphids and 
coccus has been done intensively. Green lace wing was found to be the effective natural 
predator of those insects. This natural predator has potential for mass production. Therefore, it 
was selected for further study. Table 4 shows the longevity and number of egg collecting from 
the laboratory. Comparing of different starting egg numbers of 50, 100 and 200 eggs, starting 
with 50 eggs give the highest ratio of egg/longevity and reasonable daily egg number. As the 
result this number is used for finding the suitable food composition for egg production (Table 
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5). Bee pollen and honey food mixed was selected as it gave the highest ratio of egg/longevity 
and daily egg obtained. 
 
Table 4. Number of eggs of Plesichrysa ramburi and its adult longevity from various number of 
starting adults at 27 oC and 70% RH. 

No of starting Ratio of 
egg/longevity 

Mean longevity 
(day) 

Daily obtained 
egg 

50 2,080a 22.33c 94.12 
100 3,590b 20.67b 180.40 
200 4,565c 14.67a 323.78 

CV (%) 2.98 3.11 - 
 
Table 5. Number of eggs obtained from 50 starting aduls in different food composition. 

Food 
composition 

Ratio of 
egg/longevity 

Mean longevity 
(day) 

Daily obtained 
egg 

Yeast & honey 1,708 14.00 122.00 
Bee pollen & 

honey 
1,891 13.67 138.37 

CV (%) 5.25 14.95 - 
 
After eggs were mass produced in the laboratory, 300 eggs were packed in the plastic tube 
and tested at the field sites for 1, 2 and 3 weeks including the control (no egg pack). 
Unfortunately, during the experiment, there were not many insects as expected. Therefore, we 
could not observe the different numbers of the predator and insects before and after treatment. 
This field experiment is needed to re-perform later. 
 
3.3.3. Pollinator 
The number of pollinator during the dry and wet seasons was recorded as shown in Fig 3. As 
can be seen in Fig 3, it is noticeable that the female flower is more preferable as the number 
of pollinator visiting is higher than male flower particularly in the morning. Fig 4 shows the 
percentage of pollen germination at different direction and time of the day. In the morning the 
high percentage of pollen germination is found in the direction exposing to the Sun. 
Correspondingly, in the late afternoon the higher percentage of pollen germination is found in 
the Southern west where the Sun is.  
 

                             
Fig. 3. The percentage of pollinator visiting female (first) and male flower (second) in the morning, 
late morning, afternoon and late afternoon   
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Fig. 4. The percentage of pollen germination according to the direction 
 
3.4. Engineering 
From the Box-Behnken design of experiment with three levels, 35 experiment runs were 
designed. The data was analyzed using Minitab software to construct the contour as in Fig 5. 
As can be seen in Fig 5, the effect of reaction temperature and time has more influence on % 
fatty acid methyl ester (FAME) (Fig 5a). While the effect of mole ratio of methanol to oil, and 
%KOH has greater effect than reaction temperature (Fig 5b & 5c). The optimum condition for 
transesterification from Jatropha oil suggested by the model was 9:1 mole ratio, 1.5% KOH, 
72 min reaction time and 60 oC reaction temperature and 99.0% FAME was obtained at this 
optimum condition. 
 

  a b c 
Fig. 5. Surface plot of %FAME and  a)reaction temperature and time b) reaction temperature and 
mole ratio c) reaction temperature and %KOH (catalyst). 
 

3.5. Seed cake utilization  
Table 6 shows the growth performance of Chinese kale of twelve fertilizer treatments. Pure 
chemical fertilizer and half dose of chemical fertilizer plus high rate of Jatropha seed cake 
give the highest Chinese kale yield of 9.87 and 9.08 t/ha. Note that 4 kg of Jatropha seed will 
give approximately 1 kg of oil and 3 kg of seed cake. From the phorbol ester analysis, the 
residue of phorbol ester both in the Chinese kale and cultivation soil was not found. 
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Table 6.  Average growth characteristic of Chinese kale (a, b, c show statistical significant). 
Treatment Leaf 

length 
(cm) 

Leaf 
width 
(cm) 

 

Plant 
height 
(cm)  

Canopy 
height  
(cm) 

Canopy 
width 
(cm) 

Total 
yield 
(t/ha) 

Without fertilizer 10.87c 8.70b 7.39b 19.83c 13.27cd 4.12c 
CF 
OF       

14.83a 
11.18c 

12.26a 
8.58b 

  15.83a 
   7.73b 

29.27a 
20.47c 

21.27a 
17.00bc 

  9.87a 
  2.02e 

SF (400 kg/rai: H)  9.75c       7.05b    7.26b 18.37c 13.57cd   1.77e 
SF (800 kg/rai: M) 9.63c    7.04b 7.83 b 17.60c 12.33d 4.08c 
SF (1,600 kg/rai: L) 11.35bc 9.63ab 9.06b 22.91bc 14.42cd 3.77cd 
0.5CF +  SF (H) 12.10abc 10.03ab 10.13b 20.90c   14.23cd 7.07b 
0.5CF  + SF (M) 9.76c 8.00b   8.33b 19.07c 12.60cd 4.55c 
0.5CF  + SF (L) 14.23ab 12.40a 10.57b 27.87ab 19.67ab 9.08a 
0.5OF + SF (H) 10.43ac 7.63b 8.05b 20.77c 15.40cd 2.60de 
0.5OF + SF (M) 12.07abc 8.267b 9.60b 23.27bc 15.23cd 4.12c 
0.5OF + SF (L) 11.50bc 9.16b 8.85b 23.30bc 15.20cd 3.99c 
Please note that CF is the chemical fertilizer, OF is organic fertilizer and SF is Jatropha seed 
cake fertilizer, 

 
4.  Conclusion 

This paper shows the multidisciplinary research work of Jatropha in the plantation level. The 
results of this preliminary investigation are the important basic knowledge to increase the 
Jatropha yield. The actual work has been done intensively in the plantation level to make sure 
that the developed technology is practical and useful for the future users. It is clear that 
Jatropha yield improvement is the challenge and it needs the integrated research of 
agriculture, engineering and science. 
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Abstract: Agricultural crop residues, such as straw, corn stover and wood wastes such as leftovers from timber 
cutting, broken furniture, sawdust, residues from paper mills etc. contain appreciable quantities of cellulose, 
hemicelluloses and lignin. Much effort has been devoted to convert these types of biomass into useful industrial 
and commercially viable products. 
During liquefaction, lignocellulosic components are depolymerised to low molecular mass compounds with high 
reactivity and high hydroxyl group content. We have used a high energy ultrasound as an energy source to speed 
up the liquefaction process in our research. The liquefied biomass was used as a f eedstock in synthesis of 
polyesters, polyurethane foams and adhesives. Adhesives for the wood particle boards with incorporated 
liquefied lignocellulosic materials emit less formaldehyde and products have the same or even better mechanical 
and physical properties.  
A special attention was given to the utilization of the liquefied lignocellulosic materials as a new energy source 
with high heating value. It was found that the combustion efficiency of lignocellulosic liquid fuel is comparable 
to the combustion efficiency of Diesel fuel although it has much higher content of cyclic hydrocarbons. The 
emissions are within the range of the European emission regulations. 
The utilization of liquefied lignocellulosic materials can at least partially reduce the crude oil consumption, thus 
increasing the use of the renewable resources in large extent. 

Keywords: biomass liquefaction, polyester synthesis, adhesives, fuel 

1. Introduction 

Biomass based materials and wood in particular are among the most abundant renewable 
resources. Much effort has been devoted to convert these types of biomass into useful 
industrial and commercially viable products. One of the possible routes to achieving this is 
through liquefaction where wood or lignocellulosic materials, such as waste paper, starch, 
etc. reacts with phenol or multifunctional alcohols to yield low molecular mass, liquid 
products that can be used for polymer synthesis [1,2,3,].  

In our research native hardwood and softwood as well as paper and different wood based 
waste materials were liquefied with different glycols and with a minor addition of p-toluene 
sulphonic acid as catalyst.  

However, a novel approach to a very efficient energy input during the thermochemically 
conversion of lignocellulosic biomass into liquefied depolymerized products is the use of 
ultrasound power. Sonochemistry is nowadays an excellent tool in chemical, physical and 
biological processes. The irradiation with ultrasound can be regarded as a special type of 
energy input into the system. The range from 20 kHz to 1MHz is used in chemistry while 
higher frequencies are used in medical and diagnostic applications. The high frequency 
mechanical vibrations are transferred into the medium by titanium made horn, in different 
sizes and shapes. Ultrasound is transmitted through a medium via pressure waves and the 
main advantage is directly related to the physical effect of acoustic cavitation. Acoustic waves 
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can break the cohesion of a liquid and create micro cavities. The cavity is actually a micro 
bubble which corresponds to the sound wave by growing till becoming unstable. At that point 
bubbles collapse violently creating drastic conditions inside the medium for a very short time: 
temperatures of 2000-5000K and pressures up to 1800 a tm inside the collapsing cavity. 
Consequently, under such extreme conditions volatile molecules vaporize and form free 
radicals as was proved in extensive studies of the sonification of water. Radicals cause 
fragmentation of large molecules, stripping off the ligands and oxidation. Shaw and Lee [6] 
exposed the effluent from pulp and paper kraft mill to power ultrasound and efficiently 
reduced the chemical oxygen demand (COD) and effluent turbidity. Shock waves, generated 
at the collapse of cavities induce mechanical effects, such as splitting large molecules to 
smaller fragments, particle size reduction, surface cleaning and intensive mixing and heating. 
The later are used for the formation of stable emulsions in liquid-liquid systems. 

Sonochemical methods are used also in carbohydrate chemistry [7]. Hydrolysis and clevage 
of di- and polysaccharides were quantitatively proved with starch, dextran, cellulose 
derivatives and other polysaccharides. In our research we have utilized high energy ultrasound 
for depolymerization and liquefaction of different lignocellulosic materials. It was found, that 
the reaction yield was in all experiments almost 100% and the reaction time grossly reduced. 

Liquefied wood can be considered to be a polyhydric alcohol. After the liquefaction process, 
the presence of hydroxyl group-containing species in the wood components can be used as 
polyols for several different purposes. The hydroxyl value of the liquefied wood has been 
determined to be between 500 a nd 1000 m g of KOH/g. This high number means that the 
products can be used as the hydroxyl component in complex polyester synthesis [4]. Some 
benefits could be expected from such systems. These include the incorporation of the biomass 
components into the polymeric compositions and consequently, the provision of a certain 
degree of biodegradability. Esterification of a proportion of the hydroxyl groups reduces the 
reactivity of the liquid wood, a feature that is sometimes desired in polyurethane synthesis.  

It was found during initial experiments that a mixture of liquefied wood with melamine-
formaldehyde or melamine-urea-formaldehyde resin can react at elevated temperatures 
forming a solid crosslinked product that was suitable for the use in wood furniture industry. 
Such an adhesive has lower formaldehyde content than the standard melamine-formaldehyde 
or melamine-urea formaldehyde adhesives [5]. In the condensation – elimination reaction, the 
methylol groups of the melamine-formaldehyde resins precursors react with the hydroxyl 
groups on the liquefied wood, eliminating water or methanol. The acid catalyst which is 
present in the liquefied wood additionally speeds up the reaction.  

In our research we have utilized high energy ultrasound for depolymerisation and liquefaction 
of different lignocellulosic materials, wood wastes in particular. A town with 350.000 
inhabitants generate 5.700 tons of different wood waste materials per year, mainly broken 
furniture and packaging materials. Besides that, 2.300 tons of forest residues are deposited, 
manly tree branches, bark and larger pieces of timber. The aim of this study was to find a 
highly efficient way to transform this biomass waste into valuable chemicals and as a n ew 
energy source. It was found, that the reaction yield in all experiments was almost 100% and 
the reaction time grossly reduced.  

 The first objective of this study was to synthesize a liquefied wood that contained high 
hydroxyl group content, with a good yield in the liquefaction reaction. The second goal was to 
achieve the utilization of liquefied wood in the synthesis of polyester-polyols. These polyols 
were successfully utilized in polyurethane foam production.  The third goal was to establish 
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the criteria for creating a melamin-fomaldehyde or a m elamine-urea-formaldehyde resin 
precursor that would react at elevated temperature with liquefied wood and could be used as 
an adhesive. The fourth objective was to utilize the liquefied wood as an energy source with 
high heating value. Most of liquefied products have a heating value higher than 22 KJ/kg, that 
is in the range of pure ethanol and higher than brown coal. Initial tests have indicated that 
these products could also be used as a motor fuel. Since the production of such liquid fuel 
utilizes a huge variety of lignocellulosic wastes and takes place under very mild reaction 
conditions, an overall energy output is high. Several possible applications in energy 
production were identified and explored by our group. 

The utilization of liquefied lignocellulosic materials can at least partially reduce the crude oil 
consumption, thus increasing the use of the renewable resources in large extent. 

2. Materials And Methods 

The most common wood waste materials such as medium density fibreboard (MDF), 
veneered particleboard, particleboard, oriented strand board (OSB), plywood and wheat straw 
were milled on ROTSCH SM-2000 mill. All meals (flours) including spruce (Picea spp.) 
sawdust were sieved through a 2 mm screens and dried at room temperature to constant water 
content.   

All chemicals were of synthesis grade (Merck) and were used without further purification. 

2.1. Experimental setup 
The liquefaction was carried out in a 1000mL three-neck glass reactor, equipped with the 
mechanical stirrer and condenser.  

The ultrasonic device was UP400S processor, produced by Hielscher Ultrasonics GmbH, 
Warthestrasse 21, 14513 Teltow, Germany. The high frequency (24 kHz) power output can be 
regulated by adjustment of amplitude from 20% to 100% of the nominal power of 400W. The 
high frequency output is transferred through titanium cylindrical horn, introduced into the 
reactor through the side neck and submerged 20mm into the reaction mixture. The horn had 
diameter of 22 mm, with the calculated power output (at the maximum amplitude) 105Wcm-2.  

The experimental setup is shown in Figure 1. 

2.2. Biomass (wood waste) liquefaction 
The reactor was charged with 140g of biomass and 700g of glycol. 21g of p-toluenesulfonic 
acid was added. The liquefaction of different wood waste materials was governed in 
diethylene glycol: glycerol = 1:4 mixtures.  

The mixture was heated for maximum of 2 hours at 180 °C while being constantly stirred.  

The ultrasound was switched on when the temperature of the reaction mixture reached 160oC. 
The energy input was controlled by the amplitude of the ultrasound. Ultrasound of amplitude 
from 20% to 100% was used for waste wood liquefaction. 
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Fig. 1: Glass reactor with external heater, mixer and ultrasound sonotrode 

2.3. Polyester polyols from the liquefied wood (LW) 
Three different formulations with two different dibasic organic acids were used in order to 
study the differences in the physical and the chemical properties of the final products. 300 g 
of liquefied wood were used in combination with 60 g of adipic acid; the resulting polyester 
was identified as P1. With 60 g of phthalic acid anhydride, the product was identified as P2. 
With 30 g of adipic acid and 30 g  of phthalic acid anhydride, the resulting polyester was 
identified as P3.   

The liquefied wood was introduced into the four-necked 1000 c m3 glass reactor, equipped 
with a water condenser and mechanical stirrer. The reactor was placed in an electric jacket 
heater. Adipic acid and/or phthalic acid anhydride were added when the liquefied wood 
reached 180oC. Dibutyl tin oxide (0.2% w/w) was added as the sterification/transesterification 
catalyst. The mixture was heated gradually up to 200oC, under stirring and was held at this 
temperature. Water was continuously distilled from the reaction system. A slight stream of 
nitrogen was introduced into the reactor for easier transport of water vapor into a condenser. 
A sample was withdrawn periodically from the reaction system and its acid value was 
determined. The total reaction time was between 160 m inutes and 180 m inutes. After 
completion of the reaction, when the acid value was reduced to less than 30 mgKOH/g, the 
reaction mixture was cooled to ambient temperature. 

1.1. Product characterization 
Hydroxyl values were determined by standard ASTM Standard D4274-05 (2005) method. 
The extent of liquefaction was evaluated by determining the residue after the washing out the 
sample with dioxane and water (4:1 v/v). The residue was dried in an oven at 105oC to 
constant weight. The conversion yield was calculated as the weight percentage based on the 
starting wood material. 
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3. Results and Discussion 

3.1. The efficiency of the ultrasound 
Initial experiments were dedicated to determining the influence of the ultrasound to the speed 
of the liquefaction reaction. The increase of the ultrasound amplitude reduces liquefaction 
time needed to achieve the same liquefaction residue amounts. The efficiency of the 
ultrasound is illustrated in Figure 2, where the liquefaction process without the use of the 
ultrasound needs 120 minutes to achieve the total liquefaction while with the ultrasound at the 
minimal amplitude of 20% only 80 minutes. Accordingly, the use of the ultrasound with 60% 
amplitude completes liquefaction in 60 minutes that represents only half of the time which is 
consumed in order to achieve the same liquefaction extent without ultrasound. 
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Fig. 2:  The decrease of the wood residue in % during the liquefaction with ultrasound 60% 
amplitude (squares), 20% amplitude (triangles) and without ultrasound (empty squares). 
(Values at 0 min represent residue % of the samples taken after the reaction mixture achieved 
160 °C and in case of ultrasonically assisted liquefaction - when the ultrasound was switched 
on.) 

The powerful energy input through the cavitation effect is demonstrated in the reduction of 
the biomass particles size and through the depolymerization of the large biopolymers. The 
size reduction is visible by naked eye since after initial few minutes the reaction mixture 
becomes homogeneous dispersion. The process continues till all the biomass is completely 
dissolved and a dark brown liquid is formed with particles sizes less than 1µm.  
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3.2. Polyester polyols from liquefied wood 
Liquefied wood was used as a component in polyester synthesis due to the large number of 
hydroxyl groups that are available in the liquefied wood. The liquefied wood was used as a 
substitute for part of the polyhydroxy alcohols that are standard raw material in polyester 
formulation. Polyester polyols were prepared by using adipic acid and/or phthalic acid 
anhydride in a high temperature polycondensation/esterification reaction. The polyesters were 
prepared under the standard high temperature polycondensation conditions, confirming the 
use of the liquefied wood as a raw material in polyester synthesis. The products were 
characterized using FTIR, GPC/SEC and viscosity measurements showing similar properties 
to those possessed by equivalent commercial polyesters. The characteristic data are presented 
in Table 1.  

Table 1: Characteristic data of polyesters and the initial liquefied wood 

 
Mn(Av.) 

g/mol 

MW(Av.) 

g/mol 
PDI 

OH value 

mgKOH/g 

Viscosity 

    kPa.s 

% of wood 

(w/w) 

LW 4790 19400 4.0 1043 2.8 28 

P-1 10300 39900 3.9 798 1.9 22 

P-2 4590 60000 13.1 378 1.9 23 

P-3 7980 79500 10.0 437 2.2 23 
 

A rise of the average molar mass was achieved together with a reduction of the hydroxyl 
group content. Such a modification of the polyester reactivity and complexity is favorable for 
further utilization in polyurethane synthesis. The final OH values of the polyesters were in the 
range of saturated polyesters that are used in polyurethane production. The viscosity is grossly 
dependent on the type of the glycol used for the liquefaction and on the wood glycol ratio.  
The use of wood in these experiments replaced up t o 23% of polyhydroxy alcohols in 
polyester formulations. This amount varies according to product requirements and can be 
increased significantly. 

3.3. Liquefied Wood As A New Particle Board Adhesive System 
The OH groups in the liquefied wood, including those of the remaining unreacted glycols 
were available for the condensation reactions with different melamine-formaldehyde and 
melamine-urea-formaldehyde resin precursors. By measuring the mechanical properties of 
selected particle boards and by measuring the formaldehyde release, it was found, that a 50% 
addition of the liquefied wood met the European standard quality demands for particle boards. 
Formaldehyde release was lower than 8mg/100g in all experiments due to the positive 
influence of the liquefied wood components. It can be concluded that the products of the 
liquefied lignin with their aromatic character behaved as a formaldehyde scavenger. Lower 
formaldehyde emissions from particle boards due to the use of the liquefied wood, are 
extremely important in the provision of better quality of life. The properties of particle boards 
made with the mixture of the liquefied spruce wood and the melamine-urea-formaldehyde 
resin precursor Meldur H97 and melamine-formaldehyde resin precursor MS-1 were within 
the European standard EN 312 (2003), type P2 limitations..  
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On the basis of the presented values one can conclude that liquefied woods can be used as a 
substitute for synthetic resin precursors in adhesives that are used for particle board 
production. 

3.4. Liquefied biomass as a fuel 
A special attention was given to the utilization of the liquefied lignocellulosic materials as a 
new energy source with high heating value. Most of liquefied products have a heating value 
higher than 22 KJ/kg, that is in the range of pure ethanol and higher than brown coal. Initial 
tests have indicated that these products could also be used as a motor fuel. Since the 
production of such liquid fuel utilizes a huge variety of lignocellulosic wastes and takes place 
under very mild reaction conditions, an overall energy output is high. The viscosity of the 
liquefied biomass depends on the biomass content in the formulation and can be between 149 
kPa.s to 2 kPa.s. However, if it is applied at higher temperatures, the viscosity is reduced to 
100 Pa.s and can be directly introduced into the burner. The sulphur content is less than 0.3%. 
The carbon monoxide, nitrogen oxides and solid particles emission were within the range of 
the European emission regulations for heavy duty diesel engines. 

Preliminary test were carried out in a prototype gas turbine, where efficiency, power output, 
exhaust emissions as well as wear and durability of components were examined. These results 
were compared to the results obtained during the tests with Diesel fuel. Due to high viscosity 
of the lignocellulosic liquid fuel, a new fuel injection system was designed and manufactured 
to allow injection of heated and pressurized fuel.  

It was found that the combustion efficiency of lignocellulosic liquid fuel is comparable to the 
combustion efficiency of Diesel fuel although it has much higher content of cyclic 
hydrocarbons. It was also proven that utilization of lignocellulosic liquid fuel in the prototype 
gas turbine complies with current emission regulations for electric power generation. 
Differences in exhaust emissions while utilizing lignocellulosic liquid fuel and Diesel fuel 
were analyzed and interpreted. It was found that total hydrocarbon emissions are higher than 
those of Diesel fuel; however the difference diminishes for high air-fuel ratios, high 
combustion chamber air inlet temperature, and high fuel temperatures. All effects enhance 
evaporation of fuel with high viscosity thereby additionally enabling higher conversion rate of 
cyclic hydrocarbons. It was also found that NOx emission increased slightly at the same 
enthalpy of exhaust gasses while using lignocellulosic liquid fuel, which could be attributed to 
high oxygen content of the fuel. Influence of utilizing lignocellulosic liquid fuel on wear and 
durability of components of the gas turbine and its fuel injection system is currently 
examined.  

4. Conclusions 

Different lignocellulosic materials were liquefied with yields higher than 95% and with 
additional use of the ultrasound the reaction times could be reduced for more than 50%. 

Polyesters were synthesized using liquefied wood and other lignocellulosic materials as a 
replacement for a certain amount of polyhydric alcohols – produced from crude oil. The 
chemical and physical properties of such polyesters are favorable for their use in polyurethane 
synthesis. The use of wood in these experiments replaced up to 23% of polyhydroxy alcohols 
in polyester formulations. 

Liquefied lignocellulosic materials were also used as adhesives for particle boards production 
– with reduced formaldehyde emission and excellent mechanical properties. By measuring the 
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mechanical properties of selected particle boards and by measuring the formaldehyde release, 
it was found, that a 50% addition of the liquefied wood met the European standard quality 
demands for particle boards. It can be concluded that the products of the liquefied lignin with 
their aromatic character behaved as a formaldehyde scavenger. Lower formaldehyde 
emissions from particle boards due to the use of the liquefied wood, are extremely important 
in the provision of better quality of life. 

The liquefied biomass has high heating value. The residual particles have low average 
diameter and the liquefied biomass has low viscosity. These are the properties, favorable to its 
utilization as the liquid fuel in traditional oil burners and in diesel engines. The emissions are 
within the range of the European emission regulations. Successfully completed initial test thus 
pave the way for utilization of a new renewable fuel in gas turbines, which are known for 
their high efficiency, high power density, high reliability, technology availability and 
affordability. Overall energy conversion efficiency will be increased by utilizing co- or tri-
generation power plants. The key achievement arises from the fact that the fuel is produced 
from mainly unused renewable source and from the fact that its use has very low carbon 
footprint. 
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Abstract: A dairy farm waste which include milk waste, unconverted feed and bedding, cow manure and cow 
slurry water have been applied as raw materials to produce renewable energy using a continuous flow 
membrane-less microbial fuel cell (MFC). The COD content decreased with 98% from 33,600 J/L to 558 J/L 
within 6 days by turning the organic content into electricity and hydrogen.  The voltage generated reached a peak 
of 1.6136mV, which indicating that dairy farm waste can be an appropriate resource for MFC. The total energy 
of hydrogen gas was 38,338J/L on the sixth day, which suggesting that about 80% of the energy stored in the 
COD was transferred into hydrogen gas. The nitrogen content of the farm waste slurry also decreased 20% 
during the first 24 hours indicating that MFC can be used for nitrogen harvesting.  
 
Keywords: 1. Biomass fuel; 2. Renewable energy; 3. Dairy farm; 4. MFC; 5. hydrogen production

1. Introduction 

There are close to 2 million dairy cows in the UK producing an estimate of 70 million m3 of 
slurry annually. Since each m3 of slurry contains 200-250kwh, it can be considered as one of 
the largest sustainable energy resource in the UK. Due to increasing use of intensive farming 
methods, agriculture derived wastes will continue to increase, especially within the livestock 
farming. From 1961 to 1999, there was a 34% increase of the total livestock numbers in UK 
(BERR & DEFRA, 2003). Farm wastes, such as slurry, dirty water, silage liquor and manure, 
need to be treated and disposed in an environmentally appropriate way. For dairy farms, most 
of the slurry wastes are used as fertilizer to grow winter feed crops for the animals. However, 
there are future logistical and economic constraints, such as for nitrate vulnerable zones were 
spreading is limited to 170kg/ha (Cinar et al., 2004). The restriction is to stop nutrients run-off 
into surrounding ground water from manure spread on the fields. Removal of nitrate is an 
option, but it is not easy to completely remove ammonia and other nitrogen compounds from 
wastewater or slurry water by conventional wastewater treatment technologies (Jetten et al., 
2002). There are significant hazardous environmental impacts of nitrogen. For example, due 
to bacteria oxidation into nitrate, depletion of dissolved oxygen in receiving streams and 
promotion of eutrophication that are toxic to most aquatic organisms. Moreover, high 
concentration of nitrate in groundwater is also harmful to human health, because some 
diseases could occur, such as gastric cancers and infant methaemoglobinemia (Jetten et al., 
2002). Therefore, there is a great potential for nitrate rich dairy farm waste to be used as 
feedstock in microbial fuel cells. In these processes, the available nutrients can be converted 
into energy resulting in reduced environmental impact and lowered energy cost for 
conventional dairy farms could be offset (Young and Pian, 2003).  
 
2. Methodology 

The Microbial Fuel Cell is a technology that can be used to generate electricity from waste 
water or animal slurry water by employing microorganisms to digest inorganic and organic 
compounds (Liu and Logan, 2004). The catalytic reaction of bacteria produces electrons 
which are transferred to the anode, i.e. the negative terminal, directly or by electron mediators 
(Liu and Logan, 2004). The microbes also produce protons that travel from the anode 

 

247

mailto:enzjma@exmail.nottingham.ac.uk


chamber to the cathode chamber. The electrons from the anode travel through an external load 
and recombine with the protons at the cathode to form electric current and hydrogen.  
 
In this study, a continuous flow membrane-less 1m3 MFC was used at 25°C temperature 
with a flow rate of 0.8L/min. The MFC pilot plant was located at the Sutton Bonington 
campus of the University of Nottingham (Figure 1). The microbial culture available in the 
liquid cow manure from a 3 million L storage tank at the Sutton Bonington Campus was used 
as inoculums.. A HACH spectrophotometer DR2500 (Inc.US) was used to conduct COD 
tests.  An HPR-20 MS was used to quantify the hydrogen produced.  The total nitrogen 
removal was been determined by the Kjeldahl method..  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1MFC pilot plant of the University of Nottingham 
 
3. Results 

The COD value decreased rapidly during the first 2 days and then slightly decreased until the 
sixth day, as shown in Figure 2. The initial COD energy level was 33,600 J/L, and finally 
reached 558 J/L after 6 days. The overall removal of initial COD energy was 98%.  This 
indicates that the microbial fuel cell is very active during the initial stage where nutrients, 
such as nitrates, are abundant. 
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Figure 2 COD removal for MFC  

 
Figure 3 shows the voltage variation between day 1 (0) to day 6 (5).  The initial voltage 
increased from 1.2 mV to 1.6 mW within two days. Correspondingly, the largest amount of 
COD was removed from the first day to the third day. Therefore, the voltage achieved the 
highest value (1.6mV) on the third day and stayed stable until the end of forth day. As the 
COD energy is depleted, the voltage decreases on the sixth day. 
 

  
Figure 3 Electricity generated from MFC  

 
 

Figure 4 shows the hydrogen production variation between day 1 (0) to day 6 (5).  There was 
a rapid increase in the hydrogen produced within the first two days corresponding with the 
rapid fall in COD and increase in voltage generated. The energy content of hydrogen was 
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increasing continuously and finally achieved 38,333 J/L, which indicated that 80% of the 
COD energy was transferred to hydrogen gas. 
 

 
Figure 4 Energy to hydrogen production 

 
According to the analysis, the content of nitrogen was decreasing continuously. There were 
20% total nitrogen removals during the first 24 hours. That means organic nitrogen have been 
removed from liquid manure effectively by MFC, and stored in the MFC micro-organisms.  
The depletion of nitrate may also result in decreased microbial activity after day 4.  

 
4. Conclusions 

The overall COD removal from dairy farm waste using a microbial fuel cell was 98% after 6 
days. The highest value of voltage generated was 1.6136mV indicating that dairy farm slurry 
waste is an appropriate resource for MFC. It could supply certain amount energy for the dairy 
farm, and also, the carbon emission and the disposal charging could be reduced. There is also 
bio-hydrogen produced by MFC where 80% of the COD energy has been transferred to 
hydrogen gas. Moreover, there were 20% nitrogen removals in the MFC during the first 24 
hours. The most of nitrogen content of liquid slurry were immobilized in microbes indicating 
that available nitrate is a key for strong MFC activities.   
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Abstract: Burning tests of some agricultural waste biomass materials such as sunflower seed shell (SSS), 
hazelnut shell (HS), rice hull (RH), and olive refuse (OR) were performed in order to compare the combustion 
reactivities of these materials under dry air and oxygen. For this purpose, these samples were burned in a thermal 
analyzer to obtain TGA (Thermogravimetric Analysis), DTG (Derivative Thermogravimetry), DTA (Differential 
Thermal Analysis), and DSC (Differential Scanning Calorimetry) thermograms under both conditions. Initial 
sample mass was approximately 10 mg for each sample which has a particle size of <0.25 mm, and temperature 
was raised from ambient to 900°C with a linear heating rate of 40°C/min under gas flow rate of 100 mL/min.  No 
hold time was allowed at the final temperature. The results of this study showed that the thermal reactivities of 
biomass species change in a wide region, and the type of the oxidative medium plays very important effects on 
the burning parameters such as the ignition point, maximum rate of combustion and its temperature, as well as 
the end point of burning. On the other hand, macromolecular ingredients of biomass such as hemicellulosics, 
celluloses, and lignin have significant effects on the combustion behavior of biomass.           
 
Keywords: Biomass, Agricultural Wastes, Combustion, Dry Air, Oxygen 

1. Introduction 

There are several methods to control CO2 emissions emitted from power plants including pre-
combustion capture, post-combustion capture, and oxy-fuel combustion. Pre-combustion 
capture is also called as gasification or partial reforming for which fuel is reacted with air, 
oxygen, or steam to produce gaseous products. Post-combustion techniques are based on 
scrubbing of CO2 from the flue gas. In oxy-fuel or O2/CO2 recycle combustion method, 
nitrogen is excluded using pure O2 instead of air [1,2]. In oxy-fuel technique, the diluting 
effect of nitrogen in the flue gas does not take place, and the concentration of CO2 becomes 
likely high which is suitable for CO2 capture and storage (CCS) techniques [3]. That is, the 
concentration of CO2 in the flue gas from conventional coal-fired boilers typically changes in 
the range of 4-14 vol % [1], whereas in case of oxy-fuel its concentration increases to 55-65 
vol %. Then, cooling and condensing of water vapor leads to increase in the CO2 
concentration to around 96 vol % [4].      

On the other hand, high concentrations of CO2 in the combustion medium alter the 
combustion properties compared to N2-rich combustion medium.  Ignition temperature, 
burner stability, flame propagation, gas temperature, the char burnout, the radiating properties 
of the flame, the efficiency of the boiler, and the evolution of pollutants are closely affected 
from the high concentration of CO2 [5]. Some of these alterations are directly associated with 
the increasing radiative properties and the thermal capacity of the mixture of CO2 and water 
vapor compared to N2. Combustion kinetics also changes considerably under high CO2 
concentration [6]. From this point of view, combustion characteristics of a given fuel species 
should be evaluated depending on the type of oxidizer.  

So the aim of this paper is to investigate the differences in the combustion properties of some 
agricultural wastes using dry air or pure oxygen. For this purpose, sunflower seed shell, 
hazelnut shells, rice husks, and olive refuse have been selected as the model biomass species, 

 

251



all of which are abundant in Turkey and they have already been used for energy resources for 
a long time.   

2. Methodology 

Agricultural biomass energy resources such as sunflower seed shell (SSS), hazelnut shells 
(HS), rice husks (RH), and olive refuse from milling (OR) used in this study are Turkish 
origin. These renewable energy sources were not dried in oven to avoid any modification in 
their original structure due to rapid drying, and they were kept at laboratory medium for 15 
days to allow removal of the free moisture. Then, air-dried samples were milled and screened 
through a sieve having an opening of 250 µm. The proximate analysis and the gross calorific 
value measurements of the biomass species were carried out according to ASTM standards, 
and the ultimate analyses were performed by an elemental analyzer (EuroEA3000 model). 
These tests were repeated several times to check the reproducibility of the results.  

The main ingredients of biomasses such as holocellulose (hemicellulosics + cellulose forms), 
lignin, and extractive matter were determined by analytical methods according to the 
following procedures. In order to remove the extractives and to obtain extractives-free 
samples, benzene-ethyl alcohol extraction procedure was applied according to ASTM D1105 
standard.  

The extractives-free bulk was then used as feedstock to isolate each of holocellulose and 
lignin.  Isolation of holocellulose was performed with the mixtures of NaClO2 , acetic acid, 
and water. Whereas, the isolation of lignin was carried out by van Soest method in which 
extractives-free sample was treated with 72 vol % sulphuric acid to hydrolyze the cellulosics 
and to isolate the lignin [7]. The content of acid insoluble lignin which is called as “Klason 
Lignin” was determined by drying and ashing of the neutralized bulk.  

Combustion tests of the samples were performed using a TA Instruments SDTQ600 model 
thermogravimetric analyzer with a differential scanning calorimetry detector. TGA 
(Thermogravimetric Analysis), DTG (Derivative Thermogravimetry), DTA (Differential 
Thermal Analysis), and DSC (Differential Scanning Calorimetry) thermograms were obtained 
using dry air or oxygen at flow rates of 100 mL/min, and the initial weights of the samples 
were around 10 mg. Temperature was increased from ambient to 900°C by a heating rate of 
40°C/min, and no hold time was allowed.   

3. Results and Discussion 

Analysis results of the samples are seen in Table 1. According to data given in Table 1, it can 
be said that all the biomass species are rich in volatiles and their fixed carbon contents are 
considerably lower than the contents of volatiles. In fact, such a distribution of the contents of 
volatile matter and fixed carbon is typical for most biomass species [8]. SSS is the biomass 
material that contains the highest volatiles among the samples. Ash contents of the samples 
varies in a so wide range that the ash content of SSS is only 2.7 % while the ash content of 
RH reaches 23.8 %. Sulfur contents of the biomass species are very low regarding the ash 
contents of the low rank coals in general. On the other hand, hydrogen and nitrogen contents 
of all the samples are very close to each other.   

Lignin contents of the biomass materials are also very close to each other except for HS. 
Although, the lignin contents of SSS, RH, and OR changes between 31.4 and 34.8 %, HS 
which has a woody structure contains higher lignin content as much as 51.5 %. Besides, SSS 
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which gives the highest volatiles yield also contains the highest holocellulose content. In 
addition, the lowest calorific value belongs to RH that is rich in ash forming mineral matter.           
 
Table 1. Analysis results of the biomass species 

Proximate Analysis 
(%, dry basis) 

 SSS HS RH OR 

Volatiles 83.7 72.0 66.2 71.2 
Fixed Carbon 13.6 21.0 10.0 14.6 

Ash   2.7   7.0 23.8 14.2 

Ultimate Analysis 
(%, dry-ash-free basis) 

C 47.8 54.8 44.8 49.3 

H   6.1   6.7   6.3   6.2 

N   1.2   1.0   0.9   1.7 

S   0.3   0.1   0.1    0.1 

O* 44.6 37.4 47.9 42.7 

Structural Analysis 
(%, dry basis) 

Extractives 13.8   6.2   9.8 13.6 

Lignin 31.4 51.5 34.8 34.7 

Holocellulose 62.5 38.6 44.9 40.0 

Calorific Analysis Higher Calorific 
Value (MJ/kg) 

17.7 18.2 13.9 17.2 

* calculated by difference 

DTG and DSC curves obtained from non-isothermal thermal analyses of the biomass samples 
under dry air are illustrated in Fig.1.    
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Fig. 1.  DTG and DSC curves obtained from burning with dry air. 
 

DTG curves which are seen on the left hand side of Fig.1 show the relation between 
temperature and the rates of the mass losses from the biomass samples. These curves 
indicated that the thermal decomposition and the burning of SSS have such a characteristics 
that it losses the weight so rapidly that its maximum rate of burning reaches 53.6 %/min at 
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413ºC. Besides, the maximum burning rates for the other samples could not be at this level 
that they were 8.2 %/min at 320 ºC for RH, 6.3 %/min at 307 ºC for HS, and 3.2 %/min at 314 
ºC for OR. Although the mass losses from the samples continued as temperature increases up 
to the final temperature, they are negligible beyond 600ºC. The high thermal reactivity and the 
very high rates of mass losses from SSS can be attributed to the high contents of volatiles in 
this sample. In fact, high contents of holocellulose which is sum of hemicellulosics and 
cellulosics contribute to the formation of volatiles [9]. These constituents which are rich in 
weak ether bonds are thermally unstable and they produce volatile species. Of which, 
combustible volatiles are able to burn in the gaseous phase as homogeneous combustion. 
Elimination of the volatiles from the solid matrix leads to the formation of porous remnant 
and then burning of the char takes place firstly on the surface which is followed by diffusion 
of oxygen into the pores and complete burning of the particles. The latter is generally called 
as the heterogeneous burning stage [10]. Thus, all the organic part of the samples could be 
oxidized until the end of the burning experiment since the final temperature was high enough 
for combustion of most biomass materials.        

On the other hand, the heat flows which are shown as DSC curves on the right hand side of 
Fig.1 predicts that the huge rates of mass losses in the DTG curve for SSS could not 
contribute to the exothermic performance of this sample at expected level. This is because the 
most of the mass losses are formed from the elimination of the volatiles such as carbon 
dioxide which play no important role on the calorific output. The exothermic regions for all 
the samples either comprised of two different parts or a unique broad peak having a shoulder, 
representing the effects of both homogeneous combustion of volatiles and char burning.        

In order to investigate the individual effects of biomass ingredients on burning, each of the 
isolated ingredients including holocellulose, lignin, and extractive-free samples were burned 
under dry air condition. Fig.2 represents the burning characteristics of the ingredients of 
sunflower seed shell and rice husk, the burning properties of which were highly different in 
their parent samples. 

The ingredients for both samples showed similar trends below 250°C that almost all of the 
ingredients lost the same weight in this stage. Increasing temperature affected the weight 
losses in different way that holocellulose and extractives-free sample of SSS rapidly lost 
weight while higher temperatures necessitated getting the similar decomposition yield for the 
lignin content of SSS. On the other hand, decompositions of holocellulose and lignin contents 
for RH exceeded the decomposition of extractives-free sample from 250°C to the end of the 
experiment. In this context, the high ratio of ash for RH is effective at this point, since most of 
the ash forming minerals still exist after treatment with benzene-ethyl alcohol. Accordingly, it 
is possible to conclude that the burning yields for the ingredients of SSS are higher than those 
for RH. This shows that the complex structure of biomass which is comprised of mainly from 
the major macromolecular ingredients are closely affected from the individual behaviors of 
the each ingredient during thermal process.   

DTG and DSC curves obtained from the burning experiments in which oxygen were used 
instead of dry air are given in Fig.3.  

         

 

 

 

 

254



 

Sunflower Seed Shell

0

4

8

12

0 500 1000
Temperature (C)

m
 (

m
g

)

Holocellulose
Lignin
Ext.-free

 

Rice Husk

0

4

8

12

0 500 1000
Temperature (C)

m
 (

m
g

)

Holocellulose
Lignin
Ext.-free

 
 
Fig. 2.  TGA curves for the Ingredients of SSS and RH under dry air. 
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Fig. 3.  DTG and DSC curves obtained from burning with oxygen 

At the first sight it is likely to conclude that the difference among the DTG curves of the 
biomass species encountered for burning using dry air wholly disappeared, and the DTG 
curves almost overlapped in case of oxygen. Also, the burning rates for all the biomass 
samples except SSS increased more than three-folds when oxidizing gas changed from dry air 
to oxygen. This shows that usage of pure oxygen during burning of biomass so augmented the 
thermal reactivity that very different burning profiles could be obtained. Furthermore, the 
combustion process ended at lower temperatures. These findings can be supported by the 
results found from the DSC curves. That is, usage of pure oxygen so changed the shapes of 
the heat flow curves that they almost became very sharp peaks in contrast to the shapes of 
DSC curves for dry air which had some apparent regions in which heat flows take place. The 
exothermic heat flows occurred in so narrow temperature intervals that the temperatures of the 
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lower and upper limits of these regions are very close to each other. Therefore, it is very 
difficult to distinguish the individual DSC curves as well as DTG profiles. These results 
predict that not only the rates of the mass losses but also the heat flows are seriously 
influenced from the type of the oxidizer medium. Increase in the concentration of oxygen 
caused variations in thermal behavior of biomass in the favor of increasing reactivity.      

4. Conclusions 

Burning characteristics of some agricultural waste biomass species such as sunflower seed 
shell, hazelnut shell, rice husk, and olive refuse have been tested under dynamic flows of dry 
air or oxygen under relatively slow heating conditions in a thermal analyzer. These tests 
indicated that both the rates of the mass losses from the biomass samples and the heat flow 
properties are obviously different for each biomass material under dry air. For an example, 
sunflower seed shell showed such a different weight loss character from the other biomass 
samples under dry air that it is possible to say that its thermal reactivity is extremely higher 
than that for the other samples under investigated conditions. Despite this big difference in 
weight loss characteristics of SSS, heat flow properties determined from DSC curves could 
not monitored at expected level, and all the samples showed similar heat flow characteristics 
to some extent. The major ingredients of biomass samples including holocellulose and lignin 
plays a significant role on the thermal reactivity and the exothermic characteristics of the 
burning process.    

On the other hand, a different situation was detected in the DTG and DSC curves obtained 
under pure oxygen. That is, almost all the DTG curves for the samples overlapped to form a 
unique peak as well as the DSC curves. This shows that usage of oxygen instead of dry air 
eliminated the differences in the thermal reactivity and the burning features of the biomass 
species under investigated conditions. Also, thermal reactivities of biomasses seriously 
increased in case of oxygen usage.      
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Abstract: This work reviews current bio-ethanol developments in Nigeria and offers recommendations to help 
sustains this trend of development. The use of staple crops, such as cassava for bio ethanol production is 
generating mixed reactions among the populace who depend largely on these crops for food due to poor living 
conditions in the country. This paper reports that while there is a target of 1.27 billion litres of ethanol per year to 
be blended with petroleum, the government is doing little to increase cassava production and cassava extraction 
efficiency. The current average yield of Nigeria’s cassava stands at 15 tonnes per hectare compared to countries 
like Brazil with an average of 35 tonnes per hectare. Furthermore agricultural research and development in the 
country is underfunded, a situation which hampers innovation and growth in the agricultural sector. The need to 
concentrate efforts on increasing the average yield of cassava is emphasised in this work. This study could not 
explore the technical aspect of the cellulosic feedstock for bio-ethanol due to the non-standardization of the 
techniques coupled with the fact that the bio-ethanol industry in Nigeria is still at its infancy. It is obvious that 
the government lacks comprehensive policies to tackle the challenges that ethanol development will pose to the 
citizenry. Therefore this paper provides recommendations for policy makers to aid in formulating a sustainable 
bio-ethanol policy for Nigeria.  
 
Keywords: Ethanol, Biofuel, Energy crops, Food crise,Cassava 

1. Introduction 

Environmental concerns and crude oil price volatility are creating market gaps between 
conventional and renewable energy sources. The conventional sources of energy are currently 
being supplemented by renewable energies to reduce and accommodate the high fluctuations 
in the price of oil in recent years. Bio fuel among other forms of renewable energy is 
attracting attention globally especially in Brazil and United State of America. It is being 
touted as the future supply of energy in transportation and electricity generation. Africa, the 
second largest continent in the world, host 13% of world’s populations and 10% of the world 
crude oil reserves [1]. Africa’s energy consumption is less than 5% of global consumption 
therefore African countries are categorised as poor based on energy consumption, a major 
developmental index. Bio fuel is not a recent development in a number of African countries 
like Zimbabwe, Malawi and Kenya as they started blending programmes in the 1980’s. In 
Nigeria, bio-ethanol production is still in its infancy and requires attention from policy makers 
and financial institutions to develop and build the industry. In many African countries 
uncertainty exists on the massive utilization of bio-ethanol due to the possible risks of food 
scarcity. The use of bio-ethanol blend in Nigeria transportation fuel (E10) has triggered 
sharply polarized views among agricultural scientists, food engineers, policy-makers and the 
general public. Nigeria in an effort to minimise carbon emissions, energy insecurity and take 
advantage of renewable energy is investing in bio-ethanol technology in partnership with 
Brazil. One major concern shared by many on Nigeria’s ethanol blend is her capacity to 
prevent food crises while achieving energy security. Bio-ethanol production in Nigeria adopts 
the use of cassava (majorly), sweet sorghum and sugarcane as feed stock knowing that these 
staple crops are the major food crops in Nigeria. Although Nigeria is the largest producer of 
cassava in the world, but more than 90% of cassava production in Nigeria is used for domestic 
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food consumption. The government’s road map for achieving the bio-ethanol target of 1.27 
billion litres/year distances itself from how this will not lead to food shortage in Nigeria. It is 
obvious that the bio-ethanol target of Nigeria is achievable due to the size of useful land 
available in the country but there is need for capacity building strategies to sustain bio-ethanol 
production. Nigeria’s size and land usage are presented in Table 1. 

Table 1: Nigeria’s Size and Land use Parameters [2] 
 

Nigeria                  Percentage (%)           Quantity (Million ha)  
  
 
A. SIZE 
 
Total Area                       100.0                      92.4  
Land area                         85.9                                           79.4 
Water bodies                        14.1                      13.0   
  
B. LAND USE 
 
Agricultural land                   77.8                      71.9   
  
Arable cropland                       30.5                       28.2 
Permanent cropland                   2.7                         2.5  
Pasture land                         30.6                       28.3  
Forest and woodland                11.6                       10.9  
Fadama                            2.2                         2.0  
Other land                            8.1                         7.5   
 

There is huge potential for bio-ethanol in Nigeria as can been seen from Table 1. Nigeria’s 
total area is 92.4 million hectares out of which 79.4 million and 13.0 million hectares are 
occupied by land and water bodies respectively. Agricultural land occupies 71.9 million 
hectares making Nigeria one of the top bio-fuel potential countries in the world. In Nigeria 
94% of households engage in crop farming while about 68% of households engage in 
livestock farming [3]. This work will attempt to review government’s effort to advance bio-
ethanol in Nigeria, assess the risk of using food crop for ethanol production and recommend 
policy to help in safe-guarding food security in the country. 

2. Nigeria’s Bio-Ethanol Feedstock and Industries 

Nigeria bio-ethanol production like most countries in the world comes from first generation 
feedstock like cassava, sugarcane and sorghum. Cassava is the main feedstock for Nigeria’s 
bio-ethanol because the country imports about 50% of its sugar consumption. The world 
annual cassava production is estimated at 208 million tones per year with about 60% grown in 
Africa. Figure 1 shows cassava production in some selected countries with Nigeria leading the 
production chart. Nigeria produces more than 40 million tonnes of cassava yearly with the 
average yield of 15 tons/hectare as compared to 25-30 tons/hectare obtainable in other 
countries. Nigeria has more than a million hectares of land that could support cassava 
commercial plantation if financial institutions will invest adequately [3].  The key driver’s of 
Nigeria’s bio-ethanol are 1) urgent need to reduce energy insecurity 2) increase electricity 
accessibility 3) need to raise GDP from 3.5% to 8% per annum and 4) maximise the use of 
available resources. The plan to blend ethanol with petroleum for domestic use is driven by 
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the need to reduce the cost of fuel importation, since Nigeria’s refineries are not working at 
optimum capacity and to respond to climate change. Elijah I. Ohimain stated that, an 
investment of over $3.86 billion has already been committed to the construction of 19 ethanol 
bio refineries, 10,000 units of mini-refineries and feedstock plantations for the production of 
over 2.66 billion litres of fuel grade ethanol per annum. Also an additional 14 new projects 
are in the offing. Of the 20 pioneer projects, 4 are at the conception phase, 8 are in the 
planning phase, and 7 are under construction with only 1 operational. Many have argued that 
a sustainable bio-fuel policy will be needed to regulate sales, use and production [4-6].  
 

 
Fig. 1. Cassava production in selected countries 1990- 2005 (Source: F AO, 2007)  
 
Table 2. Some Selected Ethanol Plant in Nigeria  
 
Name of Company     Plant Location       Feed stock   Installed capacity (million litres/year) 
Dura Clean                       Bacita   Molasses/Cassava                                4.4 
AADL              Sango Ota   Cassava       10.9 
CrowNek  Ekiti   Cassava        64.0 
BV Energy Company        Bayelsa   Cassava      75.0 
Akoni  Lagos   Cassava     53.0 
 
 

Table 3. Some Selected Proposed Plants 
 

No   Name of Company             Project information                                              Budget 
 
1        Jigawa,Benue, Anambra 
          and Ondo State  Integrated bio-ethanol refinaries and sugarcane farm    $4 Billion 
2        Nasarawa State        Integrated bio-ethanol refinary and cassava farm  $27 Million 
3        Casplex                    Ethanol refinary and cassava farm           NA 
4        Ekiti State                Integrated bio-ethanol refinary and cassava farm          $100Million 
5        Petrobras Ethanol plant                        $200 Million 
6        Kogi State Ethanol plant                            $1 Million 
7       Taraba state               Ethanol plant                        $115 Million 
8       Niger State Ethanol plant                        $314 Million 
9       lemna                      Ethanol plant                          $50 Million 
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Production of bio-ethanol from non-edible crops/oil seed and cellulosic substances are going   
to create a new window of opportunity for agriculture, mitigate green house emissions and 
end Fuel-Food debate. The entire supply chain and process of the first generation feedstock 
(e.g. Cassava) needs to be re-evaluated to derive added value from bio-ethanol. Currently bio-
ethanol from energy crops grown for traditional markets is too expensive for use as fuel and 
this is causing rising cost of food especially in Nigeria where government regulations is 
ineffective. Table 2&3 shows bio-ethanol plants in Nigeria requiring mostly cassava as 
feedstock. 
 
3. Cassava: Feedstock versus Staple Food 

Nigeria produces more cassava than any other country in the world followed by Brazil. 
Nigeria’s cassava production is almost double the production of Indonesia and Thailand. 
Cassava is a very versatile commodity with numerous uses and by products. The crop is 
abundant in 24 of the 36 states, requires minimum labour input, and remains the most 
important food security crop for millions of Nigerians. The leaves can serve as vegetables; the 
stem is used for plant propagation and grafting while the roots are typically processed for 
human and industrial consumption. Cassava flour has applications in the biscuits and 
confectionary industry, dextrin pre-gelled starch for adhesives, starch and hydrolysates for 
pharmaceuticals, and seasonings. Table 4 show Cassava production from 1990 -2005. 
 
Nigeria’s Cassava is traditionally  processed into  food products like, gari (roasted cassava 
granules),cassava chips and pellets, fufu flour, starch, cassava flour (lafun and elubo), etc 
consumed by the populace. Cassava in Nigeria is consumed mostly as gari in almost every 
part of the country. In some places the cassava root is a major staple while in other areas 
(especially in the south west) cassava leaves serve as vegetables. Since the populace is highly 
dependent on this crop, its use for bio-ethanol will lead to food crises. Already over 60% of 
the population is poor and survive with less than a dollar per day. The use of cassava for 
monosodium glutamate, glues/adhesives is also common but in small quantities when 
compared with its use for food. The ethanol content of cassava root depends on yield per 
hectare, technology used in the extraction and the variety of the cassava. A conservative 
average for a ton of cassava will be about 100 litres of ethanol [7-9]. The government target is 
to blend ethanol with PMS using a ratio of 9:1 meaning the government is adopting E10. 
Using the 2010 PMS consumption as baseline, total PMS consumption stood at 12.775 x 109 

litres where over 60% was imported due to the poor state of the refineries in Nigeria. The 
drive to produce 1.2775 x 109litres (or 1.2775 x 106 m3) of ethanol from cassava will require 
about 12.8 million tones of cassava. The average per capita food consumption in Nigeria is 
about 600 calories per capita per day where more than 300 calories per capita per day is from 
cassava in different forms. The consumption of gari may account for more than 70% of 
cassava consumption in Nigeria [10].  If the same cassava is to be used as feedstock for 
ethanol, it means that about 30% of total cassava production in Nigeria will not be available 
for the production of daily calories per capital per day.  
 
Converting 30% of cassava production in Nigeria into ethanol will mean that around 3.83 
million tonnes of gari will be lost in circulation thereby increase gari scarcity and threatening 
food security. The argument is that for every 1m3 of ethanol produced for fuel from cassava 
root, about 3 tones of gari are lost. According to Phillips et al [7] 16% of cassava produced is 
used in industries (excluding ethanol based industries) as raw materials, a value that must 
have increased since 2001. Since there is no data on the current percentage, if we assume 25% 
at the end of 2010 and allowing 10% for post harvest losses and wastes, it means just around 
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65% of cassava production will be left for other uses including food production and ethanol 
production).  
 
According to the estimate revealed in this paper about 30% of cassava production is needed 
by the ethanol plants to deliver the 10% blended needed for the E10 in transportation. It is 
very obvious that 35% of the remaining cassava production can not feed the Nigeria populace 
of about 150 million who depend heavily on cassava products for survival due to its low cost 
availability and traditions. The daily consumption of ethanol in this paper does not include 
ethanol for cooking, a scheme the government is also seriously considering. This will increase 
the ethanol need as calculated in this study and will increase the need for cassava. Also the 
informal exportation of cassava to some neighbouring countries like Niger is not accounted 
for in this study. It is obvious that there is the danger of food insecurity in the country if she 
continues to pursue her cassava based ethanol policy without looking into other substitute 
energy crops. 
 
Furthermore there is the need for second generation feedstock for Nigeria’s ethanol needs. 
This can be obtained from the waste from wood industries, bamboo etc. Table 4 shows the 
production of cassava and yearly yield in Nigeria. it will be observed that the cassava 
production yield fluctuates without an trend of definite increment. The current yield stands at 
15 tonnes / hectare.   
 
Table 4: Levels of Cassava Production from 1990-2003 (tonnes) 
 
Year   Production   Yield   
1990   19,043,008   11.65 
1991   26,004,000   10.19 
1992   29,184,000   10.59 
1993   30,128,000   10.59 
1994  31,005,000   10.59 
1995   31,404,000   10.68 
1996   32,050,000   10.66 
1997  32,695,000   11.88 
1998   32,698,000   10.75 
1999  32,070,000   10.64 
2000   32,810,000   10.64 
2001   32,586,000   10.80 
2002   34,476,000     9.98 
2003   33,379,000   10.92 
2004  38,211,000  11.60 
2005  42,012,000  11.60 
Source: FAO (2004) &Authors                                                     

4. Capacity Building Strategies 

Ethanol production in Nigeria has the potential to radically change the economic condition of 
the country which presently relies solely on the exportation of crude oil. The Nigerian 
agricultural sector which is currently dedicated only to food production, will also receive a 
boost. The construction of Ethanol plants in Nigeria is taking place within a non-consolidated 
governmental policy framework, though there are efforts to address this situation. The 
political environment in Nigeria is known to have lots of challenges, and the bio-ethanol 
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industry is no exception. No adequate policy framework exist that directly addresses the 
challenges and peculiarities of the bio-ethanol industry in Nigeria; however, this work will 
provide recommendations and capacity building strategies to sustain current developments in 
the Ethanol industry in Nigeria.  
 
4.1   Research and Development Centres 
One key attribute of the success of the Brazilian ethanol industry was the huge investment in 
agricultural research and development by both the government and the private sector. The 
results of most of the research carried out by some government owned agencies (like 
EMBRAPA) together with universities have allowed Brazil to play a major role in Bio-
ethanol technology [11, 12].  There is need for Nigeria to learn from countries like Brazil and 
US on how to efficiently utilize agricultural land for optimum yield. Nigeria produces more 
than 40 million tonnes of cassava yearly with an average yield of about 15 tons/hectare as 
compared to 25-30 tons/hectare obtainable in other countries. Increasing efficiency of inputs 
and processes to optimize output per hectare of feedstock comes only through research. The 
growth rate in Brazil’s efficiency in ethanol production is about 4% per year. Innovations in 
the industrial process of cassava (saccharification and fermentation) will allow an increase in 
carbohydrate extraction from the cassava root up to 70 %.  The government’s budget and 
policies have not laid emphasis on research and development but more on ethanol plant 
construction and cassava plantations. There are more than 70 universities in Nigeria and more 
than 4 of the Universities are Universities of Agriculture, well equipped to carry out research 
on the second generation feedstock for ethanol, but the government has consistently ignored 
the role of research institutions in its Bio-ethanol development. The government needs to 
empower the Universities through its various agencies to carry out substantial research to aid 
the development of a more sustainable ethanol technology. 
 
4.2   Financial Institutions, Private Investments and government incentives 
Nigeria’s bio-ethanol feedstock production is government led and has little input from private 
firms. The industry needs more participation from commercial agricultural firms and support 
by financial institutions. Government intervention at the initial phase of bio-ethanol 
production is necessary but access to finance and availability of affordable loans should be 
encouraged. In Nigeria for instance, no insurance or commercial bank gives soft loans for the 
cultivation of cassava for bio-ethanol production. The banks are unwilling to provide finance 
due to market uncertainties and perceived high risks. The lack of adequate data to guide 
financial institutions and insurance firms in taking decisions are due to gross variations in the 
data obtained from the government and the private sector. There are a number of incentives 
the government can deploy to stimulate the Nigeria's bio-ethanol industry [13]. These include: 

• Pioneer Status: All registered businesses engaged in activities related to biofuels 
production and/or the production of feedstock for the purpose of biofuel production 
and co-generation within the country shall be accorded Pioneer Status within the 
provisions of the Industrial Development (Income Tax Relief) Act. 

•  Withholding tax on interest, dividends, etc.: Biofuel companies shall be exempted 
from taxation, withholding tax and capital gains tax imposed under sections 78, 79, 80 
and 81 of the Companies Income Tax Act in respect of interest on foreign loans, 
dividends, and services rendered from outside Nigeria to biofuel companies by 
foreigners  

• Waiver on import and customs duties: Biofuel companies shall be exempted from 
the payment of customs duties, taxes and all other charges of a similar nature.  
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• Waiver on Value Added Tax: This shall also apply to all Biofuel companies 
operating in Nigeria. 

• Long term preferential loans: Preferential loan arrangements will be made available 
to investors in the biofuel industry to aid the development of large scale outgrower 
schemes and large scale integrated operations, including plantation, plant, and within 
the gate co-located power generation plants.  An Environmental Degradation Tax shall 
be charged on oil and gas upstream operations to provide a source of funding for 
preferential loans.   

5. Policy Recommendations 

The development of bio-ethanol in Nigeria is a welcome idea coupled with the benefit of job 
employment and increased revenue for the government. The sustainability of bio-ethanol 
implies that government needs to improve on their present commitment and learn from the 
success stories of countries like Brazil and inculcate suggestions that will help to sustain the 
bio-ethanol development in Nigeria. In lieu of that the following recommendations are given:  
 
(i) Effective and robust loan facilities: There is the need for long term loan facilities to 
motivate farmers into practicing commercialized farming. Agricultural incentives like little or 
no interest rates on short term loans, low interest on long term loans should be made available 
to farmers. The recapitalization of banks in Nigeria was to allow cash flow to small business 
but this is not the case.  
(ii) The land use act: There are so many flaws in the land use act that needs to be amended, 
the land use acts needs to favour land for agriculture purposes.  
(iii) Tax exception: Tax incentives should be given to private investors willing to invest in the 
bio-fuel feedstock. 
(iv) Export and import duties: The waiver of duties on imports and exports related to bio-fuel 
should be considered by the government to kick start her ambition in the bio-ethanol field. 
Since the government has a poor record in the management of bio-ethanol blend. The 
management of bio- ethanol blend should be private sector driven 
 (v) Well equipped R&D: The technology of bio-ethanol in Nigeria should have indigenous 
perspectives, the government and the private sector should jointly fund research both at home 
and abroad to validate their outcomes at every point. Bio-fuel industry comes with new 
technology. The Universities of Agriculture in conjunction with Universities of Technology 
available in the country should be given the responsibility of pioneering this research.  
(vi) Bio-fuel policy and legislature: Nigeria’s bio-fuel policy at the moment is still sketchy 
and need thorough work to establish a frame work and legislature for industry. Clean energy 
and techniques should be well promoted and the consequences of breaking the law should be 
severe. The law to govern the bio-fuel industry should be corruption proof.    
(vii) Promoting the use of second generation feed stocks: This will reduce the risk and threat 
to food security especially in Nigeria where the first generation feed stocks are the main 
source of food. 
(ix) Setting up a Bio-fuel Feedstock regulatory body: A body like this will be given the 
responsibilities to oversee the sale, price and consumption of feedstock for domestic 
consumption and for the bio-fuel industry 
(x) Brazil and the US partnership: The government should involve the two leading countries 
in bio-fuels to shape its bio-fuel policy and technology. 
 
6.  Conclusion 
The development of the bio-ethanol industry in Nigeria is an important milestone in achieving 
energy self-sufficiency and sustainable development, especially in the transportation sector. 
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This paper has reviewed efforts of the Nigerian government towards bio-ethanol blend in the 
country, the risks and dangers involved in kick-starting ethanol production without proper 
policy and developmental frameworks to increase cassava production and yield. Commercial 
agriculture must play a pivotal role in this development of bio-ethanol without leading to food 
insecurity. There is need for the government to encourage and give incentive for cassava 
production in the country. The need for government to involve research institutions in the 
development of bio-ethanol and cassava cannot be over emphasis. The government also has to 
design incentives for financial institutions to grant soft loans for the purpose of cassava 
cultivation on a large scale. The government’s ambition to advance bio-ethanol technology in 
Nigeria poses a threat to its populace of about 150 million if adequate frameworks are not put 
in place as recommended in this work. If the government wants to continue its bio-ethanol 
technology the paper recommends that the decision makers should carefully review the policy 
recommendations in this work.  
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Abstract: Plants are the best choice for meeting the projected bio-ethanol demands.For this scope, a comparative 
analysis of the technological options using different feed stocks should be performed. Sweet sorghum can be 
used as a feedstock for ethanol production under hot and dry climatic conditions. Because, it has higher tolerance 
to salt and drought comparing to sugarcane and corn that are currently used for bio-fuel production in the world. 
In addition, high carbohydrates content of sweet sorghum stalk are similar to sugarcane but its water and 
fertilizer requirements are much lower than sugarcane. Also, sugarcane is not a salt tolerant plant. On the other 
hand, high fermentable sugar content in sweet sorghum stalk makes it to be more suitable for fermentation to 
ethanol.In this work, planting sweet sorghum in hot and dry provinces of Iran generally produced 80 tons stalks, 
5 tons grains and 15 tons green leaves per hectare. However comparison among 29 sweet sorghum cultivars and 
lines showed that Rio had higher biomass (117.14t/ha),  stalk yield (95.00t/ha), grain yield (5.00t/ha) and leaves 
(17.00 t/ha). It is interesting to point out that sweet sorghum could be cultivated in southern parts of Iran 3-4 
times per year. Based on these results it is more economical to plant sweet sorghum for bio-ethanol production in 
hot and dry regions of the world. 
 
Keywords: Sweet sorghum, carbohydrate, bio-ethanol, bio-fuel. 

1. 0BIntroduction 

Due to the diminishing fossil fuel reserves, alternative energy sources need to be renewable, 
sustainable, efficient, cost effective and safe [1]. Ethanol is one of the best renewable source 
that has all the above characteristics. Ethanol produced from starch hydrolysis and sugar 
fermentation from biomass is called bio-ethanol. The raw materials used in the ethanol 
production by fermentation can be classified into three main types of materials, which are 
sugars, starches and ligno-cellulose. Sugar can be converted into ethanol directly. Starch 
could be hydrolyzed to fermentable sugars by enzymes; and lingo-cellulose following pre-
treatment by acids or alkali could be hydrolyzed to sugars. Industrial bio-ethanol is produced 
from various crops like sugarcane or sugar beet molasses, corn starch, sweet sorghum, tapioca 
etc. Among them sweet sorghum has been considered as one of the most promising crop for 
energy and industry in hot and dry climates. Sweet sorghum (Sorghum bicolor L.Moench) is a 
CR4R plant characterized by high biomass and sugar –yielding and a high photosynthetic 
efficiency [2,3]. It also has a rapid growth rate as it has a shorter growing season than 
sugarcane and therefore suitable to be grown in most parts of the world. It is well adapted to 
drought [4] and has the capability of remaining dormant during the driest period Sweet 
sorghum is the only plant that all parts of plant can be used for bio-ethanol production. Its 
stalk has sucrose, glucose and fructose readily fermented to ethanol. Its grain flowing starch 
hydrolysis to glucose could be fermented to ethanol. Sweet sorghum leaves and bagasse as 
lingo-cellulosic feed-stocks have the greatest potential to be used as second generation of 
biofuel production. The conversion of sweet sorghum leaves and bagasse to bio-ethanol 
requires pretreatment to break down the lingo-cellulosic structure, remove lignin and 
hydrolyze the cellulose and hemicellulose components to sugars. Sugars are converted to bio-
fuel through fermentation. However conversion of lingo-cellulosic feed-stocks to bio-ethanol 
is not commercialized yet and it is a renewable energy for the future.Most part of Iran has hot 
and dry climatic condition and due to this condition, corn and wheat is imported. Sugar beet 
and sugar cane molasses are not in large quantities so the ethanol produced from these 
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substrates is supplied by industries. The purpose of this study was to plant sweet sorghum 
under Iran hot and dry climatic condition and produce bio-ethanol to be mixed with fuel. 
 
2. Comparisons among sweet sorghum cultivars and lines 

The purpose of this experiment was to determine the most adapted sweet sorghum cultivars 
and lines under hot and dry condition. 29 sweet sorghum cultivars and lines were compared in 
a randomized complete block design at the University of Isfahan Experiment Station and 
University of Isfahan Chemical engineering Lab.  Plots consisted of 4 rows, 10 m apart and 
0.75m apart. Plots received 300 kg/ha of di-ammonium phosphate and 100 kg/ha of urea 
disked into the soil before planting. Water was applied as needed. When kernels were at 
physiological maturity, three meters form two central rows were harvested. Biomass and 
stripped stalks were determined. The fresh stalk, after removing the leaves was crushed in a 
sugarcane crusher to extract the juice. After filtration through a sieve to remove the chaff etc. 
the soluble solids (brix), sucrose (pol%) and the purity of the juice were measured according 
to Varma [5]. Statistical analyses were performed using Statistical Analysis System (SAS) 
computer program. The means were compared according to Turkey’s test. 

3. Results and Discussion 

3.1. Weather Information.  
Iran has an arid climate with average annual precipitation of 250 mm or less.There is no 
summer rain and this low amount of rain precipitates from October to April when sugar crops 
such as corn, sorghum, sugar beet and sugar cane are not growing. Therefore all these crops 
should be irrigated from planting to harvest. Optimum temperature for sweet sorghum 
germination and growth is above 18 oC. Since sweet sorghum is a warm season crop, so its 
growth will be reduced considerably when temperature falls below 5 degree centigrade. Table 
1 shows the planting date of different provinces of Iran. Sweet sorghum duration from 
planting to harvest is 120-150 days. So in Southern part of Iran when the growing season is 
long (Table2), sweet sorghum can be planted two to three times per year.  

3.2. Comparison among sugarcane, sugar beet and sweet sorghum.  
Among sugar and starch crops that is used for ethanol production in other countries, in Iran 
ethanol only is produced from sugarcane and sugar beet molasses.   

In comparison to other two crops, sweet sorghum has the least crop duration, growing season, 
soil water requirements, water management and crop management (Table 3). Under Iran 
climatic condition sweet sorghum has similar biomass, sugar content, sugar yield and ethanol 
production to sugar cane. It should be mentioned that sugar cane can only be grown in the 
sought where there is no freeze temperature, whereas sweet sorghum is grown in most part of 
the country. Based on the above results it is recommended to plant sweet sorghum for ethanol 
production [6]. 
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Table 1. The planting date of different provinces of Iran for sweet sorghum 
State Above 15 oC Less than 0 oC 

Bandar Abbas Feb. - 
Dezful April - 
Isfahan May Dec. 
Kerman June Nov. 

Rasht May - 
Shiraz May Dec. 

Uromieh Apr. Nov. 
Yazd May Dec. 

Zahedan Apr. Dec. 
 
 

Table 2. Climatic conditions of Kahnooj  
Month Tmax 

(0C) 
Tmin

 (0C) Relative 
Humidity (%) 

Jan. 21.1 8.7 70.1 
Feb. 21.0 11.7 72.0 
Mar. 27.3 14.5 60.3 
Apr. 32.2 18.7 60.1 
May 40.5 24.8 40.0 
June 44.4 29.8 38.9 
July 45.4 30.0 42.0 
Aug. 44.0 30.0 45.9 
Sep. 40.7 30.3 46.0 
Oct. 38.7 23.5 53.0 
Nov. 30.5 17.0 66.0 
Dec. 24.0 11.4 64.0 
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Table 3.Comparison among sugarcane, sugar beet and sweet sorghum [6] 
 Sugar cane Sugar beet Sweet sorghum 

Crop duration About 7 months About 5-6 months About 4 months 
Growing season Only one season Only one season One season in 

temperate and two or 
three seasons in 
tropical areas 

Soil requirement Grows well in drain 
soil 

Grows well in sandy 
loam; also tolerates 

alkalinity 

All types of drained 
soil 

Water management 36000 m3/ha 18000 m3/ha 12000 m3/ha 
Crop management Requires good 

management 
Greater fertilizer 

requirement; requires 
moderate 

management 

Little fertilizer 
required; less pest 
disease complex; 
easy management 

Yield per ha 70-80 tons 30-40 tons 54-69 tons 
Sugar content on 

weight basis  
10-12%  15-18% 7-12% 

Sugar yield 7-8 tons/ha 5-6 tons/ha 6-8 ton/ha 
Ethanol production 
directly from juice 

3000-5000 L/ha 5000-6000 L/ha 3000 L/ha 

Harvesting Mechanical harvest Very simple; 
normally manual 

Very simple; both 
manual and 
mechanical 

 
3.3. Energy balance 
Among feedstock that currently are used in different countries for bio- ethanol production 
reported sweet sorghum has the highest energy output/input (Table 4). Wheat in Canada has 
the lowest energy input/output (1.2) while sweet sorghum in temperate areas has the highest 
output/input (12-16) [7].  Most parts of Iran have high day and low night temperature. During 
the day because of high temperature through photosynthesis more carbohydrates will be 
accumulated. Cool nights cause respiration to be decreased. As a result, higher sweet sorghum 
biomass and sugar will be produced.   
 
Table 4. Energy output/input for different feedstock 
Feed stock Energy output/input 
Sugarcane (Brazil) 8.3 
Sugar beet (European Union) 1.9 
Corn (United States) 1.3-1.8 
Wheat (Canada) 1.2 
Fossil- fuels 0.8 
Sweet sorghum 8(12-16 in temperate ares) 
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3.4. Comparison among 29 sweet sorghum cultivars and lines for stem yield, brix and 
sucrose content. 

Mean comparisons are presented in Table 5. Since both stem yield and brix has more 
important role in ethanol production from sweet sorghum, therefore cultivars and lines have 
that more than 60t/ha stalk yield and brix more than 20% were selected. These cultivars are 
Vespa, MN1500, Soave, Sofra, SSV108, SSV94, SSV96, Foralco and Rio. A further selection 
among these cultivars indicated that Rio had the highest stalk yield (95 t/ha) and highest brix 
(22.36). Although the stem yield of M81-E, Theis and Wray was more than 100 t/ha but their 
brix was lower than Rio. None of the sweet sorghum lines due to their low stem yield and brix 
were suitable for ethanol production.[8]. 

Table 5. Mean comparisons among 29 sweet sorghum cultivars and lines regarding stem yield, oBrix, 
Sucrose and purity at university of Isfahan, Iran [8]. 

Genotypes Stem yield (t/ha) Brix (%) Sucrose (%) Purity (%) 
Cultivars  

Roce 39.14 21.96 14.39 66.71 
Vespa 84.53 20.99 13.05 74.59 

Brandes 77.14 18.72 8.92 46.39 
MN1500 83.71 20.71 12.00 57.59 

E36-1 48.00 18.26 13.41 76.02 
Soave 61.57 20.73 13.46 65.00 
M81-E 103.57 16.01 10.26 65.10 
Somac 44.43 21.12 12.85 60.10 
Sofrah 85.57 19.63 12.61 64.05 

SSV-108 62.85 22.25 13.97 62.26 
SSV-94 70.14 20.64 11.75 57.12 
SSV-96 62.00 22.54 13.71 60.10 
Theis 100.14 19.10 7.26 37.59 

Foralco 97.71 20.40 12.64 60.83 
Rio 95.00 22.36 16.06 71.31 
S-35 58.43 19.78 11.58 58.75 

Turno 39.86 11.16 6.00 35.86 
Satiro 27.86 17.16 10.33 60.02 
Wray 126.42 15.84 7.85 49.40 
Lines  
IS 686 61.43 16.54 9.00 54.39 

IS 16054 51.85 21.07 11.73 55.83 
IS 18154 42.14 19.04 12.71 66.71 
IS 6962 43.00 23.01 13.61 58.85 
IS 9639 54.00 21.77 14.31 65.23 
IS 2325 59.57 20.70 14.28 60.18 
IS 6973 33.43 22.85 14.21 61.88 
IS 4546 56.43 22.03 13.05 60.12 
IS 19273 46.28 20.29 15.04 73.69 
IS 4354 33.86 17.66 9.80 55.28 

W1 2.53  6.18 5.05 23.981 
1.Tukey’s value for 5% level 
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4. Conclusions 

It is clear that fuel ethanol from sweet sorghum is the best choice to be implement under hot 
and dry climatic conditions regarding both economic and environmental considerations. 
Because, sweet sorghum has higher tolerance to drought [9], water logging and salt [10, 11], 
alkali and aluminum soils; It may be harvested 3 - 4 months after planting (Table 1) and 
planted 1 - 2 times a year (in tropical areas); Its energy output / fossil energy input is higher 
than sugarcane, sugar beet, corn, wheat and etc… specially in temperate areas; It is more 
water use efficient (1/3 of water used by sugarcane at equal sugar production); Its production 
can be completely mechanized and its bagasse has higher nutritional value than the bagasse 
from sugarcane, when used for animal feeding. Also, by implementing agricultural practices 
such as adequate water and fertilizers, suitable cultivars or hybrids, crop rotation, pest 
management and etc… can increase productivity with focus on bio-fuel production [12]. 

In addition, sweet sorghum has high amount of sucrose [8] and invert sugar [13] which are 
easily converted to ethanol [14, 15]. Therefore, it seems that sweet sorghum is the most 
suitable crop for bio-fuel production in arid regions of the world. This awareness should push 
government of the countries with such climatic conditions to promote the development of 
projects for fuel ethanol production from sweet sorghum. However, social aspects (including 
environmental concerns) should play a more significant role in the selection of the most 
suitable feed-stocks for the alcohol industry. In this way, financial indicators would not be 
necessarily the decisive factors when new large-impact projects for bio-fuels production are 
studied and implemented in developing countries. 
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Abstract: The paper presents an evaluation of greenhouse gas emission during the industrial process of ethanol 
production from sugarcane crops. The production of biofuels is experiencing an increasing trend in most regions 
of the world, following the need of the optimization of renewable energy from biomass. In Brazil sugarcane is 
one of the main raw materials for the production of ethanol. The research summarized in this paper was carried 
out in the period 2008-10 in the State of Minas Gerais, Brazil. The tool Ecoinvent  has been used for the 
estimation of the environmental magnitude of the components of bioethanol production. Moreover a field survey 
has been carried out, which involved the visit to 11 selected distilleries, together with the application of 
questionnaires related to the whole ethanol production process and to the utilization of chemical components and 
by-products. The total emission of CO2eq (representing the whole amount of greenhouse gases: CO2, CH4 and 
N2O) could be estimated in 1540 kg/ha.year. The key sources of greenhouse gas emissions in the bioethanol 
production are sugarcane burning and use of fuels, which account for more than 50 % of total emissions. This 
shows a clear environmental limitation in the process of sugarcane utilization. 
 
Keywords: Ethanol, Greenhouse Gases Sugarcane  

1. Introduction 

The environmental constraints related to the explotation of fossile fuels, together with the 
current concerns regarding the massive production of hydropower lead to the convenience of 
searching alternative energy sources. In this sense the production of biofuels is experiencing 
an increasing trend under a global perspective. Countries like Brazil, which present large 
agricultural areas, are intensively researching the optimization of renewable energy from 
biomass. In Brazil sugarcane is one of the main raw materials for the production of ethanol. 
The fermentation of sugar into ethanol is one of the earliest organic reactions employed by 
humanity. Sugarcane is a semiperennial grass of the genus Saccharum, which is native to 
warm temperate to tropical regions of Asia. They present stout, jointed, fibrous stalks that are 
rich in sugar. Two countries (Brazil and India) are together responsible for around 50 % of the 
world sugarcane production. Sugarcane products include table sugar, molasses, alcoholic 
beverages (e.g. rum) and ethanol. World’s ethanol production forecast for 2012 will pass 20 
billion gallons and Brazil will be responsible for one third of this amount [1]. The largest 
single use of ethanol is as motor fuel and fuel additive. Gasoline sold in Brazil contains at 
least 20 %  anhydrous ethanol, which is blended since 1933. In 2003 t he country started a 
massive production of vehicles flex-fuel, which function with gasoline as well as with 
ethanol. The cane delivered to the processing plant is called burned and cropped and 
represents 77 % of the mass of the raw cane. The reason for this reduction is that the stalks are 
separated from the leaves (which are burned and whose ashes are left in the field as fertilizer) 
and from the roots that remain in the ground to sprout for the next crop. The basic steps for 
large scale production of ethanol are: microbial fermentation of sugars, distillation and 
dehydration. Some crops require previous saccharification or hydrolysis of the carbohydrates 
such as cellulose and starch into sugars. Currently only the sugar (from sugarcane) and starch 
(from corn) portions can be economically converted to sugars. However there is much activity 
in the area of cellulosic ethanol, where the cellulose part of a plant is broken down to sugars 
and subsequently converted to ethanol. Greenhouse gases (CO2, CH4 and N2O) are generated 
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during the agricultural process together with the corresponding inputs manufacturing 
emissions. 

Fig. 1 presents the main steps in conventional ethanol production in Brazil [2]. 
 

 

Fig. 1: Technological routes for ethanol production in Brazil 

Some international studies [3, 4, 5 ] have been dedicated to the evaluation of energetic 
efficiency and the corresponding mitigation of the emission of greenhouse gases. However 
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there is no broad consensus about energetic gains due to ethanol utilization and its impact on 
generation of greenhouse gases. Major inconsistencies are related to assumptions adopted by 
the quantification of inputs and outputs in ethanol life cycle [6]. Also technological 
differences in the local ethanol production process affect the accuracy of the results [7]. 
Consequently further studies are demanded in order to solve these limitations.  

2. Methodology 

The research presented in this paper was carried out in the period 2008-10 in the state of 
Minas Gerais, one of the 27 s tates which forms the Federative Republic of Brazil. Minas 
Gerais is currently the second largest sugarcane and ethanol producer state in Brazil, being 
placed after the state of São Paulo. In order to estimate the environmental magnitude of the 
components of bioethanol production the tool Ecoinvent has been used, which provides data 
for inputs and outputs of lifecycle of thousands of materials. The field survey involved the 
visit to 11 selected distilleries in the State of Minas Gerais, together with the application of 
questionnaires related to the whole ethanol production process and to the utilization of 
chemical components and by-products. 

The first step for the evaluation of greenhouse emission gases in ethanol production was the 
correct identification of all relevant stages in the agricultural phase and in the sugarcane 
industrialization. Technological variations in both phases may result in quite different 
numbers for the emission values. Principles of Life Cycle Evaluation [8] together with IPCC 
recommendations [9] have been used in this phase. Only the most important greenhouse gases 
have been considered (CO2, CH4 and N2O) and total emissions are expressed in (kg CO2eq) 
as follows: 1 k g CH4 = 21 kg CO2eq and 1 kg N2O = 310 k g  CO2eq [10]. Emissions 
estimation assumed 1 ha of cultivated soil as the functional unity. Adopted time span was 6 
years, which encompasses seedling application, sugarcane cycle and 4 cycles of agricultural 
plant resprout. Emissions were calculated using Eq. 1:   

6
FEjncIjEi ××

=                                                                                                                        (1) 

Where: Ei = greenhouse gas emission corresponding to activity (i) i = fuel consumption in 
agricultural operations, fuel consumption in seedling transport, fuel consumption in filtercake, 
ashes and sediments transport, fuel consumption in lime and fertilizers transport, fuel 
consumption in irrigation, fuel consumption in mechanical harvest, fuel consumption in 
loading and sugarcane transport, crop burning, N2O emission from soil, seedling production, 
consumption of chemical products in the industrial phase; Ij = consumed quantity of raw 
materials in each category; nc = number of cycles; FEj = emission factor corresponding to 
raw material Ij; j = fuel, lime, fertilizers, pesticides, burnt sugarcane during crop and chemical 
products used in industrial stage.  

Emission factors were obtained from Ecoinvent [11] and, when available, from [9]. Ecoinvent 
is a broad data base which shows environmental loads, including here gaseous emissions 
associated with lifecycle of agricultural and industrial products. Data about fuel consumption 
in vehicles and agricultural machines, eventually not available in visited industries, have been 
extracted from [12]. 
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3. Results and Discussion  

The calculated emissions have been obtained by multiplying activity data (e.g. liters of diesel 
in a selected agricultural operation) and emission factor (average values found in the Brazilian 
technical literature).  

All researched distilleries send the whole amount of generated filtercake, ashes and sediments 
to further utilization in sugarcane farming. Average waste generation rates are respectively 
2051.63 kg/ha∙a, 659.60 kg/ha∙a and 1430.02 kg/ha∙ano (total = 4141.25 kg/ha∙a.  Average 
distance between processing plant  and agricultural area is 13 km. 

For the calculation of gas emission in transport of lime and fertilizers it was assumed the 
utilization of a 12 t truck, with fuel consumption of 2,5 km/L and an average distance of 25 
km between supplier and farming. In a period of 6 years around 3640 kg load would be 
transported [12]. All researched farms use wastewater for sugarcane culture irrigation (24 
cycles in 6 years). With respect to fertilizers, the emissions have been calculated considering 
the most frequent chemical inputs used in the country: N in the ammonium form, P2O5 and 
K2O [13]. Pesticides have been classified according to their active components and the 
emissions have been calculated based on literature values [9] (Table 1).  

Table 1. Emission of greenhouse gases in lime and fertilizers consumption  
Inputs Consumption (kg/ha) Gas emission (kg 

CO2eq/ha) 
Lime 1520 228 

Fertilizers    
N 

P2O5 
K2O 
Total 

84 
123 
163 

 
 

 

254 
328 
85 
895 

 
 

The gaseous emissions from burning activity in sugarcane plantations have been estimated by 
the corresponding factors for agricultural wastes recommended by IPCC [9]:  2.7 g CH4/kg 
and 0.07 g N2O/kg of dry mass, which is equivalent to 82.82 g CO2eq/kg considering a 
combustion factor of 0.80. CO2 emissions are here not taken into account since the emitted 
carbon will be reassimilated in the next crop. Nitrogen addition to the soil through the use of 
fertilizers intensifies nitrification and denitrification processes and liberates N2O as a by-
product to the atmosphere. N2O emissions are around 20 g per kg of N used in the soil [9]. 

In the present case all energy consumed in the researched factories is generated by burning 
bagasse (crushed sugarcane), therefore no ga s emission from fossile fuels are registered. 
Direct CO2 emissions, which are associated with bagasse burning and molasse (sugarcane 
syrup) fermentation, are not considered in these calculations since, as pointed before, carbon 
will be reassimilated by the vegetation. Consequently only emissions coupled with the use of 
chemical products take part in the general account for the indudtrial phase of ethanol 
production.   

Productivity variations in irrigated and non irrigated areas have been also taken into account 
in loading, transport and sugarcane industrialization. Field research showed that average 
distances were 18 km for trucks of 28 and 45 t and 40 km in the case of heavier trucks (58 t). 
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Moreover inputs transport from suppliers to the industries are carried out by 15 t trucks which 
cover an average distance of 400 km.  

After computing the emission of greenhouse gases in all the necessary steps for ethanol 
production, following number could be estimated: 1539 kg/ha.year of CO2eq (representing 
the whole amount of greenhouse gases: CO2, CH4 and N2O). Table 1 summarizes the 
corresponding emissions and percent values in each of the most relevant categories in ethanol 
production from sugarcane. 

Table 2. Emission of greenhouse gases in agriculture and industrialization of sugarcane for ethanol 
production 

Category Gas emission 
(kgCO2.eq/ha.a) 

% contribution in total 
emission 

Fuel consumption 337.18 21.9 
Fertilizers consumption 298.38 19.38 
Biocides consumption 

Crop burning 
N2O from soil 

Seedling production 
Chemical products 

Total 

30.39 
434.31 
331.52 
72.81 
35.01 
1539.6 

1.97 
28.21 
21.54 
4.73 
2.27 
100 

 
4. Conclusions  

It can be seen that the key sources of greenhouse gas emissions in the bioethanol production 
are sugarcane burning, fuel consumption, N2O liberation from soil and fertilizers 
consumption, which account for more than 90 % of total emissions. One of the learning points 
of this research is that the consideration of other technological scenarios can lead to 
significant differences in the quantification of greenhouse gases emissions. Moreover, in spite 
of favourable points in the utilization of ethanol, there are clearly environmental limitations in 
the process of sugarcane utilization, which are represented by the possibility of the generation 
of greenhouse gases during the lifecycle of biofuels production. 
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Abstract: Bioenergy from woodfuel has a considerable potential to substitute fossil fuels and alleviate global 
warming. One issue so far not systematically addressed is the question of the optimal size of bioenergy plants 
with regards to environmental and economic performance. The aim of this work is to fill this gap by modeling 
the entire production chain of wood and its conversion to bioenergy in a synthetic natural gas plant both with 
respect to economic and environmental performance. Several spatially explicit submodels for the availability, 
harvest, transportation and conversion of wood were built and joined in a multi-objective optimization model to 
determine optimal plant sizes for any desired weighting of environmental impacts and profits. 
We find a trade-off between environmental and economic optimal plant sizes. While the economic optima range 
between 75 – 200 MW, the environmental optima are with 10 – 40 MW significantly smaller. Moreover, the 
economic optima are highly location specific and tend to be smaller if the biomass resource in the geographic 
region of the plant is scarcer. The results are similar with regards to the effect on global warming as well as with 
respect to the aggregated environmental impact assessment methods Ecoindicator ’99 and Ecological Scarcity 
2006.  
 
Keywords: Biofuels, Wood energy, SNG, Life cycle assessment, Environmental optimization 

1. Introduction 

Bioenergy from woodfuel has a large potential to substitute fossil fuels and alleviate global 
warming. At the same time, it is a limited resource, which should be used optimally from the 
environmental perspective. An important variable determining the sustainability of wood 
energy production chains, which has not yet been systematically addressed, is the influence of 
the size of bioenergy plants on the environmental impacts generated along the bioenergy 
production chain. 
 
The size of a bioenergy plant affects several variables at the plant and production chain levels. 
At the plant level the size of a bioenergy plant influences the technology choice and 
configuration and therefore the efficiency of the biomass conversion, the generated 
environmental impacts as well as production costs. At the production chain level, the size of a 
bioenergy plant influences mainly the geographical area needed for the biomass supply, which 
affects the average transport distance and therefore again environmental impacts and costs. If 
the biomass is more or less equally distributed on a regional scale, the average transport 
distance could be estimated by a simple radius-surface relationship. However, in countries 
with large regional differences in biomass availability – either due to geographic factors such 
as mountains or deserts, or due to variations of regional demand – this relationship may be 
different. 
 
The aim of our model is to show how these variables affect the environmental and cost 
performance of bioenergy plants at different plant sizes and locations. We choose the case of 
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the production of synthetic natural gas (SNG) from forest wood (mainly residues from the 
roundwood production and thinning operations) in Switzerland.  
 
2. Material and Methods 

2.1. Overall approach 
In order to model the entire production chain of SNG from wood four submodels were 
designed to model (A) the spatial wood availability, (B) harvest, (C) transport and (D) the 
conversion to SNG at the bioenergy plant (Fig. 1). Each submodel models the costs as well as 
environmental impacts based on life cycle assessment (LCA) resulting for its part of the 
production chain. Data from the submodels is then processed in the optimization model. The 
latter first chooses optimal technology configurations for the bioenergy plant from a set of 
potential technologies for each plant size based on a weighting of environmental impacts and 
profits. Second the environmental and economic performance is calculated for plant sizes 
from 5 – 200 MW. Third the optimal plant size is determined and the procedure is repeated 
for plants in different geographic contexts of Switzerland.  
 
Environmental impacts are assessed with the methods global warming potential (GWP) [1], 
the Ecoindicator ’99 (H/A) (EI’99) [2] and the Ecological Scarcity 2006 (ES’06) [3]. Life 
cycle inventory has been taken from the ecoinvent database [4]. 
 

 
Fig. 1. Methodological approach used 
 
2.2. Submodels 
2.2.1. Availability model 
The spatial wood availability model consists of two separate models. The first is the spatial 
potential model. It derives the effective spatial potential (ESP) of forest fuel based on data 
from the Swiss national forest inventory (NFI) as well as sustainability criteria such as 
biological, societal and economic restrictions [5]. The ESP was calculated for two different 
harvest scenarios, reflecting on the one hand the current situation where approximately 7 
million m3 are harvested in total and on the other hand a maximum scenario where 12 million 

 

280



m3 are harvested. The maximum scenario involves a reduction of the stock which has been 
built up during recent decades as the growth of approximately 9.5 million m3 has been higher 
than the harvested quantities [6]. The maximum scenario could be sustained for about 30 
years. 
 
The spatial wood demand model [5] is based on the one hand on a database containing 
spatially explicit information for automated wood energy installations in Switzerland [7] and 
on the other hand on the overall demand from households [8], which was spatially distributed 
according to population density. 
 
The effective spatial availability (ESA) is yielded by subtracting the spatial wood demand 
from the spatial wood potential. 
 
2.2.2. Harvest model 
The calculation of the environmental impacts of the harvest is based on ecoinvent data, which 
includes stand development and forest maintenance as well as the felling and chipping of the 
wood. The price for forest fuel at the SNG plant site is assumed to be 37 CHF / b-m3 (bulk 
cubic meters) [9], excluding transport costs.  
 
2.2.3. Transportation model 
The transportation model calculates the costs and environmental impacts resulting from the 
transport of wood chips from the forest to the SNG plant by lorry. Transportation distances 
from NFI sample points to all plant locations have been calculated along the forest road 
network and the adjacent street network from Vector25 [10]. The environmental impacts are 
based on ecoinvent data for a 20-28t lorry. We assume average transportation costs of 6.50 
CHF per driven vehicle kilometer1. 
 
2.2.4. Bioenergy plant model 
The conversion of wood to SNG has been comprehensively modeled using different 
technologies and configurations including directly and indirectly heated fluidized bed 
gasification systems as well as several alternatives for gas separation [11-13]. Our bioenergy 
plant model contains the results for these technology configurations with respect to economic 
and environmental performance. In addition we defined the restriction that more sophisticated 
technologies, e.g. directly heated oxygen-blown gasification or pressurized indirect 
gasification may only be chosen for plant sizes greater than 25 MW. The bioenergy plant 
model therefore represents a set of potential technology options for each plant size from 
which the optimization model can choose the optimal one given the environmental and 
economic weighting. 
 
2.3. Optimization model 
An optimization model was implemented in Matlab. It first chooses optimal technology 
configurations from the bioenergy model for each plant size. The choice is based upon 
weighted environmental and economic performances. To be able to calculate the economic 
performance (profit), we must also include the revenues from the sale of SNG as well as the 
co-products electricity and heat. For the revenues we assume the following prices per MWh: 

                                                           
1 Own calculation based on data from the ASTAG (Swiss Association for Road Transportation: www.astag.ch) 
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90 CHF for SNG, 135 CHF for electricity2 and 60 CHF for heat. To calculate the 
environmental impacts we assume a substitution of fossil energy. We expect that SNG is used 
in natural gas cars (Euro 5 emission standard3) to replaces petrol driven cars (Euro 5), 
electricity is used to replace the marginal future Swiss electricity mix which consists of 
nuclear power (90%) and power from natural gas combined cycle plants (10%), and the 
excess heat from the SNG production is fed into a district heating network to substitute heat 
otherwise provided by natural gas boilers. Profit and environmental impacts are calculated 
according to equations (1) and (2): 
 
Profit = Revenuesbioenergy – Production Costsbioenergy   (1) 
 
Env.Imp.net = Env.Imp.bioenergy – Env.Imp.fossil energy   (2) 
 
Profit and environmental impacts are calculated for each technology option from the 
bioenergy plant model. Then a weighted score is calculated for each technology choice based 
on normalized profits and environmental impacts as well as weighting criteria, as in Eq. 3. 
The technology with the highest score is then chosen for the specific plant size and location. 
 
Scoretechnology choice = Env.Imp. normalized * weightenv + Profit normalized * weighteco  (3) 
 
Next, the environmental and economic performance is calculated for plant sizes from 5 – 200 
MW for different locations in Switzerland. We choose these locations to be close to populated 
areas to allow for a potential heat use of the plant as well as with the aim to represent the 
different regions of Switzerland. Sensitivity analysis is performed with regards to weighting 
criteria as well as wood availability scenarios. 
 
3. Results 

Fig. 2 shows the average transport distances that are covered to supply SNG plants with wood 
for different locations and sizes from 5-200 MW for the maximum effective spatial potential 
(ESP) and the maximum effective spatial availability (ESA) scenarios. It can be observed that 
the variation of the transport difference at a given plant size is considerable for different 
locations, especially for larger plant sizes. This effect becomes even more important in the 
ESA scenario due to the increased scarcity of wood. It should also be noticed that for some 
locations a simple radius-surface relationship would not be correct to assume (e.g. St. Gallen).  
 

                                                           
2 Not in all cases electricity is produced. If it is not produced then the same price is paid for the electricity 
consumption of the plant. 

3 http://europa.eu/legislation_summaries/environment/air_pollution/l28186_en.htm 
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Fig. 2. Average wood transport distances for plant sizes from 5-200 MW for different locations in 
Switzerland (right: without demand consideration (ESP), left: with demand consideration, both 
maximum scenario) 
 
Fig. 3 (left and middle) show the economic and environmental performance for a specific 
SNG plant (Chur) for an equal weighting of profits and environmental performance. First of 
all, it can be observed that the environmental performance of the system is dominated by the 
effect of the substitution of fossil fuels through the plant’s products SNG and heat. In other 
words, what really matters is a high wood-to-fuel conversion efficiency, whereas the impacts 
of the production of the biofuel are rather small. Nevertheless, the impacts of transportation 
are responsible for the general slope of the environmental performance. Concerning the 
profits, however, the increased transport distance is more relevant and responsible for the 
overall decline of profits at large plant sizes. The most important factor for the profits are 
economies of scale that can be achieved at higher plant sizes due to decreasing production 
costs. The drastic change at 50 MW is due to a shift in technology with lower production 
costs as well as a higher SNG efficiency and a lower heat production. As a result of this 
technology change, profits increase, whereas the environmental performance decreases, which 
is also due to the fact that the new technology is more sophisticated and more environmental 
impacts arise during the SNG production. Note that if the wood price (harvest) would increase 
(or decrease), it would lead to lower (or higher) overall profits and thus influence the plant 
size at which SNG plants become profitable. 
 
Fig. 3 (right) shows the normalized and weighted performance4 over the entire range of 5-200 
MW. It can be observed that for an equal weighting of environmental performance and 
profits, the highest weighted performance is achieved between 20-50 MW for this location. 
For smaller plant sizes it decreases significantly due to considerably lower profits whereas for 
larger plant sizes it decreases only slightly.  
 

                                                           
4 The environmental curve has the opposite shape as in Fig. 3 (left) since negative environmental impacts are 
avoided impacts and need therefore to be valued positively 
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Fig. 3. Environmental impacts, costs and weighted performance for the location of Chur (ESA, equal 
weighting for profits and environmental performance)5 
 
Since weighting between decision parameters is generally a subjective choice, it is important 
to understand how the weighting parameters influence the results. In our case, weighting 
strongly affects the optimal sizes for SNG-plants (Fig. 4). This is due to the fact that 
environmental performance generally decreases for larger plant sizes (economies of scale are 
too small or outweighed by increased transport distances), whereas profits generally increase 
with increasing plant sizes (or have a least a maximum at a higher plant size). This holds also 
true for a change in wood prices (harvest) since the latter only vertically shifts the profits 
curve but does not change its shape. Fig. 4 also shows that for a pure environmental weighting 
(GWP) the optimal plant size converges towards 10 MW, while at pure economic weighting 
the range of optimal plant sizes is large, from 75 – 200 MW, depending strongly on the spatial 
wood availability. The same results are obtained for an aggregated impact assessment with 
Ecoindicator’99 and Ecological Scarcity 2006 except that for at a pure environmental 
weighting plant sizes converge between 20 – 40 MW. 
 

 
Fig. 4. Relationship of optimal SNG plant scales and weighting of environmental performance (GWP) 
and profits for different locations 
 

                                                           
5 At the state of writing 1 CHF was worth 0.78 Euro or 1.04 USD 
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4. Discussion 

The sensitivity analysis for the weighting parameters suggests that the final decision must be 
based on a subjective choice since environmental and economic criteria lead to different 
optima regarding the plant size (trade-off situation). Even though this conclusion seems to be 
robust at least for three different environmental evaluation methods, more sensitivity analysis 
needs to be performed for other model parameters. These include the wood price, sale prices 
of SNG, electricity and heat (revenues), transport costs, substitution choices (which fossil 
energy SNG, electricity and heat replace), the heat utilization ratio throughout the year and 
wood availability. This analysis would also help to understand which factors are the most 
relevant and need therefore be considered when building SNG plants. 
 
More research is also needed concerning the question whether the results presented here can 
be generalized for other types of bioenergy plants, e.g. conventional wood district heating 
systems or combined heat and power plants. An important step missing so far to proceed into 
this direction is a quantification of the relationships between environmental impacts and plant 
size for these applications. A recent study however produces empirical evidence that power-
law relationships could be used for the scaling of environmental impacts at different plant 
sizes [14]. 
 
5. Conclusions 

We conclude that there seems to be a trade-off between environmental performance and 
profits regarding optimal plant sizes. While the environmentally optimal plant sizes were 
found to be between 10 – 40 MW, the economically optimal plant sizes range between 75 – 
200 MW. The economic optima are highly location-specific and locations with a lower wood 
availability also lead to smaller plant sizes from the economic perspective. The results are 
similar with regards to the impact on global warming as well as two aggregated impact 
assessment methods. The most important drivers for the economic performance are 
production and wood transportation costs. The most important drivers for the environmental 
performance are the effect of the substitution of fossil energy as well as the impacts generated 
during wood transportation and conversion. 
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Abstract: This paper focuses on biogas and suggests methods for strongly increasing its production potential by 
combining gasification with hydrogen addition. By utilizing hydrogen produced from non-fossil energy sources, 
synthetic biogas can be obtained. The suggested methods are gasification combined with the Sabatier reaction, 
and hydrogasification. Both processes utilize hydrogen as a co-feedstock which can be produced via electrolysis 
from renewable electricity. Hydrogen addition to the gasification enhances the conversion efficiency and this 
synergy effect leads to higher fuel output compared to separate use of biomass and hydrogen.  
 
The exploitation of renewable sources such as wind- and solar power is rapidly increasing since many countries 
have introduced incentives for these alternatives to expand. Since these are intermittent sources it would be 
highly beneficial to use electrolysis for balancing excess power in the grid during e.g. high loads or off-peak 
periods. Additionally, there would be an economical benefit as well since the price of electricity during these 
periods often is reduced.  
 
The suggested methods could increase the biogas output by 130 – 150 % from the same amount of biomass as in 
conventional gasification. Contrary to upcoming fuels and solutions in the transport sector, biogas can be 
considered as conventional since a developed distribution system and storage capacity exists. It would also be a 
first step of introducing renewable electricity to the transport sector. 
 
Keywords: Synthetic biogas, Gasification, Transport sector, Hydrogen, Renewable fuels Introduction 

1. Introduction 

The transport sector today poses one of the largest emitting sources of carbon dioxide. In a 
global perspective CO2 from transport is responsible for approximately 23 % of the total 
green-house gas (GHG) emissions [1]. Moreover, the share of fossil energy used in the 
transport sector amounts to almost 95 %, most of it originating from oil [1]. With such a high 
share of fossil energy, the global transport sector is highly vulnerable and dependent on the 
fossil fuel market. Therefore, many regional and intergovernmental goals have been set, 
aiming for heavy reductions of fossil energy usage in the future as an act of CO2 mitigation as 
well as an increased security of supply for their region. However, it is still highly uncertain 
how these goals could be reached. Many proposed solutions, e.g. the hydrogen economy, 
electric vehicles; CCS etc. are concepts and technologies still under development which 
probably cannot be used in any significant magnitude in a near future.  
 
The most noticeable reaction from society towards a more climate neutral transport sector has 
been an increased usage of biofuels (mainly ethanol) and hybridized vehicles. The use of 
biofuels has increased quite rapidly during the past decade. However, the potential of biofuels 
from biomass is quite limited. The topic has been studied by many research groups such as [2, 
3, 4] using Sweden (or local regions in Sweden) as an example, which is a particularly rich 
country in terms of forest (lignocellulosic biomass). Their studies have shown that even a 
forest rich country like Sweden will only be able to support parts of the total energy needs in 
the transport sector. Moreover it is shown that it will be necessary to combine different 
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solutions, both for the supply-side and the demand-side in order to reach highly reduced levels 
of fossil energy in the transport sector [2].  
 
Another renewable fuel that lately has received more and more attention is biogas. Today 
biogas constitutes only a minor part of the energy usage in transport. Biogas consists mainly 
of methane and is usually produced through digestion of organic materials. The amount of 
biogas that could be obtained from each alternative depends on available raw material (waste 
water sludge, manure and to some extent crops). Among others, [5,6] have studied the biogas 
potential from waste water sludge and solid municipal waste depending on t he amount of 
inhabitants in a region and have estimated that it is possible to obtain a total of about 0.8 GJ 
biogas/person/year [5,6].  
 
This paper suggests methods and technologies for strongly increasing the biogas potential by 
producing synthetic biogas from renewable energy sources. Synthetic biogas is a good 
alternative in the transport sector, which could contribute to large reductions of fossil fuel 
related CO2 emissions. Biogas is in this paper defined as a biofuel containing mostly 
methane, independent of the route used to produce it. 
 
1.1. Aim and Scope 
The aim of the paper is to present possibilities for utilising biomass, mainly lignocellulosic, 
more efficiently than via conventional gasification. With the suggested methods it is possible 
to convert larger fractions of the tree into a propellant (in this case methane). It would result 
in an almost 100 %  increase in fuel potential from forest biomass compared to when 
conventional methods are used. Such increase would have a substantial effect on t he total 
biomass potential as raw material for propellant production. Accordingly, the transport sector 
would take a leap towards the possibility of achieving a transport sector with no net emissions 
of greenhouse gases.  
 
The paper suggests implementing:  
- Gasification combined with the Sabatier reaction  
- Hydrogasification 
 
These methods use the same fundamental principle i.e. thermal degradation of a given 
material. However, there are some key differences that are presented, discussed and evaluated 
in this paper. Comparisons are made and suggestions given for where each process should be 
implemented to make the greatest contribution.  
 
2. The processes 

Both suggested processes use biomass and hydrogen as raw materials for producing methane 
(synthetic biogas). They reach almost the same yield, however the main difference is that the 
hydrogen is introduced into the process at different stages. To keep the product (i.e synthetic 
biogas) CO2 lean the suggested processes are will use hydrogen produced from renewable 
sources. In such case water electrolysis would be an excellent alternative. Electrolysis could 
be driven by renewable electricity (which often is intermittent) which gives the possibility of 
obtaining pure hydrogen at relatively low cost if run at e.g. off-peak periods when electricity 
is in excess. The two processes are illustrated and more thoroughly described in the following 
sections.  
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2.1. Gasification combined with the Sabatier reaction 
Gasification is a known application and is commonly used to produce syngas, a mixture of 
mainly hydrogen and carbon monoxide. CO and H2 in combination are suitable for 
production of hydrocarbons e.g. synthetic methane, methanol and Fischer-Tropsch fuels.  
Generally, there is a shortage of hydrogen in syngas if the aim is to produce synthetic biogas. 
Therefore, WGS is used to increase the share of hydrogen before the methane synthesis. 
However, when applying WGS, carbon dioxide is formed as a by-product which must be 
separated. It is a target for removal in the upgrading step after the fuel synthesis and vented to 
the air. The biomass to biogas efficiency in terms of energy is approximately 60 % [7] even 
though most of the carbon feed (about 65 %) is removed as CO2 [8]. Table 1 displays the 
general chemical reaction for methane production via gasification where oxygen is used as the 
gasification agent.  
 
Table 1. Reaction and energy balance for oxygen gasification based on 1 mole produced methane. 
Oxygen gasification      
Reaction 2.7 CH1.5 O0.6 +  1.4 O2 → CH4   + reaction heat +1.7CO2 
Energy    1127 0 676 (60 %) 450 [kJ/mol CH4] 
 
To increase the methane yield from biomass it would be possible to use the separated CO2 for 
additional methane production. This could be done by implementing the Sabatier reaction 
which is showed in Eq. (1). Due to a very beneficial equilibrium in the Sabatier reaction it 
would be possible to convert most of the CO2 to additional methane [9,10]. Hence, in this 
report it is assumed that 90 % of the input CO2 is converted and such process would increase 
the total amount of methane produced, significantly.  
 
CO2 + 4H2  CH4 + 2H2O  ΔH = -165 kJ/mol (1) 
   
As can be seen in Eq. (1), there is need for four hydrogen molecules per carbon dioxide 
molecule for the reduction of the carbon dioxide to methane according to the Sabatier 
reaction. As a by-product, two water molecules are produced for every molecule of methane; 
additionally the reaction is exothermal according to the equation. In Fig. 1 it is illustrated how 
the Sabatier process could be used to retrofit a gasification process.  
 

 
Fig. 1. Oxygen gasification combined with the Sabatier reaction. 
 
After separation from the methane, the CO2 stream could be directed to an external reactor 
where the Sabatier reaction takes place. The reaction could be run at atmospheric pressure but 
needs temperatures between 250 - 400oC. If running close to equilibrium it would be possible 
to increase the methane yield significantly, hence about 85 – 90 % of the carbon dioxide 
would be converted to additional methane [9,10]. To keep the “new” methane CO2-clean the 
hydrogen is supposed to originate from electrolysis driven by a renewable source e.g wind 
power or photovoltaics (PV). 

 

289



2.2. Hydrogasification 
As stated in the previous section, the limiting factor for methane formation in the fuel 
synthesis is the low proportion of hydrogen in syngas. If WGS is used to obtain hydrogen, 
carbon dioxide is produced simultaneously and must be removed. By adding hydrogen in an 
earlier stage, i.e. in the gasifier, WGS can be avoided, moreover less or even no CO2 removal 
is necessary. Adding hydrogen to the gasifier also has the positive effect of eliminating the 
need for oxygen as a gasification agent. Since the produced biogas has a low CO2 content, the 
only upgrading that is needed is to remove the water by condensation. The process is 
illustrated in Fig. 2. 
 
 

 

Fig. 2. Hydrogasification process 
 
Table 2 shows the theoretical reaction and energy balance for hydrogasification which may be 
compared to oxygen gasification in Table 1. As can be seen, less reaction heat is produced 
and there are no CO2 in the product (assuming total reaction).  
 
Table 2. Reaction and energy balance for hydrogasification 
Hydrogasification      

Reaction CH1.5 O0.6 + 1.85 H2 → CH4    + reaction heat + 0.6H2O 
Energy 420  448  676 (78 %) 192 [kJ/mol CH4] 

 

3. Potential for enhanced methane production 

The mentioned processes are suggested as alternatives which significantly can enhance the 
yield of fuel obtained from biomass compared e.g. with biological processes. One must keep 
in mind though, that hydrogen is needed for both processes. The needed hydrogen is 
suggested to be produced through water electrolysis using a renewable energy source e.g. 
wind power or PV. It has been suggested by many researchers that electricity could be stored 
as hydrogen (which in turn can be used to produce propellants) through electrolysis [11-13]. 
This is especially beneficial when considering intermittent power i.e. wind- and solar power. 
Accordingly, electrolysis could act as stabilizer when electricity production is high and the 
grid load is low. In the Nordic countries the electricity price varies continuously and depends 
on supply and demand [14]. When high amounts of electricity are produced with few end 
users, the price will naturally decrease. Therefore, if running the electrolysis during these 
periods, the produced hydrogen will be as cheap as possible. It could also be stored for later 
use which could create possibilities for producing methane in a cost efficient manner.  
 
In Table 3 and Table 4 examples for both processes are presented. The calculations are based 
on input biomass containing 100 moles of carbon (C). As stated earlier a 90 % conversion rate 
of the CO2 is used in the calculations with the Sabatier reaction. It must be noted that in  
Table 3 the system boundaries for the gasification also includes the WGS reaction i.e. the 
flow is led in to the gasification and out from the upgrading process.   

 

290



Table 3. Potential for increased biogas production by using the Sabatier reaction (input data for 
gasification from [7]) 

Gasification  Biomass H2 CO2 CH4 
In (mol) 100 (mol C) -   
Out (mol)  0.7 54 36 
     
Sabatier     
In (mol)  217 54  
Out (mol)  22 5.4 49 
     
Total CH4 out    85 

 
By using the removed carbon dioxide from the biogas, production can be increased by 136 %. 
In addition to the produced methane some un-reacted hydrogen is added to the biogas.  
 
Table 4. Potential for increased biogas production by hydrogasification [7] 

Hydrogasification Biomass H2 CO2  CH4 
In (mol) 100 (mol C) 178 12  
Out (mol)  8 8 83 
     
Total CH4 out    83 

 
The input of CO2 in the hydrogasifier is used as inert gas in the feeding process to avoid 
nitrogen in the system. The increase in biogas production can be calculated by comparing 
with the case of oxygen blown gasifier. In the case of hydrogasification the yield of methane 
will increase 130% compared to oxygen gasification (without Sabatier). 
 
It is important to consider not only the yield of methane since biogas contains other 
combustible gases e.g. hydrogen which will increase the total energy output. In Table 5 it is 
possible to see the total energy balance. There are some facts to consider when reading  
Table 5 regarding the carbon input and the hydrogen content in the biogas. There is a higher 
carbon input in the hydrogasification process since carbon dioxide is used as feed, and it will 
also take part in the reaction and forms methane. Carbon dioxide is also used for feeding the 
oxygen-blown gasifier, but in that case a part of the produced carbon dioxide is re-circulated, 
thus no additional carbon source is added. The higher biogas output from the Sabatier reactor, 
despite the lower carbon input, can be traced to the higher hydrogen content in the produced 
biogas (20 mol-% from Sabatier and 8 mol-% from hydrogasification). 
  
 Table 5. Example of the efficiency of SNG production [7] 

SNG production Hydrogasification Gasification + Sabatier 
Oxygen 

gasification 
Input  Biomass [MW] 100 100 100 
 Hydrogen [MW] 94.8 117.7  
Output  Biogas [MW] 154 165.9 66.3 
Efficiency   79 % 76.2 % 66.3 % 
Hydrogen efficiency1   92.5 % 84.6 %  
1Hydrogen efficiency refers to the increase in fuel production compared with amount added hydrogen. 
In the hydrogasification case, 94.8 MW hydrogen is added which increases the output by 87.7 MW 
compared to the oxygen blown gasifier. The efficiency is obtained by dividing the increase (87.7MW) 
with added hydrogen (94.8 MW), 87.7/94.8 = 0.925 
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Adding hydrogen increases the efficiency which gives a high yield based on t he LHV of 
hydrogen, 92 % for the hydrogasification case and 85 % when the Sabatier reactor is used. 
Table 5 also shows that the suggested methods could increase the biogas output with 
130 – 150 % from the same amount of green carbon. Furthermore, the hydrogasification has a 
positive power balance with the possibility to export 4.5 MW; meanwhile oxygen gasification 
requires an import of 2.7 MW. If the oxygen is taken from the electrolysis in the case of 
oxygen gasification, the plant would lower the electric demand by 4 MW resulting in a 1.3 
MW power export[7].   
 
4. Discussion 

Biogas’ corresponding fossil fuel is CNG (compressed natural gas). The main difference 
between biogas and CNG is that biogas, when upgraded for vehicle usage, contains about  
98 % pure methane and the remaining carbon dioxide. Natural gas however, contains mainly 
methane (about 80-90 %), higher hydrocarbons and carbon dioxide. Today many vehicles are 
driven by CNG, e.g. private cars, buses, trucks, taxicabs etc. In many urban areas (and to 
some extent in rural areas), there is a grid for CNG distribution. Hence, existing grids would 
be suitable for introducing biogas since both gases can be used in the same applications due to 
similar combustion qualities and energy content.  
 
In both suggested processes small amounts of hydrogen are present in the product flow. 
Technically, the hydrogen does not need to be separated. According to test runs from 2006 in 
Malmö, Sweden, natural gas buses have tried driving on h ydrogen blended CNG (HCNG) 
with promising results. The buses used up to 25 vol-% hydrogen with no, or only minor 
changes, in the system depending on blend [15]. 
  
Acquiring the essential hydrogen is one of the key issues for the processes. In this paper, 
electrolysis has been suggested for hydrogen production. However, electrolysis is energy 
demanding with an efficiency of about 70 % from electricity to hydrogen (LHV) [16]. 
Additionally, energy is lost when the actual reaction takes place. On the other hand, using 
electrolysis opens for possibilities of storing electricity in a manner the does not exist today; 
especially intermittent power which is growing rapidly. Moreover it is possible to produce a 
variety of different valuable products from hydrogen. Battery electric vehicles or plug-in 
hybrids have been suggested as possible electricity depots, however the technology and 
infrastructure for this kind of usage is still not commercially available.     
 
An important matter regarding synthetic biogas is that it depends on renewable electricity for 
hydrogen production. Wind power and PV are renewable energy sources that have shown 
promising future potential. However, these sources produce intermittent power which is 
entirely controlled by current weather conditions. Hydrogen production through electrolysis 
would therefore be an effective method to regulate the fluctuations when excess power is 
produced. 
 
Transporting and storing hydrogen for use as a vehicle fuel are issues that have not been 
solved yet. In such terms, it would be more favorable to use the hydrogen as a component for 
further conversion, in this case to produce synthetic biogas. One of the main problems when 
storing hydrogen is that a significant compression work is needed if stored as compressed gas. 
Biogas contains over 3 times more energy per volume than hydrogen which makes 
compression of biogas much more beneficial compared to hydrogen. Additionally, storage 
and infrastructure for biogas is more developed and the vehicles are available today, both as 
private cars and buses for public transportation.  
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As can be seen in the results, both processes show a significant increase in biogas production 
with the highest hydrogen efficiency when using hydrogen in the gasifier. An advantage of 
the Sabatier reaction however, is that it is not limited to gasification processes; basically any 
process with CO2 emissions would be possible to retrofit. The fact that energy is lost as heat 
when adding hydrogen to the processes, could be solved (to some extent) by recovering the 
heat for power production in a steam cycle. Excess heat from the electrolysis could also be 
integrated in the steam cycle as preheating energy or used in e.g biomass drying.  
 
5. Conclusions 

Based on the presented information in this paper, it w ould be feasible to implement the 
suggested methods for fuel production. These would increase the capacity of biogas 
production greatly in areas where sufficient sustainable electricity is available.  
 
It would be an excellent synergy opportunity to use intermittent electricity from renewable 
power production, to run the electrolysis when loads are high on the grid or during off-peak 
periods.  
 
In a short time scale, the methods would be feasible options, since gasification and the 
Sabatier reaction are known technologies and furthermore biogas is used as vehicle fuel 
commercially.  
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Abstract: Although Brazil has a clean energy matrix, factors such as increased electricity consumption forecast 
for the next 25 years and the peculiarities of the isolated systems of electricity generation in the north of the 
country could require the inclusion of alternative energy sources that can show competitive production costs. 
This study aimed to evaluate the feasibility of a 100 kWe gasification system including an engine generator set, 
examining the major costs in using this technology and the sensitivity of different factors on the variation of the 
electricity cost. With a capital cost of 1,100.50 €.kWe

-1, the levelized unit cost of electricity delivered (LUCE) 
found was 459,83 €.MWh-1, which would make this technology uncompetitive even in places where the 
generation is done using diesel oil. The parameters that showed to have a greater impact on LUCE were, in 
decreasing order, the load factor, the gasifier capital cost, the electric conversion efficiency, the capacity 
utilization factor and the gasifier useful lifetime, but even with variations of 30% within the range considered no 
parameter alone would allow reducing the LUCE to a competitive level. 
 
Keywords: Alternative energy sources, Biomass-based power plant, Levelized unit cost of electricity 

Nomenclature

EO annual delivered electricity output . kWh.y-1 

P rated power output............................... kWh 
CUF capacity utilization factor .............. fraction 
α generated power consumed by the 

auxiliaries ....................................... fraction 
l electricity losses in the local distribution 

network ........................................... fraction 
AC annual cost of BGPP ........................... €.y-1 

R capital recovery factor ................... fraction 
cd diesel price .......................................... €.L-1 

cb biomass price ...................................... €.kg-1 

scd diesel specific consumption ............ L.kWh-1 

scb biomass specific consumption ....... kg.kWh-1 

ml manpower wage ......................... €.h-1.man-1 

d discount rate .............................. fraction.y-1 

LUCE levelized unit cost of electricity.. €.kWh-1

 
1. Introduction 

Biomass used in a sustainable way has a very important role to reduce the climate changes 
because it presents a carbon neutral balance, is relatively abundant and also because its forms 
of energy conversion have been already studied for a long time. Sustainable use of biomass 
can be defined as an infinite and continuous use which won't pollute and will maintain the 
natural resources and its benefits to humanity [1]. 

The energy conversion of biomass can be made by biological processes such as fermentation 
and digestion, by thermochemical processes such as combustion, pyrolysis and gasification, 
and also by mechanical extraction processes. Gasification can be defined as the conversion of 
biomass, or any solid fuel, into a gas fuel by partial oxidation at elevated temperatures [2]. 
The most common classification of types of gasifiers refers to the bed type, in the fixed bed 
gasifiers the biomass movement only occurs by gravity and in the fluidized bed gasifiers the 
fuel is kept in suspension by an intense oxidant medium flow, which can be air, oxygen or 
steam.  

The produced gas has a combination of CO, CO2, CH4, H2, N2, tar, particulates and water, 
but its composition is extremely variable depending on the type and characteristics (texture, 
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moisture, ash content and volatile compounds) of fuel used and the type and operating 
conditions (oxidant medium, temperature, pressure, etc.) of the gasifier [3]. For small-scale 
electricity generation, fixed bed downdraft gasifiers are generally more suitable due to lower 
tar levels in the produced gases [4]. 

Renewable sources, with the exception of hydropower, still have higher costs of electricity 
conversion [5], however, for small rural communities, their low levels of energy demand and 
high costs of transmission lines usually restrict the energy supply to these communities by 
connecting them to the conventional power grid, which can make the use of renewable 
sources in decentralized systems to become economically viable.  
 
This paper aims to present an economic assessment of small-scale electricity generation from 
biomass gasification in Brazil. The technology considered for biomass energy conversion was 
a 100 kWe downdraft fixed bed gasifier coupled to a diesel engine operation on dual-fuel 
mode.  

2. Characteristics of the Brazilian electrical system 

The Brazilian energy matrix can be considered “clean”, renewable sources are responsible for 
48.7% of its primary energy [6], it has an installed capacity of 111 GW and nearly 80% of 
electricity produced in the country comes from a renewable source, 7% from biomass and 
72% from hydropower [7], which makes the country's third biggest consumer of hydropower 
in the world, consuming 391 TWh in 2009 [8]. The country is currently experiencing a good 
economic period and it is expected an annual growth of 4.53% in electricity consumption for 
the next 25 years [9]. 

The Brazilian electrical system is formed by both the National Interconnected System (NIS) 
and the Isolated Systems (IS). NIS has a transmission network that sum 89,200 km and is 
responsible for 96.6% of the full capacity of electricity production in the country. The high 
costs of the national grid expansion in northern region of the country, due to its geographical 
characteristics and its low population density, makes the IS the major supplier of energy in 
this region. These systems cover an area equivalent to 45% of the national territory but they 
supply energy for only 3% of the population, with 8.7 TWh of electricity generated from 
fossil fuels in 2009. Despite the large subsidies FROM the government (about 1.05 billion 
Euros in 2007) [11], the average price of electricity paid by the customers in the Northern 
region is the country´s most expensive, 105 €.MWh-1 [7], currently, some isolated 
communities in the Amazon region use diesel generators at an average generating cost 
ranging between 143 and 205 €.MWh-1, whereas in the interconnected system the generating 
cost is around 22 €.MWh-1 [12].  

3. BGPP-based decentralized electricity generation 

Decentralized systems are designed to meet the demands and needs of a small local 
population [13], often in areas previously without access to electricity. The use of biomass 
gasification for energy supply in this kind of community is a reality as demonstrated in 
countries such as India and China [14,15]. The most suitable technology for small-scale 
electricity generation (lower than 1MWe) through gasification processes is a downdraft fixed 
bed gasifier coupled to an internal combustion engine [17], because the gas produced into 
reactor is forced to pass through a high temperature throat, which produces a low tar content 
gas. Despite the fact that an ideal downdraft gasifier produces very low tar content gases, in 
practice the tar and particulates levels are still higher than the recommended levels, < 50 

 

296



mg.Nm-3 and < 100 mg.Nm-3, respectively [17]. consequently, it is necessary to use a gas 
cleaning system before feeding to an internal combustion engine. 

the capacity utilization and the load factors of a rural village, where the demand for electricity 
is primarily for lighting, are commonly low and this lead to high electricity generation costs 
[21,24]. a low capacity utilization factor results in a underutilization of the biomass 
gasification power plant (BGPP) capacity. Furthermore, a low load factor has negative 
impacts on specific fuel consumption, and consequently in its conversion efficiency, and also 
in NOx and SOx emissions [19].  

4. Economic feasibility 

The economic feasibility of a BGPP is dependent on several factors, mainly the capital costs 
of the equipments (i.e. gasifier, engine-generator set, civil works and local distribution 
network), the specific fuel consumption, the capacity utilization factor (CUF) the useful 
lifetime of the equipments and fuel's prices. To assess the economic feasibility there are also 
several indicators, the most used are the levelized unit cost of electricity (LUCE) and the 
breakeven analysis values (e.g. the diesel price estimative or the distance of transmission lines 
under which the electricity generated by a BGPP becomes feasible), but also the Internal Rate 
of Return (IRR) and the Net Present Value (NPV) [17,20]. 

5. Methodology 

Aiming to compare the financial results found in this study with other studies that considered 
different currencies, the values were converted to a common currency (Euro), considering the 
average of the quotations made in 2009 [23]. The conversion values are: 0.3608 (Brazilian 
Real), 0.7178 (American Dollar), 0.0148 (Indian Rupees) and 0.1046 (Chinese Yuan). 
 
The non-monetary data that were needed to estimate the cost of electricity produced by the 
BGPP, as well as the methodology to calculate the LUCE were adopted based on the work of 
Nouni et al [21], this methodology is described below: 

5.1. Levelized unit cost of electricity delivered output 
The levelized unit cost of electricity (LUCE) delivered by BGPP, can be calculated as a 
function of the annualized cost of the BGPP and its amount of annual electricity delivered,  as 
follows: 

OE
A CL U C E=    (1) 

Where AC is the annualized cost and EO is the annual delivered electricity output of the 
BGPP with a rated power output (P) can be calculated by the following expression: 

)1(*)1(*)*8 7 6 0(*)*( lC U FL FPEO −−= α   (2) 
 
Where LF represents the load factor of the BGPP, CUF is the capacity utilization factor, α is 
the fraction of generated power consumed by the auxiliaries of the BGPP and l is the losses in 
the local distribution network. 
 
The annualized cost of the BGPP (AC) has been calculated as follows: 
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V CF CA C +=    (3) 
 
Where FC and VC represent the fixed and variable costs of the BGPP, respectively. 
The FC are the costs that doesn't vary with the BGPP productivity, they can be estimated 
using Eq. (04): 

l dc we gg AA CA CA CF C +++=    (4) 
 
Where AC represents the annualized capital cost of each item of the power plant, they are the 
gasifier (g), engine-generator set (eg), civil works (cw) and the local distribution network 
(ldn), they can be calculated according to their capital costs (C) and capital recovery factors 
(R), which is a function of the discount rate (d) established. The equation to obtain R is 
described below: 

1)1(

)1(

−+
+

= T

T

d
ddR    (5) 

 
Where T is the useful life time of each item of the power plant. The AC's were obtained 
according to Eq. (06), described below: 

xxx RCA C *=     (6) 
 
The VC represent the costs that vary according to BGPP productivity, as follows: 

FMO A CA CV C += &    (7) 
 
Where ACO&M are the annual operation and maintenance costs of each item of the BGPP, and 
ACF are the annual costs with fuel, calculated as follows: 

nmCmCmCmCA C lc wc we ge gggMO ***8 7 6***& +++=   (8) 
 
Where mg, meg and mcw represent the fraction of the capital cost of each item of the BGPP that 
is necessary to its operation and maintenance, ml is the Brazilian manpower wage rate and n 
is the manpower required. 

)**(***8 7 6 0 bbddF scs ccPC U FA C +=    (9) 
 
Where cd  and cb are respectively the local prices of diesel and biomass, scd and scb are the 
specific consumption of diesel and biomass in the power plant. 

5.2. Simplifications and assumptions explanation 
Table 1 shows all the values that were utilized to estimate the electricity generated cost of the 
BGPP: 

5.2.1. Capital costs 
The capital costs of equipments (i.e. the gasifier and the engine-generator set) were 
established with the intention of reflecting the reality of the Brazilian market. For this, it was 
made quotes from some of the industries that produce these equipments in a commercial 
scale, however, currently Brazil has only one company producing gasifiers in a commercial 
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scale and the capital cost of the gasifier was obtained from this company. It refers to a 500 
kWth fixed bed downdraft gasifier including the additional costs with auxiliary systems (e.g. 
an automatic feeding system, two cyclones, a fabric filter and a gas cooling system) and 
transportation, resulting in a capital cost of € 70,350.00. The established capital cost for a 100 
kWe diesel engine-generator set adapted to operate on dual fuel mode represents an average 
cost of € 32,500.00. The civil works cost were estimated at € 7,200.00, the amount is related 
to a facility with 50 m² at a average specific cost of 144 €.m-². the capital cost of the local 
distribution network was estimated based on an average value obtained from a local energy 
company, called COPEL. 

Table 1. Parameters values to LUCE calculation. 
Parameter Unity Value 

Power rated capacity of BGPP kWe 100 
Capital cost of gasifier € 70,350.00 

Capital cost of engine-generator € 32,500.00 
Capital cost of civil works € 7,200.00 

Specific capital cost of local distribution network €.km-1 5,000.00 
Size of local distribution network km 3 

Price of biomass €.kg-1 0.0180 
Price of diesel €.L-1 0.7190 

Specific consumption of biomass (referred to the electric output) kg.kWh-1 1.21 
Specific consumption of diesel (referred to the electric output) L.kWh-1 0.10 

Capacity utilization factor % 25 
Load factor (function of BGPP's rated capacity) % 75 

Generated power consumed by BGPP % 10 
Electrical losses in local distribution network % 10 

Discount rate % 10 
Useful lifetime of gasifier h 10,000 

Useful lifetime of engine-generator h 20,000 
Useful lifetime of civil works y 20 

Useful lifetime of local distribution network y 20 
Manpower required by BGPP - 2 
Brazilian's manpower wage €.man-1.h-1 2.35 

Maintenance cost of gasifier (function of its capital cost) % 5 
Maintenance cost of engine-generator (function of its capital cost) % 10 

Maintenance cost of civil works (function of its capital cost) % 2 
Northern Brazil's reference tariff €.MWh-1 105 
Isolated systems reference tariff €.MWh-1 174 

5.2.2. Brazilian's manpower wage 
The forecast labor cost was calculated based on the Brazilian minimum wage, equal to about 
€ 186 a month, with an additional of 104% related to the charges applied. 

5.2.3. Specific fuel consumptions 
Based on current market price, it was stipulated the value of 18 €.t-1 for prepared wood. The 
value of 0.7190 €.L-1 for diesel based on the average prices paid in 2008 by the Isolated 
Systems power plants [22].  

6. Results 

6.1. BGPP's capital cost 
The BGPP's capital costs found in this study were 703.5 €.kWe

-1 to gasifier, 325 €.kWe
-1 to 

engine-generator set and 1100.50 €.kWe
-1 to the power plant. These values don't differ much 
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from the values presented by Nogueira and Lora [24] WHO stipulated 861.36 €.kWe
-1 as a 

reference to power plants using gasifiers coupled to internal combustion engines. Liu et al 
[25] quoted a value around 1046 €.kWe

-1 as the capital cost of a BGPP in China. Due to 
several factors involved in setting the capital cost of a BGPP (mainly the scale of the project 
and the technologies considered) can also be found values with greater discrepancy [26,27]. 

6.2. BGPP's annualized costs 
Figure 1 shows the extent of the impact of the studied costs on the LUCE. The annualized 
capital cost proved to be the main factor impacting the BGPP annualized cost (approximately 
47% of the total) out of which 33% are due to the gasifier capital cost. Expenditures with 
labor and diesel proved to be almost equivalent, around 17% and 19% respectively. Although 
several authors cite that the diesel can be responsible for less than 30% of the energy 
produced by an engine-generator set operating on dual fuel mode [15,19,27,28] the spending 
with this fuel has represented more than 3 times the spending with biomass, this occurs due to 
much higher diesel specific cost compared to the cost of biomass.  

Fig. 1.  Different costs responsibilities in BGPP annualized cost. 

6.3. Delivered electricity cost 
The estimated cost of electricity delivered by the BGPP under the established conditions was 
459.83 €.MWh-1, which represents approximately 4.38 times the price of the electricity paid 
by the customers in the Northern region of the country. Even when the comparison is based 
on the average price of electricity produced by diesel engine-generator sets in the Isolated 
Systems, the established luce showed no economic feasibility to an investment in a BGPP 
with these characteristics (264% of the isolated systems reference tariff). 

6.4. Sensitivity analysis 
As shown in Figure 2, the load factor is the parameter whose variation has greatest impact on 
the LUCE, if the BGPP operates at its rated capacity, the LUCE would be reduced to 380.41 
€.MWh-1, kept constant all the other factors. This reduction has even greater potential because 
the performance of both gasifier and engine-generator set tend to increase at higher load 
factors [19,21]. Also factor with important impact on LUCE were the electric conversion 
efficiency, the CUF and the gasifier useful lifetime, which with a 30% increase in their values 
could have respectively 7.5, 6 and 6% in LUCE reduction. Furthermore, a 30% reduction in 
gasifier capital cost could represent a 11.5% reduction in LUCE. 
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Fig. 2.  Sensitivity analysis of BGPP.  

7. Conclusions 

It IS concluded that, under the studied conditions, the biomass gasification technology is still 
economically unfeasible to small-scale electricity generation in Brazil. 
 
The main costs involved in BGPP electricity production, in descending order, were: the 
annualized capital costs (mainly the gasifier annualized capital cost), diesel, labor, 
maintenance and biomass costs. 

In an attempt to reduce the LUCE of this BGPP, the load factor was the parameter that 
showed a higher sensitivity to reach this goal, followed by the gasifier capital cost, the electric 
conversion efficiency, the capacity utilization factor and the gasifier useful lifetime. however, 
with a variation of ±30% in the values previously established none of these factors would 
have a sufficient impact in LUCE to make this BGPP economically competitive in the 
Brazilian energy market. Even with a 30% variation of all factors at the same time (a 30% 
increase to the cuf, load factor, efficiency and gasifier useful lifetime and a 30% reduction of 
the gasifier and eg capital costs, discount rate and biomass price) the LUCE would be equal to 
232.95 Euros. This value is still higher than the isolated systems reference tariff. 
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Abstract: Babassu oil is a clear light yellow vegetable oil extracted from the seeds of the babassu palm (Attalea 
speciosa), which grows in most areas of South America. It is about 70% lipids, with 50% of lauric composition. 
Brazil is the world's second largest producer of ethanol and the world's largest exporter; the advantages of 
ethanol are concerned to its renewable origin and low toxicity. In this work ethyl esters of babassu oil were 
synthesized by alkaline catalysis in homogeneous medium. The experimental design was used as a t ool for 
optimization of the transesterification reaction and also in identifying key factors influencing the conversion into 
ethyl esters. The transesterification reactions were performed using two methods - the traditional mechanical 
agitation and agitation promoted by ultrasound waves. The nuclear magnetic resonance spectroscopy was used to 
quantify the conversion of all reactions of transesterification. According to the model obtained by the 
experimental design for mechanical agitation, conversions above 99% are obtained when the stoichiometric ratio 
is set at 6:1, with 1.0% KOH, under stirring at 400 rpm, in 60 min. Alkaline transesterification assisted by 
ultrasound waves produced the best results with respect to time of reaction and phase separation of glycerin and 
ethyl esters. The experimental model showed that conversions above 99% can be obtained in 10 min after 
adjusting the other independent variables. 
 
Keywords: Biodiesel, Babassu oil, Transesterification, Ethanol, Ultrasound. 

 

1. Introduction  

The vegetable oil transesterification yields biodiesel as the main product. However, the final 
mixture is composed of free glycerol, alcohol, catalyst and unreacted mono-, di- and 
triglycerides [1]. These contaminants can lead to environmental and operational problems. 
Achieving high conversions in mono-alkyl esters, to ensure the removal of free glycerin, 
catalyst, alcohol and fatty acids in biodiesel are critical issues to the quality control and is one 
of the main challenges to be overcome to make feasible the industrial production of these 
fuels. In another approach, the fatty acid composition of vegetable oils is a significant factor 
influencing the performance of biofuels, carbon chains with a high number of unsaturations 
are more susceptible to oxidation as well as they have better performance with low 
temperatures, in contrast, saturated chains are desirable [2,3], especially due to the higher 
oxidation resistance and improved cetane number, but its use in cold climates is conditioned 
to its cloud point.  

Among all feasible vegetable oil to cultivation and to oil extraction , this study employed the 
babassu, a generic name given to palm oil belonging to the Palmae family and members of 
the genera Orbignya and Attalea. The babassu oil constitutes 66% of kernel weight, and its 
composition is mainly saturated (83% of the grease composition) which makes it an excellent 
alternative for biodiesel production. In fact, in Brazil there is a range of oilseed crops that can 
be used in biodiesel production; currently almost all manufacturing process uses soybean oil 
as the main raw material. However, some oilseeds, especially soybean oil, run directly into 
the food industry market, besides extensive area must be used to afford good production. In 
this sense, non edible crops, as the babassu oil which presents annual productivity and a good 
yield per hectare, became an excellent alternative [4]. 
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This work proposed ethanolysis of babassu oil employing the alkaline hydroxides most 
commercially used, the sodium and potassium hydroxides, which were evaluated 
independently. The aim was to study the process performance aided by statistical 
methodology proposed by Genichi Taguchi [5] to obtain robust processes, i.e., processes with 
low variation due to uncontrolled variables. So, the homogeneous alkaline transesterification 
reaction was evaluated in the presence of side reactions – the saponification and hydrolysis, 
which are inherent to the use of these hydroxides to generate the effective catalysts [6]. 

2. Methodology 

The Taguchi designs with orthogonal arrays were performed according to the factors and 
levels presented in Table 1 to the conventional agitation and in Table 2 to the ultrasound 
method . 

Table 1. Levels and controllable factors used in babassu oil ethanolysis reaction with conventional 
agitation. 

Factor Units Levels 
  1 2 
Turbulence rpm 200 400 
Temperature ºC 30 60 
Molar ratio ethanol/oil Mol 4:1 6:1 
Hydroxide/oil ratio % by weight 0.5 1.0 
Reaction time min 30 60 
Hydroxide type  NaOH KOH 
 

Table 2. Levels and controllable factors used to babassu oil ethanolysis reaction with ultrasound 
agitation. 

Factor Units Levels 
  1 2 
Molar ratio ethanol/oil Mol 3:1 6:1 
Hydroxide/oil ratio % by weight 0.5 1.0 
Reaction time min 10 20 
Hydroxide type  NaOH KOH 
 

2.1. Materials 
Refined babassu oil was kindly provided by the company COGNIS Brazil Ltda.; NaOH 
(99%), KOH (85%), Na2SO4, anhydrous ethanol (99.8%) and hexane were obtained in 
analytical grade and used as received. The properties of the babassu oil in terms of fat acid 
composition was not determined and it was used the values available in the literature [7]. 
 
2.2. Procedure to the conventional transesterification reaction 
Catalyst and anhydrous ethanol were premixed at 40 °C under magnetic stirring for 20 min or 
until complete dissolution. Then, the solution of the corresponding ethoxide was added to 
70 g of refined babassu oil, previously heated at the same temperature. The reactions were 
performed in a j acketed glass reactor of 300 mL with reflux condenser; the temperature 
control was performed by a t hermostatic bath. Mechanical stirring was performed with a 
mechanical stirrer and glass double curved blades; rotation control was done by mixer brand 
IKA RW20-digital model. After the predetermined time for each reaction, the reaction 
mixture was transferred to a v essel to ensure phase separation between ethyl esters and 
glycerin. 
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2.3. Procedure to the transesterification reaction with ultrasound 
In a 125 mL Erlenmeyer flask, it was added 22 g of refined babassu oil. In parallel, 
appropriate amounts of anhydrous ethyl alcohol and sodium or potassium hydroxides were 
mixed until complete dissolution in a glass flask equipped with reflux condenser, under 
moderate magnetic stirring for 20 min at 40 °C. In the sequence, the solution containing the 
corresponding ethoxide catalyst was added to the flask containing the oil preheated to 30 °C. 
The tub of ultrasonic bath was filled with 300 mL of distilled water and then the flask 
containing the reactants was placed inside. The temperature was maintained in 30 ºC and the 
flask was not sealed, considering that at this temperature the evaporation of ethanol is 
negligible. The position inside the tub and height of the flask were standardized with markers, 
in order to use always the same tridimensional position. The equipment was set to operate at 
600 W and 20 kHz. 

2.4. Purification process and conversion evaluation 
After phase separation and removal of glycerin produced (lower phase), 200 mL of hexane 
were added to the upper phase containing the non reacted intermediates and ethyl esters. This 
promotes new glycerin phase separation. After collecting this new phase, a new step involving 
several washings with 0.1 mol.L-1 solution of HCl were done, in order to reach neutral pH. 
After rinsing, this phase was dried with approximately 0.5 g of anhydrous Na2SO4 to remove 
remaining water, followed by vacuum filtration and, finally, residual alcohol and hexane were 
evaporated by a rotary evaporator at 72 °C during 20 min under atmospheric pressure. 
 
The conversion into ethyl esters was evaluated by NMR in a Mercury 300 MHz – Varian 
spectrometer, with 5 mm glass tubes, using CDCl3 as solvent and 0.3% TMS as internal 
standard. The calculations involving the conversion of esters were determined using the 
formula proposed by Garcia [8]. This methodology basically consisted in the identification, 
by ¹H NMR, of molecules that present peaks in the region of 4.05 to 4.35 ppm during a 
transesterification reaction.  
 
3. Results 

3.1. Evaluation of controllable variables as a function of the process noises 
According to the methodology proposed by Taguchi [5], the signal to noise ratio (S/N) can, in 
this case, be interpreted as conversion into ethyl esters in the presence of noise 
(uncontrollable) factors. Figure 1 shows the effects of controllable factors in the signal to 
noise ratio, measured independently, i.e. without considering interactions between these 
factors, this figure was produced by the software Minitab®, that was used to perform the 
statistical analysis. 
 
3.2. Molar ratio ethanol / babassu oil in the conventional procedure 
The data showed that among all the factors, taken individually, the ethanol / oil ratio was the 
most important factor in conversions into ethyl esters. Due to the existence of a dynamic 
equilibrium between reactants and products, it is expected that excess alcohol increases the 
conversion to esters. In this sense, the results show that ethanolysis of babassu oil behaves 
similarly to the results already reported to other vegetable oils. 
 
One of the advantages of applying statistical designs on the experiments is the evaluation of 
interactions between the factors; sometimes these interactions may be more important than the 
controlled variables. As stated, this factor presents a significant interaction with the reaction 
time, as it could be demonstrated by the interactions analysis, showing that regardless of the 
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time adopted (30 or 60 min), the conversions are higher when used the molar ratio 6:1 of 
ethanol / oil. 
 

*1 and 2 correspond to low and high levels respectively 
Fig. 1. Effects of controllable factors in the average conversion to ethyl esters as a function 
of noise in the conventional procedure 
 
3.3. Effect of temperature 
When temperature is evaluated individually its effect is modest, as it can be observed in 
Figure 1. However, considering the interactions, best conversions are obtained with 
temperatures set at low level, i.e., 30 °C (Figure 2a). Likewise, the turbulence generated by 
mechanical agitation at 400 rpm promotes best conversion into ethyl esters with temperature 
of 30 ºC (Figure 2b). This peculiar behavior can be explained by hydrolysis and 
saponification reactions, enhanced by higher temperatures, which promote the consumption of 
the catalyst reducing the yield of conversions [6]. 
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Fig. 2. Interaction of (a) temperature/time and (b) temperature/turbulence on the signal to 
noise ratio in the conventional procedure 
 
3.4. Effect of amount and type of hydroxide 
In most industrial processes the catalyst is expensive when compared to reagents and adds 
additional costs for its removal from the final product. The effective catalyst in a 
homogeneous transesterification reaction is the anion formed from the reaction between basic 
hydroxide and the alcohol. However, for practical and industrial purposes, the percentage 
ratio by weight of the hydroxide to vegetable oil is commonly used to describe the effect of 
the catalyst involved. 
It was used 1 % (wt) of both hydroxides, what is equivalent to 0.0125 mol of KOH and 
0.0175 mol of NaOH. So, regarding the type of hydroxide, the data show that the use of KOH 
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is desirable, since lower molar quantities promoted better conversion into ethyl esters. 
Furthermore, the purification procedures were significantly facilitated when using potassium 
hydroxide, this experimental finding supports the conclusion that the generation of soap with 
KOH is lower. 
 
Regarding the amount of hydroxide, this study showed that the use of 1 % by weight of it in 
relation to the mass of babassu oil leads to better results. 
 
3.5. Effect of turbulence 
The literature highlights the importance of agitation during the early stages of alkaline 
transesterification reactions, because during the initial stages, the mass transfer is limited 
[9,10]. The results suggested that the turbulence levels adopted in this study are sufficient for 
good conversions into ethyl esters, i.e., higher values of mechanical agitation than 400 rpm do 
not improve the yield of conversion. 
 
Besides interaction with the temperature, this factor also had another significant interaction 
with the amount of hydroxide used, showing that the best conversions are obtained when 
these factors are set at higher level, i.e., mechanical agitation of 400 rpm and 1 % hydroxide 
(Figure 3). The behavior exhibited by this interaction can be explained by an improvement in 
the conditions of mass transfer with more turbulence and also due to increase on availability 
of catalysts for the reaction with the use of 1 % hydroxide in relation to initial mass of oil 
babassu. 
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Fig. 3. Interaction plot between turbulence and % by weight ratio hydroxide / babassu oil in 
the conventional procedure 
 
3.6. Effect of Time 
The reaction time showed to be a dependent controllable factor, and with optimization of no 
other factors, the data showed that satisfactory conversions were reached within 60 m in of 
reaction. 
 
Thus the technological model obtained with this methodology was adjusted to the temperature 
at 30 °C, 400 rpm of mechanical agitation, using 1 % potassium hydroxide during 60 min of 
reaction. The conversion into ethyl esters obtained were above 99 %, determined by 1H NMR, 
and the weight of esters recovered after the purification procedures was 94.59 % compared to 
the initial mass of this product. 
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3.7. Mathematical model 
The evaluation of controllable factors to babassu oil ethanolysis reaction as a function of the 
noises was useful in determining the influence of the main variables in the conversion to ethyl 
esters, as can be seen in the Figure 1 and in the discussion about the effect of the temperature. 
After that, new experimental design was employed with the two main variables and the 
response surface methodology (RSM) was applied, with the development of new 2² complete 
factorial design with axial points, in order to identify the optimum conditions of babassu oil 
ethanolysis. 
 
The mathematical model proposed to describe babassu oil ethanolysis is shown in Equation 
(1). The quadratic coefficients of correlation show that the model can explain 96.21 % of the 
variability in the response and further simulations with this equation are able to predict 80.47 
% of the results. 
 

%CEE=54.37 − 1.836θ + 3.020r + 0.021𝜃2 − 0.025𝑟2 − 0.007(𝜃 × 𝑟)  (1) 
 

Where %CEE is the ethyl esters conversion percentage, θ is the temperature and r the 
ethanol/Oil ratio 
Figure 4 was generated with the software Minitab® from Eq. (1) and show the best fit to a 
babassu oil ethanolysis. As can be seen, with temperatures below 40 °C there is a n arrow 
range in which the conversion into ethyl esters is higher, reaching the highest value in 
temperature around 30 °C and ethanol/oil ratio around 6:1 (60 in the figure). 
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Fig. 4. Response surface to ethyl esters conversions as a function of the ethanol/oil ratio and 
temperature in the conventional procedure 

3.8. The effect of the use of ultrasound 
As it can be seen in de Figure 5, since there are no crossings between the effect lines of the 
variables, does not exist interactions of relevance to this system, thus the interpretation of 
controllable factors can be made directly. 

In the Figure 6 it can be observed that the ratio ethanol/oil was also the most important factor 
involved in ethanolysis under ultrasound, showing that both processes, traditional agitation 
and sonication, are primarily dependent on this factor; no matter how intense are the physical 
conditions to which the medium is submitted. Similar results were reported in literature to the 
ethanolysis coconut oil [11]. 
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Figure 6 also shows that the ratio hydroxide/oil was relevant to the sonolysis of babassu oil, 
the degree of conversion significantly responded to the variation of levels. The best 
conversions are obtained when employing the mass ratio of 1.0 % (wt) of catalyst of babassu 
oil. This result was expected because the greater availability of catalyst greater the generation 
of the active component of the reaction, in this case, the ethoxide catalyst and, due to the 
phenomena of sonoluminescence and cavitation noise, which are responsible for creating 
unique conditions for transfer mass, the greater amount of this active component had its effect 
enhanced [12]. 

 

Fig. 5. Interaction plot on the signal to noise ratio for studied variables in the sonication 
procedure 

 
Fig. 6. Effects of controllable factors in the average conversion to ethyl esters as a function 
of noise in the sonication method 
 

When compared to the traditional method, the time factor of sonication was considerably 
reduced and conversions above 99 % were obtained in 10 min, meaning that despite the 
significance showed for this variable in Figure 6, there is no practical reason to use the upper 
level of time. The important reduction in time compared to traditional methodology, can be 
explained by the intense mass transfer promoted by cavitation noise, implying a reduction of 
time intervals spent on the diffusion of reagents. 

4. Conclusions 

The refined babassu oil has shown excellent qualities as a raw material. Even in ethanolysis 
reaction this oil presented a similar behavior to reactions that used methanol showed in the 
literature [4,13]. The experiments showed that the correct tuning in the process variables is 
able to promote higher conversions into ethyl esters. 
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Among all the controllable factors evaluated, the ratio ethanol/oil decisively influenced the 
conversions into ethyl esters; highest conversions are achieved at the stoichiometric ratio of 
6:1. The temperature showed a peculiar behavior, pointing out that the best conversions are 
obtained at 30 ºC. Other important conclusion is about the amount of hydroxide employed 
that suggests that a rate around 1.0 % is sufficient to obtain good conversions. KOH proved to 
be preferable if compared to NaOH, since better conversions were obtained and purification 
steps were easier. 

The sonolysis of babassu oil showed considerable gain in time with respect to classical 
transesterification, principally during the stages of phase separation, which were substantially 
facilitated. Similar results were obtained for the preparation of biodiesel by the 
transesterification of coconut oil [11]. The remarkable results obtained with the reaction time 
can be explained by intense mass transfer afforded by the unique conditions generated by 
cavitation noise. In addition, possible reductions in the concentrations of mono- and di-
glycerides during the reaction may explain the reduction in the time for phase separation. 
Thus, the method presents itself as a potential technological route of production of biodiesel, 
capable of meeting high demands in short periods of time. Adjustments related to the type of 
ultrasonic reactor (or transducer) and in the process of vegetable oils sonolysis can lead to an 
excellent alternative for biodiesel production, with energy costs that may be less than the 
expenses involved with the traditional method of mechanical agitation. 
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Abstract: Recently, there has been considerable attention in the direct use of intracellular lipase as a whole-cell 
biocatalyst (indirect immobilization of the enzyme) for biodiesel production since immobilization can be carried 
out spontaneously during the process of cell cultivation. In this research the ability of Rhizopus oryzae (ATCC 
9374) whole-cell biocatalyst that was immobilized within biomass support particles (BSPs) was investigated and 
compared with Novozym 435 (most effective extracellular immobilized lipase) for methanolysis of soybean oil 
in solvent free system. The maximum methyl esters content in the reaction mixture reaches 84 wt% using 
R.oryzae whole-cell biocatalyst in optimum condition (6mm×6mm×3mm BSPs size, olive oil as carbon sources 
in basel medium, emulsification using ultrasonicated of reaction mixtures, 15 wt% water content and 7 wt% 
immobilized BSPs, addition of methanol at 0, 4 and 18 h) and at reaction time of 48 h which is remarkably 
comparable with yield of biodiesel at 90 wt% obtained with Novozym 435. Both the lipases can be used for 
repeated batches cycles. These findings indicate that, given the simplicity of the lipase production process and 
the long-term stability of lipase activity, the use of whole-cell biocatalysts immobilized within BSPs and treated 
with glutaraldehyde solution suggest a favorable means of biodiesel fuel production for industrial application. 
 
Keywords:  Biodiesel, Whole-Cell Biocatalyst, Rhizopus oryzae, Novozym 435.  

 
1. 0BIntroduction 

The consideration depletion of fossil resources and increasing social environmental awareness 
has led to a search for fuels that can be produced from renewable sources such as plant 
biomass [1]. A number of studies have examined the methods that are promising use of 
triglycerides (vegetable oils or animal fats) as an alternative fuel for diesel engines. However, 
the direct use of vegetable oils or oil blends is generally considered impractical because of 
high viscosity, acid composition and free fatty acid content. Facing these issues, 
transesterification; also called alcoholysis, were used to reduce viscosity and improve the 
physical properties of such fuels. Transesterification which has been recently developed to 
replace oils and fats as renewable energy resources is similar to hydrolysis reaction in which 
water is substituted with alcohol [2]. Biodiesel is explained as the non-petroleum-based diesel 
fuel be made up of short chain alkyl (methyl or ethyl) esters, typically made by 
transesterification of vegetable oils or animal fats, which can be used (alone, or blended with 
routine petrodiesel) in unchanged diesel-engine vehicles. It is biodegradable and nontoxic, has 
low discharge profile and so is environmentally advantageous [3]. Transesterification of 
triacylglycerides can be carried out by different catalytic processes. Alkali catalysis is widely 
applied for the commercial production of biodiesel fuel. However, enzymatic 
transesterification using lipase enzymes offers considerable advantages, including reducing 
process operations in biodiesel fuel production and an easy separation of the glycerol 
byproduct [4]. There are two major classification of enzymatic biocatalyst: (1) extracellular 
lipases (i.e. the enzyme has previously been recovered from the live-producing 
microorganism broth and then purified) which the major producer microorganisms are Mucor 
miehei, Rhizopus oryzae, Candida Antarctica, Pseudomonas cepacia; and (2) intracellular 
lipase which remains either inside or in the cell-producing walls which in both cases the 

 

311



enzyme is immobilized. The advantage of immobilization in this system is frequent utilization 
due to its easy recovery from the reaction mixture [5]. 
 
Several researchers have reported that the commercially available Candida antarctica lipase 
immobilized on acrylic resin (Novozym 435) was the most effective lipase between any of the 
extracellular lipases tested for transesterification reaction of vegetable oils where methanol is 
used as acyl acceptor [6-8].  Although immobilization of extracellular enzyme seemed to be a 
common method for enzymatic alcoholysis, it needs complicated methods for separation, 
purification and stabilization of lipases which in turn increase the process cost in industrial 
scale [9]. In recent years, there has been considerable interest in the direct use of intracellular 
lipase as a whole-cell biocatalyst (indirect immobilization of the enzyme) for biodiesel 
production. Utilizing whole cell overproducing intracellular lipase in which the purification 
and stabilization of the enzyme are not necessary instead of conventional immobilized lipase 
for biodiesel production is a potential way to reduce the biocatalyst cost, because 
immobilization can be carried out spontaneously during the process of cell cultivation [10]  
In this research the ability of Rhizopus oryzae (ATCC 9374) whole-cell biocatalyst that was 
immobilized within biomass support particles (BSPs) made of reticulated polyurethane foam 
was investigated and compared with that of commercially available most effective lipase 
(Novozym 435) for methanolysis of soybean oil in solvent free system. 
 
2. Materials and methods 

2.1. Materials 
Refined soybean oil was purchased from Behshahr Industrial Co. (Tehran, Iran). Commercial 
immobilized lipase from Candida antarctica, namely Novozym 435 was provided as a gift 
from Novo Nordisk (A.S., Denmark-Tehran Office). 
 
Rhizopus  oryzae  ATCC 9374  purchased from PTCC (Persian Type Culture Collection, 
Tehran, Iran). Palmitic acid methyl ester, stearic acid methyl ester, oleic acid methyl ester, 
linoleic acid methyl ester, linolenic acid methyl ester were purchased from Sigma and were 
chromatographically pure. All other chemicals were obtained commercially and were of 
analytical grade. 
 
2.2. R. oryzae whole cell biocatalyst preparation 
Whole cell biocatalyst experiments were carried out using R. oryzae ATCC 9374, which has a 
1,3-positional specify lipase. The culture medium contains in 1l tap water (its pH was initially 
adjusted to 5.6) were 70 g  polypeptone (50 wt% pepton, 50 wt% trypton), 1 g NaNO3, 1 g 
KH2PO4,  0.5 g MgSO4.7H2O, and 30 g  oil (refined olive, soybean and canola oil). 
 
At first stage, R.oryzae grown on potato dextrose agar (PDA) slant. Erlen flask (500 ml) 
containing 100 ml of the basel medium were inoculated by aseptically transferring spores 
(about 106 spores) from slant, and incubated for  60–72 h  at 35°C on a reciprocal shaker (150 
oscillations/min)  with 0.33 g BSPs subjected to prior sterilization. Reticulated Poly Urethane 
Foam (PUF) with a particle voidage of more than 97% and a pore size of 50 pores per linear 
inch used as BSPs. To examine the effect of BSPs size, these were cut into 
6mm×6mm×3mm cuboids and 6mm cubes and added to basel medium. The R.oryzae cells 
became well immobilized within the BSPs as a natural result of their growth during shake-
flask cultivation. After cultivation, the BSP-immobilized cells were separated from the culture 
broth by filtration, washed with tap water for few minutes, dried at 25°C temperature for 1 
day, and for increase stability of lipase activity crosslinked with glutaraldehyde according to 
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Ban et al method [12]. In this way the dried cells were treated with a 0.1% (v/v) 
glutaraldehyde (GA) solution at 25°C for 1h then were shaken in phosphate buffer at 4°C for 
5 min, washed with tap water for few minutes, and dried for 24 h at room temperature. Finally 
the GA-treated cells were used as a methanolysis catalyst. 
 
2.3.  Lipase-catalyzed transesterification 
2.3.1.  R.oryzae  whole-cell biocatalyst 
The methanolysis reactions have taken place at 35°C in a 50-ml erlen flask with incubation on 
a reciprocal shaker (150 oscillations/min). The reaction mixture contained: 9.65 g soybean oil, 
0.1M phosphate buffer (pH 6.8) in range of 0–2.5 ml (0–25 wt.% water content by substrate 
weight), 0.1–1.0 g BSPs (1 – 10 wt%), 0.35 g methanol (One molar equivalent of methanol 
was 0.35 g against 9.65 g soybean oil) was added stepwise to the reaction mixtures three 
times at 0 and different hours after start of reaction.  For full convert of oil to Fatty acid 
methyl esters, at least three molar equivalents of methanol are necessary. 
 
2.3.2. Novozym 435 as a biocatalyst 
The methanolysis reaction has taken place with the immobilized lipase from Candida 
antarctica (Novozym 435) in the solvent-free system in a 50-ml erlen flask at 35°C with 
incubation on a reciprocal shaker (150 oscillations/min). The reaction mixture contained 9.65 
g soybean oil, 0.4 g immobilized lipase and 0.35 g methanol (without any distilled water) was 
added stepwise to the reaction mixtures three times at 0 and different hours after start of 
reaction. 
 
2.4. Analytical procedure 
The methyl esters contained in the reaction mixture was analyzed using a GC-3800CP gas 
chromatography (Varian Crop. Netherland) connected to a cpsil-5CB Capillary column 
(0.32mm×30 m, Varian, Netherland). Samples (200µl) were taken from the reaction mixture 
at specified time and centrifuged at 13,000 rpm for 5 min to obtain the upper layer. The 
methanolysis products were analyzed by capillary gas chromatography (cGC) as described 
below. The upper layer (80µl) and tricaprylin (20µl) which is served as the internal standard 
were precisely measured and mixed thoroughly in bottle with 2 ml hexane as solvent to which 
a small amount of anhydrous sodium sulfate as dehydrating agent were added. A 1.0 µl 
aliquot of the treated sample was injected into cGC. The column temperature was held at 150 
°C for 1 min, raised to 200°C at rate of 20°C/min then raised to 207°C at rate of 1°C/min, 
finally raised to 300°C at rate of 30°C/min and maintained at this temperature for 24 min. The 
temperature for injector and flame ionization detector (FID) were set at 270 and 300°C, 
respectively.  
 

3. Results and Discussion 

3.1.  Effect of BSPs size 
To examine the effect of BSPs size on methanolysis of soybean oil, PUFs cut into 
6mm×6mm×3mm cuboids and 6mm cubes and added to basel medium in different erlen 
flasks. After preparation as mention above, these cuboids and cubes use as BSPs and 50 BSPs 
added to reaction mixture in present of 15 wt% water. Table 1 presents data on the 
methanolytic activity of the different size of BSP-immobilized cells after adding methanol in 
start of reaction. Results indicated that in case of using 6mm×6mm×3mm immobilized BSPs 
methyl esters production is greater than 6mm cubes BSPs because of the specific surface area 
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in 6mm×6mm×3mm BSPs is larger than other one.  Therefore 6mm×6mm×3mm immobilized 
BSPs was used for this research study. 
 
Table 1. Methyl esters production (Wt%) in different size of BSPs 

Time(h) 6mm×6mm×3mm BSPs 6mm×6mm×6mm BSPs 

4 29 21 
8 30 27 
12 32 31 

 
 
3.2. Effect of carbon sources in basel medium  
To elucidate the effect of carbon source on cell growth and methyl esters production, various 
refined oils were used as carbon sources in basel medium. Figure 1 shows the time course of 
methanolysis catalyzed by cells grown with different carbon sources. As shown in figure 1, 
we can see that during whole cell catalyzed methanolysis of soybean oil for biodiesel 
production, the cells cultured with refined olive oil have highest activity than cells cultivated 
with refined soybean and canola oils. So the experiments continued using olive oil as carbon 
source in basel medium. 

 

 
 
Fig. 1.  Methyl ester content in methanolysis of soybean oil at different carbon source in cell cultivates 
(50 BSPs as a catalyst and reaction temperature at 35°C). 
 
3.3. Effect of Emulsification of reaction mixture 
To examine the effect of emulsifying of reaction mixture over producing methyl esters, 
ultrasonicated and non-ultrasonicated reaction mixtures were used for methanolysis of 
soybean oil. Figure 2 shows the time course of methyl esters content in reaction mixture with 
ultrasonicated and non-ultrasonicated feed. When the reaction mixture was emulsified before 
methanolysis, higher lipase activity was achieved. Because the lipase catalysis occurs in the 
interfacial layer between the hydrophobic and hydrophilic phases, the much larger surface 
area of the water/oil interface seems to result in increased accessibility of the substrates to the 
lipase [14]. This finding suggested that emulsification of the reaction mixture has an 
advantageous effect on biodiesel production using whole-cell biocatalyst. Further experiments 
were therefore made use of emulsified substrates. 
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Fig. 2.  Methyl ester content in methanolysis of soybean oil using ultrasonicated and non-
ultrasonicated reaction mixtures (50 BSPs as a catalyst and reaction temperature at 35°C). 
 
3.4. Effect of water content and weight of biocatalyst in reaction mixture 
Figure 3 shows the activities of whole-cell biocatalyst at different water content and weight of 
biocatalyst. As shown in Figure 3 biodiesel achieved in the reaction mixture (after 96 h) 
increasing with increase in water content ratio up to 15 wt% and decreasing after that ratio. 
Therefore the optimum water content for Rhizopus oryzae whole cell was obtained as 15% 
that confirm results indicated by ban et al [12] whereas this parameter is limited the activity of 
Novozym 435 for methanolysis reaction since needs closely anhydrous reaction mixture [13]. 
Shimada et al [14] reported that water content (>500 ppm) in soybean oil decreased the rate of 
methyl ester production using Novozym 435 as biocatalyst. An insufficient amount of water 
in whole-cell biocatalyst methanolysis probably results in irreversible inactivation of lipase, 
which may be due to denaturation of the enzyme by methanol [15]. Moreover, figure 3 shows 
that by increasing weight of BSPs up to 7 wt%, methyl esters production increased and 
remained approximately constant up to BSPs amount of 10 wt%. 
 
The highest methyl ester content (after 96 h); 84 wt%, was attained when the reaction mixture 
contained 1.5 ml buffer solution (15 wt% water by substrate to weight) and 0.7 g BSPs (7 
wt.% BSPs by substrate to weight) which is remarkably comparable with methyl esters 
production using Novozym 435 as a biocatalyst. Since alkyl migration happens with 
intracellular lipase of immobilized cell and water can enhance cell permeability, the rate of 
methanolysis catalyzed by R.oryzae whole-cell biocatalyst increases in the presence of 
additional water. However, the excess water reduces methyl esters production due to its acts 
as a competitive inhibitor for lipase-catalyzed transesterification [16]. Subsequent 
experiments were therefore carried out using a 15 wt% water content and 7 wt% BSPs in 
reaction mixture. 
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Fig. 3.  Methyl ester content in methanolysis of soybean oil at different water content and weight of 
BSPs after 96 h (addition of methanol 0, 24, 48 h and reaction temperature at 35°C). 
 
3.5. Time course methanolysis of soybean oil and optimization of methanol addition 
strategy 
In this part the authors investigated the time course methanolysis of soybean oil with stepwise 
additions of methanol in 0, 24 and 48 h. Figure 4 shows the time courses of methyl esters 
production in different time after reaction started. As shown in figure 4, reaction continues up 
to 96 hours that is relatively long time while at the time such as 4 to 24 h and 36 to 48 h the 
methyl esters production had not much progress. The highest methyl ester content, 84 wt.%, 
was attained after 96 h. In order to reduce time of reaction progress, we tried to optimize the 
addition strategy of methanol. So the methanol was added in different strategy as stepwise 
additions of methanol in 0, 4 and 18 h after reaction. Figure 5 shows the time courses of 
methyl esters production using this new strategy of methanol addition. As shown in figure 5, 
84 wt.% methyl esters production was attained after 48 h reaction. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
3.5.  Enzymatic methanolysis reaction using Novozym 435 as a biocatalyst 
For the methanolysis reaction using immobilized lipase from Candida antarctica (Novozym 
435) in the solvent-free system, 0.35 g methanol was added stepwise to the reaction mixtures 
at the start of the reaction (0), 4 and 18 h. The reaction has been carried out for 48 h. The 

Fig. 4.  Methyl ester content in methanolysis of 
soybean oil (addition of methanol at 0, 24 and 
48 h).              
                                                                              

 

Fig. 5.  Methyl ester content in methanolysis 
of soybean oil with new strategy (addition of 
methanol at 0, 4 and 18 h). 
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methyl ester content in the reaction mixture reached 90 wt% after 48 h that was slightly more 
than R.oryzae whole-cell biocatalyst. 
 
3.6. Stability study of BSP-immobilized cells with GA treatment and Novozym 435 for 

methanolysis of soybean oil 
In order to test the stability of Novozym 435 (stepwise addition of 1 molar equivalent 
methanol at 0, 4, and 18 h respectively) and GA treated R.oryzae whole-cell as biocatalyst 
with new methanol addition strategy (stepwise addition of 1 molar equivalent at 0, 4, and 18 h 
respectively), both the biocatalysts were separated from the reaction mixture by filtration and 
directly used for the next cycle. The time of methanolysis using R.oryzae whole-cell and 
Novozym 435 are kept constant at 48 h for each reaction cycle (as shown in figure 6). It was 
found that there was almost no significant decrease in methyl esters production even after 5 
batches cycle in both lipases and both can be used for repeated batches cycles.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  Methyl ester content in methanolysis of soybean oil using GA treated R.oryzae whole-cell and 
Novozym 435 as biocatalyst for repeated reaction cycles (addition of methanol in 0, 4 and 18 h). 
 
4. 3BConclusions 

This work deals with the enzymatic transesterification of refined soybean oil using Rhizopus 
Oryzae (ATCC 9374) whole-cell biocatalyst and Novozym 435 (Commercial immobilized 
lipase from Candida antarctica) as biocatalyst. In the case of using whole-cell biocatalyst 
effect of BSPs size, carbon sources in basel medium, emulsification of reaction mixture, water 
content and weight of biocatalyst in reaction mixture on yield of biodiesel production were 
investigated. The maximum methyl esters content in the reaction mixture reaches 84 wt% 
using Rhizopus oryzae whole-cell biocatalyst in optimum condition of reaction after 48 h 
which is remarkably comparable with biodiesel yield 90 wt% of Novozym 435. The optimum 
water content for Rhizopus oryzae was obtained as 15% whereas this parameter is limited the 
activity of Novozym 435 for methanolysis. Both the lipases can be used for repeated batches 
cycles. These findings indicate that, given the simplicity of the lipase production process and 
the long-term stability of lipase activity, the use of whole-cell biocatalysts immobilized within 
BSPs and treated with GA solution suggest a favorable means of biodiesel fuel production for 
industrial application. 
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Abstract: In biodiesel production, to use low cost feedstock such as rendered animal fats may reduce the 
biodiesel cost. One of the low cost feedstock is the chicken fat for biodiesel production. However, chicken fats 
often contain significant amounts of free fatty acid (FFA) which cannot be converted to biodiesel using an 
alkaline catalyst due to the formation of soap. Therefore, the FFA level should be reduced to desired level 
(below 1%) by using an acid catalyst before transesterification. For this aim, sulfuric, hydrochloric and sulfamic 
(amidosulphonic) acids were used for pretreatment reactions and the variables affecting the FFA level were 
investigated by using the chicken fat with 13.45% FFA. After reducing the free fatty acid level of the chicken fat 
to less than 1%, the transesterification reaction was completed with an alkaline catalyst. Potassium hydroxide, 
sodium hydroxide, potassium methoxide and sodium methoxide were used as catalyst and methanol was used as 
alcohol for transesterification reactions. The effects of catalyst type, reaction temperature and reaction time on 
the fuel properties of methyl esters were investigated. In terms of high ester yield, the measured fuel properties 
of the chicken fat methyl ester met EN 14214 and ASTM D6751 biodiesel specifications. 
 
Keywords: Biodiesel, Low cost feedstock, Chicken fat, Transesterification  

1. Introduction 

Biodiesel which can be produced from vegetable oils and animal fats is an alternative fuel for 
diesel engines. Biodiesel is nontoxic, biodegradable and environmentally friendly fuel. 
Biodiesel contains almost no sulfur and does not contribute to greenhouse gases due to its 
closed carbon cycle [1]. The major component of oils and fats is triglycerides which compose 
about 90-98% of total mass [2]. Transesterification is a chemical process of reacting 
triglycerides with alcohol in the presence of a catalyst. If the reaction is not completed, then 
there will be mono-, di- and triglycerides left in the reaction mixture [3-5]. Alcohols such as 
methanol, ethanol or butanol can be used in the transesterification [5, 6]. The most preferred 
alcohol used in biodiesel production. The most commonly preferred catalysts are sulfuric, 
sulphonic, and hydrochloric acids as acid catalysts, and sodium hydroxide (NaOH), sodium 
methoxide (NaOMe), potassium hydroxide (KOH) and potassium methoxide (KOMe) as 
alkaline catalyst [7]. Water is formed when KOH and NaOH are used to produce the 
methoxide. Water limits the completion of transesterification reaction. Therefore, industrial 
biodiesel processes run on alkoxides such as NaOMe and KOMe which can be bought as 
liquid form. They do not contain water and are usually commercially available as ready-to-use 
methanol solution [8]. NaOMe is offered as a 30% or 25% methanol solution and KOMe as a 
32% methanol solution whereas NaOH and KOH are offered as solids and not premixed in 
methanol [9]. 
 
The most common feedstock of biodiesel is rapeseed oil in Europe and soybean oil in the 
United States of America [10]. The major handicap is the high cost of biodiesel for its 
commercialization. Chicken fat is a low cost feedstock for biodiesel production compared to 
high-grade vegetable oils. It is extracted from feather meal which is prepared from chicken 
wastes such as chicken feathers, blood, offal and trims after rendering process. Feather meal 
contains significant amount of chicken fat. The fat content of the feather meal varies from 2 to 
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12% depends on the kind of used feathers [11, 12]. However, they often contain significant 
amounts of free fatty acid (FFA). The fats with high FFA cannot be converted to biodiesel 
using alkaline catalysts. FFAs react with an alkaline catalyst and thus soaps are produced by 
this reaction. Soaps prevent the separation of the ester, glycerin, and wash water [13]. Acid 
catalysts are too slow to be suitable for converting triglycerides to biodiesel. However, they 
appear to be quite effective at converting FFAs to esters [14]. For these reasons, an acid 
catalyst can be used to esterify the FFAs to esters. The acid-catalyzed process is called as 
pretreatment. FFAs are converted to monoesters through the pretreatment of the feedstock 
with high FFA and thereby the FFA level reduces. The major handicap for the acid-catalyzed 
esterification of FFAs is the water formation. The water formation is the primary mechanism 
limiting the completion of the acid catalyzed esterification reaction with FFAs [13]. After 
pretreatment, the pretreated feedstock can be transesterified with an alkali catalyst to convert 
the triglycerides to esters [15-17]. Some researchers [18, 19] stated that the feedstock should 
not contain more than 1% FFA for alkaline catalyzed transesterification reactions, whereas 
some researches [1] stated that an alkaline catalyst can be used in the transesterification up to 
the FFA level of 5%, but it reduces the biodiesel yield.  
 
Many researchers have investigated the availability of animal fats and waste oils for biodiesel 
production. However, few researchers have studied on the chicken fat especially with high 
FFA. Mattingly [20] produced biodiesel from chicken fat with 2.3% FFA. He concluded that 
it was needed to perform a pretreatment reaction to get high biodiesel yield. Bhatti et al. [21] 
obtained high ester yields up-to 99% from chicken fat after 24 h in the presence of sulfuric 
acid. Kondamudi et al. [11] chosed the chicken fat for biodiesel production. They used 
potassium hydroxide to remove FFA in the form of soap. After separating the soap, the 
optimization of transesterification parameters was researched. They obtained good results and 
managed to produce biodiesel whose fuel properties were suitable for American Society of 
Testing and Materials (ASTM) biodiesel standards. Schulte [22] investigated optimum 
reaction parameters for biodiesel production from chicken fat. He obtained high biodiesel 
yields up-to 91% by using supercritical methanol. The purpose of the present study was to 
produce biodiesel from chicken fat with high FFA. Therefore, the optimization of 
pretreatment reaction was investigated with different acid catalysts to reduce FFA level 
(below 1%) of chicken fat. The effects of catalyst type, catalyst amount, alcohol molar ratio 
and reaction time on the FFA level were also analyzed. After the optimum pretreatment 
parameters were determined, the transesterification reaction was carried out with an alkaline 
catalyst to produce biodiesel. The optimization of biodiesel production from the chicken fat 
was investigated with different alkaline catalysts, reaction temperatures and reaction times. 
The obtained esters were characterized by determining its fuel properties according to the 
standard test methods. The obtained products were named as chicken fat methyl ester (CFME) 
because all fuel properties in the standards were not measured. 
 
2. Materials and method 

In this study, chicken fat was obtained from Şenpiliç Chicken Slaughterhouse in Sakarya, 
TURKEY. The chicken fat was subjected to a heating at 110°C for one hour to remove water 
and then filtered to remove the insoluble materials. The FFA level of the rendering plant 
feedstock is generally between 5% and 25% [14]. The researchers have suggested that the 
FFA level of the feedstock should be reduced to less than 1% before using an alkaline catalyst 
[18, 19]. This was the initial target for the pretreatment. The chicken fat used in this study had 
an acid value of 26.89 mg KOH/g which corresponds to FFA level of about 13.45%. Because 
the acid value of the chicken fat was greater than 2 mg KOH/g, it was needed to perform a 
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pretreatment to the feedstock. Some properties and fatty acid composition of the chicken fat 
are shown in Tables 1 and 2, respectively.  
 
Table 1. Some properties of chicken fat 
Properties Unit Chicken Fat 
Density (at 15°C) kg.m-3 932 
Viscosity (at 40°C) mm2.s-1 59.2 
Acid Number mg KOH.g-1 26.89 
Heat of Combustion kJ.kg-1 39407 
Water Content % mass 0.3 
 
Table 2. Fatty acid composition of chicken fat 

Fat 
Fatty acid composition (%) 

C16:0 C16:1 C18:0 C18:1 C18:2 C18:3 C20:4 
Chicken 19.82 3.06 6.09 37.62 31.59 1.45 0.37 
 
2.1.  Pretreatment Process 
Sulfuric acid (Merck), hydrochloric acid (Merck) and sulfamic acid (Merck) were used as 
catalyst and methanol was used as alcohol for the pretreatment of chicken fat. The 
esterification process of FFAs was repeated for different alcohol molar ratios, amounts of acid 
catalysts based on the weight of FFAs and reaction times at 60°C. In the calculations, the 
molecular weight of FFA was obtained from the reference [22]. The experiments were 
performed in a laboratory scale apparatus. The chicken fat was added into the reaction flask 
equipped with reflux condenser, magnetic stirrer and thermometer, and then it was heated. 
When the temperature reached to 60°C, the alcohol/catalyst mixture was added into the fat. 
The final mixture was stirred for the desired reaction time at 60°C. The mixture was settled 
overnight and two phases were formed after the pretreatment. The upper phase consists of a 
mixture of methanol, sulfuric acid and water whereas the lower phase mainly consists of 
chicken fat and esterified FFAs. The upper phase was removed. After this step, the lower 
phase was subjected to a heating at 110°C for one hour to remove any remaining alcohol and 
water. And then, the acid value of the fat-ester mixture was measured and recorded. 
 
2.2. Transesterification Process 
In this study, potassium methoxide solution (32% in methanol) and sodium methoxide 
solution (30% in methanol) were supplied from Evonik Industries in Germany. These 
alkoxides, potassium hydroxide (Carlo Erba) and sodium hydroxide (Merck) were used as the 
catalysts for transesterification reactions to investigate the effect of catalyst type on the fuel 
properties of biodiesel. Molar ratio between alcohol and fat-ester mixture was 6:1 for the 
transesterification reaction. The catalyst amount was selected as 1% of the weight of the 
initial amount of fat in the chicken fat and the neutralization amount which was calculated 
from the reference [3] for KOH and NaOH catalyst whereas the catalyst amounts were 
(FFA% x 0.64) + 1.7% and (FFA% x 0.78) + 2.0% for NaOMe and KOMe catalysts, 
respectively. The catalyst amounts for NaOMe and KOMe were calculated according to the 
manufacturer recommendation. In the calculations for transesterification, the molecular 
weight of chicken fat was obtained from the reference [22]. The transesterification process 
and laboratory apparatus were the same as those of pretreatment experiments except for 
catalyst. The reaction temperature was selected as 25°C and 60°C, and reaction time was 
selected as one, two and four hours. After the transesterification reaction, the glycerin layer 
was separated in a separating funnel and the ester layer was washed with warm water. After 
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washing, the methyl ester was subjected to a heating at 110°C to remove excess alcohol and 
water, and then filtered. The obtained methyl esters were characterized in the Fuel Laboratory 
of the Department of Automotive Engineering Technologies and Alternative Fuels R&D 
Center in Kocaeli University. 
 
3. Results and discussion 

Some researchers [14, 16] tried to reduce high FFA level of the feedstock by two step 
pretreatment process. After the first treatment, the reaction mixture is allowed to settle. Since 
the water formation when the FFAs are converted to esters inhibits the reaction, the methanol-
water mixture is separated from the oil phase. Then, additional methanol and acid catalyst can 
be added and the reaction continued for the second step. Increasing the number of 
pretreatment steps reduces the ester yield due to the solubility of the fat and ester in methanol 
[15]. Therefore, in this study, it was tried to reduce the FFA level by one step pretreatment to 
get high ester yield and save time for producing biodiesel.         
 
3.1. Pretreatment of the Chicken Fat with Sulfuric Acid 
Sulfuric acid was selected as reference catalyst. The esterification process was repeated for 
different alcohol molar ratios (10:1, 15:1, 20:1, 25:1, 30:1) and amounts of sulfuric acid (3%, 
6%, 15%, 20%, 35%) based on the FFA level of the chicken fat for one hour reaction at 60°C. 
The initial experiments were performed with 3% and 6% catalyst at different methanol molar 
ratios. Good results were not obtained when using 3% and 6% sulfuric acid, and methanol 
molar ratios from 10:1 to 30:1 for one hour reaction at 60°C. The FFA level was only reduced 
to 11.25% when using 6% sulfuric acid and methanol molar ratio of 30:1. Therefore, greater 
amount of sulfuric acid and methanol molar ratio were used. The reaction conditions of the 
next pretreatments were two different methanol molar ratios of 20:1 and 30:1, and three 
different sulfuric acid amounts of 15%, 20% and 35% for one hour reaction at 60°C. The FFA 
level of the chicken fat decreased with rising of sulfuric acid amount and methanol ratio in the 
pretreatment reaction. The FFA level was reduced to 6.26%, 2.27% and 1.20% for 15%, 20% 
and 35% sulfuric acid with methanol molar ratio of 20:1, respectively. The aim of the 
pretreatment reaction was to decrease the FFA level from 13.45% to less than 1%. Therefore, 
the methanol ratio was raised to 30:1. In this case, the FFA level decreased to 4.92%, 1.40% 
and 1.04% for 15%, 20% and 35% sulfuric acid, respectively.  
 
3.2.  Pretreatment of the Chicken Fat with Hydrochloric Acid 
The pretreatments were repeated with 6%, 15% and 20% hydrochloric acid and methanol 
molar ratio of 20:1 and 30:1 for one hour reaction at 60°C. Six percent of hydrochloric acid 
was not effective in decreasing the FFA level of the chicken fat with methanol molar ratios 
20:1 and 30:1 for one hour reaction at 60°C such as in sulfuric acid experiments. The FFA 
level was only reduced to 12.99% and 12.46% with using 6% hydrochloric acid for methanol 
molar ratio of 20:1 and 30:1, respectively. Consequently, the catalyst amount was raised to 
15% and 20%. The FFA level of the chicken fat was reduced to 5.26% and 2.83% for 15% 
and 20% hydrochloric acid at methanol molar ratio of 20:1, respectively. The FFA level of the 
chicken fat was strongly affected by the molar ratio of methanol. With using methanol molar 
ratio of 30:1, the FFA level was reduced to 3.89% and 1.67% for 15% and 20% hydrochloric 
acid, respectively. The FFA level of the chicken fat was decreased to about 1% when using 
20% hydrochloric acid and methanol molar ratio of 30:1. The pretreatment results with 
sulfuric and hydrochloric acids were very close to each other. The differences of FFA level 
were only 0.56% and 0.27% for 20% acid catalyst with methanol molar ratio of 20:1 and 30:1, 
respectively. 
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3.3.  Pretreatment of the Chicken Fat with Sulfamic Acid 
The third acid catalyst which was used for esterification of FFAs was sulfamic acid in this 
study. Sulfamic acid is slightly soluble in methanol. For this reason, it needs to be heated to 
prepare a mixture of alcohol-acid catalyst. The esterification process was repeated for 6% 
sulfamic acid and alcohol molar ratios of 20:1 and 30:1. Six percent of sulfamic acid did not 
affect the FFA level of the chicken fat significantly with methanol molar ratios of 20:1 and 
30:1 for one hour reaction at 60°C. The FFA level was only reduced to 12.78% and 12.32% 
when using 6% sulfamic acid for methanol molar ratio of 20:1 and 30:1, respectively. 
Therefore, the catalyst amount was raised to 15% with methanol molar ratio of 30:1 for one 
hour reaction at 60°C. But, satisfactory results were not reached with 15% sulfamic acid. The 
FFA level was only reduced to 11.97%. For this reason, the pretreatment was not continued 
with sulfamic acid. 
 
3.4.  Effect of Reaction Time on the FFA Level of Chicken Fat with Sulfuric Acid 
According to the results, sulfuric acid gave the best results among the three acid catalysts used 
in this study. The initial target was to reduce the FFA level of the chicken fat less than 1%. 
Thirty-five percent of sulfuric acid was better than 20% for converting FFAs to monoesters. 
However, the loss of feedstock after the pretreatment was the highest for 35% sulfuric acid. 
Lower feedstock amount means lower biodiesel yield after transesterification. For this reason, 
20% sulfuric acid was selected as acid catalyst amount. Beside, methanol molar ratio was 
raised to 40:1 to decrease the FFA level below 1%. The effect of reaction time on the FFA 
level of the chicken fat was investigated. Reaction time was chosen as 60, 70 and 80 minutes 
at 60°C in these pretreatments. The FFA levels of the chicken fat were 0.93%, 0.80% and 
0.67% for 60, 70 and 80 minutes with 20% sulfuric acid and methanol molar ratio of 40:1, 
respectively. The FFA level decreased below 1% for these three experiments. The 
pretreatment with 20% sulfuric acid and methanol molar ratio of 40:1 for 80 minutes at 60°C 
was thought to be sufficient for reducing FFA level less than 1% to get high ester yield after 
transesterification. Thus, these reaction parameters were selected for pretreatment. 
 
3.5. Characterization of Fuel Properties after Transesterification 
After pretreatment reaction, the FFA level of the chicken fat was 0.67% which is sufficient to 
complete the reaction with alkaline catalysts. The effects of variables such as catalyst type, 
reaction temperature and reaction time on the fuel properties of the CFMEs were investigated. 
The gathered ester yield results are shown in Table 3. The ester yield increased with the 
increasing reaction temperature from 25°C to 60°C for all esters. But the ester yield did not 
change significantly with the increasing reaction time. In this study, the minimum and 
maximum ester yields were 71.3% (at four-hour, 25°C and NaOH catalyzed reaction) and 
88.5% (at one-hour, 60°C and KOMe catalyzed reaction), respectively. The total-free 
glycerin, mono-, di- and triglyceride results are illustrated in Table 3. Standard total glycerin 
results were obtained only when using KOH and NaOH in the transesterification. Better total 
glycerin results were determined for NaOH catalyzed reactions compared to KOH. However, 
the ester yield was significantly lower for NaOH catalyzed reactions. Free glycerin results 
show that it is not directly affected by reaction parameters. Mono-, di and triglyceride values 
generally reduced with increasing reaction time at 25°C. But, these values show different 
changes at 60°C because of reversible reaction. 
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Table 3. Fuel properties of produced CFMEs * 

*1: catalyst (a: KOH, b: NaOH, c: KOMe, d:NaOMe), 2: reaction temperature (°C), 3: reaction time (hour), 4: 
density (15°C, kg.m-3), 5: copper strip corrosion (degree of corrosion), 6: flash point (°C), 7: methanol content 
(%), 8: pour point (°C), 9: heat of combustion (MJ.kg-1), 10: total glycerin (%), 11: free glycerin (%) 12: 
monoglyceride (%), 13: diglyceride (%); 14: triglyceride (%), 15: acid number (mg KOH.g-1), 16: viscosity 
(40°C, mm2.s-1), 17: ester yield (%)., NT: not tested. 

Generally, the density of CFME decreases with increasing of reaction time and reaction 
temperature. There is no significant difference among the densities for transesterification 
reactions catalyzed with KOMe and NaOMe compared to KOH and NaOH. In general, the 
viscosity of CFME decreases with the increasing reaction time and reaction temperature. 
However, there is a significant difference among the viscosities when using KOMe and 
NaOMe catalysts compared to KOH and NaOH. The viscosities of CFMEs are higher for 
transesterification reactions catalyzed with KOMe and NaOMe. This situation can be 
explained with incomplete transesterification reaction. The methanol contents of CFMEs vary 
from 0.01% to 0.20% as seen in Table 3. It clearly shows that the methanol content values of 
biodiesel do not directly depend on transesterification reaction parameters. The flash points of 
CFMEs do not change mostly and range from 170°C to 173°C. The CFMEs produced in this 
study have high pour point. The minimum and maximum pour point is 2°C and 4°C, 
respectively. The acid value of pretreated chicken fat was 1.34 mg KOH.g-1 and this value 
was reduced to 0.22 mg KOH.g-1 after transesterification reaction. The maximum acid value 
was measured to be 0.30 mg KOH.g-1 which is much below the required biodiesel standards. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
a 25 1 886 1 170 0.04 4 40.1 0.49 0.03 0.71 0.82 1.50 0.30 5.4 80.2 
a 25 2 885 1 171 0.11 3 40.3 0.35 0.03 0.56 0.54 0.90 0.29 5.2 82.1 
a 25 4 884 1 172 0.13 3 40.3 0.16 0.03 0.40 0.03 0.20 0.25 5.1 84.8 
a 60 1 885 1 171 0.01 2 40.2 0.20 0.03 0.55 0.03 0.27 0.25 5.1 88.1 
a 60 2 884 1 171 0.01 2 40.2 0.19 0.04 0.45 0.11 0.14 0.24 5.0 87.6 
a 60 4 883 1 172 0.01 2 40.2 0.19 0.02 0.56 0.09 0.12 0.22 4.9 87.4 
                 
b 25 1 885 1 170 0.12 3 40.1 0.05 0.02 0.01 0.13 0.06 0.30 5.4 72.8 
b 25 2 885 1 172 0.06 2 40.1 0.08 0.03 0.16 0.01 0.04 0.29 5.3 71.7 
b 25 4 884 1 172 0.03 2 40.2 0.07 0.02 0.16 0.01 0.03 0.24 5.2 71.3 
b 60 1 885 1 171 0.20 2 40.1 0.10 0.02 0.31 0.01 0.02 0.28 5.2 79.1 
b 60 2 884 1 172 0.08 2 40.2 0.12 0.01 0.41 0.01 0.01 0.24 5.1 78.4 
b 60 4 883 1 172 0.09 2 40.3 0.15 0.01 0.55 0.01 0.02 0.23 4.9 77.3 
                 
c 25 1 891 1 170 0.02 4 40.0 NT NT NT NT NT 0.30 6.7 84.6 
c 25 2 890 1 172 0.01 3 40.1 1.10 0.02 1.99 2.81 1.57 0.27 6.3 82.7 
c 25 4 888 1 172 0.01 3 40.1 0.68 0.01 1.30 1.08 1.74 0.25 5.8 81.9 
c 60 1 887 1 171 0.01 3 40.1 0.55 0.01 0.90 0.84 1.81 0.29 5.6 88.5 
c 60 2 886 1 172 0.01 3 40.1 0.49 0.01 0.99 0.15 2.04 0.26 5.6 85.2 
c 60 4 886 1 172 0.01 3 40.1 0.72 0.01 1.02 1.25 2.56 0.24 5.6 86.2 
                 
d 25 1 891 1 171 0.03 4 39.9 NT NT NT NT NT 0.30 6.8 75.8 
d 25 2 890 1 171 0.12 3 40.1 1.07 0.02 1.50 2.23 3.31 0.28 6.2 79.1 
d 25 4 888 1 172 0.05 3 40.1 0.71 0.04 1.23 1.58 1.18 0.25 5.9 80.3 
d 60 1 886 1 171 0.20 2 40.2 0.50 0.02 0.96 0.70 1.32 0.26 5.4 85.9 
d 60 2 886 1 173 0.12 2 40.2 0.58 0.01 0.94 0.91 1.94 0.25 5.5 85.3 
d 60 4 885 1 173 0.15 2 40.1 0.44 0.01 1.52 0.04 0.34 0.22 5.5 88.3 
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The heat of combustion results are around 40 MJ.kg-1 and they are slightly lower than those of 
petroleum diesel fuels. According to the results, there is no significant difference among the 
heat of combustion results depending on transesterification reaction parameters. The copper 
strip corrosion results gathered with each of CFME are the lowest level of corrosiveness (No 
1a). This means that corrosion would not be a problem for CFMEs. 
 
4. Conclusion 

The objective of this study was to produce biodiesel from low-cost chicken fat with high FFA. 
The FFA level of the feedstock should be reduced to less than 1% before using the alkaline 
catalysis. For this aim, three acid catalysts were used in the pretreatment reactions and the 
variables affecting the acid value including alcohol molar ratio, acid catalyst amount and 
reaction time were investigated. After determining the optimum pretreatment conditions to 
reduce the FFA level of the chicken fat below 1%, the process was completed by using the 
alkaline catalysts. The effects of the variables on the fuel properties such as catalyst type, 
reaction temperature and reaction time were investigated. According to the results, the 
following conclusions can be drawn: 
 The acid catalyst type and amount have effect to reduce the FFA level of the chicken 

fat in the pretreatment reaction. Sulfuric acid is the best catalyst for reducing FFA 
level among the acid catalysts used in this study. Low amount of acid catalyst (3% and 
6%) is not effective for reducing FFA level of the feedstock for all acid catalysts.  

 The FFA level of the chicken fat is strongly affected by the molar ratio of methanol, 
acid catalyst amount and reaction time. Sulfuric and hydrochloric acids give similar 
pretreatment results. 

 Sulfamic acid does not have significant effect on the reduction of acid value of the 
chicken fat. The FFA level of the chicken fat with about 15% FFA may be reduced to 
below 1% when using 20% sulfuric acid and methanol molar ratio of 40:1 for 60, 70 
and 80 minutes at 60°C. The ester yield increased with increasing reaction 
temperature.  

 The viscosity and glyceride values of CFME decreased with increasing reaction 
temperature. The catalyst type especially affects viscosity and glyceride values.   

 The fuel properties such as density, flash point, methanol content, pour point, heat of 
combustion, acid value and copper strip corrosion values did not change significantly 
with the reaction parameters. 

 The required viscosity for EN 14214 standards was only obtained using KOH and 
NaOH at 60°C. KOH and NaOH are superior to KOMe and NaOMe with the catalyst 
amounts used in this study. But, the effect of catalyst amounts for KOMe and NaOMe 
on the fuel properties should be investigated for further studies. 

 The measured fuel properties of the CFME met both the ASTM D6751 and EN 14214 
biodiesel standards when using KOH and NaOH at 60°C for a four-hour reaction. 
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Abstract: The biotechnological production of poly-3-hydroxybutyrate (PHB) from crude glycerol obtained 
during the biodiesel production was techno-economically assessed. For the fermentation process, two different 
strains, Cupreavidus necator and Bacillus megaterium were considered. Moreover, three downstream processes 
for PHB separation and purification were analyzed. Thus, in total six biotechnological schemes to transform the 
crude glycerol obtained in the biodiesel industry were compared. Each biotechnological scheme considered five 
main process stages namely: (i) glycerol purification, (ii) glycerol fermentation to PHB, (iii) mass cell 
pretreatment, (iv) PHB isolation, and (v) PHB purification. Aspen Plus and Aspen Icarus were used for the 
processes simulation and for the economic assessment, respectively. During the processes simulation the crude 
glycerol stream was purified from 60 to 98 wt %, and the fermentation process was considered in two continuous 
stages where mass cell growth and PHB accumulation occurred, respectively. Also, the three downstream 
processes were based on: (i) heat pretreatment and chemical-enzymatic digestion, (ii) high pressure homogenizer 
and solvent extraction, and (iii) alkaline pretreatment and chemical-enzymatic digestion. Economic results 
showed that the best technological scheme uses C. necator for the fermentation stage, with a heat pretreatment 
and enzymatic-alkaline digestion for the downstream process. 
 
Keywords: Glycerol fermentation, PHB production, Process simulation, Process assessment. 

1. Introduction  

Glycerol as a by-product on biodiesel production is obtained at high concentration in a weight 
ratio of 1/10 (glycerol/biodiesel) [1]. Moreover, the growing market of biodiesel has 
generated a glycerol oversupply, where its production increased 400% in a two-year period 
and consequently the commercial price of glycerol fell down about 10 times. As a result of 
the low prices of glycerol, traditional producers such as Dow Chemical and Procter and 
Gamble Chemicals, stopped the glycerol production [2].  
 
Since glycerol sales have represented an important profitability for the biodiesel industry, it is 
reasonable to think that low prices of glycerol could affect negatively the economy of 
biodiesel producers. For this reason, the correct exploitation of glycerol as raw material 
should be focused on its transformation to added-value products [3]. Thus, the use of glycerol 
is a high-priority topic for managers and researchers related to the production of biodiesel. In 
this sense, the establishment of glycerol’s biorefineries capable to co-generate added-value 
products is an excellent opportunity not only to increase the biodiesel profitability, but also to 
produce high-demanded chemicals from a biobased raw material [4]. 
 
Glycerol as the structural component of many lipids is abundant in nature. It is produced by 
yeasts during osmoregulation to decrease extracellular water activity due to its compatible 
solubility [5]. Wide glycerol occurrence in nature allows different kinds of microorganisms to 
metabolize it as a sole carbon and energy source. Thus, in some industrial fermentation 
processes, glycerol can substitute traditional carbohydrates, such as sucrose, glucose, and 
starch [5]. In this way, one of many promising applications to take advantage of the glycerol 
surplus is its bioconversion to high value compounds through microbial fermentation. An 
interesting application is to transform glycerol to poly-3-hydoroxybutyrate (PHB), which has 
similar properties to conventional plastics such as polypropylene or polyethylene. Also, PHB 
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can be extruded, molded, spun into fibers, made into films, and used to make heteropolymers 
with other synthetic polymers [6].  
 
Here, the biotechnological production of PHB from crude glycerol obtained during the 
biodiesel production was techno-economically assessed. For the fermentation process, two 
different strains, Cupreavidus necator and Bacillus megaterium were considered. Moreover, 
three downstream processes for PHB separation and purification were analyzed. Thus, six 
biotechnological schemes to transform the crude glycerol obtained in the biodiesel industry 
were compared. 
 
2. Methodology 

The approach used for the processes design was a knowledge-based strategy that considers 
both heuristic rules and researcher’s experience. Process simulation and economic assessment 
were carried out utilizing the Aspen Plus software and the Aspen Icarus package, 
respectively. Material and energy balances were obtained as simulation results for each 
technological scheme. As a result, requirements of raw materials, services, and energy were 
obtained. Also, estimation of energy consumption and related costs were calculated based on 
the simulation results for thermal units such as heat exchangers, reboilers, and evaporators. 
This methodology has been previously presented by Cardona et al. [5-10]. 
 
2.1. Process description  
The PHB production process from crude glycerol requires five main stages [11], namely: 
glycerol purification, glycerol fermentation (cell growth and PHB accumulation), mass cell 
pretreatment, PHB isolation, and PHB purification. Cupreavidus necator and Bacillus 
megaterium were considered as the bacterial strains in order to compare the fermentation 
process. Glycerol purified at 98 wt % was considered as substrate in all cases and the three 
different downstream processes were analyzed with each strain, as shown in Fig. 1.  
 

Glycerol 
Purification

Crude 
Glycerol

Fermentation
C. Necator

Fermantation
B. megaterium 

Downstream 
Process I

Downstream 
Process II

Downstream 
Process III  

Fig. 1. Schematic representation of the PHB production from crude glycerol by C. necator and B. 
megaterium. 
 
2.1.1. Glycerol purification 

A typical composition for a crude glycerol stream obtained from the biodiesel production 
process is as follows: 32.59 wt % methanol, 60.05 wt % glycerol, 2.62 wt % NaOCH3, 1.94 
wt % fats, and 2.8 wt % ash [3].  
 
Fig. 2 shows the flowsheet for crude glycerol purification up to 98 wt % [4]. The crude 
glycerol is initially evaporated and 90 % of the methanol is recovered at 99 wt %. Also, this 
obtained stream meets the necessary conditions to be reused in the transesterification process. 
The resulting bottom stream from the evaporation stage is neutralized using an acid solution 
where both the salts produced during the neutralization and the remaining ashes are removed 
by centrifugation. The fluid stream is washed with water using a weight ratio of 2.4 
(water/glycerol stream), and thus an aqueous glycerol free of salts and solids, with a low 
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concentration of methanol and triglycerides is obtained. More than 90 % of water and the 
remaining methanol are then removed by evaporation. At this point the purity of the obtained 
glycerol is 80 wt %, and the glycerol stream is finally purified through a distillation column 
up to 98 wt %. 
 

Crude 
Glycerol

Methanol

Solids

Water

Organic
Phase

Aqueous 
Glycerol

Water 
waste  1

Water 
waste 2

Glycerol

E-1 R-1 Cen-1 D-1

E-2

DC-1

 
 
Fig. 2. Simplified flowsheet of the glycerol purification process up to 98 wt%.E-1: Evaporator I, R-1, 
Neutralizing Reactor I, Cen-1: Centrifuge I, D-1: Decanter I, E-2: Evaporator II, DC-1: Distillation 
Column I.   
 
2.1.2. Fermentation process 
Biotechnological production of PHB from glycerol requires a limitation of an essential 
nutrient such as: N, P, Mg, K, O or S, and an excess of a carbon source. Some of the bacterial 
strains capable of doing this transformation are Bacillus megaterium, Cupriavidus necator, 
Alcaligenes eutrophus, Pseudomonas extorquens, and Pseudomonas oleovoran, among 
others. Also, during the fermentation process the PHB accumulation could reach values 
between 40 to 70 wt %, with productivities up to 1.5 g/(L h) [6].   
 
For the fermentation process two strains were compared, C. necator and B. megaterium, using 
a two stages fermentation process. In the first stage the cell growth occurs, while in the 
second stage the PHB accumulation takes place. Since the dissolved oxygen in the cell growth 
media must be between 15 and 20 %, air and oxygen should be fed in the first fermentation 
stage. Prior to the fermentation process, the diluted glycerol should be sterilized at 25 atm and 
139 °C, as shown in Fig. 3.   
 

Diluted
Glycerol

AirO2

GASESS-1

HE-1

FT-1 FT-2

 
Fig. 3. Simplified flowsheet for the glycerol fermentation to PHB. S-1: Sterilizator I, HE-1: Heat 
Exchanger I, FT-1: Fermentation Tank I, FT-2: Fermentation Tank II   
 
When the fermentation is carried out by C. necator the glycerol stream is diluted at 249 g/L 
[12], and the residence time for both fermentation stages are 21 and 22.5 h. In the case of B. 
megaterium, the glycerol stream is diluted at 50 g/L [13] with the respective residence times 
of 75 and 21 h.  
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2.1.3. Downstream processes 
The downstream process for PHB purification from a fermentation broth can be divided in 
three parts: pretreatment, extraction, and purification. In the pretreatment step, cell disruption 
can be carried out by the action of heat, alkaline media, salty media, or freezing. In the case of 
extraction, some alternatives such as: solvent extraction, chemical digestion, enzymatic 
digestion, mechanical cell disruption, supercritical fluid extraction, cell fragility, and 
spontaneous liberation can be used. Finally, the purification methods involve a hydrogen 
peroxide treatment combined with the action of enzymes or chelating agents. [11]. 
 
The first considered downstream process starts with a heat pretreatment stage at 85 °C, 
followed by a simultaneous chemical-enzymatic digestion with both NaOCl (30 wt %) and 
the enzyme Burkholdeira sp. PTU9 (2 wt %), at 50 °C and pH 9. Then the disrupted mass cell 
is discarded by a centrifugation process. The suspended PHB stream is washed with a H2O2 
diluted stream (1.2 v/v %). Finally, the PHB is purified up to 99.9 wt % by evaporation and 
spray drying, as shown in Fig. 4.    
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Fig. 4. Simplified flowsheet for the first downstream process. H-1: Heater I, D-1: Digestor I, Cen-1: 
Centrifuge I, WT-1: Washer Tank I, HE-1: Heat Exchanger I, E-1: Evaporator I, SD-1: Spray Drier I. 
 
The second downstream process starts with a high pressure homogenizer at 70 MPa and 110 
°C, where the cell mass is disrupted. Then, the centrifugation is carried out prior to the solvent 
extraction. In this extraction diethyl-succinate (DES) at 110 °C in a mass ratio of 1/20 
(PHB/solvent) is used. A second centrifugation stage is employed in order to withdraw the 
residual cell mass. Thus, a mixture of PHB-water is gelled by cooling and the DES is 
recovered. Finally, the PHB at 99.9 wt % is obtained by spray drying, as shown in Fig. 5. 
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Fig. 5. Simplified flowsheet for the second downstream process. H-1: Homogenizer I, Cen-1: 
Centrifuge I, HE-1: Heat Exchanger I, HE-2: Heat Exchanger II, E-1: Extractor I, Cen-2: Centrifuge 
II, HE-3: Heat Exchanger III, D-1: Decanter I, SD-1: Spray Drier I. 
 
In the third downstream process, the fermentation broth is pretreated with an alkaline solution 
of NaOH at 70 MPa and 110 °C. Then, a digestion process is carried out using NaOCl and 
sodium dodecylsulfate (SDS) at 55 °C. The disrupted cells are centrifuged and the PHB is 
washed with H2O2 (1.2 v/v %). The obtained mixture is subjected to an evaporation process 
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and most of the water content is discarded. Finally, PHB at 99.9 wt % is obtained by spray 
drying, as shown in Fig. 6. 
 

NaOCl

Solids

H2O2

Steam

Waste
Water 1

PHB

Waste
Water 2

SDS
NaOH

Fermentation 
Broth

AT-1

D-1

Cen-1

WT-1

HE-1
E-1

SD-1

 
Fig. 6. Simplified flowsheet for the third downstream process. AT-1: Alkaline Tank I, D-1: Digester I, 
Cen-1: Centrifuge I; WT-1: Washer Tank I, HE-I: Heat Exchanger I, E-1: Evaporator I, SD-1: Spray 
Drier I. 
 
2.2. Simulation procedure 
The PHB production processes were simulated using Aspen Plus (Aspen Technologies Inc., 
USA). Thus, the design of the distillation columns in all cases required the definition of the 
preliminary specifications using the DSTWU shortcut method included in Aspen Plus. This 
method uses the Winn–Underwood–Gilliland procedure providing an initial estimate of the 
minimum number of theoretical stages, the minimum reflux ratio, the localization of the feed 
stage, and the products split. To perform the rigorous calculation of the distillation columns, 
the Rad-Frac module (based on the MESH equations) was used. Also, in order to study the 
effect of the main operation variables (e.g., reflux ratio, feed temperature, number of stages, 
etc.) on the glycerol composition, a sequential design procedure including a sensitivity 
analysis was performed.  
 
On the other hand, C. necator and B. megaterium were simulated as solid compounds while 
the enzymes were simulated as non-conventional compounds. For the thermodynamic 
analysis, the UNIFAC model was used. The fermentation process was simulated based on a 
yielding approach where glycerol is completely consumed in two continuous fermentation 
stages. The first fermentation stage is governed by mass cell growth and the second 
fermentation stage is governed by PHB accumulation. The enzymatic digestion was simulated 
based on a stoichiometric approach. Calculation of energy consumption was based on the 
thermal energy required by heat exchangers, reboilers, flash drier units and the power supply 
required by the pumps. 
 
The economic analysis was performed using the Aspen Icarus (Aspen Technology, Inc., 
USA) package. This software estimates the capital costs of process units as well as the 
operating costs, among other valuable data, utilizing the design information provided by 
Aspen Plus and the data introduced by the user for specific conditions such as project location 
among others. This analysis was estimated in US dollars for a 10-year period at an annual 
interest rate of 16 %, considering the straight-line depreciation method and a 33 % income 
tax. The cost of crude glycerol was USD$ 0.0554/L [3]. The labor cost used for operatives 
and supervisors was USD$ 2.14/h and USD$ 4.29/h, respectively. Also, the prices used for 
electricity, water and low pressure vapor were USD$ 0.03044/kWh, USD$ 1.252/m3 and 
USD$ 8.18/ton, respectively [5]. All of these values are based on Colombian conditions. 
 
 

 

331



3. Results and Discussions 

The PHB production processes from crude glycerol require the glycerol purification up to 98 
wt %. During this purification process, methanol at 99 wt % is recovered and thus for the 
economic assessment, two scenarios can be analyzed. In the first scenario, the obtained 
methanol is considered as a process waste. In the second scenario the methanol is considered 
as a co-product which could be recycled to the transesterification process and an economic 
value is given to this stream. The lowest cost for glycerol purification was obtained under the 
second scenario conditions (0.149 USD$/kg). This value was used as the raw material cost in 
all cases, thus only the purification cost was considered since the purification process was 
assumed to be adjacent to the biodiesel production process. 
 
Glycerol fermentation was analyzed using two different strains and two glycerol 
concentrations in the fermentation media were considered (249g/L and 50 g/L). The cell mass 
values were 81.6 and 15.8 g/L and the PHB concentrations were and 57.1 and 8.8 g/L when 
C. necator and B. megaterium were used respectively. Thus, the reached yields to biomass 
and PHB were 5.16 and 6.49 fold higher when C. necator was used. These differences may be 
due to the fact that the first strain is a well adapted bacterium meanwhile the second one is 
still under adaptation to the fermenting conditions used in this work. 
 
The fermentation broth is mainly a mixture of incorporated PHB in the cell mass and water. 
In order to recover the PHB from this broth, three different downstream processes were 
compared. The total production costs of PHB at 99.9 wt % from crude glycerol using C. 
necator and B. megaterium are shown in Table 1, where the costs were discriminated by raw 
material, services, operatives, maintenance, administration, and depreciation. 
 
Table 1. Total PHB production cost from crude glycerol using C. necator and B. megaterium. 
 

Item 
  

Cost 
(US$/kg) 

and 
Share (%) 

Downstream 
Process I 

Downstream 
Process II 

Downstream 
Process III 

B. 
megat. 

C. 
necator 

B. 
megat. 

C. 
necator 

B. 
megat 

C. 
necator 

Raw material  
  

Cost 0.149 0.149 0.149 0.149 0.149 0.149 
Share 3.80 7.71 3.15 6.27 3.60 7.07 

Utilities 
  

Cost 1.358 0.658 1.908 0.953 1.691 0.841 
Share 34.64 33.96 40.36 39.97 40.88 39.77 

Operating labor 
  

Cost 0.151 0.066 0.156 0.068 0.146 0.064 
Share 3.85 3.41 3.30 2.85 3.53 3.03 

Maintenance and 
opera. charges 

Cost 0.479 0.210 0.492 0.236 0.485 0.223 
Share 12.22 10.84 10.41 9.90 11.73 10.55 

Plant overhead and 
admin. costs 

Cost 0.407 0.186 0.427 0.218 0.414 0.191 
Share 10.38 9.6 9.03 9.14 10.01 9.03 

Depreciation of 
capital  

Cost 1.376 0.668 1.595 0.76 1.251 0.646 
Share 35.10 34.48 33.74 31.87 30.25 30.55 

Total 
  

Cost 3.920 1.937 4.727 2.384 4.136 2.114 
Share 100 100 100 100 100 100 

 
The glycerol purification process represents only between 3.1 and 3.8 % of the total PHB 
production cost when B. megaterium is used. These values are higher, between 6.3 and 7.7%, 
when C. necator is used. In all cases, the raw material cost is lower than the obtained value 
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for traditional chemical processes considering that for most industrial processes the cost of 
raw material represents near 50% of the total production cost. In this way, the use of crude 
glycerol represents a significant decrease in the cost for raw material. 
 
In general terms, due to the higher PHB yield, substrate tolerance, and lower energy 
requirements in the downstream processes, the lower production costs are obtained when C. 
necator is used for the fermentation process. Also, for both strains, the higher value for the 
total production cost was obtained in the second downstream process, which uses a solvent 
extraction stage. This extraction requires heating the expensive solvent DES up to 110 °C 
which increases the utility costs. 
 
The total PHB production costs were between 3.92 and 4.73 US$/kg when B. megaterium was 
considered in the fermentation process, and between 1.94 and 2.38 US$/kg when C. necator 
was considered. These production costs were close to the sale prices of PHB reported in the 
literature for other substrates (i.e., 2.75-6.27 USD/Kg) [6]. 
 
Economically wise, the first downstream process was the most appropriate since the total 
production costs were the lowest obtained for both strains. This process was based on the 
BIOPOL flowsheet [14]. Moreover, the total production cost was almost twice as higher when 
B. megaterium was used for the fermentation stage compared to C. necator. 
 
Generally, it has been suggested that the higher share of the total PHB production cost from 
other raw materials is the substrate cost [6]. Meanwhile, if crude glycerol is used as feedstock 
this share is lower than 8 %. These results indicate that using crude glycerol as feedstock to 
produce PHB could be a profitable alternative to develop biorefineries in the biodiesel 
industry. 
 
4. Conclusions  

Three downstream processes and two strains, C. necator and B. megaterium, were techno-
economically compared to produce PHB from crude glycerol. Although in all the simultaed 
cases it was possible to obtain PHB at 99.9 wt %, the total production costs were twice as 
higher when B. megaterium was used compared to C. necator. This result is explained by the 
fact that C. necator is capable to consume glycerol at a higher concentration and yield than B. 
megaterium. The comparison showed here is important for the industrial production of PHB 
using crude glycerol since not only a profitable alternative was designed but also the 
fermentation conditions that take to a profitable process were clarified.  
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Abstract: This paper investigates theoretically potential energy of residues of some biomass sources in 
Cambodia and Laos by considering agricultural residues and forestry residues for the year 2006 since both 
country have limited access to grid-quality electricity. The theoretical potential biomass energy of rice husk, 
straw, corn cob, cassava stalk, bagasse and sugarcane trash and logging residues, sawnwood and plywood 
residues are calculated by using their lower heating values (LHV). The potential biomass energy obtained from 
these residues in Cambodia can contribute approximately 1.4 Mtoe to the total final energy consumption of 
Cambodia. On the other hand, 0.6 Mtoe biomass energy can be obtained potentially from the biomass residues in 
Laos, 2006.  Furthermore, the paper presents the theoretical bioethanol production from some biomass residues 
such as rice straw, corn stover, bagasse, and cassava pulp in Cambodia and Laos. The potential bioethanol 
production in Cambodia is about 0,648 Gl for the year 2006 whereas 0,355 Gl of bioethanol can be produced in 
Laos from 2006 biomass residues. The potential results are investigated in whole country level and they do not 
consider the collecting and transportation cost of the biomass residues, their possible other usage purposes, 
exports and imports.  
 
Keywords: Biomass, Energy Potential, Crop Residue, Cambodia, Laos.  

1. Introduction 

Due to the increase in energy demand and environmental concerns over fossil fuel 
consumption, biomass has been of interest in recent years in terms of renewable energy source 
[1]. Biomass energy can be converted into useful energy for both traditional and modern uses. 
Firing for cooking and heating is a simple example of traditional uses. In modern uses allow 
to conversion of biomass in the form of electricity, steam and liquid biofuels next to the 
heating use [2].  

Ethanol, as a modern form of biomass energy, can be converted from any kind of starchy 
biomass source which is rich in sugar content. Agricultural crops, forestry products and their 
residues are potential sources for ethanol production. Ethanol has a great energy potential in 
terms of transportation fuel. It can be blended with gasoline and used in the commercial forms 
of E5, E10 and E85 [2, 3].  

This study estimated the biomass energy potential of Cambodia and Laos in terms of 
agricultural and forestry biomass residues as solid fuel and their ethanol production capacity 
considering production quantities in 2006.  I n order not to cause any conflict between food 
and energy production and considering the high poverty rates of Cambodia and Laos, this 
study only focused on t he biomass energy obtained from agricultural residues and forestry 
wastes. Mainly, the potential of biomass energy of rice husk, rice straw, corn cob, cassava 
stalk, bagasse, and trash of sugarcane were estimated. Furthermore, the residues of coconut-
husk, shell, and frond- and groundnut-shell- were considered as potential biomass energy 
sources for Cambodia. Moreover, the study found that some residues such as rice straw, corn 
stover, bagasse and cassava pulp have a potential to contribute a considerable amount of 
bioethanol in both countries. Finally, the amount of potential energy obtained from biomass 
residue resources examined for Cambodia and Laos was compared to the total final energy 
consumptions of the countries in the same year.    
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2. Methodology 

The production data of each biomass resource was obtained from FAO statistics (FAOSTAT) 
[4]. The production quantities in 2006 for related biomass sources were used in order to 
compare the available energy consumption in 2006 for Cambodia and Laos. The production 
data statistics of Laos taken from FAO were also compared with the statistics presented in 
National Statistics Centre of Lao PDR [5]. Both production data statistics were found to be 
consistent. However, Cambodian production data statistics presented in FAOSTAT was used 
without any modifications as only data source in this study. Also, in order to estimate the 
amount of agricultural biomass residues RPR (residue-product ratio) values were used. The 
RPR values of rice husk are specific for Cambodia and Laos. However, the RPR value of rice 
straw, which is specific for Laos, was also used for Cambodia. These values were taken from 
previous studies carried out in these countries [6, 7]. However, other biomass residues were 
calculated in this study by taking the RPR values which have been used in similar studies 
conducted for Thailand [8]. On the other hand, recovery rates (RR) of forestry biomass 
residues were used in this study to estimate the available amount of logging residues, mill 
residues and plywood residues. The recovery rates of mill residues and plywood residues 
were taken from FAO [9]. On the other hand, recovery rate of logging residues were based on 
the study of A. Koopmans and J. Koppejan for Cambodia and Laos [10].  
Lower Heating Values (LHV) of agricultural residues were taken from the study conducted 
for Thailand biomass energy estimations [8]. LHV of forestry wastes, however, were based on 
values studied by Suzuki and Yoshida (2009) [11]. 
 
Bioethanol production calculations in Cambodia and Laos for the year 2006 were carried out 
in the light of the ethanol yield according to a study by Kim and Dale (2003) [2]. That study 
was conducted by first calculating theoretical ethanol yields of each biomass residue and 
converting this theoretical yield to possible yield by assuming that ethanol production 
efficiency from other crop residues is equal to approximately 67%, which is the ethanol 
production efficiency of corn stover [2]. The same procedure was followed to estimate the 
potential bioethanol production in Cambodia and Laos.  
 
This study did not consider the imports and exports of any biomass sources. All the potential 
residues of biomass sources in Cambodia and Laos were calculated in the study without 
considering their other possible usage purposes and the losses due to the transportation.   
  
3. Results 

3.1.  Agricultural Residues 
3.1.1. Rice 
Rice is the main agricultural crop and staple food in both Cambodia and Laos. 84.4% of 
cultivated area in Cambodia is used for rice cultivation and it constituted 25% of Cambodian 
agricultural GDP in 2006 [12]. In Laos 80% of area under cultivation has been devoted to 
rice. Rice accounted for 38% of agricultural GDP, which is higher than Cambodia (1999) [13, 
14]. High amount of rice production in both countries contributes to high availability of rice 
residues such as rice husk and rice straw. These residues could be an option for any biomass 
energy systems. Rice husk is the outer cover of rice which comes from rice milling process as 
by-product. The unutilized rice husk mainly causes waste disposal problems and breathing 
problems because of its low density. The usage of rice husk as solid fuel can be a promising 
way to avoid these problems and provide considerable amount of useful energy [15]. Rice 
straw, on the other hand, is another by-product of rice and great bio-resource since it is one of 
the richest material in terms of its lignocelluloses [16]. However, it has to be taken into 

 

336



account that rice straw is an import fodder for animals in Cambodia. RPR and LHV of rice 
husk and rice straw are shown in the Table 1 with their calculated potential energy values.   

Table 1. 2006,rice residues biomass energy 
 Rice (Mt) Rice 

Residue 
RPR Residue 

(Mt) 
LHV 

(MJ/kg) 
Potential Energy 

(106GJ) 
Cambodia 
   
Laos 

6.26 [4] 
 

2.66 [4] 

Husk 
Straw 

  Husk 
Straw 

0.27 [8] 
0.33 [7] 
0.25[7] 
0.25 [7] 

1.69 
2.07 
0.67 
0.88 

12.85 [8] 
14 [17] 

12.85 [8] 
14 [17] 

21.73 
28.92 
8.56 
12.31 

 
3.1.2. Maize 
Since maize is the second most produced crop after rice for both Cambodia and Laos, it can 
supply a considerable amount of corn cob as biomass energy source. Moreover, the chemical 
and physical properties of corn cob enable it to be suitable feedstock for several energy 
generation methods [14]. Table 2 below shows potential energy obtained from corn cob.   
 
Table 2. 2006, corn cob biomass energy 

 Maize (Mt) RPR Corn cob (Mt) 
 

LHV 
(MJ/kg) 

Potential Energy 
(106GJ) 

Cambodia 
  Laos 

0.38 [4] 
0.45 [4] 

0.25 [8] 
0.25 [8] 

0.09 
0.11 

16.63 [8] 
16.63 [8] 

1.57 
1.87 

 
3.1.3. Cassava 
Cassava is another important agricultural crop in Cambodia and Laos as staple food and 
animal feed in similar way as in many subtropical regions [18]. Cassava stalk, the residue of 
cassava, is an agricultural biomass feedstock which can be used for biomass energy purposes. 
Its primary energy was tabulated in Table 3 for Cambodia and Laos.  
 
Table 3. 2006, cassava stalk biomass energy 

 Cassava (Mt) RPR 
 

Cassava stalk 
(Mt) 

LHV 
(MJ/kg) 

Potential Energy 
  (106GJ) 

Cambodia 
Laos 

2.18 [4] 
0.17 [4] 

0.088[8] 
0.088[8] 

0.192 
0.015 

16.99 [8] 
16.99 [8] 

3.26 
0.26 

 
3.1.4. Sugarcane 
Bagasse and top and trash of sugarcane are the main residues of sugarcane. While bagasse is 
dry, fibrous residue remaining after sugarcane stalk after extraction of juice, trash of 
sugarcane is the remaining of the plant in the field after the harvest [19]. The primary biomass 
energy of bagasse and trash of sugarcane was tabulated by assuming their RPR and LHV as 
same in Table 4. 
 
Table 4. 2006, sugarcane residues biomass energy 

 Sugarcane  
(Mt) 

Sugarcane 
Residue 

RPR Residue 
(Mt) 

LHV 
(MJ/kg) 

Potential Energy 
(106GJ) 

Cambodia 0.14 [4] Bagasse 0.250 [8] 0.035 6.43[8] 0.228 
 

Laos 
 

0.217[4] 
  Trash 

Bagasse 
  Trash 

0.302 [8] 
0.250 [8] 
0.302 [8] 

0.043 
0.054 
0.066 

6.82[8] 
6.43[8] 
6.82[8] 

0.292 
0.349 
0.447 
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3.1.5. Groundnut Shell and Coconut 
Groundnut shell and coconut husk - rough exterior shells of the coconut -, shell, and empty 
bunches and frond can be counted as considerable biomass energy sources in Cambodia. 
Table 5 was prepared to show the potential biomass energy value of these residues.  
 
Table 5. Cambodia, 2006, groundnut shell and coconut residues biomass energy 

 Production 
(Mt) 

Residue RPR Residue 
  (Mt) 

LHV 
(MJ/kg) 

Potential Energy 
(106GJ) 

Groundnut 
Coconut 
 

0.024 [4] 
 0.07 [4] 

Shell 
   Husk 

Shell 
Frond 

0.323[8] 
0.362 [8] 
0.160[8] 
0.225[8] 

   0.0077      
   0.025 
   0.011 
   0.016 

11.23 [8] 
14.71 [8] 
16.43 [8] 
14.55 [8] 

0.086 
         0.373 

0.184 
0.229 

       
3.2. Forestry Residues 
3.2.1. Logging Residues 
Logging residues constitute woody residues that remain after cutting in the forest area, such as 
tops and branches. Logging residue calculations require the amount of industrial round wood 
production and an average recovery rate (RR) which is generally estimated since logging can 
be done in many innumerable and unsystematic ways [9]. Logging recovery rate can be 
estimated with the idea that “6 cubic meters of logs extracted from the forest leave 4 cubic 
meters of waste remaining in the forests” [10]. Cambodia’s and Laos’ forestry biomass energy 
estimations were carried out and tabulated in the Table 6.  
 
Table 6. 2006, logging residue biomass energy 

 Industrial 
round wood   
(106CUM) 

RR  Logging Residue 
(106CUM) 

 

LHV 
(GJ/m3) 

Potential Energy 
(106GJ) 

Cambodia 
 Laos 

0.113 [4] 
0.194 [4] 

0.60 [10] 
0.60 [10] 

0.075 
0.129 

7.4 [11] 
7.4 [11] 

0.557 
0.955 

 
3.2.2. Mill Residues from Sawnwood Production Residues 
The residues from wood-processing factories are called mill residues [11]. Therefore, the 
calculations are based on the amount of sawnwood production volume. Table 7 shows the 
primary biomass energy content of mill residues.  
 
 Table 7. 2006, mill residue biomass energy 

  
3.2.3. Plywood Residues 
Plywood residues comprise of the which are log ends and trims, bark, log cores, green veneer 
waste, dry veneer waste, trimmings and rejected plywood [9]. Calculations of primary energy 
of plywood residues in this study are shown in the Table 8 for both countries.  
 
 
 

 Sawnwood   
(106CUM) 

RR  Mill Residue  
(106CUM) 

LHV 
(GJ/m3) 

Potential Energy 
(106GJ) 

Cambodia 
Laos 

0.002 [4] 
0.13 [4] 

0.43 [9] 
0.60 [9] 

0.0029 
0.087 

8.4 [11] 
8.4 [11] 

0.024 
0.728 

 

338



Table 8. 2006, plywood residue biomass energy 
 Plywood 

(106CUM) 
RR Plywood Residue  

(106CUM) 
LHV 

(GJ/m3) 
Potential Energy 

(106GJ) 
Cambodia 
Laos 

0.0045 [4] 
0.027 [4] 

0.47 [9] 
0.47 [9] 

0.0051 
0.031  

8.4 [11] 
8.4 [11] 

0.043 
0.256 

 

3.3. Bioethanol Production 
This part of the study estimated how much bioethanol can potentially be produced from rice 
straw, corn stover, bagasse, cassava pulp. Bioethanol calculations were carried out on dr y-
based biomass residues and are shown in Table 9 in Cambodia and Laos. 
 
Table 9.Cambodia and Laos, 2006,bioethanol production from agricultural residues  
 RPR Residue,Mt 

Cambodia 
Residue,Mt 

Laos 
Ethanol 
yield(l/t) 

Ethanol,106l 
   Cambodia 

Ethanol,106l 
Laos  

Rice Straw 0.33[7] 807 0.77 280 [2] 506 214.9 
Corn Stover 1 [2] 0.38 0.45 290 [2] 109.3 130.5 
Bagasse 0.25 [8] 0.018 0.03 280 [2] 4.96 7.6 
Cassava 
pulp 

0.15[21] 0.327 0.03 83.3 [21] 27.28 2.18 

 

3.4. Final Energy Potential of Biomass 
In this study the total potential biomass energy from biomass residues in Cambodia and Laos 
was found to be about 1.4 Mtoe (57*106 GJ) and 0.6 Mtoe (26*106 GJ) respectively.  The total 
final energy consumption (TFEC) in Cambodia was about 4.5 Mtoe in 2005 [22]. This means 
that the biomass residue energy potential is about one third of the total energy consumption in 
Cambodia. The total final energy consumption (TFEC) in 2006 in Laos was about 2.0 Mtoe 
[22]. This indicates that the biomass residue energy potential estimated for Laos could 
contribute about 30% of the total energy consumption.  
 
Figure 1.a, 1.b and 2.a, 2.b s how the total final energy consumption and theoretically 
calculated potential biomass energy from residues and the contributions of different sources to 
energy potentials in ktoe in Cambodia and Laos, 2006.  
  

  
Figure 1.a. Total final energy consumption and calculated potential biomass residue energy 
content 1.b. Different sources of biomass residue energy potentials in Cambodia, 2006  
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Figure 2.a. Total final energy consumption and calculated potential biomass residue energy 
content 2.b. Different sources of biomass residue energy potentials in Laos, 2006 
 
3.5. Bioethanol Potential 
The study found that some agricultural residues in Cambodia such as rice straw, corn stover, 
bagasse and cassava pulp have a potential to produce approximately 648*106 l ethanol 
production for the country. However, the potential of ethanol production from same residues 
in Laos was estimated about 355*106 l. The amounts of potential bioethanol for both countries 
were found to be enough to correspond to the amount gasoline consumed in road transport in 
Cambodia and Laos. Figure 3.a, 3.d and Figure 4.a and 4.b s ummarize the gasoline 
consumption in 2006 and the potential gasoline production from biomass residues and the 
contributions of different biomass residues for gasoline productions in Cambodia and Laos, 
2006 [21, 22].  
 

  
Figure 3.a. Gasoline consumption and potential biomass residue based gasoline production 
3.b. Different sources of biomass residue potential for ethanol production in Cambodia, 2006 
  

  
Figure 4.a. Gasoline consumption and potential biomass residue based gasoline production 
4.b. Different sources of biomass residue potential for ethanol production in Laos, 2006 
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4. Conclusions 

The results indicate that the biomass residue potential could contribute such energy 
production that can reach up t o 30% of energy consumed in 2006 for both Cambodia and 
Laos. There are, however, some practical limitations and restrictions in the use of the residues 
such as collection and transportation of them, marketing systems and other usage possibilities. 
Furthermore, the results show that rice straw and rice husk in Cambodia and Laos seem to be 
potentially the most favorable biomass sources in terms of the quantity of biomass production 
availability and comparably higher contribution to biomass energy production.  Totally, all 
biomass residues including both agricultural residues and forestry residues have a potential to 
provide 1.4 Mtoe and 0.6 Mtoe energy productions in Cambodia and Laos respectively.  
 
Moreover, the study covers the bioethanol production from some residues such as rice straw, 
corn stover, bagasse and cassava pulp in Cambodia and Laos. Theoretically, potential 
bioethanol production in Cambodia has and Laos could provide approximately the same 
amount of energy as the present gasoline consumption is in both countries.  
 
The results clearly show that biomass residues provide a promising potential for distributed 
renewable energy production in Cambodia and Laos. 
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Abstract: This paper investigates the effect of a biomass crop introduction in a local market where field crops, 
cattle forage and biomass crops compete for the agricultural resources and determine land use.  A simulation 
study for a State in the US (Minnesota) with extensive and diverse agricultural resources that could also support 
a biomass industry is reported. Local market impact on prices and land use is summarized. A local biofuel 
industry with 1.0 billion gallon capacity can transform declining local land values to stable or moderately 
increasing land values, partly because secular declines in cattle forage can be replaced with biofuel demands.  
The effects of greenhouse gas emissions and sinks are also estimated. The local agriculture sectors’ net 
greenhouse gas changes are converted from a net emission to a net sink position with a biofuels industry-we 
calculate an annual net improvement of 55 bil. Lbs CO2 –equivalent, due, in part,  declining cattle emissions and 
favorable land use effects from expanding hay production. 
  
Keywords: Land rent, Land Use, livestock emissions, Switchgrass, Greenhouse gas(GHG). 

In the US, Biomass fuel technology broadens the potential agricultural resource base to 
include marginal land that is not suitable for corn production.  There are some concerns about 
increasing greenhouse gas emissions when a land conversion process accompanies a biomass 
processing expansion [1].  H owever, existing analyses do not  account for the market 
environment and dynamic adjustments already occurring in local agricultural resource 
markets. This paper accounts for the local competition between biomass feedstock and cattle 
forage, the land conversion that would accompany an unrestricted biomass fuel expansion, 
and the cattle industry decline that is already occurring in potential biomass supply areas of 
the United States. Since the relevant markets are local, we report a case study of a 
representative State (Minnesota) in the United States that has extensive and diverse 
agricultural resources that could adapt to biomass crops. 

The first section reports an econometric estimation of the profit and dynamic factors 
influencing cattle population. The second section summarizes a model of the local forage 
market that presently defines the use of low grade agricultural land. The third section reviews 
CO2 accounting procedures, specifically explaining how market changes influence emissions 
from crops, livestock, and pasture land.  E stimates of changes in equilibrium soil carbon 
levels are also provided. The fourth section presents some 10 year projections of economic 
variables and global warming indicators. A well-known baseline for US agriculture  is the 
reference for the global commodity markets that define  resource market outcomes, and global 
warming indicators.  Then local market outcomes and global warming indicators are given for 
the case where an expanding biomass fuel industry uses some of the local resources in the 
given market environment. 

1. Market Environment 

This section is an overview of the simulation model. There are three main elements in the 
market model. First, a land use model defines the amount of land used for crops, pasture, and 
left idle.  S econd, new estimates of the factors determining local cattle populations are 
presented. Third a model that incorporates the competition among supply of the three main 
forage types( hay, pasture and stover) is discussed.  Additional documentation, such as the 
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land use model, Worksheets for greenhouse gas emissions and sinks, and the local forage 
baseline are available at www2.econ.iastate.edu/faculty/gallagher 

1.1. Land Use.   
 Land demand is determined in local agricultural land rental markets.  We use an updated 
version of a recent land use model [2]. Revised estimates land use data from the 2007 census 
of agriculture, and include land demands for each major crop (corn, soybeans, wheat, cotton, 
and hay).  

1.2. Cattle Population Adjustment 
 Minnesota’s cattle population adjustment is typical of the states in the eastern half of the US.  
That is, there has been a steady decline mixed with episodes of cyclical adjustment.  The 
decline is likely due to contracting US beef consumption and squeezing marginal producers.  
Cyclical adjustments likely occur in response to changing market conditions.  Beef and Dairy 
cattle response estimations for Minnesota suggests population slowly adjusts to past profits, 
populations and also exhibits a secular decline. Our results were estimated using data from the 
1969 to 2009 period:  
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where k=b for beef, d for dairy 
          Nkt  is the cattle population in year t, in million head;  
          πkt  is the profit margin, in $/lb output 
          T=1 before 1976, 2 in 1976,3 in 1977,…, 
 
1.3. Forage Substitution Model 
 We assumed that forage demand is a fixed proportion of the cattle population. Then 
substitution among the three main forage inputs (hay, pasture, and corn stover) is described 
with a constant elasticity of substitution demand function.  T he demand equation satisfies 
baseline market shares of hay, pasture, and stover.  It also has an elasticity of substitution of 
3.0. 

A 2009 baseline for forage consumption and market shares of hay, pasture, and stover was 
deduced available information.  T otal forage demands were developed from recommended 
rations and averages were constructed across a typical age and sex distribution.  P asture 
consumption of forage was approximated from baseline cattle populations, grazing season 
length and daily forage requirements. Hay consumption is approximated by hay production.  
Finally, stover demand is the difference between total forage demand versus hay and pasture 
demand.  

2. Measuring Global Warming Sinks and Emissions 

Existing procedures for measuring CO2 equivalent emissions were restated as functions of 
appropriate economic variable instead of numbers calculated on baseline levels, in order to 
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account for the effect of changes in economic variables.  G enerally, emissions functions 
depend on production, area, and livestock populations.  All relationships are proportional.  All 
measurements are expressed in a common CO2-equivalent basis. 
 
The GREET model of agricultural emissions is used for corn and soybeans.  But revisions for 
recent fertilizer and energy use data were included [3].  Similarly, GREET fertilizer and fuel 
emissions coefficients were combined with appropriate fertilizer and fuel data for wheat, hay 
and switch grass. 
 
IPCC Tier I procedures for beef and dairy cattle were used to estimate livestock based 
emissions [4]. Enteric and Manure emission of dairy and beef cattle in North America are 
included.  Also, the N2O equivalent emissions from spreading livestock manure on land are 
included with livestock instead of land, because this activity is economically linked to the 
livestock population. 
 
Estimates of the equilibrium soil carbon stock are also provided.  Here we use the IPCC teir I 
procedure, which identifies a reference level for soil carbon in undisturbed soil, and a set of 
multipliers for several different categories of land use [5]. The reference carbon level and 
multipliers for the land use categories in our model are shown below:. 
 
Table 1.multipliers for soil carbon, by land type 
______________________________________________________________________ 
IPCC Classification                      Native-C                    Model’s land use 
(Table #)                                        multiplier (0/1)          variable (symbol) 
--------------------------------------------------------------------------------------------------------------- 
Native (5-11)                                1.00                         Other farmland (Lg-Gs)       
Unimproved Grassland (5-10)      0.77                         Pasture Supply (Gs)      
Idle cropland (5-12)                      0.70                         Cropland in pasture (Cdg)   
Set Aside<20 yr (5-12)                 0.80                         CRP land (Cdz) 
Cropland in Crops (5-12)              0.70                         Corn, Soybeans, Wheat (Cdc,Cds,Cdw)        
Improved pasture, Hay (5-10)      1.10                          Hay (Cdh) 
Improved pasture, Hay (5-10)       1.0                           Switchgrass (Cdsg), conservative 
                                Native C-stock: 80 mt / ha (130.87 ton CO2 / acre)  
 
It is important that minimal carbon release is possible when converting land from pasture to 
hay or biomass crops. Indeed, switch grass is already used as forage in managed pasture [6].  
Further, no-till planting methods for switch grass on pasture appear to have a minimal 
environmental effect [7]. 
 
Three main aspects of Carbon are summarized in simulations. First, the CO2 sink associated 
with the switch grass crop is an initial approximation for the fossil fuel replacing benefit of 
biofuel.  Second, the change in livestock emissions, a decline, represents a potential offset for 
adverse lanc-conversion emissions associated with starting a bio fuel industry. Third, the 
change in soil carbon stocks (expressed as CO2-equivalent) is calculated as the difference 
between annual estimates of equilibrium soil carbon stocks.  Also, the net sink of other crops 
(corn, soybeans, wheat, and hay) is also calculated, even though much of this sink likely 
belongs to an out-of-state carbon budget for corn-ethanol, consumption in other states, or use 
in a foreign country.  It is helpful to see how field crop CO2 sinks change with changes in 
switchgrass sinks, livestock emissions, or soil carbon capture/release. 
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3. Baseline 

The most recent USDA 10 year baseline defines reference levels for the main commodity 
prices that drive (are exogenous to) the local biomass supply/forage demand model [8].  
However, the reference prices for corn, soybeans, wheat, beef, and milk are adjusted to reflect 
a distortion-free policy environment that would put a new biomass industry on equal footing 
with other established industries. 
 
First, the corn-ethanol industry has over-expanded as a result of a mandate for minimum 
ethanol use, called the Renewable Fuel Standard (RFS). About 4.0 bi llion gallons per year 
(BGY) of the RFS extends beyond supply increases that can be gathered from corn yield 
growth on land that is presently used.  The price-effects of one-half of the overexpansion, or 
2.0 BGY, is subtracted from the baseline corn and soybean prices using multipliers developed 
elsewhere [9]. Hence some overexpansion effects, which result in artificially high prices for 
substitute commodities and land rent, are removed from the baseline. 
 
Second, a 30% import duty on US Beef imports [10] artificially holds US beef prices above  
market levels, encourages overproduction, and inflates local forage demands and prices for 
marginal land. For a first approximation, USDA baseline prices for beef are reduced by 30%. 
Milk prices are also reduced by 30%, because domestic milk prices are supported by an 
elaborate quota system. 
 
Other exogenous assumptions for the projection period also fit today’s apparent 
circumstances.  F or instance, cropland declines at 0.7 m illion acres (3.1%) per decade, as 
defined by the most recent census of agriculture.  But other(non-cropland)farmland remains 
constant at about 5.0 million acres.  Hay yields remain constant at at the average of recent 
values- the experience of the last two decades.  Corn yields increase 20% over the first few 
years of the projections, and then remain level.  F inally, a zero inflation rate for the CPI 
 reflects today’s depressed macro-economy. 
  
The hypothetical baseline defines a scenario of declining commodity prices, cattle populations 
(figure 1), and local land prices (figure 2).  Consequently, the demands for local resources are 
also declining. The prices of grains that are internationally traded would also gradually 
decline. Thus, the demand for local land resources and land rental rates are also declining. 
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Emissions for two of our three main activities are reinforcing, and produce net CO2 emissions 
under baseline conditions. Cattle emissions are substantial, but declining. In 2009, emissions 
are 22.6 bi l. lbs CO2-equivalent, but decline to 15.2 bi l. lbs at the end of the simulation 
period. Equilibrium Carbon stocks decrease steadily at a rate of about 12.0 bi l. lbs CO2, 
annually, throughout the 30 year simulation period (figure 3b). 

 
 
4. Biomass Fuel expansion 

Here, an exogenous land demand expansion for a biomass crop (switchgrass) gradually 
increases the total area used for biomass to 4.0 million acres over a 5 year period that begins 
in 2010 (the first year of the simulation). The 4.0 million acre area is split equally between 
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cropland and pastureland.  Switchgrass is only one of several potential biomass crops, but still 
has a representative crop yield and carbon sink/emission profile. 

The gradually expanding land demands restore increasing land prices (figure 2).  But the 
increases are moderate; cropland rentals take three decades to double; pasture rental rates 
increase by about 20% over the first ten years, and remain stable thereafter.  

The Greenhouse gas profile would also improve (figure 3s).  First, increasing switchgrass 
production implies a substantial net carbon sink, most of which replace fossil fuels.  Second,  
livestock emissions continue to improve through cattle reductions, accounting for about 20% 
of switchgrass emissions.  Third, the equilibrium carbon stock would increase substantially 
during the biomass crop expansion phase, mainly because of the carbon storage profile of 
switchgrass. But the annual increment to the equilibrium carbon stockreverts to an emission 
thereafter.  Nonetheless,  three main activities combine for a net carbon sink (figure 3s). 

 

5. Conclusions 

This study looks at the introduction of biomass fuel  in local agricultural markets where land 
use and forage demand are defined.  The hypothetical biomass expansion was split between 
cropland and pastureland, even though land costs per unit of biomass appear lower using 
marginal land.   

The reference point is a distortion-free baseline created by removing recent over-expansion in 
corn ethanol and protection for livestock products.  The baseline is  characterized by declining 
land use values for cropland and pasture land.  

The substantial biomass expansion is enough to support a 1.0 billion gallon ethanol industry.  
And the expansion merely restores stable or moderately increasing land values.  Hence, The 
local agricultural resource is large enough to accommodate biomass ethanol production at a 
large scale. 

The expansion on marginal land has mainly a local market impact.  About 40% of the 
marginal land comes from the secular decline in cattle population and overall forage needs.  
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Otherwise, cattle rations shift away from pasture and towards hay and corn stover.  In fact, 
hay demand grows despite declining cattle populations in the biofuel scenario.  Compared to 
the baseline, the switch grass expansion restores stability to pasture rental rates. 

The CO2 accounting focuses on changes in local agriculture as well.  First, the direct benefit 
for switchgrass used as biofuel is included.    Second, declining cattle emissions are also 
included.  Third, the land use change effects on equilibrium soil carbon storage are included.  
Results suggest an increase in soil carbon storage, especially during the switchgrass expansion 
phase.  Increasing hay production likely contributed to improving carbon storage as well.  The 
change in net greenhouse gas sinks from the three local sources is 60 bill lbs CO2 equivalent, 
annually, after switchgrass production is established.  The change in net sinks exceeds 100 
bill. Lbs during the switchgrass expansion phase.  

Two tasks remain for a comprehensive CO2 accounting. First, several other states with similar 
agricultural resources that are potential biomass supply areas should be incorporated into the 
analysis. Second, the totality of local changes must be considered in national and international 
markets.  It seems plausible that the cattle decline would be absorbed into a declining demand 
for beef.  However, the corn land expansion induced by the cropland expansion for 
switchgrass already appears large relative to the corn ethanol shift used to produce a 
distortion-free baseline. Accordingly, further simulations might usefully focus exclusively on 
expansions on marginal land.   

The moderate price impact, beneficial lifecycle analysis, and potentially local impact for the 
marginal land expansion merits further attention.  EPA regulations that restrict changes in use 
of permanent pasture may also deserve further scrutiny. 
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Abstract: Poverty alleviation and social upliftment of rural India is closely linked with the availability and use 
of energy for development. At the same time, sustainable supply of clean and affordable renewable energy 
sources is required if development is to be sustainable, so that it does not cause any environmental problems.   
The purpose of this paper is to determine the key variables of renewable energy implementation for sustainable 
development, on which the top management should focus. In this paper, an interpretive structural modeling 
(ISM) - based approach has been employed to model the implementation variables of renewable energy for 
sustainable development. These variables have been categorized under ‘enablers’ that help to increase the 
implementation of renewable energy for sustainable development. A major finding of this research is that public 
awareness regarding renewable energy for sustainable development is a very significant enabler. In this paper, an 
interpretation of variables of renewable energy for sustainable development in terms of their driving and 
dependence powers has been examined.  For better results, top management should focus on improving the high-
driving power enablers such as leadership, strategic planning, public awareness, top management support, 
availability of finance, government support, and support from interest groups. 
 
Keywords: Sustainable development, Renewable energy, Performance measures, Interpretive structural model, 
India 

1. General structure of the paper 

The world energy forum has pointed out that coal and gas reserves will become depleted in 
less than the next 10 decades. Ashwani Kumar et al, [1] observed that fossil fuels account for 
around 79% of the energy consumption in the world, and 57.7% is consumed by the transport 
sector and is being depleted very speedily. Apart from this, various environmental problems 
are also related with the increasing use of fossil based oils, coal and gas. So there is an urgent 
need to develop the alternative energy resources in order to overcome the future energy 
shortage. Also, the depletion of natural resources and increasing demand of energy nowadays 
has forced policymakers to consider alternative energy sources for sustainable development. 
‘Sustainable development’ means development which is capable of being sustained for the 
future stability. Where, renewable energy sources are regenerative and do not get exhausted. 
Renewable energy helps the world in reducing their carbon emission and cleans up the air and 
helps in achieving sustainable development. The most important feature of renewable energy 
sources is their environmental suitability but sustainable development does not only revolve 
around the environmental stability but it a lso deals with social and economical stability.  
Hence, nowadays investigation of energy strategies for renewable energy has become crucial, 
particularly for the stability of future energy.  
 
India’s population has been increasing very rapidly and it is also the fastest growing economy 
in world (with GDP of $ 1 trillion measured in 2008) after china, which further leads to a hike 
in energy demand and its impact on the environment in India. Mohit Goyal et al, [2] pointed 
out that India’s power sector has shown tremendous increase from 30,000 M W in 1981 to 
143,000 MW by March 2008. As the fossil fuels are depleting fast, India will face the energy 
shortages in future which need to be addressed by developing alternative energy resources the 
country can rely on. India is left with no option but to concentrate towards the maximum use 
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of renewable energy. Fortunately India has plenty of renewable resources such as wind 
energy, biomass energy, small hydro power and solar energy to exploit for sustainable 
development. India is set to reach the aim of producing 10% of total power supplied through 
renewable energy by 2012 [1]. The government of India has promoted the use of renewable 
energy for sustainable development through several policy and provision interventions. Since 
2007 power generation from renewable wind energy has increased by 3,857 MW; small hydro 
has increased by 619.53; biomass has increased by 322 MW; solar energy has increased by 
8.10 MW and industrial and urban waste to energy has increased by 20.10 MW. Investment of 
around 3.9 billion Indian rupees ($86 million) has been made for different renewable energy 
projects and programs. Meanwhile, the World Bank has also allotted $4 billion in loans for 
India’s renewable energy projects.   
 
The purpose of this paper is to search the variables affecting the progress of the renewable 
energy for the sustainable development in India. Policy makers would face many difficulties 
in implementing renewable energy for sustainable development due to various variables 
affecting its performance. These variables not only affect the performance of renewable 
energy development but also act upon e ach other. Hence, the methodology of Interpretive 
Structural Modeling (ISM) has been applied in this paper to establish the conceptual 
relationship amongst various variables which are hindering the path of renewable energy for 
the sustainable development.  
 
2. Literature review 

A lot of research has been done before to find out the variables which affect the 
implementation of the renewable energy for the sustainable development. Fred Beck et al, [3] 
have observed the main barriers to renewable energy development in 2004. McCormic et al, 
[4] observed the major barriers that affect the implementation of energy for the sustainable 
development on the basis of research conducted by Bioenergy network of excellence. Himri et 
al, [5] has worked on formulating barriers which are hindering the full potential and 
advantages of the renewable.  Lidula et al, [6] has formulated the barriers for clean and 
sustainable energy in the ASEAN member countries. Mayfield et al, [7] has developed a new 
methodology to deal with the barriers affecting the performance of Biomass operations. 
Sharma et al, [8] has studied the parameters of waste management in India. New York State 
Energy Research and Development Authority and Oak Ridge National Laboratory (ORNL) 
have identified some of the barriers to energy through research [9].  
 
An important barrier for renewable energy development is lack of leadership qualities in 
managers. A good strategic plan identifies the renewable energy goals and then formulates 
policies to achieve these goals. Sustainable energy development strategies should deal with 
energy saving, improvement in the efficiency of energy production and replacement of the 
fossils based oils, coal and gas reserves [10]. There are two major factors which have affected 
the energy pattern most; the technological changes and the availability of energy resources 
[11]. Renewable sources are present in abundance but still cannot be harnessed for sustainable 
development due to lack of technology and public awareness. Continuing innovation in 
technology is necessary to harness each form of renewable energy [12]. The major challenge 
for the renewable energy industry is the timely availability of resources [10]. Himri et al, [5] 
has pointed out that lack of information dissemination would lead to lack of support from 
different stake holders. So, the availability of data and information acts as an enabler for the 
renewable energy for the sustainable development. The shortage of skilled professionals 
which includes designers, installers, service and sales representatives, policy analysts, 
scientists, engineers, teachers and researchers can also affect the quality of the system [13]. 
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Government has put lots of effort towards enhancing the use of renewable energy for the 
sustainable development through subsidies, fiscal incentives and has encouraged investors to 
invest in renewable energy through various relevant supportive policies. Moreover, huge 
amount of investment is needed in developing the advanced technology required to fully 
exploit some renewable resources. Due to longer investment periods the risk of return on 
investment is high [14]. Hence it is necessary to incorporate the relevant policies in order to 
attract the interest groups to invest in it. The market for renewable energy has increased 
significantly and manufacturers are investing huge amount of money in R&D (research and 
development) of RET (renewable energy technology) which will further lead to economically 
sustainable growth. Table 1 below shows the 14 variables chosen based on t he previous 
research. 
 
Table 1. Variables affecting the performance of renewable energy for sustainable development  
S. No. Variables 
1. Leadership 
2. Strategic planning 
3. Availability of technology 
4. Public awareness 
5. Top management support 
6. Sustainable growth 
7. Return on investment 
8. Availability of finance 
9. Skilled man power 
10. Government support 
11. Availability of data and information 
12. Availability of energy resources 
13. Support from interested groups (stake holders) 
14. Efficiency of process and execution 
 
3. Methodology 

Interpretive structural modeling is a tool which here is applied for the analysis of the 
interaction amongst variables of the renewable energy for sustainable development. This 
approach has been used in many fields by scholars to investigate the inter-relationship 
amongst many variables. Warfield, [15] is the one who has introduced interpretive structural 
modeling (ISM) and Malone, [16] is the second one who conducted brief review of the ISM. 
It provides us means by which order can be imposed on the complexity of such elements [17, 
18]. This method is known as ‘interpretive structural modeling’ because all the variables and 
their interrelationships are decided by group judgment. The ISM methodology is an 
interactive learning process in which a s et of different and directly or indirectly related 
elements affecting the system under consideration is structured into a comprehensive systemic 
model [9]. Finally the graphical representation of the relationships among the variables is 
demonstrated. This methodology (ISM) has attracted a great deal of interest recently due to its 
high flexibility. Following are the steps involved in the formulation of ISM: 
1.The variables affecting the performance of the system are listed with the help of literature 
review and expert opinion. 
2.A conceptual relationship amongst the variables is made by the help of opinion of the 
experts. 
3.Then a s tructural self-interaction matrix (SSIM) is formulated which entails the pair wise 
relation of the variables. 
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4.Now, the reach ability matrix is derived from the structural self interaction matrix (SSIM) 
by putting ‘1’ and ‘0’ which shows pair wise relationship accordingly. 
5.Then the transitivity is removed from the reach ability matrix and transitivity rule says that 
if variable ‘A’ leads to variable ‘B’ and ‘B’ leads to variable ‘C’ then ‘A’ will also lead to 
variable ‘C’. 
6. The reachability matrix is divided into different partition levels. 
7.The directed graph is drawn on the basis of the relationship between the variables discussed 
in the above reachability matrix and all the transitive links are removed.    
8. The digraph is converted into ISM by converting variables nodes in to statements. 
9. Finally a review of the ISM model is done and any necessary modifications are carried out. 
 
After the final ISM structure MICMAC analysis of the variables is done on the basis of their 
driving and dependence power. MICMAC was first proposed by Duperrin and Godet in 1973 
[19]. MICMAC analysis can be used to categorize variables in a co mplicated system [20]. 
The prime function of MICMAC analysis is to examine the driving and dependence power of 
the variables [17, 18]. Here the barriers are divided into four classifications according to their 
driving and dependence power known as autonomous, linkage, dependent and independent 
barriers [18]. The first cluster is known as ‘autonomous barriers’ which have very weak 
driving power and simultaneously have weak dependence power. These variables mostly have 
no connection with the system or with other variables; they only share few links which can be 
strong. The second cluster is known as ‘dependent barriers’ which consist of variables having 
weak driving power and strong dependence power. These variables mostly depend on other 
variables so; any action on other variables will affect the dependent variables. The third 
cluster consists of the ‘linkage variables’ which have strong driving and strong dependence 
power. These variables are highly unstable so, any action on these variables will affect other 
variables and also have a feedback effect on the linkage variable. Lastly the fourth cluster is 
basically the ‘independent barriers’, consists of variables which have strong driving power 
and weak dependence power. 
 
4. Results 

The ranking of all variables is known through level partitions so they have been put at their 
respective levels in the ISM hierarchy. Interpretive structural model is finally formulated with 
the help of final reach ability matrix and level partitions, which is shown in Fig. 1. It is 
observed from the ISM based model that public awareness about renewable energy is a very 
important variable as it has highest driving power and zero dependence power. This means 
this variable is very significant and drives all other variables. So, the policy maker has to keep 
more focus on public awareness in order to implement renewable energy for the sustainable 
development successfully. Awareness about renewable energy among the public will lead to 
top management support (variable 5). Conversely leadership qualities of a manager (variable 
1) can act as a tool only if there is a top management support. Good strategic planning 
(variable 2) needs manager leadership quality and incentive support from top management. 
Support from interested groups (variable 13) cannot exist if there are no top management 
support withinpolicy makers. Availability of finance (variable 8) is ensured by support from 
the interested groups (stakeholders). Skilled man power (variable 9) and availability of 
information is very necessary for the successful implementation of renewable energy projects 
for sustainable development. Availability of finance actually helps in achieving the skilled 
man power as skilled man power is highly costly. Information management (variable 11) 
ensures the effective utilization of the resources.  
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Fig. 1. ISM Based Model 
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Lack of appropriate data and information will lead to lack of interest from public and 
management, which further leads to lack of energy resources (variable 12) and lack of 
renewable energy technology (variable 3). Outdated technology has a direct impact on t he 
efficiency of the process and its execution (variable 14). So, more and more money should be 
invested in the development of new technologies for the successful implementation of the 
renewable energy projects. High efficiency of the process will lead to sustainable growth 
(variable 6), which further leads to return on i nvestment (variable 7) or vice versa. Good 
return on i nvestment is a symbol of an economically sustainable system. This study shows 
that all the above discussed variables are enablers which enable the successful implementation 
of the project.  According to ISM hierarchy there is a great need to work upon these variables 
for the sustainable development through renewable energy sources.  
 
The MICMAC analysis has been drawn as shown in Fig. 2 below, the driving and dependence 
power has been shown in final reachability matrix. In the MICMAC diagram below the 
column and rows represent the driving and dependence power respectively. All the variables 
have been placed in the diagram according to their driving and dependence power. As an 
example variable 4 (public awareness) has driving power of 14 and dependence power of 1 
and therefore has been placed accordingly in the MICMAC diagram at the extreme top left of 
the diagram. 
 

 
Fig. 2. MICMAC Diagram 
 
5. Discussion and Conclusion 

India is growing very fast approximately at a rate of 9% and the situation of energy shortage 
gets darker with the increase in the economic growth of the country. India has to exploit all 
sources of renewable energy in order to tackle the energy shortage problem [2]. The only 
solution remaining to the policy makers is using renewable energy as fossil based oils, coal 
and gas reserves are at the verge of depletion. But there are lots of variables which affect the 
implementation of renewable energy for sustainable development. Policy makers therefore 
face lots of challenges in identifying these variables and then working upon them to improve 
the performance of the system. Some variables termed as ‘enablers’ have been identified in 
this paper and interrelationships among these variables have been formulated using ISM 
methodology. This provides the hierarchy of action which has to be performed by the policy 
makers in order to improve the efficiency of the system. 
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From ISM based model (drawn above) it can be concluded that variable 4 (public awareness) 
is of top most priority as it has highest driving power of 14 and lowest dependence power of 
1. This also states that policy makers have to create public awareness about the use of 
renewable energy for the sustainable development. In MICMAC analysis this has been 
concluded that there are no autonomous variables which prove that all variables stated above 
influence the implementation of the renewable energy for the sustainable development. 
Similarly from the MICMAC analysis it has also been concluded that there are no variables in 
the third cluster which is linkage barriers. This shows that all the variables stated above are 
stable. From the diagram it has been observed that variables such as leadership, strategic 
planning, public awareness, top management support, availability of finance, government 
support, and support from interest groups (stakeholders) fall under the fourth cluster which is 
‘independent barriers’. All these variables have high driving power and policy makers should 
focus more on these variables as they affect or influence other enabling variables. Availability 
of technology, availability of data and information, sustainable growth, return on investment, 
skilled manpower, availability of energy resources and efficiency of processes are those 
variables which fall under second cluster (dependent barrier) and have high dependence 
power. 
  
Basically ISM based model in Fig.1, represents an overall picture of the problems in 
implementing renewable energy for the sustainable development in front of the policy makers. 
This research has most importantly identified the variable affecting the performance of the 
process and interrelationship among them. This model works for the better managerial 
decisions in order to have more efficient and effective renewable energy project for 
sustainable development. Also this work identifies leadership, strategic planning, public 
awareness, top management support, availability of finance, government support, and support 
from interest groups (stake holders) as very important factors, which needs immediate and 
high attention from the policy makers.   
 
In this research work, interrelationship among the variables of implementation of renewable 
energy for sustainable development has been formulated, but it has to be mentioned that this 
model is not statistically validated.  SEM (Structural equation modeling) sometimes also 
referred as linear structural relationship approach acts as a tool in order to test the validity of 
such hypothetical models [18]. The scope for future work following this research is to test the 
validity of this hypothetical model i.e. ISM using SEM.  
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Abstract: The adoption of biofuels holds a diversity of opportunities and potentials for the Nigerian economy. 
Some of these opportunities are key socio-economic drivers and incentives promoting the increasing adoption of 
biofuels. From the upstream to the downstream sub-sectors, there is an increasing entry of players and 
participants (private and public investors). This paper explores the underlining socio-economic drivers and 
incentives promoting and encouraging more investments in the biofuels subsectors of the Nigerian economy. The 
research sourced data from basically secondary sources and through desk-reviews. The papers identifies essential 
socio-economic indices which include the default dependence of biomass fuels, poverty and unemployment, 
declining agricultural productivity, underutilization of arable lands, potential demand for biofuels and 
government policy and incentives. As the global trend shows increasing adoption of biofuels, this paper reveals 
and discusses the socio-economic drivers peculiar to Nigeria. These key factors identified are issues to put into 
consideration for sustainably managing biofuels investments in Nigeria. Some of these factors present prospects 
and problems requiring medium and long term policy interventions from government to ensure an efficient 
transition into a bioenergy driven economy. The socio-economic factors identified also presents key variables for 
further socio-economic and bio-economic modelling studies focusing on Nigeria.  
 
Keywords: Biofuels, Drivers, Incentives, Policy, Bioenergy, Economy. 

1. Introduction 

This paper explores the underlining socio-economic drivers and incentives promoting and 
encouraging the investments and participations in biofuels adoption, development and 
utilization in Nigeria. Nigeria joined other nations in the quest for adopting biofuels as the 
continuous reliance on the fossil fuels continues to receive criticism and fire from scientists, 
activists, and a wide range of peoples and interests promoting and implementing a shift in 
energy sources to more clean and environmentally friendly options. The global cries for 
renewable alternatives energy sources combine with default potentials for large scale 
production of biofuels created the platform for Nigeria’s gradual incursion into the biofuel 
era. Though Nigeria is a major petroleum exporting country (1, 2), the drivers and incentives 
for promoting biofuels adoption are deeply connected with the roots of the many problems 
impeding the growth and development of the nation’s economy. There is a preponderance of 
rural communities and populations with a default energy reliance sourced mainly from 
renewable sources and primary biofuels such as fuelwood, charcoal, palm kernel shells, palm-
oil wastes (shaft and slurry), sawmill waste, cow dung among others. Though there is also a 
rapid growth of urban centers across Nigeria, majority of the population in urban areas also 
still depend on these renewable sources such as charcoal because of the very low rate of 
access to electricity, natural gas or other improved energy sources.  
 
This paper identifies and explores the underlining socio-economic drivers, relative incentives 
as well as exogenous and endogenous inducements for promoting and encouraging more 
investments in the biofuels subsectors of the Nigerian economy. From the analysis, the paper 
presents a multilevel, multifactor and multi-actors framework that constitute the drivers for 
biofuels adoption in Nigeria.   
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2. Methodology  

This research is a review of the socio-economic and related factors that explain the default 
renewable energy dependence and stimulating the trend in the investments in the broader 
biofuels subsector ranging from feedstock production to biofuels refining and biofuels 
distributions networks across Nigeria. The research sourced data from basically secondary 
sources and through desk-reviews. This review work is limited by the inability to conduct 
primary survey and the attendant gaps in information. Secondary data are sourced from the 
Nigeria Bureau of Statistics reports and other available secondary sources including previous 
publications and report from the International Energy Agency. Data sourced were analysed 
using descriptive statistics. The paper also presents a preliminary framework for driver of 
biofuels.  
 
3. Biofuel Development in Nigeria  

3.1 Biofuels in Nigeria  
Though the traditional energy sources in Nigeria are predominantly combustible renewable 
fuels (3), there is an increasing shift and adoption of the first and second generation biofuels. 
The first generation biofuels which include biodiesel, bioethanol and biogas (4) are sourced 
mainly from edibles sources or current food material such as maize, soyabean, sugarcane, 
cassava for ethanol or oil production which can also be used as energy sources after further 
processing. The second generation biofuels which are fuels sourced from mainly non-edible 
sources such as jatropha, algae (4). A range of first generation biofuels are already being 
produce at small scales in Nigeria. Ethanol production is part of the traditional livelihood 
systems in the Niger Delta area and extending to some part of the south western States. 
Various individual and public investment projects in first generation biofuels are taking up in 
various part of Nigeria. These investment projects are at various stages of implementation 
ranging from feasibility studies to refinery plant installation. Progress have been reported in 
the designing of biogas plants at the Usman Danfodiyo University where a biogas digester 
with 425 litres capacity adequate for household cooking energy need has been developed (5). 
Other experimental efforts are also ongoing at the University of Nigeria, Nsukka and at the 
Global Network for Environment and Economic Development Research (GNEEDER) in 
Ibadan. Nigeria import about 4.5 tonnes of motor gasoline in 2008 (6) from refineries in 
countries which are already blending the fuels according to their blending regimes. There is 
no information on the blending rate of fuel used in Nigeria sourced from imports or refined 
locally.  
 
3.2 Nigerian Biofuel Policy and Incentives 
In promoting biofuels, the government in 2005 gave the Automotive Biomass Program for 
Nigeria directive to the Nigerian National Petroleum Corporation (NNPC) to facilitate the 
adoption on biofuels and promote investment in the sector. This led to the birth of the 
Nigerian biofuel policy and incentives (7), a government whitepaper for promoting biofuels in 
Nigeria. The white papers provide a broad policy platform for promoting the adoption of 
biofuels and for fast tracking the investment in biofuels value chain from feedstock 
production to biofuel refining and distribution. It set a target of 10 years for attaining full E-10 
blending of gasoline and by implication B-10 for diesel. Though the whitepaper identified 
very few source of biofuels feedstock in Nigeria particularly for producing first generation 
biofuels, Nigeria has the potential for producing feedstocks for second generation biofuels 
including jatropha, algae and Shea nut. The underlining objectives for government interest in 
a national biofuel promotion are among other revenue diversification, job creation, improving 
agricultural productivity, meeting energy needs as well as deriving environmental benefits.  
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4. Drivers of Biofuels Adoption  

4.1 Default dependence on renewable biomass fuels 
International Energy Agency (3) estimates put the total energy consumption for Nigeria at 4 
Quadrillion Btu or 107,000 kilotons of oil equivalent. This IEA estimate shows that 
combustible renewable fuels providing 80.2 percent of the total energy need. According to the 
IEA report, the highest contribution for renewable biomass fuels serves the energy 
requirements for heating, and cooking needs particularly in the rural areas where access to the 
national grid is currently not available or still a dream in the pipeline. A previous national 
survey of the National Bureau of Statistics - NBS in 2005 which profiled the poverty level in 
Nigeria provided national estimate of the sources fuel for cooking as shown in Figure 1. 
Firewood contributed nearly 70 percent based on this estimate (8). In 2007, an economic 
survey by the NBS shows there has a gradually climb in the proportion of the population of 
Nigeria who depend on fuelwood for cooking. NBS estimates put the proportion at 74.1 
percent. Previous study (5) had also reported a 1991 energy source survey in which fuelwood 
contributes about 66 percent. The electricity supply and sources survey for the same year 
2007 also indicated that only about 47 percent of the population access electricity from the 
main national grid while considerable proportion (41 percent) do not have access to any form 
electricity supply. IEA data for 2008 indicated that electrification rate for Nigeria was 47 
percent for the entire country. In urban areas, 69 percent of the population had access to 
electricity compared to rural areas where electrification rates were 26 percent. Approximately 
81 million people do not have access to electricity in Nigeria. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Energy consumption by source in Nigeria (Source: NBS, 2007) 
 

4.2 Poverty and Unemployment  
The poverty level and unemployment rate in Nigeria and the declining capacity for electricity 
generation has deeply entrenched the dependence on renewable biomass fuels. The current 
level of poverty and the default reliance of energy from renewable source provide opportunity 
for a transition to improved technologies and techniques of using the traditional biofuels. The 
use of improved wood stoves and small family biogas initiatives, briquetting of sawdust and 
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other agricultural waste in yet another option in promoting biofuels. Though the use of 
traditionally produced fuels of kernel oil or other oil as lighting reduced over the years, there 
is an opportunity to stimulate the local production of biodiesel for off-grid electricity for 
powering homes and appliances that are far from the national electricity grid infrastructure. 
Table 1 below shows the increasing poverty rate and incidence in Nigeria between 1980 and 
2004.  The increasing poverty level is an indicator of the lack of access to improved energy 
sources, an existing need and potential demand for alternatives such as biofuels.  
 
Table 1. Trends in Poverty Levels between 1980 and 2004 
Year Population 

Estimate 
(million) 

Poverty 
Incidence 

(%) 

Rate of 
Poverty 
Increase  

Rate of 
Population 

Growth 
1980 65 28.1 0 0 
1985 75 46.3 64.8 15.4 
1992 91.5 42.7 -7.8 22.0 
1996 102.3 65.6 53.6 11.8 
2004 126.3 54.4 -17.1 23.5 

 
4.3 Potential Demand for biofuels  
The Nigerian Biofuel Policy and Incentive gave an estimate of fuel ethanol requirement at 10-
percent blending rate to be about 1.3 billion litres per annum with projected increase to 2 
billion litres by 2020. This estimate gives the worth of the bio-ethanol market at a 30 percent 
less the price of gasoline to be $391 million annually. Table 2 below shows the various 
substitution capacity for biofuels based on the 2008 average consumption of the petrol, 
household kerosene and diesel. A combined capacity for the major fuels consumption at the 
blending rate 10-percent proposed by the Nigerian biofuels policy gives a demand of 2.8mt of 
biofuels.  
 
Table 2. Nigeria’s Biofuel substitution capacity on 5, 10, 20, 30 percent fuels blending rates (‘000 mt) 

Fuel Types Yearly 
Average 

Consumption 
(‘000 mt) 

Biofuels substitution capacity for blending rates 

5 10 20 30 
PMS 20,822.45 1041.12 2082.25 4164.49 6246.74 

HHK 3,766.13 188.31 376.61 753.23 1129.84 

AGO 5,524.94 276.25 552.49 1104.99 1657.48 

PMS – Premium Motor Spirit (Petrol), HHK – Household Kerosene, AGO – Automotive Gas 
Oil (Diesel)  
 
4.4 Feedstocks production and productivity improvement  
Nigeria falls with the region of the world rated to have high potential for biofuel production 
based on the three-criterion of the level water availability, level of available arable land and 
the state of food insecurity (10). This high potential is further buttressed by the current 
production capacity for the basic feedstocks for first generation biofuels. The argument for 
improving the level of productivity of crops with very high potentials and currently command 
a high demand for biofuel production was made in previous study (2). Table 3 shows the key 
crops for which Nigeria ranked between first and twentieth position in terms of nominal 
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production globally. The ranking of productivity per hectare cultivated for this crops shows 
Nigeria has much room for improving on productivity of these crops. The data shows even for 
cassava for which Nigeria leads in the production globally, the country ranks 13th globally in 
terms of productivity per hectare cultivated.  This underpins one of the underlining objectives 
for promoting crops based biofuels investment in Nigeria. The Nigerian biofuels policy 
classified investments with the biofuels value chain as an agro-allied sector to benefit from 
various incentives such as government guaranteed insurance, long term loans, value added tax 
waiver and custom duties waiver in attempt to stimulate biofuels production for achieving 
multi-objectives.  
 
Table 3. Nigeria’s production, productivity and cultivated area ranking for edible feedstocks 

 

 

Crop 

 

 

2008 Average 

Yield  (MT) 

 

Nigeria’s 

Nominal 

Production Rank 

(Global) 

 

Nigeria’s Yield 

(land 

productivity)  

Rank (Global) 

 

Nigeria’s 

Cultivated Area 

(Ha) Rank 

Sesame 110000 7th 13th 6th 
Palm fruits 8500000 4th 20th 3rd 
Ground Nut 3900000 3rd 6th 3rd 
Soybean 591000 13th 20th 10th 
Coconut 234000 19th 10th 17th 
Cotton Seed 492000 12th 18th 9th 
Cassava 44582000 1st 13th 1st 
Maize 7525000 14th 17th 7th 
Maize Green 5709000 3rd 17th 2nd 
Source: Adapted from Food and Agriculture (FAO) Statistics 2008 
 
5. Framework for Biofuels Adoption in Nigeria  

The review of available literatures, the adopted National policy on biofuels and incentives 
brought to the fore key drivers promoting biofuels adoption in Nigeria. Figure 2 shows a 
multilevel, multifactor and multi-actors framework that constitute the drivers for biofuels 
adoption in Nigeria. On the government side are exogenous and endogenous inducements 
which brought about the development of biofuel policies and laws, incentives and investment 
funds for driving the national Automotive Biomass Programme for Nigeria. The government 
whitepaper target the private sectors and other players including State governments, 
cooperative groups and associations for the economic, environmental, socio-cultural and 
technical and infrastructural benefits which the increase in the biofuels investments will bring 
to the country.  
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Fig. 2: Framework of biofuels adoption in Nigeria 
 
6. Conclusion  

This paper attempted to highlight some of the key drivers of biofuels adoption in Nigeria. The 
current dependence on renewable biomass fuels, poverty level, unemployment and the 
existing lack of access to improve energy sources are evidences of the existing gap in energy 
supply. This gap provides a strong incentives for attracting investment in biofuel production 
value chain considering the enabling environment and incentives created by the government. 
The multilevel framework on biofuels adoption identified the key drivers and the underlining 
motivations. The drivers which are peculiar to the Nigerian socio-economic condition hold the 
key to the nation’s capability to be a major player in the increasing global biofuels market. 
These key factors identified are issues to put into consideration for sustainably managing 
biofuels investments in Nigeria. Some of these factors present prospects and problems 
requiring medium and long term policy interventions from government to ensure an efficient 
transition into a bioenergy driven economy. The socio-economic factors identified also 
presents key variables for further socio-economic and bio-economic modelling studies 
focusing on Nigeria. The framework provides a pillar for further analysis of the relationship 
between actors, the drivers and motivations for biofuels adoption in Nigeria.  
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Abstract: Renewable energy is one of the most effective ways to achieve the sustainability essential for our 
future. The consumption of fossil fuels is rapidly depleting resources deemed essential for Man’s survival. 
This work’s main focus is to increase bioenergy use in the centre region of Portugal by allying R&D to facilitate 
bioenergy availability and distribution throughout the study area. 
Accordingly, the available bioenergy potential was important to determine once this knowledge is very limited in 
the Centre Region of Portugal. Biomass residues for forest stands, burned areas, shrublands and agriculture land 
uses, municipal solid waste, animal husbandry waste, used vegetable oils, agricultural and food industry and 
energy crops were the considered material, once they represent great part of the regional available biomass. 
Additionally, the ideal location for the implementation of the Bioenergy Competency Centre (BCC) was 
determined, using a GIS approach that considered four scenarios.  
Results show the most favorable for the yield of each of the bioenergy sources for bioenergy and that there are 
minor variations for the BCC best location for the 4 considered scenarios.  
 
Keywords: Geographical Information Systems, Bioenergy potential, Land use, Bioenergy resources, Kyoto 
protocol. 

1. Introduction 

Fossil fuels are extremely attractive as energy sources, once they are relatively easy to 
distribute, especially oil and gas which are fluids [1]. It is still unknown when cheap fossil 
fuels will end, but it is estimated that it may happen in just one generation, or even sooner. 
We currently live what may be considered an oil crisis. Just recently, the price of the barrel of 
crude oil was above of 135 dollars, whereas in 2004, the price was located at around 35 
dollars per barrel [2]. The substantial fluctuation of the oil price may cause serious worldwide 
economic disruption and lead to protests, as seen recently all around the world [1]. 
 
Oil exhaustion is a recurrent subject, with specialists indicating the year that production will 
reach its peak and when the major oil reserves will finally be depleted [3]. Knowing that fossil 
fuels will become a rare commodity in the near future, and knowing that humanity is utterly 
dependant on energy, a new path needs to be traced as to support our energy consuming way 
of life. Otherwise, serious consequences will outcome from this fact. Sustainability is a key 
point in today’s society, once it involves environmental, social and operational management 
strategies, an equilibrium that is not easy to control due to their interdependency. According 
to Boyle [3], a sustainable energy source is ideally one that is not substantially depleted by 
continued use, does not entail significant pollutant emissions or other environmental 
problems, and also does not involve the perpetuation of substantial health hazards and/or 
social injustices. But only a few energy sources come close to this ideal: they are essentially 
inexhaustible and their use usually entails much lower emissions of GHG or other pollutants, 
and fewer health hazards [3]. With the use of natural and renewable resources as an 
alternative to fossil fuels for the production of energy, a higher level of sustainability may be 
achieved by modern society [4]. The renewables are based on energy flows that are 
replenished by natural processes, not becoming depleted with use. The environmental impacts 

 

366



of renewable energy sources vary, but they are generally much lower than those of 
conventional fuels [1]. 
 
Countries with low or inexistent access to fossil fuels such as Portugal have an elevated price 
to pay for oil importation: in 2007 the consumption of primary energy from oil represented 
approximately 54% of the total [5]. However, Portugal has a final energy consumption per 
inhabitant that is still low when compared with other EU countries – 1,7 toe/inhabitant against 
an EU-25 mean of 2,5 toe/inhabitant [6]. Nevertheless, the price raise of fossil fuels represents 
an exit of a substantial amount of currency to foreign countries, consequently weakening the 
economy. All together, oil, natural gas and coal represent over 80% of the Portuguese national 
energetic balance [5].  
 
Bioenergy is the general term for energy derived from biomass material, such as trees, plants, 
manure, and sometimes wastes. Such materials can be processed through transformation 
processes, where the biomass is transformed into biofuels, bioheat or bioelectricity and used 
for energetic purposes [5, 7]. The renewable energy directive [8] defines biomass as being 
“the biodegradable fraction of products, wastes and residues from biological origin from 
agriculture (including vegetable and animal substances), forestry and related industries 
including fisheries and aquaculture, as well as the biodegradable fraction of industrial and 
municipal waste” [7]. 
 
1.1. Aim 
Therefore, the first and utmost goal is to analyze the potential of bioenergy for the Centre 
Region of Portugal for several bioenergy sources, namely from forest stands, burned areas, 
shrublands and agriculture land uses, municipal solid waste, animal husbandry waste, used 
vegetable oils, agricultural and food industry and energy crops. To achieve this goal, spatial 
and non-spatial data is collected, transformed into a comparable energy unit (tonne of oil 
equivalent - toe) and analyzed in order to evaluate the availability of biomass for energy 
production throughout the study area.  
 
Having the previously stated information, an analysis of the optimal location for the 
Bioenergy Competency Centre (BCC) is made. This is an entity that includes a large range of 
services before and after bioenergy production, such as technical assistance during the 
production process, research, personnel training and product certification. The adequate 
implementation of this infra-structure in the terrain is essential for a flourishing development 
of the use of bioenergy in the study area. 
 
The two overall outcomes of the developed work will be a map of the bioenergy potential for 
the Centre region of Portugal and a map with recommendations for the optimum location of 
the implementation of the BCC. 
 
1.2. Characterization of the study area: the Centre Region of Portugal 
Portugal is geographically located on the European west coast, in the Iberian Peninsula. Is has 
Spain as boundaries to the North and West and to its West and South, it encounters the 
Atlantic Ocean. The Centre Region of Portugal is divided into 12 NUTS III areas: Baixo 
Vouga; Baixo Mondego; Pinhal Litoral; Pinhal Interior Norte; Dão-Lafões; Pinhal Interior 
Sul; Serra da Estrela; Beira Interior Norte; Beira Interior Sul; Cova da Beira; Oeste and Médio 
Tejo (Fig. 1). It occupies a total area of 28.200 km2, 30,6% of the country. All these areas 
comprise a total of 100 municipalities (25,2% of the countries’ total) [9]. According to the 
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2001 Census, this region has a population of 2.371.700 inhabitants, 22,6% of the Portuguese 
total, with a population density of 83,5 inhab/km2 [9]. 
 

 
Fig. 1. Study area, the Centre Region of Portugal. 
 
2. Methodology 

2.1. The Bioenergy Potential Map for the Centre Region of Portugal 
A primordial step was to join all pertinent information to calculate the amount of the various 
residues that are passable to be transformed into bioenergy. This extensive research work 
consisted in using freely available information from several Portuguese organizations that aim 
to produce both numerical and statistical data for the general public. In what respects to the 
date of the available information, the most recent data was preferable in opposed to more 
dated records; nevertheless, some of the gathered information is rather old (e.g., 1999 
agricultural census). Regarding to the geographical data, only the Official Administrative Map 
of Portugal (CAOP) was used [10]. This information uses the European Terrestrial Reference 
System 89 (ETRS89) coordinate system with a Transverse Mercator projection.  
 
Multiple information was collected and treated for a variety of sources, namely: Forest 
residue biomass; Agricultural residues biomass; Energetic cultures; Animal husbandry 
residues; Municipal solid waste; Used vegetable oils; Agricultural and food industries. The 
collected information was treated as to obtain bioenergy production values in toe. Note that 
each bioenergy transformation process has a determinate yield for each of the presented 
residues. However, in this stage of the study, 100% of the transformation yield was 
considered. 
Afterwards, GIS software was used in order to process all the collected and treated 
information. For that effect, a model was created which allowed uniting all the information, 
presenting an output as a final result for the determination of the bioenergy potential of the 
Centre Region of Portugal.  

 

368



 
2.2. Location of the Bioenergy Competency Centre 
The BCC will not produce energy itself. Rather, it will have several critical functions for the 
further development of the bioenergy production area. This Centre will encompass a logical 
integrated network with the main stakeholders in the Centre Region of Portugal, as to 
maximize the profitability of the various laboratorial, management and economical infra-
structures and available knowledge. Information flow will be crucial in this organism’s work 
processes. Acknowledging the significance of its activities, it should be in a location that is of 
easy access to all the stakeholders. 
 
For its implementation, several suppositions have to be taken into consideration, some of 
common sense and others of environmental and legal restraints. As before, all the used 
information is freely available to the general public. Both alphanumerical and geographical 
information is used as to achieve the best possible results. This information is collected from 
several national and international institutes [10, 11, 12, 13, 14]. GIS software was once again 
used as a valued resource to build this tool.  
 
All the input information is classified into five different classes, being 1 the least preferable 
condition and 5 the most preferable condition. Four different scenarios are considered in order 
to verify the applicability of the tool and compare results, where each one varies an input 
parameter weighting in order to understand its influence on the final result. 
 
3. Results and Discussion 

3.1. The Bioenergy Potential Map for the Centre Region of Portugal 
Intermediate results for each of the biomass types have different expressions throughout the 
territory. Where in some cases, biomass was more prominent in the inland area (e.g., forest 
biomass), in other cases bioenergy production was more expressive in the littoral area (e.g., 
animal biomass).  
 
The final result’s most influencing component is forest waste biomass. The amount of 
bioenergy that this source is capable to produce actually overshadows the remaining sources, 
mainly due to the contribution that forest shrublands make. As an overall result, we verify that 
the most promising area in terms of bioenergy production is the northern inland area, Beira 
Interior Norte. This may be due to the combination of climatic factors (e.g., high water 
availability) with the high amount of rural agricultural and forest areas, leading to a higher 
biomass yield. The littoral part of the Centre Region of Portugal has significantly lower 
potential for the production of bioenergy, whereas the middle and Oeste regions of the study 
area is not at all optimal for production of biomass for bioenergy (Fig. 2).  
 
Shrubland residues aren’t correctly handled in most areas, remaining unmanaged in the 
terrain, hampering greatly the amount of biomass passable to be used. In order to use this 
material, proper management has to be made in order to guarantee that the full potential can 
be used for bioenergy, without damaging forest ecosystem equilibrium. Other than yielding 
bioenergy, another very important consequence would take place, which is the prevention of 
wildfires, helping to drastically reduce the risk. These ravage the country on a yearly basis 
leading to important environmental, social and economical losses.  
 
Another consideration may be the analysis of the actual production of bioenergy from some 
sources. In some cases, using an energy source may be more expensive than not using it (in an 
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energetic perspective). In this particular study, it is thought that energy crops are a source of 
this type, once the amount of produced bioenergy by the different crops is very low, being 
that their use would be simply impermissible. 
 

 
Fig. 2. Bioenergy potential for the Centre Region of Portugal. 
 
3.2. Location of the Bioenergy Competency Centre 
Properly locating the BCC is of great importance, once it will allow easier access to all 
stakeholders to the services to be provided by this institution. All inputs are considered key to 
the location of this institution, once they take into account different aspects that represent 
reality constraints and allowances. For this study, these are: road types, road distance, travel 
time, bioenergy potential and slope.  
 
Four different scenarios are traced as to evaluate how different weightings can affect the 
location of the BCC. For the final map, only values of 4 and 5 are selected. It is also 
considered that the inputs slope and restrictions have the same weight in each scenario. A 
delicate balance is used to consider the inputs, and overall, it is thought that the achieved 
weighting is quite satisfying to construct viable outputs (Fig. 3).  
 
When analyzing the results, at first glance we can verify that they are very similar between 
them. Most of the locations suggested in the different scenarios are coincident, although with 
visible changes in the area for every scenario. Another clearly visible result is that there are 
more areas to implement the BCC with a classification of 4 than with a classification of 5.  
 
By making a global analysis of all scenarios, we can say that Scenario 2 is the most limitative 
one, once a lower area with classification 5 is usable. Scenario 3 is the broadest of them, 
where a higher area is available, although the one with classification 5 is higher in Scenario 1. 
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If it were preferable to use only locations with classification 5, the solution would be almost 
the same in all scenarios. In general, preferable locations would be situated in the main inland 
urban municipalities. For the majority of the remaining cases, values vary from scenario to 
scenario. In most cases, Scenario 3 has the most amount of area for almost all municipalities. 
 
It should be noted that after a final selection of the location for the BCC, it should be 
confronted with the Municipal Master Plans of the respective municipality. This is a matter of 
extreme importance, once this legal document will determine the ability or inability to locate 
the BCC at a given location.  
 

 
Fig. 3. Scenario results for the location of the Bioenergy Competency Centre. 
 
Picking a specific location for the BCC depends widely on what the directors and main 
stakeholders are looking for. Do they want more options? Do they want a lesser amount of 
optimum locations to pick from? Do they only want locations with classification 5? Is there 
no difference in using classification 4 or 5? Are they interested in a certain municipality? As 
like other technologies, GIS and its results are socially constructed via negotiations between 
various social groups such as developers, practitioners, planners, decision-makers, special 
interest groups, citizens, and others who may have interest in the planning and policy making 
process [15]. All these questions have to be weighted by these key actors, mainly by the 
directors of the future BCC.  
 
An interesting option for the location of the BCC could be the inland area of the country, 
giving dynamism to this area, once that this population is increasingly fleeing to the littoral, 
looking for better life conditions. This leads to the abandonment of the land, turning rich soils 
into inaccessible and unusable terrains for agriculture, forestry, or whichever activity over 
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time. This location could very well mean local creation of more jobs, as well as the possibility 
of awakening the surrounding population to the possibility of this new business and delay (or 
even mitigate) the abandonment of land.  
 
4. Conclusions 

The world will soon face an energy problem with the potential to destroy civilizations. It is 
urgent to seek new energy sources and new management strategies in order to prevail, ones 
that are optimized and sustainable. So why not use available disposable material and make it 
work for mankind? 
 
Resources with great promise exist in the Centre Region of Portugal, but one stands out. 
Forest wastes are a main contributor for the augmentation of the amount of bioenergy that the 
study area can produce. Another advantage of the use of this material is that it is 
homogeneously distributed throughout the whole study area, in high amount. The use of this 
type of material in particular has a double function: the production of bioenergy and the aid in 
the prevention of forest fires, a yearly affliction for Portugal. As for the other biomass sources 
presented in this work, they also assume an interesting role in bioenergy production, although 
not as an important one as forest biomass.  
 
The Centre Region of Portugal has, in general, great potential for the use of biomass for the 
production of bioenergy. As can be seen in the final results, the interior region of the study 
area is the one with higher bioenergy potential yield. This fact may bring several 
consequences to these areas, in which local richness may be enhanced. Reactivating these 
rural areas and giving them a sustainable way to earn money would greatly help the overall 
conditions of this population and local environment.  
 
The location of the BCC is the second result from the present study, where the main results 
point to more adequate areas in the inland area, a highly desirable result. Varying the weights 
of the input information has little influence regarding the location of the BCC. Favorable 
results were generally very similar for all the four scenarios. What varied greatly between 
these scenarios was the amount of available area in each classification.  
 
By having a rather large study area, several particularities of each and every municipality had 
to be overlooked. This study only presents an initial evaluation of the bioenergy potential, and 
not an in depth analysis for a given municipality. Regrettably, these small particularities may 
come to influence the final result of the potential for the municipality. That is why further 
analyses have to be done as to verify in detail the actual potential for a given municipality. 
 
A strong point of this study is the adaptability of the resulting models. In a fairly easy way, 
one can open the created tool and alter whatever needed parameters as to meet emerging 
requirements. This is an extremely important aspect of these tools, once flexible tools 
accompany the necessary changes in reality throughout time 
 
As to enhance the present study results, some alterations/improvements are necessary in the 
future, such as introduction of recent information in the modeled tools; consideration of 
transformation yields of the several bioenergy sources; introduction of other sources of 
bioenergy present in the study area (e.g., biogas from wastewater treatment plants and 
industrial sources); and results validation through, e.g., SWOT analysis. 
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Abstract: The present work deals with enzymatic hydrolysis of sweet sorghum bagasse to fermentable sugars. The 
bagasse was treated with phosphoric acid and sodium hydroxide prior to enzymatic hydrolysis by commercial 
cellulase and β-glucosidase. The phosphoric acid pretreatment was performed at 50°C for 30 min, while 12% NaOH 
was used for the alkali treatment at 0°C for 3 h. The phosphoric acid pretreatment resulted in improving the 
subsequent enzymatic hydrolysis up to 79% of the theoretical yield. However, the best results of enzymatic 
hydrolysis were obtained in the hydrolysis of pretreated bagasse by NaOH solution, where more than 92% of the 
theoretical sugar yield was obtained. 
 
Keywords: Lignocellulosic material, Sweet sorghum, Enzymatic hydrolysis, Pretreatment 

1. 0BIntroduction 

Fossil fuel limitations and constraints on c arbon dioxide emissions have a high impact in the 
market of bioethanol, which is the most commonly used biofuel for petrol substitution in the 
world [1]. Fermentative ethanol can be produced from a variety of feed stocks such as saccharine 
materials, starchy materials and many types of lignocellulosic waste and harvestings, whichever 
has the best well-to-wheel assessment [2]. Lignocellulosic biomass is considered a future 
alternative for the agricultural products that are currently used as raw material for bioethanol 
production, because it is more abundant and less expensive than food crops, especially when 
waste streams are used. Furthermore, the use of lignocellulosic biomass is more attractive in 
terms of energy balances and emissions [3]. Sweet sorghum is an interesting annual plant that can 
be cultivated in widespread areas from tropical to temperate climates with the potential to 
produce more ethanol per acre than corn [4]. In addition, it has a high yield of green biomass and 
different part of this plant, such as bagasse, can be hydrolyzed to fermentable sugar before further 
bioconversion to ethanol. Similar to all lignocellulosic biomass, the main components of SSB are 
cellulose, hemicellulose and lignin [4, 5]. Hydrolysis of cellulose part can be carried out by dilute 
acid, concentrated acid or enzymatically, whereas the latter can be performed under mild 
condition with higher yield of glucose [6, 7]. However, the main purpose of this article was to 
enzymatic hydrolysis of the sweet sorghum bagasse (SSB) to fermentable sugars. In any case, 
access of cellulase to cellulose and lignin strongly limits the efficiency of enzymatic hydrolysis 
because Lignin, which is a complex polymer, provides structural integrity in plants. Therefore, 
the pretreatment is an important process before hydrolysis in order to remove or alter lignin and 
increase the accessibility of enzyme to cellulose [3]. Among all methods available for the 
pretreatment of lignocelluloses, acidic and alkaline treatments have been proven to have practical 
advantages. Concentrated phosphoric acid can dissolve cellulose in the presence of water without 
inhibitory effect, while it is  non-corrosive, safe to be used and inexpensive chemical [8]. 
Similarly, sodium hydroxide can remove the lignin barrier and reduce cellulose crystallinity and 
therefore, increase the accessibility of enzyme cellulose part [9]. In addition, both processes 
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utilize lower temperatures and pressures compared to other pretreatment technologies and even 
may be carried out at ambient conditions.  
 
The current study deals with the effect of sodium hydroxide (12%) and phosphoric acid (85%) 
pretreatments on improvement of sugar yield in enzymatic hydrolysis of sweet sorghum bagasse.  
 
2. Materials and Methods 

2.1. Raw materials 
The sweet sorghum bagasse (Sofra, Italy) used in all experiments was kindly provided by Dr. A. 
Almodares (Department of Biology, University of Isfahan, Iran). The bagasse was initially dried 
at room temperature and then was hammer milled and screened to achieve a particle size in the 
range of 20-80 mesh. 
 
2.2. Sodium hydroxide pretreatment 
The sweet sorghum bagasse was treated with 12% (W/V) NaOH solution. A 5% bagasse 
suspension (based on the dry weight) was thoroughly mixed for 10 min at 0°C, then placed in a 
laboratory ice-water bath for 3 h and mixed every 15 min. The pretreated materials were then 
washed with distilled water until pH 7 was detected. The solids were then dried at 40±1°C until 
constant weight and kept in a refrigerator until use. 
 
2.3. Phosphoric acid pretreatment 
The bagasse was thoroughly mixed with phosphoric acid (85%) in a 50 mL plastic centrifuge 
tube at 12.5% solid loading. The mixture shacked at 90 rpm and the temperature was controlled 
at 50±1°C for 30 m in. The treated slurry was then washed with 20 mL cold acetone and 
centrifuged at 4000 rpm for 20 min. The washing process was repeated three times with 40 mL 
acetone, followed by three times with 40 mL distilled water. The residual acetone from washing 
stages was removed from supernatant after simple evaporation in a fume hood. T he treated 
bagasse was finally washed by hot distilled water to neutralize the pH to 7.  
 
2.4. Enzymatic hydrolysis 
Commercial cellulase (Celluclast 1.5L, Novozyme, Denmark) and β-glucosidase (Novozyme 
188, Novozyme, Denmark) were used for all enzymatic hydrolysis. Celluclast 1.5-L showed 87 
FPU/ml activity, measured according to the procedure presented by Adney and Baker [10], while 
β-glucosidase activity was 240 IU/ml according to Ximenes et al. method [11]. The hydrolysis 
process was performed at 45±0.5°C in 50 mL sodium citrate buffer (0.05 M) using 115 mL glass 
bottles. The initial pH was adjusted to 4.8±0.1, and substrate concentration was 20 g/L dry weight 
for untreated and pretreated materials. The suspension was then autoclaved at 121°C and pre-
incubated for 20 min prior to addition of enzymes. The enzymes loadings for hydrolysis were 20 
FPU cellulase and 50 IU β-glucosidase per grams of dry substrates. The reaction mixture 
hydrolysis performed at 120 r pm for 72 h a nd the samples were periodically taken for sugar 
analysis. The yield of enzymatic hydrolysis was calculated as a ratio of theoretical glucose 
production yield using the following equation: 
 

( ) ( )
( )

Produced glucose 100
Yield of enzymatic hydrolysis %

1.111 Substrate concentration
g L

g L F
×

=
× ×                         

(1) 
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where F in denominator is the biomass glucan fraction, which is presented in Table 1 for 
untreated and different pretreated bagasse. The conversion factor of 1.111 was applied to 
consider the conversion of glucan to glucose. 
 
2.5. Analytical methods 
The untreated and pretreated sweet sorghum bagasse were analyzed for carbohydrate and lignin 
(acid-soluble and insoluble) according to the method presented by Sluiter et al. [12]. The method 
was based on de gradation of carbohydrates to monomeric sugars by two-stage acid hydrolysis 
and quantification of the sugars by HPLC. Furthermore, the acid-soluble was determined by 
UV/vis spectroscopy at 320 nm, and acid-insoluble lignin contents was determined by drying of 
the acid treated samples at 575°C.  
 
The structural properties of the bagasse, before and after pretreatment by sodium hydroxide were 
analyzed by Fourier transform infrared (FTIR) spectrometer (Impact 410, Nicolet Instrument 
Corp., Madison, WI). The spectra were obtained using 60 scans of the samples with resolution of 
4 cm-1 in the range of 600 to 4,000 cm-1. Nicolet OMNIC 4.1 analyzing software was used for 
correcting baseline and smoothing of the spectra.  
 
Scanning electron microscopy (SEM) was used for study of the effect of pretreatments on 
physical property changes in the biomass. The freeze-dried samples were placed on carbon taps 
and subjected to the high performance scanning electron microscope (Quanta 200 ESEM FEG, 
FEI, ORA) and the micrographs were taken using an Everhart Thornley Scanning Electron 
Detector (ETD) at 20 Kv and a high vacuum mode.  
The detection of sugars including glucose, xylose, mannose, galactose, and arabinose in the 
hydrolyzates and carbohydrate analyses were performed by High performance liquid 
chromatography using an anion-exchange column (Aminex HPX-87P, Bio-Rad) at 85ºC with 0.6 
ml/min eluent of ultra-pure water.  
 
All the experiments were performed in duplicates and all data reported in this paper are the 
average of the two replications. 
 
3. Results 

3.1. Pretreatment and materials characterization 
The sweet sorghum bagasse used in this study mainly contained glucan (41.3%), xylan (17.9%), 
and lignin (18.2%) (Table 1). The native bagasse was pretreated with NaOH solution at 0°C for 3 
h and concentrated phosphoric acid for 30 min at 50°C. The composition of the bagasse after the 
pretreatments was analyzed and results are presented in Table 1. 
 

Table 1. Composition of the bagasse before and after pretreatments. 

Pretreatment 
method 

Glucan 
(%) 

Xylan 
(%) 

Mannan 
(%) 

Galactan 
(%) 

Arabinan 
(%) 

Acid 
soluble 
lignin (%) 

Acid 
insoluble 
lignin (%) 

Untreated 41.33 17.96 0.85 1.26 1.94 1.78 16.47 
Sodium hydroxide 58.66 12.72 0.69 0.66 1.10 1.01 11.50 
Phosphoric acid  52.25 11.88 0.34 0.39 0.46 1.15 23.02 
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Glucan was the dominant component in all materials in the range of 41.3% to 58.6% and xylan 
was in the second place in the range of 11.8-17.9%. Other carbohydrates were mannan, galactan, 
and arabinan with 0.34-0.85%, 0.39-1.26%, and 0.46-1.94% depending on the pretreatment 
method. There was a remarkable increase in glucan fraction after the pretreatments. The glucan 
fraction increased by 41.9% and 26.4% after the pretreatment by sodium hydroxide and 
phosphoric acid, respectively. On the contrary, to glucan, other sugars decreased after the 
pretreatments. In addition, all pretreatments reduced the acid-soluble lignin and the minimum 
change, from 1.78% to 1.15%, was observed in phosphoric acid pretreatment. The highest loss in 
acid soluble and insoluble lignin was observed in sodium hydroxide pretreatment where the total 
lignin content decreased from 18.2% to 12.5%. However, an increase in acid-insoluble lignin 
content in phosphoric acid pretreated bagasse was detected. 
 
The structural change in the bagasse was followed by FTIR analysis. As an example, the spectra 
of untreated and sodium hydroxide pretreated bagasse are presented in Fig. 1. C omparing the 
FTIR spectra of untreated and pretreated bagasse shows that the absorbance at 898 cm-1, which 
is assigned to cellulose I, increased after pretreatment by sodium hydroxide. The total 
crystallinity indexes (TCI) that was defined as the absorbance ratio of A1430 to A898 were 0.83 
and 0.73 for untreated and NaOH treated, respectively. In addition, the absorbance at about 3,350 
cm-1, which is related to O-H stretching band of hydroxyl group, was increased after 
pretreatment by sodium hydroxide. Moreover, sodium hydroxide resulted in broadening at this 
wave number. This indicated the weaker intra- and intermolecular hydrogen bonding and lower 
crystallinity. Lignin characteristic can be followed by the peaks at 1218 cm-1 (C-O of guaiacyl 
ring). The band intensity at this wavelength for pretreated materials was significantly lower than 
that of the untreated bagasse, indicating the delignification effect of the corresponding 
pretreatment.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. FTIR spectra of (a) untreated bagasse and (b) NaOH pretreated bagasse. 
 
SEM was used to study the morphological features and surface characteristics of materials after 
the pretreatment compared with the untreated bagasse. The pretreatment resulted in significant 
physical changes (Fig. 2). Both sodium hydroxide and concentrated phosphoric acid disrupt the 
structure of the fibers. Furthermore, the structure of the lignocellulosic biomass was opened up 
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and more sponge-like structures were observed after the pretreatment that can provide higher 
surface area for subsequent enzymatic reactions. 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 2. SEM images of (a) untreated, (b) NaOH pretreated and (c) phosphoric acid pretreated bagasse. 

 
3.2. Enzymatic hydrolysis 
Different preparations of sweet sorghum bagasse were subjected to 72 h enzymatic hydrolysis by 
addition of cellulase and β-glucosidase. Pure cellulose was used as a reference in the hydrolysis 
experiments. The most important hydrolysis results are presented as percentages of theoretical 
sugar yield in Table 2. The yield of hydrolysis of native bagasse was effectively improved after 
sodium hydroxide and concentrated phosphoric acid pretreatments. The sugar content in the 
hydrolyzates increased sharply in the first 12 h and gradually continued until 72 h. Hydrolysis of 
the untreated bagasse resulted in 42% and 65% conversion after 12 h and 72 h, respectively. The 
hydrolysis yield increased from 65% to 79% after 30 m in pretreatment by concentrated 
phosphoric acid. The best results of enzymatic hydrolysis were obtained in the hydrolysis of 
pretreated bagasse by NaOH solution, where more than 92% of the theoretical glucose yield was 
obtained.  
 

Table 2. Yield of enzymatic hydrolysis for the bagasse before and after the pretreatments. 

 Yield of enzymatic hydrolysis 
(% theoretical sugar yield) 

Pretreatment method\Hydrolysis time 12h 24h 72h 
Untreated 42% 43% 65% 
Avicell 46% 60% 70% 
NaOH 79% 80% 92% 
Phosphoric acid 70% 79% 79% 
 
3.3. Discussion 
Sweet sorghum considered as a potential energy crop in nearly all temperate, subtropical, and 
tropical climates. It produces sugars juice, grains with high starch content, and bagasse. The 
bagasse is usually used for energy production by incineration. The native sweet sorghum bagasse 
which was used in the current work contains over 63% carbohydrate mainly in the form of glucan 
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and xylan, respectively, and about 18% lignin, which is comparable with the typical composition 
of other agricultural residues. The present work dealt with the pretreatment of sweet sorghum 
bagasse by sodium hydroxide and phosphoric acid followed by enzymatic hydrolysis to 
fermentable sugars. 
 
As expected, a pretreatment was necessary in order to efficiently convert the cellulose in the 
bagasse to fermentable sugars by hydrolytic enzymes. Besides, the pretreatment could increase 
the glucan fractions. The bagasse was partially delignified by sodium hydroxide pretreatment. 
The FTIR technique can be applied to examine the structural changes in the biomass during 
pretreatments [13]. The analysis showed increasing the band intensity at 898 cm-1 and decreasing 
the band at 1,427 cm-1 which indicated the lower crystallinity and increasing the amorphous form 
of cellulose as a result of alkali pretreatment.  
 
Also, the SEM images showed the rigid structure of untreated bagasse. The fibers of pretreated 
materials appear to be distorted and separated from the initial connected structure, thus increasing 
the external surface area and the porosity. Such improved morphological properties generated by 
pretreatments appeared to be the primary reason for the enhancement of enzymatic hydrolysis 
yield. 
 
3.4. Conclusion 
It can be concluded that the sweet sorghum bagasse is a r emarkable feedstock for ethanol 
production regarding to its easy cultivation and favor properties as well as high glucan fraction. 
The comparison between the hydrolysis results of pretreated and untreated bagasse proved that 
enzymatic hydrolysis of sweet sorghum bagasse could be significantly improved after 
pretreatment by sodium hydroxide and phosphoric acid. However, it seems that the sodium 
hydroxide is a more efficient pretreatment method before production of fermentable sugars from 
sweet sorghum bagasse for further processing to, e.g. ethanol. 
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Abstract: Bioethanol is an alternative transport fuel produced mainly by the biochemical conversion of 
biomasses. This can be carried out efficiently and economically by simultaneous saccharification and 
fermentation (SSF): a process which integrates the enzymatic saccharification of the cellulose to glucose with the 
fermentative synthesis of ethanol. However, the SSF unit operation still contributes nearly 50% to the cost of 
ethanol production. For cellulosic ethanol to be cost competitive, there is the need to intensify the production 
process in smaller, more efficient and more economical bioreactors. In this work, SSF was performed in an 
intensified form of plug flow reactor, called the Oscillatory Baffled Reactor (OBR). The OBR is a continuous 
tubular reactor fitted with equally-spaced orifice plate baffles. An oscillatory component, provided by moving 
bellows in this design, is superimposed on the net flow through the reactor, generating short-lived vortices due to 
the interaction of the oscillating fluid with the baffles. This results in uniform mixing in each of the inter-baffle 
regions, with each behaving as a stirred tank reactor (STR), producing a plug flow residence time distribution 
(RTD) for the reactor as a whole, in which the mixing effects are largely decoupled from the mean flow (unlike 
conventional PFRs). The process was evaluated using 2.5% SigmaCell cellulose, 40 FPU cellulase loading/g of 
cellulose and 10% cellobiase. Saccharomyces cerevisiae was employed as the fermenting organism at 38 oC and 
pH 4.8. In the first part of this work the use of the OBR resulted in a 7% increase in glucose yield compared to a 
shake flask, after 48 h of saccharification and 8.0 g/L ethanol in the OBR. This represented 89.8 % of the 
theoretical yield, as compared to 7.7 g/L in the shake flask representing 81.29%, a difference of 9 percentage 
point. This increased glucose yield is attributable to better mixing in the OBR. 

Keywords: Cellulose, Cellulase, Saccharification, Fermentation, OBR. 

1. Introduction 

The need to meet the ever-increasing demand for energy is probably one of the greatest 
challenges that society has to grapple with in this new millennium. Virtually every aspect of 
life on planet earth (heating, transportation, etc.,) requires energy input in one form or 
another. Hitherto, this energy need has been met principally by the use of fossil fuel resources 
[1]. However, it has been recognised that global crude oil reserves are finite, and their 
depletion is occurring much faster than previously predicted [2, 3]. In 2008, just at the onset 
of the global economic meltdown, crude oil price rose steeply up to a record USD 145. Also, 
the combustion of fossil fuels inevitably contributes significantly to elevated levels of 
greenhouse gases (GHG) and the attendant global warming [4]. Therefore, the need for more 
environmentally sustainable energy sources and the increased concern for the security of oil 
supply has put pressure on society to find renewable fuel alternatives [5]. 
 
Currently bioethanol is the dominant global renewable transport fuel and offers GHG savings 
of up to 80% over conventional fossil fuels [6]. It is produced primarily by the fermentative 
action of microorganisms (principally yeasts) on simple sugars [7]. Simultaneous 
saccharification and fermentation (SSF) can be used to convert the cellulosic part of biomass 
efficiently and commercially [8]. SSF combines the enzymatic saccharification of polymeric 
cellulose to simple monomeric forms such as glucose and its eventual fermentation by yeast 
to ethanol in the same vessel [9, 10]. The enzymatic hydrolysis of cellulose is a complex 
reaction that depends on the synergistic action of several cellulases, which include 
endoglucanases that attack β-1,4 bonds randomly within the cellulase chains, β-1,4 
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cellobiohydrolases that remove successive cellobiose units from free chain ends, and β-
glucosidase that break cellobiose up into glucose units[11, 12]. 
 
Most bioethanol companies that employ SSF technology use traditional stirred tank reactors 
in batch or continuous modes. Technology drawbacks associated with these conventional 
bioreactors are well-documented. These include inadequate mixing resulting in inconsistent 
product qualities. Ni et al.[13] have demonstrated that consistent product quality results from 
and is inherently associated with consistent fluid mechanics in OBRs. Also, Mackley and Ni 
[14] have shown that product uniformity is determined by efficient fluid mixing which also is 
dependent on efficient heat and mass transfer. Other drawbacks include huge inventories[15], 
the prohibitive costs of large reactors, and associated downtimes which impact negatively on 
profitability. In spite of the advantages the SSF brings to bioethanol fermentation, its unit 
operation still contributes nearly 50% to the cost of ethanol production [16]. For cellulosic 
ethanol to be cost competitive, there is the need to intensify the production process in smaller, 
more efficient and more economical bioreactor. The oscillatory baffled reactor (OBR) is one 
such bioreactor. 
 
1.1 The Oscillatory Baffled Reactor 
The OBR is a continuous tubular reactor fitted with equally-spaced orifice plate baffles[15]. 
An oscillatory component, provided by moving bellows in this design, is superimposed on the 
net flow through the reactor, generating short-lived vortices due to the interaction of the 
oscillating fluid with the baffles. This results in uniform mixing in each of the inter-baffle 
regions, with each behaving as a stirred tank reactor (STR)[13], producing a plug flow 
residence time distribution (RTD), in which the mixing effects are largely decoupled from the 
mean flow (unlike conventional PFRs)[17]. It has been demonstrated by Mackley and Ni[18], 
Ni et al.[19], and Ni et al.[20] that excellent mixing conditions in a tubular reactor can be 
achieved when vigorous eddies are generated between periodically-spaced baffles as a result 
of the introduction of oscillations. A typical OBR configuration is revealed in Figures 1 while 
Figure 2 shows a typical flow pattern in a cell. 
 

                                   
Figure 1. Layout of the OBR[21] 

 
The intensity of the mixing under oscillatory flow is characterised by the oscillatory Reynolds 
number, 0Re defined as: 

 

Oscillatory Reynolds number:   oRe = 
µ
πρ dfxo2

            

where d  is the internal tube diameter (m), f is the fluid oscillation frequency (s-1), ox  is the 

fluid oscillation amplitude (m) measured from centre-to-peak, and µ  and ρ  are the fluid 
viscosity (kg m-1 s-1) and density (kg m-3), respectively. 
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Figure 2 Flow patterns showing vortices and mixing in individual OBR cells[13]. 

 
The OBR has already been touted [22] to have the potential to lower costs by 50% and 
process times by 90% in the manufacture of commodities including chemicals, drugs and 
biofuels. Reis et al.[23] have demonstrated the potential of the OBR for bioreactions by 
achieving a 50% decrease in process time of the production of γ-decalactone compared to the 
stirred tank bioreactor and shake flasks. Gaidhani et al.[24] demonstrated the adaptability of 
the OBR in the cultivation of microorganisms for the synthesis of pullulan when then they 
also achieved a 50% reduction in process time in comparison with a parallel STR. They 
argued that the process time reduction is as a result of a more uniform mixing environment for 
cell growth and excellent mass transfer characteristics. 
 
In this study the OBR is used in the simultaneous saccharification and fermentation of 
cellulose to produce ethanol. 
 
2 Methodology  

2.1 Enzymatic saccharification 
The enzymatic saccharification was carried out using SigmaCell cellulose, Type 50 from 
Sigma-Aldrich following the NREL LAP, “Enzymatic saccharification of lignocellulosic 
biomass”[25]. This method measures the rate of conversion of cellulose by the synergistic 
action of cellulases. 250 mL conical flasks were used in the shake flask experiments and a 
total saccharification volume of 50 mL containing 2.5% w/v cellulose loadings. Cellulolytic 
enzymes, cellulose and β-glucosidase (both kind gifts from Novozymes, Denmark) with 
activity of 100 Filter Paper Unit (FPU)/g and 250 Cellobiose Units (CBU)/g respectively were 
employed. 10, 20, 40 70 and 100 FPU/g cellulose loadings each containing 10% β-
glucosidase were evaluated. The shake flasks were incubated at 50 oC, the optimum 
temperature of the enzymes, and a pH of 4.8 and 200 RPM agitation. The saccharification was 
also carried out at 38 oC the optimum fermentation temperature of the yeast ascertain the 
glucose available to the yeast during the fermentation. However, the saccharification medium 
contained 1% yeast extract and 2% peptone on this occasion. The experiments were run for 
168 h and replicate samples collected periodically over time. 
 
In the OBR saccharification 2.5, 5 and 10% w/v cellulose loadings were also evaluated but 
with 40 FPU/g and 10% β-glucosidase at the same temperatures and pH as the shake flasks. 
The oscillation frequency was 3 Hz, centre-to-peak amplitude 0.03m and a Reynolds number 
Reo of 1760. The OBR experimental set up is as shown in Figure 3 below. 
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Figure 3 Typical OBR experimental set up[26]. 

 
2.2 Simultaneous Saccharification and Fermentation (SSF) 
The SSF experiments were performed using 2.5% w/v cellulose and 40 FPU/g in both the 
shake flasks and OBR. YP medium (10 g/L yeast extract and 20 g/L peptone) was used. The 
pHs was 4.8 and temperature 38 oC in both systems and were also all equipped with carbon 
dioxide traps to simulate anaerobic conditions.  The same agitation conditions were 
maintained in both systems as in the saccharification experiments. The inocula were prepared 
from a pure culture of baker’s yeast Saccharomyces cerevisiae and cultivated on YPD 
medium (10 g/L yeast extract, 20 g/L peptone and 50 g/L glucose-filter-sterilised). The NREL 
LAP “SSF Experimental Protocols- Lignocellulosic Biomass Hydrolysis and 
Fermentation”[27] was followed completely in the SSF experiments in both cases. A 10% 
inoculum was used to initiate the SSF and replicate samples collected periodically. 
 
2.3 Analyses 
In both the saccharification and fermentation experiments, samples were collected 
periodically, spun in a microcentrifuge (Sanyo) at 13000 RPM. The supernatants were 
analysed for glucose using the dinitrosalicylic acid (DNS) method [28] and absorbance 
measured with a Jenway 6105 UV/VIS spectrophotometer. Ethanol was analysed using gas 
chromatograph (Hewlett-Packard 5890 Series II) with column packed with porapak 50/80 
mesh as instructed in the NREL LAP[29]. 
 
3 Results 

Enzymatic saccharification experiments in both the shake flasks and OBR were carried out 
under identical conditions and the degree of cellulose conversion- representing the 
concentration of glucose produced were monitored (Figure 4). 78.3% saccharification of 
cellulose was observed in the shake flasks at 100 FPU/g cellulose and 71% at 40 FPU/g 
cellulose after 144 h of hydrolysis at 50 oC. Hence 40 FPU/g cellulose was used in the OBR 
experiment which represented a trade-off between cellulase efficiency and enzyme cost. 78% 
saccharification was recorded in the OBR at the end of 144 h of hydrolysis at 50 oC. 
 
The 5 and 10% cellulose loadings exhibited various degrees of reduced saccharification (data 
not shown). Figure 5 represents the results of the saccharification experiment at 38 oC, the 
fermentation temperature of the yeast. The OBR also showed at least 10 percentage point 
more conversion than the shake flask at 40 FPU/g of cellulose. 
 
Samples were taken periodically during the SSF and analysed for glucose and ethanol as 
described above. Figure 6 shows the time-course of the ethanol production and glucose 
production/utilisation during the SSF of 2.5% cellulose at 40 FPU/g cellulose in both shake 
flasks and OBR. Whereas ethanol fermentation peaked at 45 h in the OBR it was at 70 h in 
the shake flasks. Glucose production peaked at 20 h and then began to drop steeply until it 
was almost completely used up by the yeast by the end of the fermentation. Ethanol yield 
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Figure 4. Time-course for the saccharification of 2.5% cellulose with cellulase and β-glucosidase @ 

50 oC in shake flasks and OBR. 
 

          
Figure 5. Time-course for the saccharification of 2.5% cellulose at 38 oC in shake flasks and OBR. 

 

             
Figure 6. Time-course of ethanol production and glucose utilization in the OBR and shake flask. 

 
increased steadily in both systems but in the OBR it peaked at 8 g/L (89.8% of theoretical 
yield) after 45 h fermentation and then began to decline. However, in the shake flasks it 
peaked at 7.7 g/L (81.29% theoretical yield) after 70 h fermentation and began to decline. 
 

4 Discussion and conclusion 

The saccharification experiments exhibited classical cellulosic hydrolysis characteristics: an 
initial rapid saccharification phase within the first 24 h and a much slower later phase (Figure 
4 and 5) [30, 31]. The initial rapid phase may be as a result of the easily digestible amorphous 
part of the cellulose which is more readily available to the cellulases [32]. The later slower 
phase may be as a result of the crystalline, more recalcitrant part of the cellulose which limits 
accessibility to the enzymes [9]. The OBR and shake flask experiments exhibited a similar 
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SSF pattern. 2.5% cellulose loading was chosen for the SSF as it registered the highest 
percent saccharification as compared to the 5 and 10% (data not shown). The probable reason 
may be mixing problems and substrate inhibition as the substrate concentration increases [30, 
31]. However using the OBR resulted in 7% more saccharification over the shake flask at the 
end of 168 h of saccharification is possibly as a result of a better mixed hydrolysis 
environment.  
 
During the first phase of the SSF glucose accumulated within the first 22 h of the process 
(Figure 6) indicating the yeast cells could not cope with the rate of glucose generation by the 
enzymes[9]. But as cell mass continued to increase there was also a corresponding uptake of 
glucose which resulted in a steady rise in ethanol concentration up to the 45 h in the OBR and 
70 h in the shake flasks. However, as the generated glucose was used up, the cells began to 
use ethanol as a carbon source corresponding to the gradual decline in the concentration of 
ethanol. This probably happened during sampling as air entered the systems to enable a switch 
of carbon source to ethanol by the cells. A similar phenomenon was also observed by 
Philippidis and Smith[9].   
 
Although the concentration of ethanol from the two systems were similar (8 g/L OBR vs. 7.7 
g/L shake flask), the OBR attained this concentration 25 h earlier than the shake flask. This 
would lead to a ~30% higher productivity for the same size of reactor. Furthermore it should 
be noted that OBRs are scaleable: what can be achieved at this scale, can probably also be 
achieved at industrial scale [33]. The same cannot be said of conventional stirred vessels, in 
which reaction times increase with scale, as good mixing becomes increasingly difficult to 
achieve. This also is possibly due to a better mixed SSF environment in the OBR which 
promoted better mass transfer characteristics. It agrees with the findings of Gaidhani et al.[34] 
who showed that it took 52 h for the cells to reach the stationary phase in the OBR compared 
to128 h in the STR. 
 
These results provide a platform for further investigation into the applicability of the OBR in 
continuous SSF. 
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Abstract: Sweet sorghum (Sorghum bicolor L. Moench) is the potential raw material of ethanol production. As a 
lignocellulosic material, hydrolysis is needed to transform it to sugar. Usually, this sugar was used as substrate 
for ethanol production by fermentation. In this study, the composition of sweet sorghum bagasse was analyzed. 
The compositions of the sweet sorghum bagasse before hydrolysis are 58.23% cellulose, 25.42% hemicellulose 
and 14.95% lignin. It was then cut, dried and pretreated at 121 oC, 25 min by sodium hydroxide. Then the 
experimental design is performed to design the experimental runs. Box-Behnken was used to design the 
experiment of chemical hydrolysis. The factors of sulfuric acid concentration (15-55 %w/w), solid to liquid ratio 
(1:10-1:30 w:w) and reaction time (40-120 minutes) affecting reducing sugar production were optimized for the 
chemical hydrolysis. At the optimum condition, the maximum reducing sugar was equal to 33.49% (g/g dry 
substrate). On the other hand, microbial hydrolysis with Trichoderma harzianum gave the maximum reducing 
sugar of 10.34 % (g/g dry substrate) at optimum condition. Then type of reducing sugar was analyzed using High 
Performance Liquid Chromatography (HPLC). It is obvious that glucose is the dominated reducing sugar. 
Finally, the reducing sugar (glucose, xylose and arabinose) from chemical and microbial hydrolysis is usually 
fermented with Saccharomyces cerevisiae to produce ethanol. 
 
Keywords: Hydrolysis, Sweet Sorghum Bagasse, Ethanol, Trichoderma harzianum 

1. Introduction 

Sweet sorghum (Sorghum bicolor L. Moench) is a renewable, cheap, widely available 
resource. It is used as an alternative material for ethanol production since it is  high biomass 
and sugar yielding crop. It contains soluble (glucose and sucrose) and insoluble carbohydrates 
(cellulose and hemicellulose) [1]. The juice extracting from the fresh stem is easily converted 
to ethanol. The remaining solid residue (bagasse) is a byproduct representing about 30% of 
the whole plant fresh weight. Bagasse, an important residue from sweet sorghum processing, 
could become an important biomass source for saccharification and fermentation for 
bioethanol production in the near future. 
 
Sweet sorghum bagasse which is lignocellulosic biomass is mainly composed of cellulose, 
hemicellulose and lignin. Cellulose is a linear polymer that is composed of glucose subunits 
linked by β-1, 4 glycosidic bonds. These long chains linked together by hydrogen bonds and 
van der Waals forces. Cellulose is usually present as a crystalline form while a small amount 
of nonorganized cellulose chains forms amorphous cellulose. Hemicellulose is a 
polysaccharide with a lower molecular weight than cellulose. Hemicellulose contains xylose, 
mannose, galactose, glucose, arabinose and glucuronic acids, and are linked together by β-
1,4- and sometimes by β-1,3-glycosidic bonds. Lignin is physical seal of hemicellulose and 
cellulose, which is an impenetrable barrier in the plant cell wall [2]. In order to obtain sugar, it 
is necessary to degrade the polymers to monomer, which can be done by physical, chemical or 
biological methods.  

 

389

mailto:fengpjs@ku.ac


Generally, the chemical used in the hydrolysis is sulfuric acid. Acids can breakdown the 
heterocyclic bonds between sugar monomers in polymeric chain, which are formed by 
hemicellulose and cellulose [3].   
 
For microbial hydrolysis, numerous bacterial and filamentous fungi can produce cellulolytic 
enzyme such as cellulase and hemicellulase. One of the most extensively studied of 
cellulolytic microorganism is Trichoderma spp., which is also industrially used for enzyme 
production. 
 
The aim of this work was to determine the optimum conditions for reducing sugar production 
from sweet sorghum bagasse by acid hydrolysis comparing with Trichoderma harzianum 
hydrolysis. In this experiment, three factors were optimized namely acid concentration, solid 
to liquid ratio and reaction time. Response Surface Methodology (RSM) using Box-Behnken 
Design (BBD) was applied for optimizing these independent variables.  
 
2. Methodology 

2.1. Microorganisms 
The fungal strain Trichoderma harzianum, was obtained from Uniseeds Co., LTD. The 
inoculum of T. harzianum was in powder form and contained 108 spores per gram. 

2.2. Substrate preparation and compositional analysis 
Sweet sorghum bagasse was obtained from Suwan Farm, Kasetsart University. This material 
was thoroughly washed and dried at 65 oC until constant weight was obtained. The air-dried 
bagasse was then milled and subsequently sieved to a size of 2-4 mm. The composition of 
material was then analyzed by the methods of Goering and Van in 1970 [4] to analyse 
cellulose, hemicellulose, lignin and ash content in the material. 
 
2.3.  Alkali pretreatment 
The sweet sorghum bagasse was soaked with 1, 5, 10 and 15% (w/w) NaOH solution at a 
solid to liquid weight ratio of 1:10 and consequently autoclaved at 121 oC for 25 min. The 
mixture was filtered to separate the solid residues and the filtrate fraction. At the end of the 
reaction, the solid residues were thoroughly washed with water to remove the residual 
alkaline until neutral pH was obtained, then dried at 65 oC, and analyzed the compositions of 
the solid residues.  
 
2.4. Optimization of reducing sugar production by acid hydrolysis 
One gram of pretreated material was soaked with 10-30 gram of 5-55% (w/w) sulfuric acid 
solution in the 250 m l Erlenmeyer flask and then autoclaved at 121oC for 40-120 minutes. 
After hydrolysis, the suspended material was separated using filter paper. The total reducing 
sugars in the filtrate were determined by the 3,5-dinitrosalicylic acid (DNS) method described 
by Miller in 1959 [5]. 
 
RSM was applied for the optimization of the reducing sugars production. Three parameters 
namely concentration of sulfuric acid (XR1R), solid to liquid ratio (XR2R) and reaction time (XR3R) 
with the ranges  o f minimum (-1) , m aximum (+1) and central point (0) were assigned to 
investigated experimental conditions of reducing sugar production. The levels of parameters 
for the experimental design are shown in Table 1. 
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Table 1. Experimental range and coded levels of factors for reducing sugars production 

Factors Symbol 
Range and levels 

-1 0 1 
          concentration      (%v/v) X1 15 35 55 

solid:liquid ratio (w:w) X2 1:10 1:20 1:30 
          reaction time      (min) X3 40 80 120 
 
The total of 15 experimental runs with three variables was designed according to a BBD using 
the statistical software MINITAB release 14. The detailed experimental designs with coded of 
three parameters are shown in Table 3. T he behavior of the system was explained by the 
following quadratic model equation which includes the effects of linear, quadratic and 
interaction was used to determine the predicted response as follows: 
 

2 2 2
0 1 1 2 2 3 3 11 1 22 2 33 3 12 1 2 13 1 3 23 2 3Y X X X X X X X X X X X Xβ β β β β β β β β β= + + + + + + + + +     (1) 

 
Where Y is the predicted response, β0 is the intercept; β1, β2 and β3 linear coefficient; β11, β22 
and β33 square coefficient; and β12, β13 and β23 interaction coefficients with X1, X2 and X3 
corresponding to the principal factors of sulfuric acid concentration, solid to liquid ratio and 
reaction time, respectively 
 
2.5. Reducing sugar production by microbial hydrolysis 
Reducing sugar production under Solid-State Fermentation (SSF) was conducted in the 250 
ml flask covered with cotton at optimum conditions previously optimized for maximum 
reducing sugar from pretreated sweet sorghum bagasse by T. harzianum [6]. Each flask 
containing 5 g dried pretreated sweet sorghum bagasse, which was used as the carbon source. 
Standard Mandel medium in 50 mM sodium citrate buffer (pH 4.8) that contained of 0.3 g/l 
urea, 1.4 g/l (NH4)2SO4, 2.0 g/l KH2PO4, 0.4 g/l CaCl2·2H2O, 0.3 g/l MgSO4·4H2O, 0.75 g/l 
peptone, 0.25 g /l yeast extract, 5 m g/l FeSO4·7H2O, 1.6 m g/l MnSO4·4H2O, 1.4 mg/l 
ZnSO4·7H2O and 20 m g/l CoCl2·6H2O, was added into the substrate for adjusting initial 
moisture content (77.5% w/w) before autoclaving at 121 oC for 20 min. Each flask was 
inoculated with 10% (w/w) fungal spore of T. harzianum and incubated at 25oC for 88 hours. 
After suitable periods of time, reducing sugar was extracted from the fermented medium by 
adding 100 ml distilled water to each flask. The flasks were then shaken at 200 rpm for 2 hr at 
60 oC. Suspended solid were separated and the reducing sugars (filtrate) were determined by 
the DNS method [5]. The composition of reducing sugars (glucose, xylose and arabinose) in 
hydrolysates was determined by HPLC. 

3. Results and discussion 

3.1. Chemical composition of substrates 
The main compositions as cellulose, hemicelluloses, lignin and ashes content of sweet 
sorghum bagasse before and after pretreatment with 1, 5, 10 and 15% (w/v) of sodium 
hydroxide are shown in Table 2. 
 
The alkali pretreatment was conducted by pretreating sweet sorghum bagasse at high 
temperature. When the concentration of sodium hydroxide increased, lignin content was 
decreased. As a result, the cellulose fraction increased more than 90% (w/w) when 10 a nd 
15% (w/v) of sodium hydroxide were used. This is typical of alkaline pretreatment, which 
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generally has a stronger effect on l ignin than cellulose [7]. It was observed that pretreated 
biomass was swollen, which leaded to the decrease in the degree of polymerization and 
crystallinity, disruption of the lignin structure, and separation of structural linkages between 
lignin and carbohydrates [8]. However, the compositions of sweet sorghum bagasse when 
using 10 and 15% (w/v) of sodium hydroxide were not different, so that 10% (w/v) of sodium 
hydroxide was chosen for the pretreatment as the suitable concentration. 
 
Table 2. Main compositions of sweet sorghum bagasse in untreated bagasse and  after alkaline 
pretreatments 

Composition 
(%dry weight) 

 NaOH concentration (%w/v) 

 Untreated 
bagasse 1 5 10 15 

  Cellulose  58.23 68.66 86.18 90.37 91.10 
Hemicellulose  25.42 19.28 9.70 5.97 5.82 

Lignin  14.95 12.02 3.97 3.56 2.97 
Ash  1.40 0.04 0.15 0.10 0.11 

 
3.2. Optimization of reducing sugar production by acid hydrolysis 
In the present study, BBD was used to investigate the optimal conditions of the reducing 
sugar production from pretreated bagasse. There were three factors namely concentration of 
sulfuric acid, solid to liquid ratio and reaction time and three levels of each parameter were 
varied as shown in Table 3.  
 
Table 3.  Reducing sugar from pretreated bagasse in experiments obtained by Box-Behnken design  

Run number 

Level of experimental factors 
Reducing sugar 

(%g/g dry weight) Concentration 
(X1) 

Solid to liquid 
ratio (X2) 

Reaction 
time (X3) 

1 -1 -1 0 28.46 
2 1 -1 0 16.90 
3 -1 1 0 24.99 
4 1 1 0 6.53 
5 -1 0 -1 23.06 
6 1 0 -1 13.01 
7 -1 0 1 27.35 
8 1 0 1 7.75 
9 0 -1 -1 25.81 

10 0 1 -1 18.09 
11 0 -1 1 20.36 
12 0 1 1 12.24 
13 0 0 0 31.11 
14 0 0 0 29.81 
15 0 0 0 29.92 

 
The fifteen experiments were designed as shown in Table 3 and the maximum reducing sugar 
is 31.11% (g/g dry substrate), which was observed at the experimental run number 13. The 
statistical software MINITAB release 14 was used to design of experiments, to determine the 
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coefficients of linear, quadratic and interaction terms, and to build the quadratic model and 
response surface plots.  
 
The BBD was used to investigate the effects of the assigned parameters on the reducing sugar 
production. The experimental results were analyzed by regression analysis consisting of the 
effect of linear, quadratic and interaction which gave the following regression equation with 
reducing sugar production as a function of concentration of sulfuric acid (X1), solid to liquid 
ratio (X2) and reaction time (X3). Reducing sugar (Y) at specific combination of three 
variables can be predicted by substituting the corresponding values of each variable in Eq. (2).  
 
Y = -24.5581+1.1226X1+1.1375X2+0.7000X3-0.0155X1

2-0.0175X2
2                      (2)            

       -0.0039X3
2-0.0030X1X3 

 
The probability value (p-value) is a tool for evaluating the significance and contribution of 
each parameter and the statistical polynomial model equation. The smaller p-value is an 
indication of high significance of corresponding coefficient [9]. The regression coefficient in 
the response surface model for the linear, quadratic and interaction effects of the variables are 
shown along with p-value in Table 4. The p-value suggested that the coefficient for the linear 
effect of sulfuric acid concentration (p < 0.01), solid to liquid ratio (p < 0.01) and reaction 
time (p < 0.01) were statistically significant for reducing sugar production. 
 
Table 4.  Estimated regression coefficient and corresponding p-value for reducing sugar production 

* p < 0.05, ** p < 0.01 
 
Analysis of variance (ANOVA) for proposed model is shown in Table 5. The p-value of the 
regression model (p<0.001) implies that the model is significant. In addition, the coefficient 
of variation (R2= 0.986) indicates a high correlation between the observed and predicted 
values from model Eq. (2). Therefore, this equation can be used for predicting the amount of 
reducing sugar production under parameter ranges of assigned three variables. 
 
 
 
 
 
 
 

Term Coefficient p-value 

Constant -24.5581 0.027* 
 X1 1.1226 0.003** 
 X2 1.1375 0.007** 
 X3 0.7000 0.001** 
 X1

2 -0.0155 0.001** 
 X2

2 -0.0175 0.003** 
 X3

2 -0.0039 0.001** 
X1X2 -0.0052 0.102 
X1X3 -0.0030 0.039* 
X2X3 -0.0001 0.913 
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Table 5.  Analysis of variance (ANOVA) for reducing sugar production  

Source Degree of 
Freedom (DF) 

Sum of 
square 
(SS) 

Mean 
square (MS) F p-value 

Regression model 9 2024.63 224.959 38.49 0.000 
Residual Error 5 29.22 5.844   Total 14 2053.85    R2= 98.6%   R2 (adj) = 96.0% 

 
The two-dimensional (2D) contour plots and three-dimensional (3D) response surface of the 
interactions are presented in Figure 1, 2 and 3. These observations also identified the optimal 
conditions with the maximum response for the levels of the factors in the design of 
experiments. The maximum response is referred to the surface confined in smallest ellipse in 
the contour plot. The perfect interaction between the independent variables can be shown 
when elliptical contours are obtained [9]. 
 
 
 
 

 

 

 

Fig. 1.  Contour plot and response surface for the effects of acid concentration and solid to liquid 
ratio at a constant reaction time (80 minutes). 

 
 
 
 
 
 
 
 
Fig. 2.  Contour plot and response surface for the effects of acid concentration and reaction time at a 
constant solid to liquid ratio (1:20).  
 
 
 
 
 
 
 
 
 
Fig. 3.  Contour plot and response surface for the effects of solid to liquid ratio and reaction time at a 
constant acid concentration (35% v/v).  
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Application of RSM with BBD predicted that the maximum reducing sugar production must 
occur at decoded values of condition parameters at sulfuric acid of 21.44% (v/v), solid to 
liquid ratio of 1:12.5 and reaction time of 73.24 m inutes. At this maximum condition, the 
reducing sugar should reach 34.97% (g/g dry substrate). A repeat acid hydrolysis for reducing 
sugar production under optimal conditions is carried out to confirm the prediction. After 
performing the hydrolysis under optimal condition, the obtained reducing sugar is 33.49% 
(g/g dry substrate). Since the difference between predicted and actual confirmed result was 
only about 4.23%, it should be regarded as acceptable. 
 
3.3. Reducing sugar production by microbial hydrolysis 
In this respect, preatreated sweet sorghum bagasse was conducted for the production of 
reducing sugar by T. harzianum under SSF. An inoculum (10%w/w) was added to a medium 
of 77.5% (w/w) moisture content and incubated at 25oC for 84 hours. Reducing sugar was 
expressed based on weight of dry substrate and carried out in triplicates and standard 
deviation was less than 6%. As shown in Figure 4, the highest reducing sugar, 10.34 % (w/w), 
was obtained at 56 hours of fermentation time. The conditions used in the experiment were 
the optimum conditions previously studied [6]. 
 

 

 

 

 

 

 

 

 

 
 
Fig. 4.  Reducing sugar production by T. harzianum under SSF using pretreated sweet sorghum 
bagasse as the substrate (inoculum of 10% w/w and moisture content of 77.5% w/w) 
 
The reducing sugar obtained from acid hydrolysis (33.49%) was higher than from microbial 
hydrolysis (10.34%) because the conditions of chemical hydrolysis are stronger than 
microbial hydrolysis. However, acid hydrolysis has several disadvantages over microbial 
hydrolysis due to formation of toxic compounds, such as furfural, hydroxylmethylfurfural, 
acetic acid, formic acid, levulinic acid etc. These toxic compounds can inhibit the yeast 
fermentation in next step of ethanol production. Removal of these compounds increases the 
additional costs for ethanol production [10]. 
 
The advantages of microbial hydrolysis include low energy requirement, mild conditions and 
the ready sugar for further fermentation. However, the rate of hydrolysis in most microbial 
hydrolysis processes is very low. 
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4. Conclusions 

The optimal conditions obtained through a statistical Box-Behnken Design are successfully 
determined to maximize the reducing sugar production from acid hydrolysis. The result from 
the second order polynomial model developed indicated that the optimal conditions for 
reducing sugar production from pretreated sweet sorghum bagasse by sulfuric acid hydrolysis 
are 21.44 %(v/v) of sulfuric acid, solid to liquid ratio of 1:12.5 and reaction time of 73.24 
minutes which give the maximum reducing sugar of 33.49% (g/g dry substrate) higher than 
the maximum reducing sugar of microbial hydrolysis (10.34% g/g dry substrate). 
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Abstract: This study evaluates the use of nanostructured materials as catalyst in biodiesel production from 
soybean oil using ethanol as transesterificant agent. Ethanol can be environmentally advantageous over methanol 
(more frequently used as reagent in biodiesel production) because it can be obtained from renewable sources 
whilst methanol is usually derived from mineral sources. The catalyst (La50SBA-15) has lanthanum oxide as 
active phase which was inserted by isomorphous substitution into the SBA-15 network. The LaSBA-15 
mesoporous molecular sieves were synthesized using pluronic (P123) dissolved in aqueous HCl solution with 
tetraethyl orthosilicate and a given amount of hydrated lanthanum chloride (Si:La = 50) at 333K. The reaction 
was performed using the molar ratio soybean oil:ethanol of 1:20 at inert atmosphere (N2) at 343K with 1wt% of 
catalyst mass relative to total oil mass added to the reaction mixture. The reaction was evaluated for ethyl ester 
conversion after 3h and 6h. The ethyl esters content was measured using low frequency 1HNMR spectroscopy 
(200MHz). A conversion of soybean oil in ethyl esters (biodiesel) of 80% after reaction time of 6h was obtained. 
The La50SBA-15 heterogeneous catalyst showed good performance in the ethanolysis of soybean oil, comparing 
well with previous reports for methanolysis of soybean oil. 

Keywords: Biodiesel, ethanolysis, heterogeneous catalysis, La50SBA-15. 

1. Introduction 

Biodiesel can be defined as a fuel composed of mono-alkyl esters of long chain fatty acids 
derived from vegetable oils or animal fats. The most common process for biodiesel 
production consists in a transesterification reaction in which a triglycerides source (vegetable 
oil or animal fat) reacts to a short chain alcohol (usually methanol) in catalyst presence [1-3]. 
Since ethanol is largely obtained in Brazil from renewable sources (mostly sugarcane) it 
might be advantageous to replace methanol in the transesterification reaction for biodiesel 
production [4]. 

The transesterification reaction may be catalyzed by acids, bases or enzymes [5]. Industrially, 
basic homogeneous catalysts such as potassium hydroxide and sodium hydroxide are often 
used in biodiesel production, because they display high reactivity, low cost and mild reaction 
conditions. However, as usually observed in homogeneous catalyst systems, they require 
downstream separation of the catalyst and byproducts, thus increasing the process complexity 
and cost [6-9]. Therefore process development for biodiesel production from heterogeneous 
catalysts has been largely studied in recent years [5,6,10-12]. Albuquerque et al. [11] studied 
calcium oxide catalytic proprieties supported on s everal mesoporous SBA-15 silica in 
transesterification of castor and sunflower oil with methanol. Yan et al. [6] studied the use of 
calcium oxide modified with lanthanum in the transesterification reaction with methanol. The 
mixture CaO-La2O3 showed higher catalytic activity than when using pure calcium oxide or 
pure lanthanum oxide. Yan et al. [7] also studied the use of ZnO-La2O3 as heterogeneous 
catalyst in the transesterification of unrefined or waste oil with methanol with noticeable 
strong interaction between zinc and lanthanum species. The catalyst sample with a 3:1 zinc 
lanthanum molar ratio displayed higher activity compared to pure metal oxides. Sun et al. [13] 
studied the properties of ZrO2 impregnated with La2O3 as a cat alyst in sunflower 
oil transesterification with methanol . The best methyl ester conversion was found when using 
a catalyst concentration of 21wt.% La2O3 on ZrO2. 
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This study intends to investigate the use of La50SBA-15 in soybean oil transesterification 
using ethanol. The La50SBA-15 has lanthanum oxide as active phase inserted into SBA-15 
framework by isomorphous substitution. 

2. Materials and Methods 

2.1. Catalyst Preparation and Characterization 
The SBA-15 modified with lanthanum was synthesized by hydrothermal method using 4.0 g 
of Pluronic P123 (BASF Co.) as template, dissolved in 10.3 m L of aqueous HCl solution 
(VETEC, Brazil). Thereafter 10.3 mL of tetraethyl orthosilicate (Sigma-Aldrich) and a given 
amount of previously dissolved hydrated lanthanum chloride (VETEC, Brazil) were added 
(Si/La = 50), and the mixture stirred for 22 h at a temperature of 333 K. The resulting gel was 
placed into a Teflon container and submitted to hydrothermal treatment at a temperature of 
373 K for 48 h. The solid was then filtered at room temperature, washed with a solution of 
HCl in ethanol 2 w t%, dried at 333 K for 1 h, and finally the solid was calcined at 823 K 
(heating rate=1 K/min). The samples, designated as La50SBA-15 (where 50 refers to the Si/La 
molar ratio) were characterized through X-ray diffraction (DRX), N2 adsorption and 
desorption isotherms at 77 K, and scanning electron microscopy (SEM). Further details may 
be found in Quintella [14]. 
  
2.2. Reaction 
The reaction experimental set-up consisted of a 100 mL round-bottomed flask with four 
outlets. A thermometer was attached to the first outlet for temperature control. The reflux 
condenser was inserted into the second one to minimize the ethanol loss through evaporation 
and the third received nitrogen flow providing inert atmosphere. The fourth outlet was used to 
introduce the catalyst and remove aliquots in order to monitor the reaction.  

Initially the catalyst was activated at 1073 K, under inert atmosphere, during 1 hour in order 
to convert carbonates eventually formed by atmosphere contact into oxides since carbonates 
do not show catalytic activity [10]. In the transesterification reactor, 30.3 g of commercial 
soybean oil (Liza, Sao Paulo, Brazil) were added to 99.6% ethanol (J.T.Baker, Mexico). The 
molar ratio of soybean oil and ethanol used was 1:20. The reaction was carried out at inert 
atmosphere using 1000 rpm agitation. When the oil and alcohol mixture reached the desired 
temperature, 343 K, the catalyst was inserted to the reaction mixture using a catalyst/oil mass 
ratio of 0.01. Samples of 5 mL were taken after 3h and 6h, filtered under vacuum to extract 
the catalyst from the reaction mixture. To improve the phase separation in the reaction 
mixture, 99.5% dichloromethane (Cromolina, Diadema, Brazil) was added, and subsequently 
vaporized from the ester phase at 373 K. 

The ethyl ester conversion was evaluated through hydrogen nuclear magnetic resonance 
spectroscopy (1H NMR) with 60 MHz frequency using Varian EM-360 equipment and CDCl3 
as solvent [15,16]. The 1H NMR technique for ethyl esters determination is based on t he 
analysis of three sets of signals: (A1) the hydrogen from the ester ethoxy carbons; (A2) the 
four methylene hydrogens from glycerol; (A3) the α-methylene carbonyl hydrogen present in 
all mono, di and triglycerides from both oil and fatty acid ethyl esters [17]. The conversion of 
soybean oil (EE) into biodiesel (ethyl esteres) was obtained from the 1H NMR technique 
using Eq. (1).  
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3. Results and Discussions 

3.1.  Catalyst Characterization 
The diffractograms of SBA-15 and La50SBA-15 are shown in Fig. 1. T hree major peaks, 
referring to Miller index crystalline plans (100), (110) e (200), are characteristic of hexagonal 
symmetry p6mm (punctual planar group two-dimensional 6mm), common in mesoporous 
materials similar to SBA-15 [18-20]. It may be observed that the incorporation of lanthanum 
did not affect the hexagonal structure typical of SBA-15. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. X-Ray Diffractograms (a) SBA-15 ; (b) La50SBA-15. 
 
The nitrogen adsorption and desorption isotherms for samples show a t ype IV shape 
(Brunauer classification) as characteristic for nanoporous materials (see Fig. 2). Table 1 
summarizes the textural properties of both samples (SBA-15 and La50SBA-15).  

 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. N2  adsorption and desorption isotherms La50SBA-15 

Table 1. Textural characteristics synthesized materials samples 
Sample a0(nm) Dp(nm) Vp(cm3g-1) SBET(m2g-1) 

SBA-15 11.88 4.33 0.95 931.3 
La50SBA-15 11.88 7.29 1.09 735.2 

(a) (b) 
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The SEM micrographs for both samples are shown in Fig. 3. It may be observed that SBA-15 
displays a non uni form morphology showing irregular spheres (Fig. 3a). For La50SBA-15 
(Fig. 3b), it may be noted some regions with clearer areas than others, indicating the presence 
of another material, probably lanthanum, which had not been observed in Fig. 3a. The 
lanthanum addition to the support framework caused morphological changes indicated by the 
noticeable stick shapes.  

  
 
 
 
 
 
 
 

(a)                                                   (b) 
 Fig. 3. (a) SBA-15 and (b) La50SBA-15 samples electron micrographs.  

3.2.  Catalytic activity 
The 1H NMR spectrum of the pure soybean oil that was used is shown in Fig. 4. The eight 
signal groups described by Miyake et al. [21] may be observed: one olefinic hydrogen and a  

glycerol methylenic hydrogen; four glycerol hydrogens; dimethylenic hydrogens; three CH2 
α-carboxílic groups; CH2 carbon groups neighboring the unsaturated carbons; CH2 carbons 
neighboring the saturated carbons; CH2 carbons bonded to 2 s aturated carbons atoms; and 
three terminal methyl groups. 

The 1H RMN spectrum of the ethyl ester product is shown in Fig. 5. The quartet signal 
relative to the OCH2- group hydrogen, which appears exclusively at the spectrum of the ethyl 
esters molecule, may be observed in the region of 3.8-4.2 ppm. Also, the triplet signal relative 
to α-CH2- groups, which may be found in both oil and ethyl esters, is seen in the region of 
2.2-2.5 ppm. 

 
Fig. 4.  1H NMR spectrum of pure soybean oil. 
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Fig. 5. 1H NMR spectrum of the ethyl ester after 6 hours of  reaction. 

 
The 1H RMN spectrum of the product after reaction time of 3 hs showed no conversion to 
ethyl ester. After 6 hs (Fig. 5), the calculated value of the conversion of soybean oil with 
ethanol using as catalyst in the transesterification reaction was 80% v/v, which is comparable 
to previously reported values (see Table 2).  The classical homogenous process catalyzed by 
KOH is reported using ethanol as transesterificant agent with conversions as high as 96%v/v, 
however the downstream separation of the products (ester/glycerin phases) is rather difficult if 
compared to heterogeneous systems.  

Other studies using heterogeneous catalysts with methanol, instead of ethanol, have been 
reported (also seen in Table 2). Those studies present somewhat higher values for conversion 
(as high as 98%v/v of methyl ester), however at more extreme operation conditions 
(temperature and time) and higher ratios of alcohol/oil and catalyst/oil.  

Table 2. Comparison of conversion to biodiesel with previously reported values. 

Oil/Alcohol Alcohol/Oil 
molar ratio Catalyst Catalyst/oil 

mass ratio 
Temp. 

(K) 
Time 
(h) 

Conv. 
(%vv) Ref. 

Soybean/EtOH 20 LaSBA15 0.01 343 6 80.0 This 
study 

Soybean/EtOH 18.8 homogeneous  
(KOH ) 0.01 n.a. 4 96.0 22 

Soybean/MeOH 21 Ca3La1 0.05 331 3 94.3 6 

Waste/MeOH 36 ZnO-La2O3 0.023 473 2 95.0 7 

Sunflower/MeOH 30 La2O3/ZrO2 0.05 473 5 98.1 13 
 
4. Conclusions 

The results of the transesterification reaction of soybean oil using La50SBA-15 as 
heterogeneous catalyst confirm the possibility of its use in the ethanolysis of soybean oil at 
milder operation conditions than previously reported studies with methanol. A conversion of 
80.0%v/v could be obtained using oil/ethanol molar ratio of 1:20; catalyst/oil mass ratio of 
0.01; temperature 343 K; inert atmosphere; and 6 hours of reaction. 
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Abstract: In this paper, an attempt has been made to design and test the performance of a portable floating type 
biogas plant of volume capacity 0.018 m3 for outdoor climatic condition of New Delhi, India. The field study 
has been carried under the monsoonal season of New Delhi, India. In this experiment, we have taken an 
aluminium made digester of 30 Kg slurry capacity for batch system. In the batch system, the slurry has been 
added once to the digester for whole duration of the process. The rate of biogas production with slurry 
temperature has been observed.  
It has been observed that (i) the biogas production depends strongly on slurry temperature and (ii) the retention 
period is nearly 85 days. The range of slurry and ambient temperature of atmosphere recorded during the 
observed period have been found as 26 to 42 ºC  and 30 to 40 ºC  respectively. Physical and chemical analysis of 
biogas and slurry have also been carried out. Further, the CO2 mitigation and carbon credit has also been 
evaluated for the present system.  
 
Keywords: Biogas, Batch system, Carbon credit, Digester. 

1. Introduction 

Biogas technology provides an alternate source of energy in rural India, and is an appropriate 
technology that meets the basic need for cooking fuel in rural areas by using local resources, 
viz. cattle waste and other organic wastes. Realization of this potential and fact that India 
supports the largest cattle wealth led to the promotion of National Biogas Programme in 
major way in the late 1970s as an answer to the growing fuel crisis. In India alone, there are 
an estimated over 250 million cattle and if one third of the dung produced annually from these 
is available for production of biogas, more than 12 million biogas plants can be installed 
which have the estimated biogas potential capacity of 17,000 MW. 
  
Biogas is produced from organic wastes by concerned action of various group of anaerobic 
bacteria through anaerobic decomposition. Anaerobic decomposition is a two-stage process as 
specific bacteria feed on certain organic materials. In the first stage, acidic bacteria dismantle 
the complex organic molecules into peptides, glycerol, alcohol and the simpler sugars. When 
these compounds have been produced in sufficient quantities, a second type of bacteria starts 
to convert these simpler compounds into methane. These methane producing bacteria are 
particularly influenced by the ambient conditions, which can slow or halt the process 
completely. Globally, the reduction of green house gas emissions particularly of CO2  has 
become more important. Currently much of the carbon dioxide emitted to the atmosphere is a 
result of anthropogenic activities from the use of the fossil fuel in the transportation and 
energy sectors. Significant emission reductions may be achieved in the energy sector by 
improving efficiency through the use of alternative fuels. Through the use of biogas plant we 
can save the CO2 emission in the atmosphere which has been measured in the term of carbon 
credit.  
 
Carbon credit is a key component of national and international attempts to mitigate the growth 
in concentrations of green house gases (GHGs). One Carbon Credit is equal to one ton of 
carbon, which is the chief element of carbon dioxide. Carbon trading is an application of an 
emission trading approach through carbon credit. Greenhouse gas emissions are capped and 
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then markets are used to allocate the emissions among the group of  regulated sources. The 
idea is to allow market mechanisms to drive industrial and commercial processes in the 
direction of low emissions than are used when there is no cost to emitting carbon dioxide and 
other GHGs into the atmosphere. Since GHG mitigation projects generate credits, this 
approach can be used to finance carbon reduction schemes between trading partners and 
around the world. 
 
Usmani et al (1996) have analysed the performance of a greenhouse integrated biogas plant. 
In this paper their basic aim was to reduce thermal loss to ambient in harsh cold climates. 
According to Lau et al. (1987) due to the lower temperature, biogas production decreases 
drastically and may stop. Thus, for enhancing biogas production, a higher digester 
temperature  than ambient temperature is required. The green house concept should be 
integrated for larger capacity biogas plant. Tiwari et al. (1988) and Tiwari and Chandra 
(1986) have suggested that the rate of biogas production and the period to achieve the 
optimum temperature are function of the temperature of the slurry. Also, for a required 
production rate of biogas, the period to achieve the optimum temperature should be reduced. 
Tiwari et al. (1992) have suggested heating of the slurry by a heat exanger  connected to a flat 
plate collector. Gupta et al. (1998), Sodha et al. (1987, 1989), Tiwari et al. (1997) have 
suggested installation of PVC greenhouse type structure over a biogas plant. This allowed 
solar heating of the substrate from 18 °C to about 37 °C. Kumar et al. (2008) have done 
experiments with solar greenhouse assisted biogas plant in hilly region and have come to 
conclusion that biogas- green house hybrid system may be successful in hilly regions where 
average temperature remains below 37 °C throughout the year. Prabhakant et al. (2009) 
evaluate the carbon credits earned by energy security in India and also analyses the return on 
capital for biogas plants with and without embodied energy.  
 
The 70% of livestock in India is owned by 67% of small and marginal farmers and by the land 
less farmers. The 60% of livestock farming labor is provided by women and more than 90% 
of work related to care of animals is rendered by womenfolk of the family. India ranks fifth 
after Australia, China, Iran, and New Zealand. The fabrication of biogas plant is tried with 
different materials based on which the cost of installation is highly dependent. The few data 
of biogas production and its composition (CH4 fraction) with the operating temperature of 
slurry is available in the literature. In this paper an attempt has been made to study the biogas 
production with its composition with the temperature throughout retention period w.e.f. July 
12, 2010 to September 29, 2010. 
 
2. Experimental setup and instrumentation 

An aluminium made biogas chamber of 30 kg slurry capacity has been used under the outdoor 
simulation above the ground, so that the digester and dome both can direct receive the solar 
radiation. The diameter and height of digester have been taken as 0.34 and 0.38 m 
respectively. Similarly the diameter, depth and weight of dome have been taken as 0.30 m, 
0.35 m and 0.18 kg, respectively.  
Aluminium metal is more efficient to increase the sufficient temperature inside the digester 
which increases the production rate of biogas. Four calibrated thermocouples have been used 
to measure ambient, slurry, gas and dome temperature by using digital temperature indicator 
of resolution 0.1 °C. A thermocouple is a junction between two different metals that produces 
a voltage related to temperature difference. Thermocouples are a widely used type of 
temperature sensor for measurement and control and can also be used to convert heat into 
electric power. They are inexpensive and interchangeable, are supplied fitted with standard 
connectors, and can measure a wide range of temperatures. The main limitation is accuracy 
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system errors of less than one degree Celsius can be difficult to achieve. These thermocouples 
are calibrated by constant temperature controlled calibration baths. A calibration bath is a 
uniform temperature  enclosure with a constant temperature setting that can be adjusted 
manually or with automation. This field study has been done at the Solar Energy Park, IIT 
Delhi, New Delhi, under the monsoonal season, which is highly under the fluctuating 
environmental condition. 
 

                                     
                        (a)                                                                                   (b)                                           
                                   Figure 1. Schematic view  (a) Dome  (b) Digester 

                                                                               
These observation has been taken during 
day time due to presence of sunlight at 
9:00 am, 1:00 pm and 5:00 pm during the 
month of July to September 2010  
(monsoon season) in Delhi, India. 
Ambient temperature, relative humidity, 
average precipitation and solar intensity 
have been measured during this 
experiment. Gas production have been  
recorded on daily basis by the observation 
of upliftment of dome and volume 
production. This biogas sample have been 
taken out by the help of toddler bags, 
which is safe to carry biogas without any 
leakage and entry of atmospheric air, 
which has been tested through gas 
chromatography.    

Figure 2. : Photograph of experimental setup 
 

 

406



 

3. Methodology and experimental observations 

Different parameters like solar intensity, ambient temperature, slurry temperature, average 
humidity and average precipitation are measured on daily basis. These data have been taken at 
the interval of 4:00 hours between 9:00 am to 5:00 pm due to presence of solar radiation. 
Three readings have been taken in every day at 9:00 am, 1:00 pm and 5:00 pm. Under the 
analysis we have calculated the average of solar intensity and relative humidity at these three 
different times in a day upto every two weeks, until the biogas production inside the biogas 
chamber stop. In this manner we have also calculated the average ambient temperature and 
average slurry temperature to find the different result and observation, which shown in figure 
3 and figure 4. We have also tried to measure the pressure inside the dome through the help of 
pressure gauge in kg/cm2 but it did not provide any data due to generation of very less 
pressure inside the dome. The production rate and methane fraction has also been observed 
under the influence of various temperature range during the monsoonal season in New Delhi, 
India. 
 
4. Results and discussions  

In this study, it has been observed that the production of biogas is dependent upon the 
temperature and the solar intensity of the atmosphere. The methane fraction has found to 
increase up to first six weeks and then it become constant. The synthesis of biogas have been 
started from the third day of the slurry feeding inside the biogas chamber. There has no role of 
humidity and precipitation under biogas production. Initially solar intensity increased upto 
two weeks but after this it decreases due to cloudy weather condition, because the monsoonal 
season is very fluctuating. Where as the slurry temperature was always more than ambient 
temperature during the whole experimentation period. These all parameters are shown in 
figure 3. In this continuation, initially in first two week, the rate of biogas production was 
very fast but after it gradually decreases. During experimentation, the minimum and 
maximum fraction range of methane and the rate of biogas production has also been observed 
in every week which shown in figure 4.   
The total biogas volume produced during the experimentation has been recorded 0.378 m3 
under three month of observation. So the total volume of biogas produced in a year (4 × 0.378 
m3) 1.512 m3 . Therefore the total carbon credits which has been earned in a year 0.019 
units/year or € 0.285 / year. Carbon dioxide mitigation and carbon credit are calculated below:   
 
Carbon credit earned by biogas plant   

 
Total volume of biogas produced during experiment (July to September) = 0.378 m3 
 
Total volume of biogas produced in a year = 4 × 0.378 m3  = 1.512 m3  
 
(Taking calorific value of biogas = 6 kWh/ m3) 
So total energy produced in a year  = 6 × 1.512 = 9.072 kWh 
 
(Taking 1kWh = 2 kg CO2 under mitigation) 
Total CO2 mitigated = 9.072 ×  2 = 18.144 kg/ year 
 
It is known that in one meter cube of biogas there is an average 62.5% natural gas by volume 
and the weight of natural gas is 0.68 kg/ m3 
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The weight of natural gas present in the given volume of biogas = 0.68 × 1.512 = 1.028 kg/ 
year 
 
Methane is 18.25 times more potent than carbon dioxide. Taking this ratio the equivalent 
carbon dioxide can be computed as = 18.25 × 1.028 = 18.761 kg/ year = 0.019 ton/year 
(1 ton CO2 = 1 credit) 
 
Therefore total carbon credits earned in a year = 0.019 units/year = € 0.285 / year. 
(Assuming 1 carbon credit = € 15/ unit) 
 
Table 1. Different parameters (solar intensity, relative humidity, ambient temperature, slurry 
temperature and average precipitation) and their effect with biogas production and methane fraction. 

 
 

Avg. solar 
intensity  
(W/m2) 

   
Observation 

 
2 week 

 
4 week 

 
6 week 

 
8 week 

 
10 week 

 
12 week 

9:00 am 230 248 226.5 215 218 209.5 
1:00 pm 491.5 504 613 511 474.5 557.5 
5:00 pm 121.5 124.5 145 134.5 131.5 166.5 

           
(AVG.)     
(W/m2) 

 
(9:00 am to 
5:00 pm) 

 
281 

 
292.2 

 
328.2 

 
286.8 

 
274.7 

 
311.2 

 
Avg. humidity 

(%) 

9:00 am 67.1 73 76.5 80.2 64.2 64.9 
1:00 pm 52.6 63 69.9 67.3 56.9 60.3 
5:00 pm 61.6 70 79.3 80.3 58.9 67.7 

           
(AVG.)           

(%) 

 
(9:00 am to 
5:00 pm) 

 
60.4 

 
68.7 

 
75.2 

 
75.9 

 
60.0 

 
64.3 

 
Avg. Ambient 
temperature        

( °C )    

 
Whole day 
(24 hours) 

 
31 

 
30.5 

 
30.3 

 
30.0 

 
29.5 

 
29 

 
Avg. Slurry 
temperature         

( °C ) 

 
(9:00 am to 
5:00 pm) 

 
32.4 

 
32.5 

 
35.1 

 
36.5 

 
35.7 

 
35.1 

 
Volume of biogas 

(m3) 

 
Whole day 
(24 hours) 

 
0.033 

 
0.133 

 
0.102 

 
0.040 

 
0.054 

 
0.016 

Methane 
fraction(min.)  

(%) 

Whole day       
(24 hours) 

 
5 

 
35 

 
40 

 
40 

 
40 

 
30 

Methane 
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Figure 3. The weekly variation of solar intensity, ambient temperature and slurry temperature 
 

 

Figure 4. Rate of biogas production and methane fraction shown on weekly basis 
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5. Conclusions and recommendations 

In this experiment it has been observed that the biogas plant is successful during the monsoon 
season because here the temperature varies between 26 to 39°C. Aluminium made biogas 
plant is other alternative which we can use for biogas production because it is more durable, 
less prone to corrosion, light in weight and more heat absorbing capacity comparative to iron 
made biogas plant, so it maintains sufficient temperature inside the digester which increases 
the rate of production of biogas. These are also economically feasible for developing country 
specially for India. We can also increase the slurry temperature inside the digester if we coat a 
black paint on the surface of aluminium made biogas chamber. Because it will increase the 
absorbtion capacity of sunlight on its surface. In next experiment we will also analyse the rate 
of production of biogas and its methane fraction under greenhouse chamber.    
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Abstract: In this study, experiments were conducted to investigate the production of biogas from vegetable 
wastes by using anaerobic digestion process. The complete-mix, pilot-scale digester with working volume of 70 l 
was used. The experimental protocol was defined to examine the effect of the change in the organic loading rate 
on the efficiency of the production of biogas and to report on its steady-state performance. The digester was 
operated at different organic feeding rates of 1.4, 2 and 2.75 kg VS/ (m3.d). The biogas produced had methane 
composition of 49.7- 64% and biogas production rates of 0.12-0.4 m3 biogas/(kg VS input). The reactor showed 
stable performance with highest methane and yield (0.25 m3CH4/kg VS) with VS reduction of around 88% 
during loading rate of 1.4 kg VS/(m3.d). As the organic loading rate was increased, the VS degradation and 
biogas yield decreased. Based on data from this study, OLR of 1.4 kg VS/(m3.d) is suggested as design criteria 
with methane  production rate of 0.25 m3CH4/kg VS input and successful implementation of anaerobic digestion 
as the method of waste treatment leads to the regional utilization of renewable energy resources, energy 
requirements and costs. 
  
Keywords: Anaerobic Digestion, Biogas, Methane, Vegetable Wastes 

1. Introduction 

Municipal solid waste (MSW), when landfilled, causes several environmental problems such 
as the biogas production, volatile organic compounds emission, leachate, public health hazard 
and plants toxicity [1]. In light of rapidly rising costs associated with energy supply and waste 
disposal and increasing public concerns with environmental quality degradation, conversion 
of food wastes to energy is becoming a more economically viable practice. Anaerobic 
digestion has become an established and proven technology as a means of managing solid 
organic waste [2]. Besides generating biogas for energy use, the process also destroys 
pathogens and produces stabilized material to be used as fertilizer in land applications. 
Anaerobic digestion may lead to environmental benefits with regard to waste treatment, 
pollution reduction, energy production and improvements in agricultural practices [3]. The 
amount of MSW generated in Iran is around 60000 ton/day and contains more than 70% of 
organic wastes. The easy biodegradable organic matter content of vegetables waste with high 
moisture facilitates their biological treatment and shows the trend of these wastes for 
anaerobic digestion [4]. Many factors affect the performance of anaerobic digestion processes. 
Some of them are related to feedstock characteristics, reactor design and operational 
conditions [5]. The organic loading rate (OLR) is an important parameter because it indicates 
the amount of volatile solids to be fed into the digester each day [6]. Volatile solids represent 
that portion of the organic-material solids that can be digested, while the remainder of the 
solids is fixed. The ‘fixed’ solids and a portion of the volatile solids are non-biodegradable. 
The actual loading rate depends on the types of wastes fed into the digester [6], because the 
types of waste determine the level of biochemical activity that will occur in the digester. The 
aims of this study were to investigate the influence of OLR on performance and treatment 
efficiency (based on volatile solids removal) of vegetable wastes digestion.  
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2. Materials and methods 

2.1. Experimental setup 
The digester experiments were carried out in a semi-continuously pilot-scale with a total 
volume of 70 L. Fig.1 illustrates the experimental set-up. The reactor was fitted with a top 
plate, which supported the mixer, mixer motor, gas sampler. Sampling valves were located at 
positions corresponding to the top, middle and bottom layer of digester contents. The reactor 
had one outlet at the bottom for effluent removal. The contents of the reactor were mixed as 
controlled by a timer, which was activated for 15min every 45 minutes. Reactor temperature 
was maintained at 34 ºC. 
 

 
Fig. 1. The experimental set-up  
  
2.2. Wastes sources and characteristics 
The vegetable wastes used in this study were collected from the group market of Iran. The 
vegetable wastes consisted of potatoes, lettuce, tomatoes, eggplant, cucumber, and carrot to 
give 8-9% TS with VS content of 95-97%. The COD/N ratio of vegetables waste is balanced, 
being around 30 and therefore, no nitrogen was added to the reactor. In fact the optimum C:N 
ratio for microbial activity involved in bioconversion of vegetable biomasses to methane is 
25-30 [7]. The anaerobically sludge from Ekbatan wastewater treatment plant was added as 
seed.     
 
2.3. Anaerobic digester operation 
Experiments were operated in semi-continuous mode with daily feeding. Dry semi-continuous 
anaerobic digestion of vegetable waste was investigated in mesophilic condition with three 
different organic loading rates (OLR) of 1.4, 2 and 2.75 kg VS/(m3.d) for constant retention 
time of 25 days. Retention time of 25 days was maintained by feeding 2.4 l of substrate and 
removing 2.4 l of effluent daily. Table 1 shows the characteristics of each feeding rate.  
 
Table 1: Characteristics of each feeding rate 
 Organic 

loading rate  
(kg VS/m3.d) 

%TS 
 

%VS Wet waste  
(kg/d) 

Inlet COD  
(mg/l) 

Loading rate 1 1.4 8.9 95 1 2150 
Loading rate 2 2 8.7 95 1.5 3300 
Loading rate 3 2.75 8.6 96 2 4100 
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2.4. Analytical methods 
The biogas produced was measured daily by water displacement method and its composition 
was measured by gas chromatograph. Total solids (TS), volatile solids (VS), pH, alkalinity 
were determined according to the APHA Standard Methods [8]. Total nitrogen (TN) was 
estimated by the Kjeldahl method [9]. 
 

3. Results and discussion 

3.1. Biogas and methane production 
One of the main objectives of this research was to determine the performance of the anaerobic 
digestion process when operated at different loading rates. For this reason, it was highly 
important to evaluate process performance in term of biogas composition and production to 
various loading rates. Production of biogas during anaerobic process at different organic 
loading rates is shown in Fig. 2. The daily biogas production obtained during run 2 and 3 
were approximately 27.6 l/d and 21.3 l/d respectively whereas the daily biogas production in 
run 1 was found approximately 33.3 l/d. Further increase of the organic loading rate as 
1.4kgVS/(m3.d) results in decreased biogas production rates. 
 

 
Fig. 2. The amount of biogas production for various loading rates  
 
The reactor showed stable performance with highest methane (64%) during loading rate of 
1.4kgVS/(m3.d). Fig.3 illustrates the biogas composition. Methane concentration in biogas 
was observed around 60% in run 2 whereas it was found less than 49.7% in run 3. The 
measurement of the quantity and composition of the biogas produced in terms of methane and 
carbon dioxide content is of fundamental importance to evaluate the performance of the 
process. The increase of carbon dioxide in biogas means that the acidifying microorganisms 
are prevailing on the methanogens which may lead to volatile fatty acids accumulation.  
 
3.2. Leachate characteristics 
The stability of the reactor performance was investigated through leachate characteristics 
analysis besides biogas production and composition. In the anaerobic digestion process, 
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methanogenic bacteria are more sensitive to environmental conditions than hydrolytic and 
acidogenic bacteria. 
 

 
Fig. 3. Biogas composition for various loading rates 
 
Among the environmental conditions, the pH is the most sensitive parameters. For example, 
the pH of digester liquid effluent indicates the stability of the system and its variation also 
depends on the buffering capacity of the system [10]. The pH of effluent leachate from the 
continuous digester remained steady state to the range of 7.75 - 8.0 during the loading rate of 
1.4 kg VS/m3.d. This shows that the system was well buffered. When the loading rate was 
increased to 2 kg VS/(m3.d), the pH value dropped from 7.75 and reached to lower value of 
7.3 but it was still above 7 which were in the methanogenic range. The methane content in the 
biogas also dropped and the system showed signs of overloading. As the pH was in the 
methanogenic range, the methane content in the biogas was above 60%. Fig.4 illustrates that 
the pH in loading rate of 2.75 kg VS/m3.d was dropped from 7.3 to 6.8. Since the pH is 
controlled by the volatile organic acids concentration, the alkalinity showed similar trends. 
This was resolved by immediately stopping the feeding and adding alkaline solution. But the 
condition could not be recovered during run 3. 
 

 
Fig. 4. Values of pH and alkalinity for various loading rates  
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In loading rate of 1.4 kg VS/(m3.d), the COD concentration was decreased significantly after 
the completion of the retention  time. While in run 2 and 3 higher concentrations of COD 
were observed. This can be explained that there was higher hydrolysis but less 
methanogenesis activities. In general hydrolytic bacteria are more robust to environmental 
condition.  
 

3.3. Process efficiency 
For the purpose of evaluating the effect of loading rate on the process efficiency, VS 
reduction and biogas yield were both taken into account as the indicators to assess the reactor 
performance and efficiency of each loading rate. VS degradation value of 88 % was achieved 
while operating loading rate 1.4 kg VS/(m3.d). This VS reduction is higher compared with the 
result of 77.1% reported by Castillo [11]. By increasing the loading rate in run 2 and 3, VS 
removals were decreased to 80 % and 76 % respectively as illustrated in Fig. 5. The COD 
degradation was also decreased while organic loadings were increased. In run 1, the reactor 
stabilized and the COD was reduced to 65%, which corresponds to high efficiency of COD 
removal.  
 

 
Fig. 5. VS and COD degradation for various organic loading rates 
 
For further illustration, biogas and methane yield for various loading rates are presented in 
Fig.6. The highest biogas and methane yield observed was 0.4 m3biogas/kg VS and 
0.25m3CH4/kg VS in run 1 (1.4 kg VS/m3.d). As the loading rate was increased, a gradual 
decrease in the biogas production (0.22 and 0.12 m3biogas/kg VS in run 2 and 3 respectively) 
were observed. The overloading was marked by the fall in pH and gas yield and increase of 
carbon dioxide content in the biogas. In this study, the best results were obtained with an 
organic loading rate of 1.4 kg VS/(m3.d). The biogas and methane yield of 0.4m3biogas/kg VS 
obtained in this optimum loading rate was found to be satisfactorily successful when 
compared to literature data which were obtained using fruit and vegetable wastes (Table 2). It 
should be cautioned here that the optimum loading rate of 1.4 kg VS/(m3 .d) observed here is 
not universal as the optimal rate depends upon the reactor configuration and other operating 
conditions. 
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Fig. 6. Biogas and methane yield for various organic loading rates 
 
Table 2. Performance data of different anaerobic process 

Substrate Organic 
loading rates 
(kg VS/m3.d) 

Biogas yield 
(m3/kg VS) 

Methane  
(%) 

Degradation 
(% of VS) 

References 

Vegetable 
wastes 

 

1.4 0.4 64 88 Current study 

Organic 
fraction of 
municipal  

solid wastes 
 

0.8 0.26 60 61 [12] 

Municipal 
solid wastes 

 

2.5 0.38 61 70 [13] 

Fruit and 
vegetable 

wastes 
 

0.3-1.3 0.3 54-56 67 [14] 

Fruit and 
vegetable 

wastes 

1.6 0.47 65 88 [15] 

 
4. Conclusion 

Anaerobic digestion is promising process for reducing the amounts of biodegradable waste in 
MSW stream and is also an energy producer from renewable resources. Considering the 
characteristics of the high-moisture solid waste, anaerobic digestion represents a feasible and 
effective method to convert the waste to biogas fuel. The reactor showed stable performance 
with highest methane (64%) with VS reduction of around 88% during loading rate of 1.4 kg 
VS/(m3.d). Based on data from this study, OLR of 1.4 kg VS/(m3.d) is suggested as design 
criteria with methane production rate of 0.25 m3CH4/kg VS input. Successful implementation 
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of anaerobic digestion as the method of waste treatment leads to the regional utilization of 
renewable energy resources, as well as the disposal of high moistening content of MSW. 
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Abstract: Brazil is one of the major alcohol and sugar producers in the world. The plants of alcohol and sugar 
cane have as waste the vinasse, which is used as organic fertilizer in the cane plantations and it cause 
contamination of the soil and water. The anaerobic digestion treatment can be used to reduce the pollution with 
vinasse, and at the same time increase the production of biogas. In this study, is proposed to find the potential of 
biogas production from anaerobic digestion of vinasse in Brazil and the availability of its use in urban buses as 
gas fuel. Biogas can be important to reduce the dependence of diesel, a non renewable fuel, in Brazil. Theoretical 
data of vinasse and biogas production, 14,6 m3 of biogas per 1 m3 of vinasse, were used to estimate the biogas 
potential. Using an estimated consumption of biogas in buses, 295,5 m3 per bus with 400 km of autonomy per 
day, the total of buses supplied with biogas was estimated. The potential of biogas production estimated in Brazil 
by vinasse (2008/2009) is 4016892452 m3.crop-1 or approximately 20 million per day, which could replace 
64,7% of the urban buses fleet in Brazil. A big plant of alcohol production has autonomy to supply 1018 buses 
per day. It has been assumed in this study the plant will produce biogas only during 200 days per year, in the 
others 165 days the buses could running with compressed natural gas (CNG) or the digesters can be fed on of 
bagasse’s sugar cane as wet feedstock. 

 
Keywords: Bioenergy, fuel, vinasse, waste 

1. Introduction 

Biomass is an important renewable source of energy in the world and its increasing has been 
useful to replace the fossil fuels. There are some kinds of agricultural feedstocks those can be 
converted in biofuels, as alcohol, biodiesel and others. The wastes of the process in food 
industries could be utilized for anaerobic digestion for biogas and biofertilizer production. 
The biofuels are expected to be one of the most important in the near future, because they will 
contribute to the decreasing of the global warming in the world. 
 
The commercial sugar cane produced in Brazil is destined for alcohol and sugar production. 
The alcohol is utilized for domestic supply and exportation; it is available in Brazil since year 
1973 as fuel in vehicles, mixed in the gasoline and in the bi-fuels vehicles. The alcohol is one 
renewable fuel and its combustion produces less pollution than fossil fuel. The wastes 
produced in the processing of alcohol and sugar is the bagasse and the vinasse. 
 
The sugar cane industrialized in Brazil, increased 47% in five years, reaching 569063 million 
of tonnes in 2008/09 crop, where the central south of Brazil is responsible for 89% of the 
production. [1]. An increasing of the exportation of sugar and the high consumption of 
alcohol in Brazil have been the mainly factors of expansion the sugar cane production and its 
processing. 
 
Sugar cane after the harvest gets to the mill and the juice is extracted and leavened, then the 
results are the alcohol and a raw material called vinasse, which is produced at high 
temperature and has a high chemical oxygen demand (COD), organic matter and high 
polluting power. In Brazil the plants of alcohol use the vinasse as a fertilizer directly applied 
in the soil, because it is rich in potassium. On the other hand, there is a limit of application by 
the environmental agencies [2,3]. The major problem of the vinasse application is the 
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possibility of its flowage to rivers and lakes, specially during rainy days. Moreover there is 
the risk of contamination the superficial water, which is response to the supply of water in 
some cities and rural community. In some regions of Brazil the locals environmental agencies 
has not powerful and the owners of sugar and alcohol plants does not respect the law. 
 
Vinasse before disposed in the soil, should be treated in anaerobic reactors as a thermophilic 
UASB [2]. This kind of treatment will produce the biofertilizer and biogas. The table 1 shows 
the physical chemical parameters of the São Martinho Industry of Sugar and Alcohol before 
and after the biodigestion [4,5]. 
 
Table 1. Physical and chemical parameters – São Martinho Industry of Sugar and Alcohol. 

Parameter Vinasse before the digestion Vinasse after the digestion 

pH 4,0 4,9 
Chemical oxygen demand, 

COD (mg.L-1) 
29.000 9.000 

Nitrogen total, N (mg.L-1) 550 600 
Phosphor, P2O5 (mg.L-1) 17 32 

Sulfate, SO2 (mg.L-1) 450 32 
Potassium, K2O (mg.L-1) 1.400 1.400 

 
According to table 1, the anaerobic digestion of the vinasse will reduce the organic charge, 
but the power as fertilizer will remain the same. On the other hand the plant of sugar and 
alcohol will produce biogas. 
 
According to [3] biogas is composed of methane (40-75%), dioxide of carbon (25-40%) and 
other compounds. The biogas can be used as biofuel in engines of internal combustion. In this 
study is proposed estimate the supply of urban buses with biogas produced in the big plants of 
sugar and alcohol in Brazil. 
 
2. Methodology 

The production of biogas of vinasse and the bus supply capacity were estimated using data 
from literature. The most of plants of cane processing are placed in central south region of 
Brazil, where the cities of São Paulo, Rio de Janeiro, Belo Horizonte, Brasília, Goiania, 
Curitiba and Porto Alegre are situated. The biggest plant of sugar and alcohol in Brazil is São 
Martinho, which process about 40.000 ton.day-1 of sugar cane, during approximately 200 days 
per year [1] and is close to São Paulo. 
 
According to [4,6], the production of 1 liter of alcohol discharges 10 liters of vinasse and with 
the digestion of 1 m3 of vinasse approximately 14,6 m3 of biogas are produced. These values 
were used to estimate the production of biogas and vinasse in the plants of sugar cane studied 
and the total estimation of biogas production in Brazil.By using data of alcohol production in 
Brazil and in the plants of production obtained of UNICA [1], was possible estimate the 
production of vinasse and biogas. 
 
According to literature [7,8,9] the biogas (55% methane) has an energy value of 20,8 MJ.m-3 
and the diesel has 36,4 MJ.L-1. In the composition of biogas, there are approximately 55% of 
methane (CH4), which has a specific mass of 0,714 kg.m-3, then 1 m3 of biogas is equivalent 
0,393 kg of methane [8]. The currently specific consumption of diesel in one bus is 0,40 
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L.km-1 [10,11]. Once upon time the bus autonomy assumed is 400 km per day, the diesel daily 
consumption of one bus is 160 liters, which has an equivalent energy of 5824 MJ. 
 
Volvo’s bus has an autonomy of 400 km running with compressed natural gas cylinders (200 
bar) of 1055 m3 and weigh 136,20 kg [10]. If compressed natural gas has an energy value of 
47,5 MJ.kg-1 [9], then a volvo’s bus consumes a daily energy equivalent of 6469,5 MJ. 
Analysing the data above, was estimated a daily medium biogas consumption of 
approximately 6147 MJ per bus or 295,5 m3 of biogas per bus. These data were utilized in the 
estimation of the number of bus supplied with biogas. 
 
The data of the bus fleet in Brazil were obtained from CNT and ANTT [12,13], and the 
estimation of carbon emission by bus was made using the index 74.100 kg CO2.TJ-1 of diesel 
found in the guidelines of IPCC [14], this index is 2,61 kg CO2.L-1 or 0,71 kg C.L-1 of diesel, 
and was useful to estimate the decreasing of carbon emission with the replacement of diesel 
for biogas. 
 
3. Results 

Table 2 below shows the production of alcohol in Brazil and the estimated production of 
vinasse. The alcohol production were obtained from UNICA [1]. The amount of vinasse 
disposal in the environment in 2008/09 crop was 275 million of m3, certainly it caused a high 
environmental impact in Brazil polluting the water and soil. The production of vinasse 
increases a rate of 12,7% per year since 2000/01 to 2008/09 crop. Brazil has between 12 and 
20% of the potable water in the world and the increasing of the sugar cane industries could be 
a threat because of the directly disposal of the vinasse on the soil. If the vinasse would have 
been treated in anaerobic reactor the impact would be less. 
 
Table 2. Production of alcohol and estimated vinasse production  in Brazil . 

Crop Alcohol 
production in 
Central South 

(m3) 

Alcohol 
production in 

North Northeast 
(m3) 

Total alcohol 
production in 
Brazil (m3) 

Total Vinasse 
estimated in 

Brazil  
(m3) 

00/01 9064364 1528671 10593035 105930350 
01/02 10176290 1359744 11536034 115360340 
02/03 11152084 1471141 12623225 126232250 
03/04 13068637 1740068 14808705 148087050 
04/05 13591355 1825313 15416668 154166680 
05/06 14352542 1594452 15946994 159469940 
06/07 16006345 1712864 17719209 177192090 
07/08 20333466 2193358 22526824 225268242 
08/09 25101963 2410999 27512962 275129620 

 
With the vinasse disposed in 2008/09 crop could produce 4016892452 m3 or 20 million m3 
per day of biogas, enough to supply 67968 buses, or better, 64,7% of the Brazilian fleet of 
urban bus, which have been estimated on 105000 buses in 2008 [12]. 
 
The biogas that could be produced in Brazil, only with vinasse (4 billion m3, 2008/09), 
correspond to 40% of the biogas produced in Europe, 10 billion m3, in 2005, which is derived 
essencialy from landfills (64%), degradation of urbans and industrial waste (18,8%), and 
agriculture and energy crops (17,2%) [15]. According a study aimed in Brazil [3], the 
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potential of biogas from vinasse estimated was 2,74 billion m3 (2003/04). Both studies show 
that Brazil has an enormous potential of biogas production by vinasse. 
 
Table 3 presents some plants of sugar and alcohol localized in the central south region and the 
respective capacity of biogas and biomethane production.  
 
Table 3. Production of alcohol and estimated vinasse in central south region of Brazil(2008/2009) . 

Industry of 
alcohol 

Alcohol 
m3/crop 
08/09 

Vinasse 
m3/crop 08/09 

Biogas 
m3/day 

Buses (400 km 
of autonomy 

per day) 
São Martinho 411991 4119910 300753 1018 

Equivap 347298 3472980 253528 858 
Da Barra 315804 3158040 230537 780 

Santa Elisa 246591 2465910 180011 609 
Colombo 200093 2000930 146068 494 

Santa Candida 142436 1424360 103978 352 
Santo Antônio 111615 1116150 81479 276 

 
Figure 1 and table 3 presents the number of buses that could be supplied for the industries of 
alcohol above. The biggest industry (São Martinho) could supply 1018 buses per day, which 
represents 2,7 % of replacement the diesel fleet running in the city of São Paulo. 
 
A big plant milling of 40.000 ton.day-1 could supply 1018 buses and a smaller plant milling 
12.500 ton.day-1 276 buses. In São Paulo state there are 145 plants with milling between 
40.000 and 4.000 ton.day-1, those would supply all buses of São Paulo city with biogas. The 
advantage is that they are not placed far from São Paulo city. 
 
According to literature [10], in 1996 the bus fleet that could be fuelled with biogas from 
landfills of São Paulo city were estimated in 3005 buses which could supply 8% of the São 
Paulo’s fleet currently. In comparison, three big plants of sugar and alcohol (milling 40.000 
ton.day-1) could produce the same amount of biogas. 
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Fig. 1. Number of buses possibly supplied by industry of alcohol. 
The total replacement of the bus fleet of São Paulo city for biogas could avoid the emission of 
4,3 ton.day-1 of carbon from fossil fuel (diesel) into atmosphere. 
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One limitation in this study is that the plant will produce biogas only during 200 days per 
year, in the others 165 days the buses could running with compressed natural gas (CNG) or 
the digesters can be use the bagasse’s sugar cane as wet feedstock. 
 
Figure 2 presents the bus fleet running in the big cities in Brazil in the year 2007 [13]. 
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Fig. 2. Bus fleet in the mainly cities of central south region from Brazil (2007). 
 
The possibility of replacement the buses to run with biogas could became the big cities in 
Brazil more sustainable, by other hand there are technical and market limitations. The gaseous 
form of biogas at normal temperature and pressure require its compression in cilynders to be 
used and, the cost will increase.  
 
There is a lack in technology innovation to convert the vinasse to biogas in Brazil. Surely , the 
use of diesel is aconomically better than biogas to the owner’s buses and the utilization of 
biogas feasibility depends of financial and policy incentives by the government. 
 
In Brazil there is other forms of feedstocks to biogas production which could be explored 
togheter with vinasse and, the biogas in set with liquid biofuels (alcohol and biodiesel) could 
help the big cities of the country became more sustainable. By other hand the urban transport 
system need to be organized before this. The major of the big cities in Brazil need create 
BRT’s as Curitiba city, an international reference. 
 
The economy of Brazil is growing quickly and there is yet a lack of development in 
technological innovation in diverse sectors of economy, specilly in the development of the 
new forms of renewable energy, wich could help it increase with an economy sustainable. 
 
4. Conclusions 

With the increase rate (12,7% per year) of the vinasse disposal in Brazil,  the better option is 
to promote the anaerobic digestion of the vinasse and produce biofertilizer and biogas. Brazil 
has a great number of buses, running mainly in the central south region cities, that could use 
the biogas as fuel replacing the diesel. 
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The biogas that could be produced with digestion of vinasse in Brazil had been estimated in 
20 million m3 per day, enough to supply 67968 buses, or better, 64,7% the Brazilian fleet. The 
use of the biogas to supply this fleet could reduce the emission of carbon from fossil fuel 
diesel in 21 ton.day-1. 
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Abstract: The aim of this study was to evaluate potential of vinasse as an alternative source of electricity 
generation through the burning of biogas produced by anaerobic digestion process.  The stillage residue is a 
process of producing ethanol, used as fertilizer on farming’s, but with environmental problems of its application. 
This study was conducted on the basis of theoretical data to calculate the potential for methane generate and 
energy.  Our purpose is to use an up flow anaerobic-UASB to accomplish the digestion of stillage and engines to 
burn the gas and electric power generation. The paper presents a case study of a distillery with a production of 
580 m3 day-1 ethanol.  In Brazil in the harvest 2009/10 would have produced the stillage potential to produce 
1.81 billion m3 of methane and 4.070 GWh of energy. Whereas the case study of sugarcane in the interior of 
Parana, are produced 5,800 m3 day-1 stillage, with the potential to generate 2.75 MWh of electricity month-1, 
which results in a income of US$ 218,586,32 a month.  The use of vinasse as a source of energy has great 
potential energy for Brazil. 
 
Keywords: Cane Sugar, Anaerobic Digestion, UASB, Renewable Energy. 

1. Introduction 

Sugar cane is as one of the most promising crops of the country to generate energy through 
biomass.  To produce 1 m3 of alcohol are needed 13 tons of cane sugar, which should 
generate 10 m3 of slop, this figure varies from 10 to 15 m3. Due to nutrient content, stillage is 
used of fertigation, as far as not even there an alternative more practical and economical use 
of this waste, and in this case, there is an effective cost reduction with fertilization [1]. 
 
Despite the significant amount of fertilizer, this residue has a huge potential for generating 
energy by converting organic matter into methane, while minimizing any risk of accidents 
during handling of this waste, facilitating its application in agriculture due to increased pH 
neutralization of the effluent [1], [2]. 
 
The use of vinasse as fertilizer causes concern because of their high degree of impact when 
distributed in the environment, while there are technological mastery of the chain of sugar 
cane, today there is real need for studies to would define the best rate application in the 
extrinsic characteristics of soil and vinasse [2]. 
 
Due to the chemical oxygen demand (COD) is the a wastewater stillage with high pollution 
potential. The reason for this striking power is due to the high content of colloidal organic 
matter, which leads to oxidation of virtually all the available oxygen in the water. The use of 
stillage for biogas production is an alternative that may become viable economically and 
environmentally by three points: treatment of the waste, producing biogas for electricity 
generation and still has treated fertilizer of application in farming’s [2]. 
 
With the increase of ethanol production in recent years, there was increased production of 
vinasse, increasing the environmental risks of its application in nature.  Seeking an alternative 
for the treatment of stillage and also produce renewable energy, the objective this study was 
to evaluate the potential use of vinasse as an alternative biomass in the Brazilian energy as a 
source of generating electricity by burning biogas generated by anaerobic digestion process. 
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2. Methodology 

This paper is an exploratory literature research and a case study, based on published data in 
literature. The sources consulted for the preparation of this work were government agencies 
and the productive sector of sugar cane from Brazil, using historical data from the past 20 
years, compared to growth of the ethanol market in Brazil during this period. 
 
Data regarding the production of sugar cane and ethanol were obtained from the Union of 
Industries of Cane Sugar (UNICA) [3], the representative organization of the sugar and 
ethanol from Brazil. The paper presents the process of biogas production in an up flow 
anaerobic reactor (UASB reactor), demonstrating feasibility aspects of the project. 
 
The feasibility of anaerobic treatment of vinasse in Brazil was confirmed with the use of 
UASB reactors (reactors and up flow anaerobic sludge blanket) under conditions mesophilic 
and thermophilic and reactor fluidized, both with suspended biomass [2]. The UASB reactor 
enables the movement of stillage through a region with high concentration of 
microorganisms. This reactor allows the separation of solid phases, liquid and gas, with the 
gas being driven to the top and solids and liquids directed. 
 
Following suggestion from Rego and Hernandez [1], the biogas collected should be sent to a 
pressurized gas tank in which pressure is maintained at 1.15 bar for a diaphragm. For safety 
and to prevent leaks, any possible unused of gas will be automatically sent to burn. The 
treated effluent will be sent through channels to ponds or storage tanks for later be used as 
liquid biofertilizer. 
 
Table 3 shows the parameters used in the work to convert the theoretical potential for electric 
energy production of vinasse into electrical energy by burning biogas produced by its 
anaerobic digestion in UASB. 
 
Table 1. Parameters used for the elaboration of the potential for energy production  

Parameter Indicator Unit Reference 

Vinasse production 10 m3 m-3 of ethanol [3] 

Ethanol production 90 L t-1 cane [3] 

COD typical of vinasse 20 kg m-3 [4] 

Concentration methane in biogas 60 % Methane [5] 

Typical production of methane 0.35 Nm3 kg-1CODremoved [6] 

Net calorific value of methane 35.558 kJ Nm-3 [7] 

Overall efficiency of motor-
generator 

26 % to IBW [8] 

Energy 9.88 kWh m-3 methane 
Calculated from the 
PCI methane 

Amount received from sale of 
energy 

79.41 US$ MWh-1 [9] 

Dollar exchange rate (US$ 1.00) 1.70 R$ Commodities- BMF 

Nm3=normal m3 
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For the calculations were accounted directly the amount of methane produced, discounting the 
other gases present in the biogas, using the theoretical stoichiometric value of 0.35 m3 CH4 
kgDQO-1removed [6]. 
 
Contributing to the analysis, presents a case study from a plant producing 580 m3 day-1 of 
ethanol, located within the State of Parana. With data from ethanol production proceeded to 
the calculations of potential generation vinasse quantity and biogas produced, and how much 
electricity could be generated using internal combustion engines to gas burning. The 
production of vinasse this plant is 5,800 m3 day-1, since for each m3 of ethanol is produced 
approximately 10 m3 of vinasse. 
 
The selling price of electricity was calculated based on power purchase auctions conducted by 
ANEEL (National Electric Energy Agency), federal government agency that regulates power 
sector. The available data were processed in a spreadsheet, for construction generation of 
graphs and figures of the potential production described [9]. 
 
3. Results 

Brazil is the world's largest producer of sugar cane, Brazilian mills in the harvest 2009/10 
sued 604.514 million tons (Figure 1), with estimates for the harvest 2010/11 season to process 
651.514 million tones [3]. 
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* Projection for the harvest 2010/11 
Fig. 1. Sugar cane processed by mills in Brazil for sugar and ethanol. 
 
Recent years have seen average growth of 14.6% per annum on the amount of sugar cane 
processed in Brazil, from 229.22 million tons in the harvest 1991/92 to 604.51 million tons in 
2009/10, with growth forecast to 1 billion tons by 2015, up almost 50% over the 2009/10 
crop, increasing production of ethanol and sugar and generating more effluent. 
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Fig. 2. Comparative history of Brazilian ethanol anhydrous, hydrated and total production 
 
Looking at Figure 2, it appears that, in the harvest 2009/10 ethanol production was 25.8 
million m3, being 70.7% (18.2 million m3) with ethanol and 29.3% (7.6 m3) of anhydrous 
ethanol.  Recent years was seen huge increase in ethanol production, mainly hydrated for use 
as fuel in car engines that run on ethanol or flex fuel. Also according to the data the average 
productivity of ethanol was 90 L t-1 of sugar cane, a little above the average that is 85 L t-1 [3]. 
 
In Figure 3, can be observed the potential production historic of vinasse in Brazil from the 
production of ethanol, whereas to produce one liter of ethanol are produced on average 10 
liters of vinasse. 
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Fig. 3. History of the Brazilian production of vinasse. 
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According to literature data, it was found that for every liter of ethanol production, results in 
an average of 10 liters of vinasse. The potential for production of vinasse in Brazil in the 
harvest 2009/10 was 257.63 million of m3 (Figure 3), for the harvest 2010/11 the forecast is a 
production of 284.17 million m3, an increase of 26 million m3 compared the previous harvest. 
 
Figure 4 presents the potential for methane production from vinasse in Brazil, considering that 
the whole stillage was treated by anaerobic digestion in UASB reactor type. 
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* Projection for the harvest 2010/11 
Fig. 4. History of the potential production of methane from the digestion of vinasse 
 
The potential for methane production in the harvest 2009/10 would be 1.81 billion m3 (Figure 
4) for 2010/11 forecast of 1.98 billion m3, considering that the whole stillage produced by 
plants was transforming into methane gas, which could be burned in engines to generate 
mechanical energy or thermal energy, and transformed into electrical energy. 
 
Figure 5 shows the historical potential of generating electricity from the burning of biogas 
from the digestion of vinasse in UASB reactors, using internal combustion engines. 
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* Projection for the harvest 2010/11 
Fig. 5. History of the potential for electric energy production by vinasse. 
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The historical potential for generating electric power from the stillage (Figure 5), if it was all 
treated in digesters and the biogas gotten burned for power generation. If added all the 
production of the last 20 years, we would have a potential to generate 50,700 GWh of 
electricity. 
 
For a production of 605 million tons of processed cane sugar in Brazil in the harvest 2009/10, 
using the anaerobic digestion process, we obtain a potential to produce approximately 1.4 
billion m3 of methane, would amount to 4.075 thousand GWh of electricity, equivalent to 
about 5% of the generation of the Itaipu plant, the world's largest hydroelectric dam, which 
generated during the year 2009 produced 91 thousand GWh, almost 20% of Brazilian 
electricity , which totaled to 466.16 thousand GWh in 2009. 
 
3.1   Commercialization of energy produced 

In the 2009/10 cane crop, the potential value  received by throughout the production of 
energy, sold at a price of US$ 79.41 MWh (MWh price paid by system auctions conducted by 
ANEEL), generating revenues of US$ 323.6 million for the plants, by the production of 4.075 
GWh of electrical energy. 
 
3.2   Case study 

The following table (Table 2) presents a case study of a sugar and ethanol located in the State 
of Parana, Brazil. The facility has an area of approximately 6,000 ha of planted area, between 
owned and leased areas and a producing 580 m3 of alcohol/day. 
 
 Outcome of case study of an ethanol plant 
Parameter Indicator Unit 

Vinasse production 5,800 m³ day-1 (241.67 Nm³ h-1)  
Methane gas production 40,600 Nm³ d-1 (1691.6 Nm³ h-1)  
Power generation 91,752.28 kWh day-1 (91.75 MWh day-1)  
Produced energy monthly 2,752.57 MWh month-1  
Monthly price from the sale of energy 218,586.32 US$ month-1  
 
The plant produces 5,800 m3 daily stillage, which is used in fertigation of planting areas of the 
plant. Itself this stillage was used to produce methane gas ode through the process of 
anaerobic digestion in UASB reactor, would have a potential to generate 91.75 MWh day-1, or 
2.75 thousand MWh month-1. If this energy was marketed at prices current (US$ 79.41 MWh) 
would generate revenues of US$ 218,586.32 month for the plant, beyond diversify their 
revenues. 
 
4. Discussion and Conclusions 

For this study, was used a potential of producing 10 liters of vinasse per liter of ethanol, the 
literature speak that to each liter of ethanol are produced 10 to 15 liters of vinasse [11], other 
authors argue that in producing 1 liter of ethanol produces a quantity minim than 10 liters of 
vinasse [12]. 
 
With respect to COD from stillage, the literature says that every m3 of ethanol generates 200 
to 500 kg of COD, in study was considered a minimum quantity of 200 kgCOD m-3 ethanol. 
From the amount of COD was estimated production potential of methane [13], [2]. 
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The calorific value of biogas is variable and is in the range from 22.500 to 25.000 kJ m-3, 
admitting the methane with about 35,580 kJ m-3. This means a recovery from 6.25 to 10 kWh 
m-3 [14]. Due to the high concentration of methane in the biogas and consequently your 
potentially flammable, the main applications are in generating heat, cold and power [11]. 
 
Studies show that for the harvest 2004/05, the potential for producing electricity using the 
biogas produced by digestion of vinasse in motor-generators, internal combustion was 9.292 
TJ year-1 (2.6 TWh year-1), representing 0.75% of national consumption of electricity in the 
year 2003 [5], data similar to those found in this work, where for the harvest 04/05 identified 
a potential to generate 2,43 GWh. 
 
Lamo has built a prototype plant for the demonstration, consisting of a production unit 
(reactor of 120 m³), purification, compression and use of biogas. This plant produced gas fuel 
at levels up to 0.35 m³CH4 kgCOD-1removed [15], agreeing with data of Cabello [16], that 
working with Ralf (fluidized bed reactor) also reached this relation. 
 
Granato and Silva [2] performed a case study in a distillery with capacity to produce 600 m3 
day-1 of ethanol, as a result of digestion of stillage generated, they obtained a production of 
75,600 Nm³biogas day-1. Considering a gas turbine efficiency of 35%, production would be 
6,540 kWh of electrical energy alternative. 
 
The stillage represents an important potential for renewable energy generation in Brazil, being 
a residue of ethanol production, which can generate energy and still be used as an important 
source of fertilizer for crops, in addition, your treatment will reduce environmental risks their 
application in nature. 
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Abstract: Brazil has great potential for biomass production. There are several processes to convert biomass into 
energy, among these is the biological conversion of organic carbon into methane. This work aimed to estimate 
the production of biogas in a poultry slaughterhouse in Matelandia state of Paraná, Brazil, by the IPCC 
methodology. The poultry slaughterhouse slaughter 140,000 poultries a day and generates a wastewater FLOW 
OF 3,360 m3.d-1. Electricity consumption by the industry plant is about 3,600 MWh.month-1. The treatment 
system used in industry is the physical and biological process, and the pre-treatment consists of a static sieve and 
a flotation equipment, followed by stabilization ponds. Two anaerobic ponds were covered with a geomembrane 
of High Density Polyethylene and was installed a gas meter to measure the flow rate of biogas production. The 
biogas generation potential estimated can reduce 3.89% of the electricity consumed.  

Keywords: Bioenergy, Anaerobic digestion, Wastewater, IPCC. 

1. Introduction 

In the past decades, the consumption of meat chicken in many countries has been on the 
increase. As a result of the growing poultry industry, poultry slaughterhouses are producing 
increasing amounts of by-products and wastes1. 

 
The production and export of chicken meat perform an important role in the Brazilian 
economy. According to the ABEF - Brazilian Association of Chicken Producers and 
Exporters, in 2009, Brazil was among the international reach first place in the export sector 
and third in world production of chicken meat, behind the United States and China. The 
southern region of Brazil has an important role in the achievement of these data, because it 
focuses on the major poultry production and consequently the processing industries of 
chicken meat, accounting for approximately 75% of national production. The State of Paraná 
is the largest producer of chicken meat from Brazil, exporting in the year 2009 a total of 
954,653 5 tonnes of chicken meat2. 
 
The interest in recovering the biogas generated by stations for sewage treatment, urban solid 
waste landfills, residue of sugar cane, by the biodigestion of the vinasse, livestock manure 
anaerobic digestion and poultry slaughterhouse wastewater associated with its energetic use 
and managing these residues, have been discussed in Brazil³. 
 
Anaerobic digestion is a biological process that occurs in the absence of oxygen, where 
organic matter is degraded and transformed in gaseous mixture called biogas. The biogas 
composition is highly variable depending on various aspects like the characteristics of 
biomass and environmental conditions offered. The average composition of biogas has the 
following values: CH4 (50-75%), CO2 (25-50%), N2 (0-10%), H2 (0-1%), H2S (0-3) and O2 
(0-2)4. 
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Wastewater as well as its sludge components can produce CH4 if it degrades anaerobically. 
The extent of CH4 production depends primarily on the quantity of degradable organic 
material in the wastewater, the temperature, and the type of treatment system. With increases 
in temperature, the rate of CH4 production increases. Below 15°C, significant CH4 production 
is unlikely because methanogens are not active and the lagoon will serve principally as a 
sedimentation tank. However, when the temperature rises above 15°C, CH4 production is 
likely to resume5. 
 
This paper objectives to evaluate the potential for methane production in a poultry 
slaughterhouse by the IPCC methodology, and the potential for generating electricity from the 
energy use of the methane produced in anaerobic digestion process. 

2. Methodology 

2.1. Water consumption and wastewater characteristics in poultry slaughterhouses 
The according to the sanitary requirements related to processing and industrialization of meat, 
the demand for water in this activity is high, it can be considered an average consumption of 
25 a 50 L6, 25 L7,8 ou 17 L a 20 L by poultry slaughtered9. 
 
It is recognized that minimising water consumption and contamination has wide reaching 
environmental benefits. Increasing the volume of water used automatically affects the volume 
of waste water which has to be treated at either an on-site or a municipal waste water 
treatment plant. Water makes contact with a carcass or any animal by-product, whether during 
production or cleaning, contaminants such as fats or blood are entrained and these increase the 
burden on the waste water treatment plant. In many cases the water used is hot, so energy will 
have been used to heat it. Also the fats can melt in hot water and then become more difficult 
to separate from the water5.  
 
The references of wastewater characteristics available in the literature described in Table 1, 
have several values due different water consumption by poultry slaughtered, operational 
practices, size of the industry, collecting the effluent at different points, among others. 
 
Table 1: Characteristics of wastewater poultry slaughterhouse 

References COD (mgO2.L-1) BOD (mgO2.L-1) 
AGUILAR, et al., 200510 5,400 2,760 
CHAVEZ, et al., 200511 7,333 5,500 

DORS, 200612 6,720 4,434 
MARQUES, 200713 4,325 3,346 

DE NARDI, et al., 200814 6,880 - 
AMORIM, et al., 200815 3,102 - 

MATSUMURA & MIERZWA, 
200816 9,115 4,593 

 
2.2. Characterization of the case study 
The industrial plant slaughter 140,000 poultry.d-1, generating a flow of wastewater from 3.360 
m³.d-1, resulting in 24 L.poultry slaughtered-1.  
 
The wastewater treatment system use in the industry is compound by categories pre- 
treatment, primary and secondary through the physical and biological processes. Pre-
treatment consists of a static sieve to remove solids, the primary treatment in flotation 
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equipment for the physical process for removal of oils and greases and secondary treatment is 
the arrangement of two biodigesters in parallel, an aerated pond with aeration sub- surface 
endowed with aerators and 6 also air vents and a facultative pond. 
 
The main physical and chemical characteristics of wastewater are COD average Biodigester 
influent: 3,390 ± 1,275 mg L-1 and COD average Biodigester effluent: 1,205 ± 300 mg L-1. 
 
Measurements of water consumption were made by water meters installed at seven points of 
the production process, which resulted in consumption values by sector. 
 
The industry in question has a demand of 3,360 m³.d-1 accounting for water consumption in 
all productive sectors, from receipt of the birds, washing trucks, bleeding, scalding, 
evisceration, cooling room, cuts, water sanitation cleaning equipment and industrial plant, 
boiler until the dispatch of meat. 
 
Electricity consumption from the poultry slaughterhouse is 3,600 MWh.month-1, resulting in 
approximately 1.07 kWh.poultry slaughtered-1. 
 
2.3. Estimate of the methane potential production  
The principal factor in determining the CH4 generation potential of wastewater is the amount 
of degradable organic material in the wastewater. Common parameters used to measure the 
organic component of the wastewater are the Biochemical Oxygen Demand (BOD) and 
Chemical Oxygen Demand (COD). Under the same conditions, wastewater with higher COD, 
or BOD concentrations will generally yield more CH4 than wastewater with lower COD (or 
BOD) concentrations5.  
 
Considering the IPCC Guidelines for National Greenhouse Gas Inventories – Chapter 6: 
Wastewater Treatment and Discharge, was used following the methodology  to account the 
methane production potential in poultry slaughterhouse in Matelandia, Paraná, Brazil. 
 
Emissions are a function of the amount of organic waste generated and an emission factor that 
characterises the extent to which this waste generates CH4. 
 
Three tier methods for CH4 from this category are summarised below: 
 
The Tier 1 method applies default values for the emission factor and activity parameters. This 
method is considered good practice for countries with limited data. 
 
The Tier 2 method follows the same method as Tier 1 but allows for incorporation of a 
country specific emission factor and country specific activity data. For example, a specific 
emission factor for a prominent treatment system based on field measurements could be 
incorporated under this method. The amount of sludge removed for incineration, landfills, and 
agricultural land should be taken into consideration.  
For a country with good data and advanced methodologies, a country specific method could 
be applied as a Tier 3 method. A more advanced country-specific method could be based on 
plant-specific data from large wastewater treatment facilities. 
 
This paper follow the Tier 2 method. 
 
Step 1: Estimate total organically degradable carbon in wastewater (TOW) for industrial 
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sector i. 
 
 TOWi = Pi •Wi • CODi      (1) 
 
Where: 
TOWi = total organically degradable material in wastewater for industry i, kg COD/yr 
i = industrial sector 
Pi = total industrial product for industrial sector i, t/yr  
Wi = wastewater generated, m³/t product 
CODi = chemical oxygen demand (industrial degradable organic component in wastewater) 
kg.COD.m-³ 

 
Step 2: Select the pathway and systems according to country activity data. Use Equation 2 to 
obtain emission factor. For each industrial sector estimate the emission factor using maximum 
methane producing capacity and the average industry-specific methane correction factor. 
 
 EFj = Bo • MCFj       (2) 
 
Where: 
EFj = emission factor for each treatment/discharge pathway or system, kgCH4 /kg.COD 
j = each treatment/discharge pathway or system 
Bo = maximum CH4 producing capacity, kg.CH4/kg.COD 
MCFj = methane correction factor 
 
Good practice is to use country and industry sector specific data that may be available from 
government authorities, industrial organizations, or industrial experts. However, most 
inventory compilers will find detailed industry sector-specific data unavailable or incomplete. 
If no country-specific data are available, it is good practice to use the IPCC COD-default 
factor for Bo (0.25 kg CH4/kg.COD).  
 
2.4. Electricity Generation Potential 
The estimate electricity generation potential by the biogas produced was calculated following 
this equation: 

100*1000*

*** 44

kWh
PMJPCI

P elCHCH
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η
=  

Onde: 
Pel: Electricity generation potential MWh.year-1;  
PCICH4: Methane Calorific value: 50 MJ.kg-1   17; 

kWh
MJ

: Unit conversion factor: 0,2778; 

elη : Electricity Generation System Efficiency:  %. 

 

3. Results 

The methane generation potential is 515,963 kgCH4.year-1, equivalent 1.414 kgCH4.d-1. 
Considering a electric generation efficiency of 30% for the motor, the methane generation can 
produce 1,681 MWh.year-1, or 4.61 MWh.d-1.  
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4. Conclusion 

The biogas produced by the anaerobic digestion process can reduce 3.89%  of the electric 
energy consumption at poultry slaughterhouse.  
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Abstract: Iran is on the verge of elimination of energy subsidies. This means a sudden increase in prices such as 
gas, electricity, etc.... On the other hand, the different means of the different means of energy production is a 
great concern for human being. Amongst all different methods of energy production, renewable energy is paid 
more and more attention due to the least consequences concerning the diverse climate change effects. However, 
the economic factors are also important in order to bring a project into reality.  In this paper, the potential of 
biomass energy in an industrial scale is investigated under this great change on national policies. Then the 
economic analysis of an industrial biogas system in a rural area near the province of Tehran, the capital of I.R.I.,  
as a case study is illustrated .In this process  several products will be produced such as organic compost by 
anaerobic fermentation of agricultural and organic wastes, liquid fertilizer, Methane and Carbonic gases, 
electricity and heating. The results of economical evaluation shows that the use of methane-fired generators for 
the production of electricity is economical because of the high amount of biogas production. So, the revenue 
gained from produced electricity is more than produced compost. Also, in the process of biogas production, the 
huge amount of Carbonic gas will be produced which can be used after purification in industry. The result show 
a promising future for the use of bio gas, specially under new policies of zero energy subsidies for households , 
commercial, and public use. 
 
Keywords: Biogas, Economical evaluation, Renewable energy. 

 
1  Introduction: 

Biogas is a renewable energy source which is produced on the basis of organic waste from the 
agriculture, food trade industry and households. Furthermore, biogas can be extracted from 
sludge in the wastewater treatment plants and from landfill sites [1]. 
 
Biogas is produced in the process of anaerobic digestion. Anaerobic Digestion is process 
whereby organic waste is broken down in a controlled, oxygen free environment at certain 
temperature by using bacteria naturally occurring in the waste material [1,2]. Biogas can be 
extracted from landfill sites by using collection pipes and wells, which uses vacuum to collect 
the gas. For the gas production from organic waste, sewage sludge and manure, a hermetical 
digestion tank is needed. Biogas is composed of approximately 50 to 70 % methane (CH4), 
30 to 40 % carbon dioxide (CO2), as well as water vapor and a small quantity of nitrogen 
(N2), sulfur (S) and other trace compounds. Biogas has the same characteristics as the natural 
gas, which allows using it in the same appliances [2,3]. But its calorific value can be up to 
two times lower than natural gas. The collection of biogas actually removes pollution from 
the atmosphere. If the gas is emitted to the air, it would contribute to the global warming as 
methane is one of greenhouse gases. The impact of methane emissions on global warming is 
21 times bigger than that of CO2 emitted during the burning of biogas [2].  There are many 
biogas plants all over the world, mainly in USA, India, Mexico, Africa, but as well in 
Denmark, Sweden, Germany and Austria. It is used for heat production and cogeneration of 
heat and power, alternatively as well as vehicle fuel in the public transportation [3].  
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2 Potential of Biomass energy in Iran 

Considering, the availability of all types of Biomass resources in Iran, Power Ministry did a 
research to evaluate the potential to use biomass for renewable energy. This research was 
conducted in 1976 and conclusions are as follow [4]: 
1- Quantity of accessible Animal Waste in Iran is 74.95 million tons(MT); Biogas could be 
produced by this amount is 8668 Million cubic meter(MCM)  and energy equivalent this 
biogas is 193299TJ. (TJ=1012 J) 
2- Quantity of accessible Urban Waste in Iran is 10.6 MT: Biogas could be produced by this 
amount is 1645.7 MCM. 
3- Quantity of accessible Biogas from Urban Waste Water in Iran is 98.85 MCM/day. (Waste 
Water specifications are: 160 Litter per capita per day and BOD per capita is 33-40 gr/d.c)  
4- Quantity of accessible Methane from Industrial Waste Water in Iran is 167.67 MCM/year. 

Energy equivalent this quantity is 6153TJ per year. (This Waste Water is from Big Food 
Industry in Iran.) 
5-Total gross energy potential from Agricultural and Wood Waste is 411.9 PJ from 3285.5 
MCM Methane and 33.95 MCM Ethanol which could be produced [4].  
 
3 Availability of industrial biogas plants in Iran:  

In Iran, presently two main industrial biogas plants are exist which include Mashhad Landfill 
Power Plant and Saveh Biogas Plant [5,6]. 
 
3.1 Summary of Mashhad Landfill Power Plant: 
The first Landfill-Gas (LFG) power generation project was initiated in Mashhad, the second 
largest city in Iran, located on the north east part of Iran, through a memorandum of 
understanding between “Renewable energy Organization of Iran (SUNA)” and “Waste 
Recycling and Processing Organization of Mashhad Municipality (WRPO)”. Based on the 
mentioned memorandum, SUNA took the responsibility of preparing technical investigations 
and tender documents and follow-up the electricity purchase contract between Mashhad LFG 
power plant and Ministry of Energy. Investment for power plant and commissioning was 
accepted by WRPO. Feasibility studies, conceptual design and tender documents preparation 
were consequently allocated to Renewable Energy Department of NRI [5]. 
 
The first phase of this project, included design criteria for engineering landfills and gas 
extraction systems and transmission lines, introduction to energy conversion and power 
generation technologies for LFG, field investigations and measurement methods and 
monitoring of LFG. The next phase was feasibility study for installation of power generation 
unit in Mashhad Landfill, in which, estimation of landfill gas theoretical yield for Mashhad 
municipal solid wastes, LFG generation modeling and gas flow prediction for long term 
periods, evaluation of confident power capacity for Mashhad Landfill, technical assessment of 
power generation equipment for LFG and introduction of more appropriate commercial 
generating sets for utilization of LFG in Mashhad Landfill, were performed. In the third 
phase, economical studies, three alternatives were selected on the base of feasibility study 
results. These alternatives were assessed as economical aspects and finally, installation of 
generating sets near the guard room of Mashhad Landfill, which is located near to irrigation 
station and a 20kV line, was selected as the most useful option for utilization of the whole gas 
which can be collected through the existing gas extraction systems. The generated electricity 
in this unit will be sold to power network at an average price of 0.61 dollars per kWh [4,6]. 
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The phase of conceptual design included: pipeline design for LFG transmission to central gas 
station, gas blower station, gas treatment process, foundation and structure of generating 
house, power generation unit arrangement and grid interconnection system plus protection 
and confidential instruments. Technical characteristics and tender documents were 
consequently prepared on conclusions [6]. The contract for construction and start-up of 
Mashhad Landfill power generation unit will be as an Engineering Procurement Construction 
(EPC) contract. The results of this project shows:  
 
- Pipeline and collection systems were designed on the basis of 13 years useful operation 
period of a biogas fueled generating set, and LFG generation modeling results, for average 
gas flow rate of 550 Nm3/h and maximum gas flow rate equal to 660 Nm3/h. A minimum 
power capacity of 435 kW is expected to be achievable until the end of 2018 by existing gas 
extraction systems [6]. 
- The power capacity can be increased to at least 715 kW if Mashhad municipality develop 
the gas extraction systems to recent buried layers of solid wastes which are dumped in period 
of 2004-2006. 
- Generating sets with LFG fueled internal combustion engines are the best option for 
Mashhad Landfill, furthermore, a list of qualified manufacturers of these equipment, has been 
presented in the project documents. 
- Economical assessment results showed the best alternative is the installation of  power 
generating unit in near of Landfill irrigation station. 
A case study with capacity of 400 kW (due to capacity of commercial models) will have the 
generation cost of electricity relevant to discount rates of 8%, 12% , 16% and 20% equal to: 
293, 320, 350 and 0.39 dollars per kWh, respectively [5,6].( It should be noted for the 
exchange of Rls rate to dollar, one dollar was considered as 10000Rls.)  
 
- LFG power plant interconnection with regional power grid is feasible through the existing 
20kV line in Mashhad Landfill. Electrical circuit drawing and single-line diagram for 
connection to 20kV network were obtained and presented in project documents [8,9]. 
 
3.2 Summary of Saveh Power Plant: 
The city of Saveh is in the central province, 150 km from Tehran with a population of 
120,000. It has a Semi-arid climate and the temperature during different seasons of the year 
fluctuates within the range of –10°C to 40°C. In order to establish the Bio-gas power plant in 
this city, the usable pollutants in Saveh were studied and they were divided into four groups: 
Household garbage, sludge of sewage treatment, slaughter house waste water and sludge of 
leaching pit [3]. Through statistical studies, separation operation, sampling and executing 
physical, and chemical tests, quantity and quality specifications of each of the four types of 
pollutants were determined. The results are shown in the following tables[6]: 
 
Table 1: MSW Specification[4] 
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Table 2. Specification of sewage treatment sludge[4] 

 
 
Table 3: Specifications of the Slaughterhouse sludge[4] 

 
 
Table 4: Specification of leaching pit sludge[4] 

 

After determining the quantity and quality of each pollutant separately, anaerobic digestion 
situation, and the production of Bio-gas from combination feed including above mentioned 
pollutants, considering the existing real relations in the city in anaerobic reactor at 35 degree 
centigrade was investigated in a semi-industrial anaerobic reactor. 
This reactor is metallic and has a volume equal to 10 cubic meters. In order to control the 
heat, it is completely isolated and in order to heat up the contents and create suitable heating 
conditions, the reactor is equipped with an internal coil and a sludge evacuation pump is also 
installed to mix the content. The reactor has been designed in a way that is the capable of 
operating both continually and dis- continually (batch). (Fig.1)  
 
In order to study the anaerobic digestion of these feeds on a continuous basis, determining the 
stoppage time of the material in reactor becomes necessary. Thus, at first, the situation for 
producing gas in the related reactor on dis- continuous basis was studied. By investigating the 
volume of daily gas production and the speed of production during the dis-continuous period 
and the related curve, the stoppage time was determined to be 20 days and for continuous 
studies the 20 days stoppage was also agreed[8]. 
 
 
 
 
 
 
 
 
 
 

Fig.1. Anaerobic metallic digestion reactor with 10m3 volume 
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Fig.2. Bio-gas production curve in dis-continuous loading at 35°C[3]. 
 
Studies during the continuous loading of combination feed including the four groups of urban 
pollutants with actual existing recording in the city of Saveh shows that for each kilogram of 
total solid as input, 500 liters of Bio-gas is produced in anaerobic digestion process. Thus on 
the basis of scientific studies carried out in Saveh Bio-gas power plant, the operation can be 
summarized as follows: 
 
Table 5. Summary of operation and technical specifications of Saveh power plant[4] 

 
 
4 Methodology:  

This paper provides a case study for an industrial biogas system to be built on Eshtehard 
industrial city near the province of Tehran. Since, more than 40% of husbandries and also an 
accountable number of settled livestock farming are located in this region, therefore it is 
possible to collect a total volume of five thousand cubic meters of feedstock per day to feed 
the system for production of gas, electricity and liquid compost. For feasibility study of this 
plan, the economical evaluation is considered based on the cost benefit analysis of this 
project. To calculate the capacity of the system the following   assumptions were made: 
• The amount of biogas production is equal to 100-160 cubic meter from each ton of organic 

wastes which can be produced about 170 kwh of electricity and 340 kwh of heating energy.  
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• Each 10 cubic meters of biogas can be produced about 15 kw of AC electricity and 35000 
kcal of heating water 

• Each unit of biogas can produced about 25-30 cubic meter of organic fertilizer per day  in 
55-60° C during 15 to 20 days. 

• Each cubic meter of organic compost weights 0.7 ton and the weight of 25-30 cubic 
meters of produced compost is equal to 17.5 or 21 ton. 

 
5 Results: 

Whereas a lot of husbandries and settled livestock farming are located at Eshtehard region, the 
amount of substrates for feeding the biogas system could be very high. The estimated amount 
of substrates at this region is presented at table 6. 
 
Table 6.The estimated amount of substrates at Eshtehard region 

Type of substrate Existing amount Unit 
Cattle dung 219000 tons 

Chicken dung 87600 tons 
 
For design and installation of this project, different parameters such as the total capital cost, 
number of persons who can be involved in this project, total area for project installations, the 
amount of electricity, water and energy consumption were calculated for the implementation 
of this project.  
• The required area for biogas unit installation is equal to 136,000 square meter at 

Eshtehard industrial region which is located near to the more than 40% of husbandries and 
also an accountable number of settled livestock farming of the country 

• Total capital cost is assumed as 22.8 million dollars 
• The total number of persons for this project include 103 persons as a producer and 43 

persons as a supporter 
•  The power of consumed electricity is equal to 259 kwh of total 5950 kwh of electricity 

which is produced by the biogas unit. Total production capacity of products is presented 
in table7. 
 

Table7. Total production capacity of products 
Type of product Amount of 

production(per hour) 
Amount of 

production (per year) 
Unit 

Electricity 5950 52,122,000 kwh 
Carbonic gas  2.36 20,673.6 ton 
Heating  11900 104,244,000 kwh 
Cattle dry compost 7.98 69,934 ton 
Chicken dry compost 3.193 27,959 ton 
Liquid compost 58.8 515,288 Cubic meter 
 
It should be mentioned, from the total amount of produced electricity, 250 kwh consumes for 
the biogas system and the rest can be delivered to grid electrical network. Also, the produced 
dry compost which contain 35% humidity can be packed for domestic consumption. 
• The annual amount of consumed water is equal to 342144 cubic meter which can be used 

for agricultural land after an anaerobic fermentation process. 

 

444



 

 

• The annual amount of consumed energy is equal to 1,569,000 litres of gasoil for 
combustion of electrical generator and 21,900 litres of gas for the vehicles during the 
installation of plant 

 
Based on the mentioned characteristics, the following economical parameters were calculated 
for the presentation of economic analysis of this project. The calculate amount of these 
parameters were shown in table8. 
 
Table8.Economical evaluation of this project based on financial calculations  

Financial parameter Estimated cost (Dollars) 
The amount of fixed investment 22 million Dollars 
The amount of investing turnover  0.85  million Dollars 
Total amount of investment 22.9 million Dollars 
Actual  cost of products in  
final capacity  

0.36 Dollars per kwh of electricity 
87.5 Dollars per ton of Carbonic gas 
26 Dollars per ton of Cattle dry compost 
65 Dollars per ton of chicken dry compost 
3.5 Dollars per cubic meter of liquid 
compost 

The amount of total sale in final capacity  13  million Dollars 
Annual  return of investment  
in final capacity  

3.4 million Dollars 

Return investment time  3.3 years 
Rate of return  0.22 % 
Per capita investment  0.17 million Dollars 
It should be noted for the exchange of Rls rate to dollar, one dollar was considered as 10000Rls.  
 
As the above table illustrates, the time for capital cost return is equal to 3.3 years and the 
amount of earnings after this time is about 3.9 million dollars.  
 
6 Conclusions:  

The aim of this project is the conversion of low-value organic wastes to organic compost with 
high value at industrial scale based on anaerobic fermentation. The anaerobic digestion has 
numerous advantages rather than aerobic digestion. The most advantages include: 
• The value of the produced compost is so high rather than traditional fertilizer. For 

example by the use of this compost the production of agricultural crops such as corn and 
tomato can be increased respectively up to 49% and 35%. 

• Elimination of pathogenic bacteria, viruses, agents and odour in anaerobic digestion 
• The huge amount production of methane and carbon dioxide gases. Methane gas can be 

used to produce electricity with the use of methane burner. 
  

Calculation indicates that it is possible to produce 5950 kw electricity which 250 kw should 
be consumed for the process itself. This system can produce 2.36 tons of gas, 58.8 cubic 
meters of liquid compost, 11 tons of dry compost and equivalent of 11900 kwh of heat per 
hour. The results of economic analysis shows that this project can be beneficial and 
economical in a short time period. Finally, with consideration of economical, environmental 
and social issues, the promotion of this types of industrial biogas system can be an attractive 
project at regional and national level.  
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For accelerating the execution of this kind of projects in Iran and similar developing country, 
the following recommendations are suggested:  
• As discussed, the elimination of energy subsides help the rapid development of this kind 

of renewable energy systems. The government can encourage the use of these systems by 
setting the purchase policy for the electricity production from these systems. To do so, 
some technical steps should be carried out to make this action possible.  

• It is necessary to implement some policies to encourage the private sector participation in 
this issue.  

• It is necessary to imply some policies to increase the awareness of decision makers, 
especially managers, authorities and experts about the benefits and advantages of this kind 
of energy. 

• The CDM mechanism was not brought into account in this study. However, the 
implementation of CDM mechanism can help to have even a better outlook using this type 
of energy system.    
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Abstract: Utilization of kitchen waste as biomass resources has been of growing importance in urban areas of 
Japan. Present-day standards have set much sterner target recycling rates especially for kitchen waste from food 
industry, e.g. restaurants and food retail dealers. Aiming at high-efficiency energy recovery from kitchen waste, 
we have developed a two-step anaerobic fermentation system for generating hydrogen and methane. Bio-
hydrogen is produced in the initial fermentation step by thermophilic microbiota mainly consisting of 
Clostridium species. Then, residues such as organic acids are converted into bio-methane in the second methane 
fermentation step. By proficiently combining these two fermentation steps, high system efficiency can be 
achieved. Optimum operating conditions have been found in the laboratory test of hydrogen fermentation 
operated over 300 days using artificial kitchen waste. 
 
Keywords: Biomass, Methane fermentation, Hydrogen fermentation 

Nomenclature 

TS Total solid ................................................ % 
VFA Volatile fatty acid ............................... mg/L 

COD Chemical oxygen demand ................. mg/L 
HRT  Hydraulic retention time .................... days 

 

1. Introduction 

Energy from biomass is the promising renewable energy. In Japan, “Biomass Japan broad 
strategic view" was determined in December 2002. The concrete target value of greenhouse 
gas discharge reduction was set to develop the recycling society. We are demanded to plan 
maximum profit utilization of biomass. In particular of them, it needs great amount of energy 
as oil and gas to incinerate sewage sludge and kitchen wastes which content much water. 
Great amount of energy as oil and gas is particularly required to incinerate sewage sludge and 
kitchen wastes, which contain much water. The realization of fermentation technology 
recovering energy from biomass reduces CO2 emission from the garbage disposal. H2 
produced from biomass (Bio-H2) is especially expected as one of the important energy 
sources in the future plan of hydro-energy. We know bacteria fermenting carbohydrates as 
glucose and cellulose. The bacteria make organic acids in their metabolic process. H2-CH4 
fermentation is known as an efficient energy recovery system because organic acids can be 
used for substrate of fermented methane. Methane fermentation is available for many carbonic 
wastes, however, HRT is long. Therefore, pre–treatment to oxidize carbonic wastes in the 
fermentation process is needed to shorten HRT. Some trial tests have been conducted to apply 
H2 fermentation as pre-treatment for acceleration of energy generation. 
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2. Materials and methods 

2.1. Materials 
Our research is aimed for the realization of efficient recycle and disposal system. We used 
artificial kitchen wastes as the substrate in our lab. In the pilot plant, the kitchen waste 
discharged from our canteen and dog foods are made use of raw materials. The composition 
and contents of substrates in the laboratory test are as follows. (Table1, 2, 3) The ratio of 
carbon and nitrogen is about 15. It is slightly lower than ideal condition for CH4 fermentation. 
Table4 shows materials in the pilot plant. These materials are diluted and regulated the ratio 
of total solid. (Table5)  
 
Table 1 Composition of the material as artificial kitchen waste in the laboratory test 

 Shredded 
vegetable Minced meat Boiled fish Cooked Rice 

Weight ratio (wt %) 86.7 3.3 3.3 6.7 
 
Table 2 Contents of the material as artificial kitchen waste in the laboratory test 
Content Water Protein Oil Carbohydra

tes Ash 

Weight ratio (wt %) 77.8 4.4 2 15 0.8 

 
Table 3 Ratio of elements of the material as artificial kitchen waste in the laboratory test 
Element C H N S O Ash 
(%) 45.5  7.3  3.2  0.1  41.2  2.7  
 
Table 4 Composition of the material for the plant test Table 5 TS in the diluted materials 

 
2.2. Methodology 
2.2.1. H2-CH4 fermentation 
The metabolism of H2–CH4 fermentation is as follows. Bacteria generate H2 on two pathways 
concerning glucose as carbohydrate in kitchen waste. Much hydrogen can be generated from 
glucose in the pathway (1). The generation rate of hydrogen is 4mol / 1mol-glucose, and that 
of acetic acid is 2mol / 1mol-glucose. 
 
C6H12O6 + 2H2O → 4H2 + 2CO2 + 2CH3COOH   (1) 

C6H12O6 → 2H2+ 2CO2 + CH3CH2CH2COOH   (2) 
 
In the case of CH4 fermentation, acetic acid and H2 are the substrate for generating CH4. 
There are 3 main pathways as follows. 70% of Bio-CH4 is generated as the deconstruction of 
acetic acid in the pathway (3), and about 30% of Bio-CH4 is generated in the pathway (4). 
The pathway (5) is a rare case. 
 
CH3COOH → CH4 + CO2     (3) 

4H2 + CO2 + H2O → 4H2+HCO3
-+H+→CH4+3H2O   (4) 

 Kitchen waste Dog food 
Weight (kg) 20 12 

 Laboratory Pilot plant 
TS (%) 7.5 6.5 
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4HCOOH → CH4 + 3CO2 + 2H2O    (5) 
 
When we develop high-efficient H2-CH4 fermentation system, the pathway (1) and (3) should 
be activated. 
 
A pre-treatment process is generally adopted in commercial plants to promote the methane 
fermentation. 
 
In the process, carbohydrate is converted to organic acetic acids in the following pathway (6). 
The acetic acids are equivalent to 3mol methane / 1mol-glucose. 
 
C6H12O6 → 3CH3COOH     (6) 

 
Table 6 shows estimated calorific values of generated bio-H2 and bio-CH4. H2-CH4 
fermentation is more efficient than Acidizing-CH4 fermentation to recover energy.  
 
Table 6 Calorific values of generated biogas on two pathways 
 Calorie [kJ/ mol-glucose] 
Acidizing – CH4 fermen. 2405 
H2 fermen. - CH4 fermen. 2570 
 
Representative bacteria of H2 fermentation include the Clostridium genus of the obligate 
anaerobe, and Escherichia coli of the facultative anaerobic bacterium. These bacteria have a 
weak property in concentration of organic acids, especially lactic acid. Acid generation 
bacteria are cultured in medium temperature and prefer neutrality to acidity not in thermal and 
aciditic environment. Therefore, it is most important to look for H2 generation bacteria with 
thermal and high acidity tolerance. The microbiota named OF-1 we use in this research was 
collected from soil samples. In addition, it can be cultured in high temperature as 60˚C and 
acid atmosphere as pH 5.5. OF-1 includes the bacteria saccharifying cellulose and 
thermophilic bacteria generating H2. 
 
2.2.2. Test equipment 
The outline of test equipments in the laboratory is indicated in Fig.1. The volume of H2 
fermenter (ABLE & Biott Co.,Ltd., Japan) is 1L and the effective volume is 600cc. Dilution 
materials adjusted to TS 7.5% are crushed by a food processor. The crushed dilution materials 
and additional minerals, e.g. Ni and Co, were thrown into the fermenter. The additional 
minerals have a r ole to promote the methane fermentation. NaOH is used as pH control 
chemical. The residue of H2 fermentation is used as materials for CH4 fermentation. CH4 
fermener (PRECI Co.,Ltd., Japan) has a car rier which is pumice stone. An operation of 
feeding materials and pulling up fermentation liquid is in the atmosphere.  
 
The pilot plant flow is shown in Fig. 2. Kitchen wastes from our canteen are classified and 
crushed. They are mixed with crushed dog food and water. The materials are diluted to TS 
6.5%. The lower TS than laboratory test depends on a  feeding ability of a pump. pH was 
adjusted to be 5.5 b y Ca(OH)2. A feeding and pulling up i s anaerobic operation. Other 
experimental conditions are written in Table7. 
 
The devices for analyzing the materials, biogas and fermentation liquid are as follows. 
Calorific values of materials are measured by a calorie meter EA6320 (Parr Instrument 
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Company, U.S.).  Elements are analyzed by an elemental analyzer Vario EL Ⅲ (Elementar 
Americas, Inc. U.S.) . An absorption meter DR2800 (Hach Company, U.S.) measures COD. 
Biogas analysis is used by a gas chromatography GC-8A (Shimazu Corporation, Japan). 
Fermentation liquids are analyzed by a liquid chromatograph HPLC-20AD (Shimazu 
Corporation, Japan). 
 

 
Fig. 1 Schematic diagram in the laboratory  Fig. 2 Plant flow 
 
Table 7 Experimental conditions 
Equipment Laboratory Pilot plant 
Fermentation H2 CH4 H2 CH4 
Material Artificial kitchen 

waste 
Residue of H2-
fermen. 

Kitchen waste 
Dog food 

Residue of H2-
fermen. 

Feed 1 feed / day（5days / week） 
HRT (days) 4.2, 2.8 14 4.2, 2.8 14 
Volume 600cc 800cc 0.4Nm3 4Nm3 
Temp. (˚C) 60 55 60 55 
pH 5.5(Controlled) 7(Uncontrolled) 5.5(Controlled) 7(Uncontrolled) 
Carrier × ○ × ○ 
Stirring Stirrer Magnetic stirrer Stirrer Stirrer 

Circulation pump 
Varied sludge OF-1 

(Microbiota from 
soil) 

Sludge of high 
temp. CH4 
fermen. 

OF-1 
(Microbiota 
from soil) 

Sludge of high 
temp. CH4 fermen. 

 
3. Results 

3.1. Laboratory test 
Figure 5 shows the time variation of bio-H2 volume. The stable and successive operation over 
300 days was achieved. On the 350th day, the amount of feedstock was changed. Though 
HRT was shortened from 4.2 t o 2.8 da ys, the condition of H2 fermentation was well 
maintained and the stable running could be continued. But it is too difficult to realize shorter 
HRT. Because the feeding was once a weekday, in the perspective of only weekday, HRT is 
calculated as only 2 days. In the short HRT, H2 fermentation became unstable. The 
determined feeding on w eekday made the fluctuations of bio-H2 in the all run time. In 
beginning of the week, bio-H2 reduced and increased in weekend. The bands of fluctuation in 
the amount of bio-H2 became smaller as HRT shortening. 
 
Though the materials and reactors were not sterilized, the density of lactic acid was under 
2000 mg/L almost all the run time. A contamination was almost avoided since the operation 
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temperature is high. H2 generation bacteria OF-1 has heat resistance, however, concentrated 
metabolites harm it. Figure 4 s hows the relation between the density of lactic acid and the 
generated bio-hydrogen. The decrease in H2 was caused by the increase in the lactic acid. In 
this case we fed materials including large amount of lactic acid. The density control of lactic 
acid under 10000mg/L is needed for efficient H2 fermentation. 
 

 
Fig.3 Generated bio-hydrogen  Fig.4 Increased lactic acid 

 
Figure 7 shows the time variations of COD and VFA in the residue of H2 fermentation. The 
residue of H2 fermentation was a good substrate for methane fermentation since the residue 
contained much organic acids and the density of COD is suitable. The residue feeded into 
CH4 fermenter generated biogas including CH4 of 60%. The energy recovery efficiency from 
biomass to bio-H2 and bio-CH4 is shown in Fig.6. The efficiency is the average value in one 
month. The efficiency was nearly 80 %, which was almost all derived from the generation of 
bio-methane. In this experimental condition, feeding and pulling up was operated in the 
atmosphere, therefore it is severe circumstances for anaerobic bacteria. 
 

     
Fig. 5 COD-VFA in the residue of  H2 fermen. Fig. 6 Energy recovery in the laboratory 
 
3.2. Pilot plant test 
H2-CH4 fermentation was carried out in the pilot plant. Figure 7 shows the time variation of 
the generated bio-hydrogen. Stable operation continued over 150 days though the material 
injection was sometimes stopped. Kitchen wastes from the canteen were used in the pilot 
plant. Therefore feedstock was involved large amount of organic acids. Measured Lactic acid 
was about 1000 - 5000 mg/L in materials and 2000 – 8000 mg/L in the residue of H2 
fermentation. The lactic acid density in the pilot plant test was higher than that in the 
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laboratory test. The increased lactic acid affected H2 fermentation in the pilot plant compared 
with the results of the laboratory test. The concentration of lactic acid over 10000 m g/L 
prevents the generation of bio-H2. In the pilot plant, the density of lactic acid was scarcely 
kept under 10000 mg/L. 
 

 
Fig. 7 Bio-hydrogen in the pilot plant 

 
The residue of H2 fermentation was sent into the CH4 fermenter. The amount of bio-methane 
is indicated in Fig.8. Bio-CH4 was stably produced during the operation period. 
 
 

 
Fig. 8 Bio-methane in the pilot plant 

 
Figure 9 shows the progress of energy recovery from materials in this pilot plant test. Almost 
all converted energy was the bio-methane as well as the laboratory test. The energy recovery 
efficiency was kept about 80 % during the operated period. I In the same plant, another test 
was carried out, in which the oxidization was pretreated instead of the H2 fermentation. 
Figure 10 compares the recovery efficiency when the different pretreatment was conducted. 
Though the real kitchen wastes included lactic acid concentration and had contamination, the 
equal energy recovery was achieved. 
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Fig. 9 Energy recovery 

 

                    
Fig. 10 Comparison of recovery efficiency 

(Left: H2-CH4 fermentation,  Right: Acidizing – CH4 fermentation) 
 
4. Conclusions 

OF-1 is determined to generate H2 in the environment which is high temperature and acidic. 
The stable operation in the H2 – CH4 fermentation system was developed. Though 
metabolites generated by H2 fermentation harm the H2 generation bacteria itself, the running 
was stably kept due to high temperature operation and shortened HRT. The operation was 
stably conducted in 300 days in the laboratory and 150 days in the pilot plant. The residue of 
H2 fermentation was found to be good substrates for CH4 fermentation. The energy recovery 
efficiency in H2 – CH4 fermentation was about 80 %. The efficiency value was equivalent to 
that of the acidizing – CH4 fermentation. 
Future plan is aimed for increasing bio-H2 from the biomass consisted of cellulose. OF-1 
includes cellulose decomposition bacteria. We will consider the possibility of disposing 
kitchen wastes with the biomass consisted of cellulose. 
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Abstract: The UK transport sector is currently responsible for 30% of UK CO2 emissions. Therefore, the use of 
biofuels is explored. As the CO2 released when energy is generated from biomass is generally balanced by that 
absorbed during the fuel's production it is often regarded as a ‘carbon neutral’ process. However, there are 
impacts associated with bioenergy production, including, for example, the growth and transportation of 
feedstock. One way to overcome these is to use a waste oil feedstock. Whilst there will not be enough waste oil 
to meet all our fuel demands, some firms in the UK have started to use their waste catering oil for transport. 
Collection and conversion is often done on a small scale and a number of methods are used for the processes. 
Therefore, the associated environmental impacts are variable. The environmental impact of the production and 
use of biodiesel from waste oil based on two case studies has been assessed. The impacts associated with the use 
of fossil fuels and climate change gas production is lower than that of the production of conventional fossil fuel 
diesel. The biggest impact within the process is associated with the use of methanol and the waste oil collection.  
 
Keywords: Biofuels, environmental life cycle assessment, waste oil. 

1. Introduction 

Climate change and energy security have become major concerns in recent times and many 
countries have agreed, under the Kyoto Protocol, to reduce emissions of greenhouse gases. 
One of the ways in which this is being done is through the pursuit of bio-energy. As the 
carbon dioxide (CO2) released when energy is generated from biomass is generally balanced 
by that absorbed during the fuel's production it is often regarded as a ‘carbon neutral’ process 
[1]. However, there are impacts associated with various stages of bio-energy production, 
including, for example, the boiler production and transportation of feedstock.  
 
Bio-energy is unique amongst renewable energy in that it is not immediately dependant on the 
weather (unlike, for example, wind and solar). However, it is also unusual in that it requires a 
feedstock of often bulky materials which can limit its capacity and the geographical extent of 
its supply chain [2]. The production of this feedstock can also be associated with 
environmental consequences, with some citing rising food prices and land use conflict as an 
unwelcome side effect of its use. This is due to the land required to grow specialist biomass 
crops such as miscanthus or oilseed crops. One way to overcome the issues associated with 
“land squeeze” is to use waste oil to produce bio-fuels. This study examines two such 
systems. Both use waste oil to produce bio-diesel. One system works on a fairly small scale, 
and the other on a larger scale. Life Cycle Assessments (LCA) of the systems have been 
undertaken in order to examine their environmental costs and benefits.  
 
LCA is an environmental management tool which examines the environmental burden of a 
product or system over its entire life, from production, through use and on to disposal or 
recycling. The energy and materials used, pollutants or wastes released into the environment 
as a consequence of a product or activity are quantified over the whole-life cycle from 
“cradle-to-grave”. Two case studies were selected and a truncated LCA was undertaken. Data 
for the collection of the waste oil and its conversion into biodiesel were determined and 
analysed. Impacts associated with the previous life of the oil were not considered; nor were 
impacts associated with the biodiesel’s use in vehicles after conversion. These data are then 
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examined with regard to a number of environmental impacts. The embodied energy and 
greenhouse gas emissions are calculated for both systems and are compared with the 
production of biodiesel from virgin rapeseed oil and the energy output when used. 
 
2. Methodology 

The methodology of LCA has been standardised via Society of Environmental Toxicology 
and Chemistry (SETAC) guidelines subsequently codified in ISO Standards [3&4]. There are 
four main stages in the LCA process: Goal Definition, Inventory, Impact Assessment and 
Improvement Assessment and Interpretation.  These are described below; 
 
• Goal definition is the stage in which the scope of the project is outlined. Here the study 

boundaries are established and the environmental issues that will be considered are 
identified.  

• The inventory is where the bulk of the data collection is performed. This can be done via 
literature searches, practical data gathering or through the use of software. Most 
commonly, a combination of the three is adopted. 

• Impact assessment is where the actual effects on the chosen environmental issues are 
assessed. This stage is further subdivided into three (or four) elements: classification, 
characterisation, (normalisation) and valuation.  

o Classification is where the data in the inventory are assigned to the environmental 
impact categories. In each class there will be several different emission types, all 
of which will have differing effects in terms of the impact category in question.  

o A characterisation step is therefore undertaken to enable these emissions to be 
directly compared and added together. This step yields a list of environmental 
impact categories to which a single number can be allocated. 

o These impact categories are very difficult to compare in terms of relative impact 
and so the valuation step is employed so that their relative contributions can be 
weighted. This is subjective and difficult to undertake and many studies omit this 
step from their assessment. The LCA ISO standards state that it should not be used 
in any comparative or decision making study. 
o Instead of, or as well as, valuation many people employ normalisation as an 

intermediate step. Normalisation allows a degree of comparison between data 
types by determining the relative contribution of the calculated damage to the 
total damage caused by a reference system. Within this research the LCA 
impact assessment method, EI99 was used. It is a damage-oriented method, 
which considers, by means of damage factors, the effects of the emitted or used 
substances in three damage categories: human health, ecosystem quality, and 
resources (both fossil and mineral). Within this report the data have been 
normalised with respect to the average emissions or damage within Europe. In 
order to give a more comprehendible number this is then divided by the 
amount of people within Europe. Because the normalisation step compares the 
emissions or damage generated by a particular system with those generated at a 
European or global level the result of a normalisation step are dimensionless. 
Within this paper the normalisation method proposed and used in the 
methodology Eco-Indicator 99 has been followed [5] 

• Improvement assessment is the final phase of an LCA in which areas for potential 
improvement are identified and implemented. 
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LCA requires all the energy inputs, raw materials inputs, emissions to air, soil and water, and 
waste to be examined at every stage of the life of the product or system. It is a simple, elegant 
idea, but it can become convoluted in practice [6].  
 
3. The Case Studies 

Two case studies have been examined and produced; these have both followed on from 
previously funded research [7&8]. Details about the composition, use and performance of the 
systems, together with information about feedstock sourcing, were obtained from the case 
study companies. This was done through a combination of visits, emails, phone conversations 
and augmentation of the data gathered from the previous case studies [8]. 
 
Data for the production of the materials used to produce the systems were calculated using 
generic life cycle inventory data. Where possible the EcoInvent database [9] was used. Where 
data required some geographical amendments (for example, changing to the UK electricity 
mix) this was done. Some estimation was made in the material composition of the systems, 
but generally there was detailed information about their size, weights, and composition. In 
general it was assumed that virgin materials, for example steel and rubber, were used in the 
production of the systems. However, where specific alternative information was available, for 
example the large tanks in the case studies had been reclaimed and were being reused, this 
was modelled accordingly and not all of the environmental impacts associated with the 
production of these units were allocated to this life cycle.  
 
The first case study is based on a small company based in the south west of England, UK. 
Used cooking oil is collected from pubs, hotels, restaurants and schools in the local area; 
some is also delivered by customers who purchase their biodiesel. Where collected, a flat bed 
truck which runs on their own product is used. They make 220,000 litres per year, using a 
system that they have built and designed themselves. The company sells the biodiesel on site. 
 
The second case study is a larger business with the capacity to produce 1,000 litres per hour, 
utilising automated control systems as far as possible. The processing site is also in the south 
west of England, UK, and the system was purchased from a UK manufacturer. The company 
purchases their oil from national oil collectors. The oil is delivered in 30,000 litre loads and is 
brought in by the company’s own oil tanker which collects the oil from the collectors. After 
the biodiesel has been produced, the tanker is used to haul the biodiesel out of the plant, 
which means that the tanker avoids empty journeys. The tanker runs on 100% biodiesel. 
Much of the biodiesel is sold to haulage companies; some is sold on site to local customers. 
The company produces approximately 3 million litres a year. The processes followed for both 
case studies are shown in Figure 1.  
 
4. Results 

4.1. System Production 
Within both case studies, much of the equipment has been hand made or assembled and so, 
whilst these case studies are a good example of local businesses, the results from this may not 
be indicative as an average of the whole industry. Some parts of the equipment have been re-
used, for example the large holding tank was originally an old printers’ ink tank. It is possible 
that this is due to cost, but also that those involved with making a product such as biodiesel 
are interested in the re-use of products for their environmental benefits. Therefore, whilst the 
re-use of materials does in some way make each system unique; it is possible that many 
companies will use re-cycled and re-used materials. 
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Waste oil (not palm oil) brought to site 
in 20 litre plastic and steel containers

Stored in 1000 litre plastic settling tanks

1000 litre resevoir

150 litre steel heating tank lined with copper piping for 
heating where oil is heated to 52 degrees

Pumped with compressed air

Electric 
heating

Reactor tank (1200 litre steel 
tank)

Pumped with compressed air

Holding tank 
(1,200 litre steel tank – used to be used in the printing industry)

Glycerine 
(given away)

Methanol 
tank

Sodium 
hydroxide 

Tank (1200 litre 
steel tank)

Methoxide

Mixed for one hour

Titration to determine 
how much NaOH to 
add to methanol to 
make methoxide. 

Crude biodiesel

Tank (1200 litre 
steel tank)

Fat sent to Bristol

Fat seperated

Filtered to 1 micron (filter technik)

Glycerine 
(given away)

Washed using amberlight

Oil collected from schools, 
hotels and pubs.

2 collections per week–max radius 25miles

Oil brought to site 
by customers

Biodiesel sold on site

Stored in 50,000 litre mild steel holding tank 

Pre-heat tank (re-used mild steel tank)

Acidity determined by computer program

Holding tank 
(5,000 litre mild steel 

tank)

Methanol 
tank

Sodium 
Hydroxide

1000 litres taken at a time

Oil collected from the collectors in a road tanker running on biodiesel

Oil collected by national oil collectors

Two 450 litre reactors Added to the oil

Glycerine 
1,000litre IBC 
plastic tanks 

(stored for future 
use in possible 

AD system or for 
recycling)

Biodiesel buffer tank 
(1,000 litre stainless 

steel)

Air pump

Air pump

Dry wash filtration system 
(2 Amberlite columns to 

kill the reaction)

Some methanol 
recovered

Waste Amberlite sent to 
landfill after several thousand 
litres of biodiesel production

Biodiesel sold on site 
or used within 

company vehicles

Biodiesel tanked out of 
the site to haulage 
companies for use

Separator tank (mild 
steel)

CASE STUDY 1 CASE STUDY 2

Mixed for 40-
60 minutes

Heated to 62o C by 
two 12.5kW electric 

heaters

Re-heated to 72 
degrees to expel 
excess methanol

 
Figure 1. Waste oil collection and biodiesel production processes.  
 
A fair way to determine the allocation of environmental burden to a re-used product is 
difficult. If a product is used once then all of the burdens must be attributed to that one use. If 
it is certain that the product will be recycled then any benefit associated with the recycling, eg 
any reduction in the amount of virgin material used, can be attributed to the product during 
the recycling stage. However, where there is no knowledge of the full life cycle of a product, 
for example, how many times it will be used and for what period of time, it is more difficult to 
attribute environmental burdens to its different life cycle stages. However, it is known that 
many of the tanks used have been bought second hand and so have therefore had a previous 
life. This previous life should be allocated some of the burdens. It is not acceptable to attach 
none of the environmental burdens to the second use of the system, as there is clearly a good 
second hand market for these tanks. Therefore, it is proposed that half of the environmental 
impacts associated with the production of these re-used tanks are attributed to this system.   
 
Figure 2 shows the normalised data for the production of both systems. This includes all the 
components within the system. In case study 1 there are in total six 1000 litre plastic tanks, 
one 150 litre steel tank, four 1,200 litre steel tanks, one 25,000 litre steel tank and one 100 
litre plastic tank. The production of the larger tanks (unsurprisingly) has the biggest impact. 
Within the second case study the predominant impacts are shown to be attributed to fossil fuel 
use, mineral depletion and the production of respiratory inorganics (Figure 2). Similarly to the 
first case study these are due to the production of steel, which is one of the largest material 
components of the system. Note the differing scales on the y axis – whilst case study two 
system production has a larger production impact it is a larger system that can produce more 
fuel, therefore at this stage the figures should not be compared against each other in terms of 
scale, but they do show where differences in production impact occur.  
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Figure 2. Normalised data for the production of the two systems; this shows the entire production 
systems and is not a comparison based on the final functional unit. 

4.2. Production of the biodiesel 
In order to determine the impact of the production of the fuel the production of the system, the 
use of electricity and any other consumables – such as the washing and filtering system and 
the collection of the oil etc, must also be examined. Specific data for the trade marked 
washing and filtering system used in case study 1 were not available and so this has been 
estimated using a generic ionic resin (of which the trade marked system is one). With used oil, 
there is a variation in the conversion rate from approximately 98% - 60% if the oil supplied is 
bad.  
 
For the first case study, once the oil has been collected or delivered it is stored in an 
Intermediate Bulk Container (IBC) in the yard. From there it is pumped to a 150 litre heating 
tank in the building, where the oil is heated to 52ºC by electricity. It is then pumped to a 
reactor tank where a titration test determines the necessary quantities of methanol and sodium 
hydroxide needed to create a complete reaction process. The chemicals are mixed in a small 
methoxide tank and passed into the reactor tank. The reaction takes about one hour after 
which the liquid is pumped to a holding tank, which used to be a printers' ink tank. The 
glycerine settles to the bottom overnight and is then pumped to 150 litre tanks outside.  The 
biodiesel then passes through a 1 micron filter to a further holding tank during which most of 
the particulates are removed. Further filtration then takes place via a resin filter system. The 
biodiesel is then stored in a final tank from which it is dispensed to customers through a 
metered pump. The glycerine made as a by-product of the process is given away (Figure 1). 
 
In the second case study the oil delivered by the tanker is pumped into a 50,000 litre holding 
tank. From this, 1000 litres at a time are pumped into a pre-heat tank. This heats the oil to 
62oC using two 12.5kW electric heaters. To this is added methanol and methalate (the control 
systems automatically add the specified amounts) and the oil is then mixed for between forty 
and sixty minutes (Figure 1). 
 
From the reactor tanks, the liquid is pumped into a separator tank where most of the glycerine 
falls to the bottom as the liquid flows continuously over flow plates. This means that there are 
no filters that need to be changed periodically in this stage of the process. The glycerine is 
pumped out of the bottom of the tank and currently is stored for possible future use in 
anaerobic digestion systems or other forms of recycling. This potential use has not been 
modeled here, as it held no commercial value to the companies. The biodiesel still contains 
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some methanol and glycerine, and the next stage involves heating the liquid to 72°C in a 
buffer tank. The methanol evaporates at 68°C and by then re-condensing the vapour in the 
exhaust pipe, some of the methanol is captured and then re-cycled. 
 
Glycerine causes problems if it is found within biodiesel and the reaction can continue after 
this stage, so in order to stop the reaction the liquid is then pumped through a washing and 
filtration process. The filters are the same as in the first case study and contain a polymeric 
resin that absorbs sodium and fats and attracts glycerol to the outside of the polymer beads. 
The system can filter 14 litres per minute and the columns can process 300,000 litres of 
biodiesel before they need to be emptied. The waste is inert and is sent to landfill. 
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Figure 3. Normalised data for the production of 1000 litres of biodiesel using the two systems 
 

Figure 3 shows the normalised data for the production of 1000 litres of biodiesel. Both plants 
are assumed to have a working life of ten years. In both cases the use of fossil fuels is the 
largest impact; predominantly associated with the production of methoxide, this finding is 
consistent with other publications in this area, for example Morais et al [10]. This is because 
methanol is made from either natural or coal gas. Methanol can be produced from a number of 
sources, and so it might be possible to reduce the impact of the methoxide by purchasing 
methanol that has not been made from fossil fuels. Another option would be to recover some 
of the methanol. This is done in case study 2; resulting in a slightly lower impact (see again 
the differing values on the y axis). Within case study 1 the use of the small steel and plastic 
collection containers also has a visible impact. These containers have been re-used, and so 
only half of their production impact has been allocated to them. The remaining impact is 
considered to be attributable to their first life. 
 
4.3. Disposal of the Systems 
No disposal options have been modelled for the plants as it is not possible to determine how 
they will be disposed of at this time. If the plant were to be recycled and any benefits were 
associated with this at the end of its life, the impact of the plant production would be reduced. 
However, as the plant production has a relatively small impact in the life cycle impacts, this 
would not have as significant effect as any change in the production methods of the methanol 
or a change in the collection system. 
 

4.4. Energy and Green House Gas Emissions Analysis 
There is little point producing biodiesel if it uses more energy in its production that it can 
produce when it is in use. Therefore the embodied energy of the biodiesel has been calculated. 
This has been calculated using the same processes and boundaries shown in the previous parts 
of the paper and includes the energy required to produce the systems, collect the waste oil and 
process it into biodiesel. In order to produce one litre of biodiesel with the first case study 
process approximately 11 MJ of energy are required, and for the second case study the figure 
is slightly lower at 8MJ. The difference between the two systems is predominantly due to the 

 

460



different scales of the systems and the way in which the oil is collected. By comparison, the 
energy content of diesel is approximately 38MJ/litre and the energy content of biodiesel is 
approximately 37MJ/litre [1]. Published ranges of embodied energy of bio-diesel from 
rapeseed varies; but is approximately 15MJ/L [11] to 30MJ/L [1&6]. Therefore, the 
production of the biodiesel from waste oil requires significantly less energy than that from 
rapeseed, and also provides much more energy than it requires in its production. 
 
The total greenhouse gas emissions (GHG) have been calculated for both systems using IPCC 
100 year time horizon data. The production of one litre of biodiesel generates 343g and 228g 
CO2eq from case studies one and two respectively. Much of the GHG result from the use of 
the methanol and also from the collection of waste oil process. Compared to published 
literature these results are high. Alternatives suggest values from 87g/litre [12] to 343g/litre 
[11]. The differences primarily occur due to differing boundaries and allocation procedures. 
For example, in many cases the glycerine is used, therefore some of the burden can be and is 
attributed to that. As the glycerine was not used in either of these cases no burden was 
allocated to it. Also, the boundaries selected here do not attribute any impact to the initial 
production of the oil before it becomes waste. However, there are also differences that can be 
attributed to the producers examined; larger, more commercial producers may produce 
biodiesel more efficiently. 
 

5. Discussion and Concluding Remarks 

A significant impact in both of the biodiesel production systems is the use of methanol. This 
is due to the methanol production process which uses natural gas or coal gas. An alternative 
method for its production is through the gasification of a range of renewable biomass 
materials, such as wood and black liquor from pulp and paper mills. However, this is not as 
common as its production from fossil fuels. One way in which both companies could reduce 
their impact would be to source methanol produced from these more renewable sources.  
 

Both systems use materials and parts that have been used before. This brings some interesting 
issues associated with how the burdens should be divided between the product’s current use 
and any previous or future uses. Within any life cycle system, if an individual component is to 
be used two or three times then each use would be allocated half or a third of its 
environmental burden. However, these products have been used in completely different 
situations and how the burden is allocated for this is more difficult. It is unrealistic to say that 
the second use should have all of the burdens, as it has already fulfilled one function 
elsewhere. However, the second use cannot be ignored and be said to have no burden as the 
product clearly has a market value and therefore has been sold. It is not known whether the 
product has had one or two previous lives, or if it will be further used after being used in these 
systems. Therefore, the burden has been divided by two in order to simulate two lives for 
these products. As the impact of these products is small during the life time of the system, this 
is not a significant issue. 
 
However, this does raise inconsistencies with the way in which the oil has been treated and 
modeled. Within this system the oil used has been treated as a waste. That means that no 
environmental burdens have been allocated to it for its production or transport to the place of 
its original use. Within this study the boundaries have been set at the point where the oil 
becomes no longer useful to its owner and is collected by the waste carrier. Often this oil is 
free of monetary cost to the collector, who then adds value to it by collecting it and delivering 
it in bulk to a second user. Previously much of this oil would have found itself as waste. 
Sometimes energy might have been recovered from it, sometimes not. As a waste product, it 
is acceptable to decide that all the production impacts are associated with the first use. 
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However, if this becomes a commercial product, is this method still acceptable? At this point 
within an LCA these issues become more philosophical than scientific. The impacts still 
happen, so one is only then deciding to whom or what the impact is attributed. The allocation 
of such burdens is an area of ongoing research within the life cycle community. 
 
In order to improve the two systems in question less methanol use, or methanol produced from 
renewable sources, would improve the environmental performance of the biodiesel. In addition, a 
more efficient collection system would improve the process. For any further studies using the data 
produced, the issues associated with the system boundaries and environmental burden allocation must 
be noted. 
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Abstract: Jatropha curcas L. (also called the physic nut) is found to be a potential alternative source of 
renewable energy since its cultivation and oil extraction contribute to sustainable development, poverty 
alleviation, combating of desertification and women empowerment in developing countries. The jatropha seeds 
after three years of cultivation have an oil yield between 1-4 tonnes and 2.5-12 tonnes per hectare when rain fed 
and irrigated respectively. The Operational and maintenance costs for the oil extraction are minimal, and can be 
estimated at approximately 10 – 15% of the capital cost per year. In Ghana, for instance, in 2010, whilst the cost 
of jatropha oil and kerosene were estimated to be US$0.085/liter and US$1.23/liter respectively, the cost of 
biodiesel from jatropha oil and petroleum diesel were also estimated at US$0.99/liter and US$1.21/liter 
respectively. This indication gives jatropha oil the best ‘candidate’ for ‘green kerosene’ and biodiesel in diesel 
engines and particularly in multi-functional platforms (MFPs) used agro-processing/industrial applications in 
rural areas of Ghana. This paper presents a comparative technical feasibility of jatropha oil as fuel and biodiesel 
in MFPs. It also presents the findings from a study carried out in Ghana with respect to the promotion of jatropha 
oil as a fuel in rural areas of Ghana. 
 
Keywords: Jatropha, Crude oil, Renewable energy, Biodiesel 

1. Introduction 

Jatropha curcas L. has various socio-economic benefits which makes it more economical 
when cultivated on commercial scale. A hectare of jatropha plantation is reported to yield 2.5-
3.5tonnes of seeds in the third year and increases sharply to 5000-12,000 tonnes per hectare 
from the sixth year onwards [1]. Like other vegetable oils, jatropha oil can be used directly in 
modified diesel engines for automobile applications in Europe, North America and some other 
parts of the world.  It is however found from researches that the neat jatropha oil can be used 
to run the engines in mini-vans for rural transportation, haulage trucks, farm tractors and other 
agricultural machinery, but may require little modification [10]. According to Achten et al., 
2008, at full output, hydrocarbon emission level using neat jatropha oil was observed to be 
532ppm against 798ppm for fossil diesel, NO level was 1163ppm against 1760ppm and 
smoke was reduced to 2.0 Btu against 2.7 Btu [2].   In the northern part of Ghana, women 
engaged in shea butter production, use jatropha oil in place of diesel the MFPs comprising 
shea butter press, dehuller and the mill. Since it’s quite cheaper to use jatropha oil in these 
MFPs, commercial cultivation of jatropha and subsequent extraction of the oil for such 
purposes are done in the rural northern Ghana to empower women in the area of job creation. 
To enhance and improve the viscosity of jatropha oil, this study assesses the feasibility of the 
oil for biodiesel instead based on the Ghanaian production conditions. In the rural areas where 
jatropha plantation and extraction are done, the drying of the seeds are done by spreading the 
fruit on the ground or a dark-coloured mesh net to dry in the sun. Solar and forced air dryers 
offer faster drying capabilities. According to research performed at the Kwame Nkrumah 
University of Science and Technology (KNUST) in Ghana, a fabricated 500 kg tent dryer 
suitable for small scale applications [3] was about US$2000 but may be costly for rural 
folks. This research work considered drying in the sun to minimize cost. From the roots to the 
seeds of the plant are numerous uses which solve some of the socio-economic problems of 
most people in the rural sectors of the world. The oil extracted from jatropha can be used as a 
substitute for kerosene without any further processing. This is more economical compared to 
kerosene from crude oil, which are used for rural electrification. Moreover, the raw oil is used 
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by most rural folks for soap making which ease them of most economic problems. Jatropha 
farming is labour intensive thus providing job for many people in the rural areas. This paper 
assesses the potential of local production of biodiesel in remote areas of Ghana where 
jatropha plantation is done in commercial scales and used for other purposes other than 
biodiesel production. Since every economy is driven by the quantum of energy produced, 
utilized and destroyed in a particular section of the economy, the sustainability of energy 
systems needs to be analysed critically to allow room for improvements, process and material 
optimization.  
 
Sustainability of any industrial process design comprises three main parts namely social, 
economic and environmental aspects. The economic indicator is based on the costs of 
purchasing material and energy, employing labourers, and other product prices [4] [12]. This 
paper focuses on the economic feasibility of biodiesel production from Jatropha curcas L. 
considering the processes from jatropha farming, through oil extraction to biodiesel 
production. Each unit process contains different inputs and outputs of which some have more 
than one alternative. Each alternative carry different values in terms of costs and to make a 
more proper renewability analysis in terms of economy, each production unit needs to be 
quantified accordingly. The economic analysis is done to compare the various alternatives for 
getting the final product, biodiesel. This paper assesses the cost benefits of biodiesel produced 
from Jatropha curcas considering all the processes from jatropha farming to biodiesel 
purification, and present the results in monetary units. Data in this research were obtained 
from literature [5] [9] and situations in Ghana as well as some parts of the world where 
jatropha is grown on commercial scale. The economic analysis of any project can only be 
done based on the estimates from the investments required and the cash flows. The actual 
cash flows achieved in any year will be affected by any changes in raw material costs and 
other operating costs, which may also dependent on the sales volume and price of the 
products [6] [13]. 
 
2. Methodology 

The traditional method of producing jatropha biodiesel in the northern parts of Ghana were 
analysed and compared to those employed in modern technologies worldwide. In this work, 
the criteria used to determine the economic viability of jatropha oil for biodiesel production 
include the total capital cost, the total production cost, profitability and sensitivity 
assessments. There are currently no tax credits or subsidies for renewable energy production 
in Ghana and so no consideration of it in this work. 

 
2.1 Total capital investment 
This is the amount of money that must be supplied or required to finance the purchasing of 
equipments as well as its auxiliary parts, spare parts, construction of the plant and the 
acquisition of items necessary for plant operation. The total capital investment comprises the 
fixed capital, i.e. investment needed to supply all production facilities as well as supply of 
construction overheads and plant components that are directly or indirectly related the 
biodiesel process from jatropha; and the working capital, i.e. the amount of money needed to 
start the project. This is normally estimated as 0.15times the Fixed Capital Investment [6]. 
Total capital cost may include costs of land, equipment and installations, building and 
construction costs. 
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2.1 Total production Investment 
The total production investment involves the cost needed to run the project including 
marketing of the product. This generally consists of the variable cost, fixed costs and general 
expenses. Variable cost consists of direct and indirect costs. Generally, variable cost may 
include costs of raw materials, utilities, miscellaneous materials, shipping and packaging 
which are negligible in this work because the biodiesel processor is fabricated locally in 
Ghana. Fixed costs also include the cost of maintenance, operating labour, supervision, plant 
overheads, capital charges, Insurance rates and Royalties [6]. General expenses are made up 
of administrative costs, engineering and legal costs, office maintenance and communications, 
distribution and selling cost [7]. 

 
2.3 Profitability analysis 
The methods used in estimating the profitability of the project are Rate of Return on 
Investment (ROR), pay back period, break even point, discounted Cash Flow Rate of Return 
(DCCFRR) and the net present/future value [5]. 

 
2.4 Sensitivity Assessment 
Sensitivity analysis is a way of examining the effects of uncertainties in the forecast on the 
viability of a project. This is achieved by the most probable values for various factors which 
establish the base case for the analysis. The cash flows and criteria of performance used are 
calculated assuming a range of error for each of the factors in turn [6]. 

 
2.5 Process Description and Assumptions 
Fig. 1 shows the system boundary for the jatropha cultivation, oil extraction and biodiesel 
production. 

 
2.5.1 Jatropha curcas farming 

A case study of Jatropha curcas cultivation in Gbimsi, a village located in the northern part of 
Ghana was used. Organic fertilizer used for the cultivation is assumed to be produced from 
the seed cake through composting [8], in which the energy input is considered negligible. 
Labour work was assumed to replace diesel fuel consumed by the machines used in 
cultivation, i.e. one labour hour is approximately equivalent to 0.8 liters diesel [6]. Many 
researchers have argued that jatropha plant can succeed without irrigation and therefore does 
not compete for water or displace food production from prime agricultural land [14]. 
However, Ariza-Montobbio et al. reports that irrigation makes a big difference to yields, and 
even with irrigation the yields are so much lower than those reported from experimental plots 
[11].  For this study, on the other hand, irrigation of the jatropha plant was considered as done 
in Ghana. Harvesting of fruits starts from the 2nd year of plantation, where seed yield would 
have increased. 
 
2.1.2 Jatropha oil extraction 
Solvent (hexane) extraction, mechanical screw press and manual ram press are the most used 
methods but this work employed the mechanical screw press. The oil cake generated after oil 
extraction can be used as organic fertilizer for jatropha cultivation. For mechanical screw 
press extraction 77% oil content is obtained after extraction [6].  The screw press is locally 
fabricated. 
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Fig. 1 Process flow diagram of biodiesel production from jatropha curcas L. 
 
2.1.3 Jatropha biodiesel production 
1 tonne of biodiesel output (apprx. 1136l) was chosen for the material balance. Alkali-
catalyzed transesterification is used. All results were estimated under conditions in Ghana, and 
some data obtained from literature [9]. 
Three scenarios (Cases 1-3) were considered for jatropha oil cost at various economic 
conditions of Ghana, to obtain and estimated cost of the biodiesel as well as profit.   
Case 1 shows present economic conditions of Ghana but estimated high cost of jatropha oil 
Case 2 shows present economic conditions of Ghana but reduced cost of jatropha oil     
Case 3 shows slightly reduced present economic state of Ghana yet reduced jatropha oil cost. 
These three cases were chosen based on present and future cost of living in Ghana. 
 
3. Results and Discussion 

Assuming holidays and days for maintenance, the plant will work for 230 days/year 
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Table 1. Estimation of Fixed Capital Investment (FCI) 
Item Quantity Estimated cost, US dollar 

Land 0.67ha 496.7 
Irrigation Pump 1 Hp 168 

Mechanical Screw Press 1.5 tonne capacity 1000 
Biodiesel Reactor 1.5 tonne capacity 11,944.41 

Other land area for work 0.405ha 299 
TOTAL  13908.11 

 
Total Capital Investment (TCI) = FCI + Working Capital (WC) = 16362.48USD 
WC = 0.15TC 
 
Table 2. Estimation of Total Production Cost (TPC)- Variable costs 

Item Quantity Estimated cost, US dollar 

Organic fertilizer  30kg 0 
Pesticides  0 0 

Cultivation Total Cost  0 
 

Irrigation water 147680 l 147.68 
Jatropha seeds 3.5 tonne 1750 

Diesel  10.91 l 12.2 
Extraction Total Cost   1909.88 

 
Process water 3408 l 3.408 

Methanol  227.5 l 49.98 
Electricity 120kWh 14.4 
Catalyst  0.082 tonne 82 

 Biodiesel production Total  149.79  

TOTAL  2059.67 
 
Table 3. Estimation of Total Production Cost (Fixed cost and General Expenses) 

Item Factor Estimated cost, US dollar 

Maintenance cost 0.05FCI 695.41 
Operation labour - 705.14 
Administration 0.02TPC 41.19 
Miscellaneous  0.1Maintenance 13.9 

TOTAL  1455.64 
Source: (Sinnot et al, 1985) 
 
3.1 Profitability analysis 
Based on the following assumptions and the estimates made in Tables 1 to 3, Table 4 was 
developed with the help of software for modeling the cost of an industrial plant. 
Production capacity is 1136 litre for 8hour shift 
The number of 8 hour shifts per day is 1 
Yield of biodiesel is assumed to be 0.93 
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Table 4. Profitability Assessment Results of a Biodiesel Production Plant from Jatropha oil  
 

     Item 
 

 
Unit 

 

Estimated cost, US dollar excluding VAT  

Case 1                      Case 2            Case 3 

Jatropha oil  per litre 2.5 0.18 0.18 
Methanol   per litre 0.22 0.22 0.25 
Labour cost per week 76 76 350 
Rent  per month 50 50 50 
Insurance per year 2500 2500 2500 
Interest rate  percent 12 12 12 
Biodiesel plant per tonne 13849 13849 13849 
Catalyst  per litre 0.006  0.006 0.006 
Duty on biodiesel per litre 0 0 0 
VAT rate percent 14 14 14 
Water   per litre 0.001 0.001 0.002 
Electricity  per kWh 0.120 0.120 0.120 
Overheads costs per year 4,762 4,762 4,762 
Overheads costs per litre biodiesel 0.018 0.018 0.018 
Labour costs per litre biodiesel 0.013 0.011 0.062 
Water cost per litre biodiesel 0.002 0.002 0.015 
Electricity cost per litre biodiesel 0.015 0.015 0.004 
Estimated 
Biodiesel cost  

per litre 
2.779 0.383 0.339 

PROFIT  -89.42 803.03 409.91 
Source: Cash flow calculations from data collected for this work [6] [15] 
 
Case 1 which also shows the conditions for maximum profits (almost at breakeven) resulted 
in a loss after the cash flow analysis. The loss per day is minimal recorded as -89.42 US 
Dollar. In this case, we assumed higher cost for jatropha oil at the present Ghana’s economic 
status, and a higher biodiesel cost was estimated after cash flow calculations. For the second 
case where the cost of jatropha oil was similar compared to cost on the international market, 
maintaining minimal conditions, profit was observed at 803.03 US dollar per day.  For case 3, 
profit was observed on extreme conditions i.e. the prices of jatropha oil maintained as that of 
the international market whilst biodiesel cost was kept low, yet there was a marginal profit of 
409.91 US dollar per day. No scenario was created for harsh economic conditions because the 
three cases showed profitable and feasible results.  
 
These results therefore show that the project which produces 1tonne of biodiesel per day is 
viable economically (except in case 1 where there was a loss) and if the plant’s capacity is 
increased profit per day will also increase even when biodiesel price is kept as low as 
US$0.339. Jatropha plantation for biodiesel is worth a project considering the economic 
analysis with conditions and assumptions made in this report. In the northern part of Ghana 
where jatropha is grown on large scale, the oil after extraction is used mainly on 
multifunctional platforms where the oil is used purposes for fueling engines of machines 
which otherwise may be used manually. For instance in the northern part of Ghana, the oil is 
used to power the mechanical screw press instead of using diesel which is environmentally 
unfriendly when burnt.  
 
Multifunctional platforms have been introduced in Ghana for such purposes to empower 
women especially. From the analysis, the cost of jatropha oil is much cheaper at 
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0.18USD/litre compared to that of biodiesel at 0.3-2.7USD/litre. It therefore presents a much 
more economical sense currently to use biodiesel oil from jatropha in diesel engines instead of 
using for producing biodiesel. However, it is still viable to go into biodiesel production using 
jatropha oil as detailed in the results of this work. Table 5 shows the comparison of prices 
between petroleum diesel, jatropha oil, gasoline and biodiesel from jatropha oil in Ghana from 
the year 2000 to 2010. 

Table 5. Comparative prices of jatropha oil, kerosene and biodiesel in Ghana  

Product 
Estimated cost, US dollar/litre 

               2005                             2008                           2010 
Jatropha oil 0.154 0.191 0.085 
Kerosene ex-refinery 0.92 0.85 0.87 
Kerosene ex-pump 0.83 0.77 1.23 
Jatropha Biodiesel 1.54 1.02 0.99 
Diesel ex-refinery 0.56 0.90 1.12 
Diesel ex-pump 0.78 1.01 1.21 
Source: Energy Commission, Ghana and TradingEconomics.com [16]    
 
4. Conclusion and Recommendation 

Biodiesel produced from jatropha oil is assessed to be feasible economically when the seeds 
are cultivated on large scale. In Ghana where jatropha plantation is done on commercial basis 
for multifunctional platforms in rural areas, jatropha oil is more economical to use compared 
to jatropha biodiesel. It is however viable to produce jatropha oil and further processing it 
when the oil is in large quantities. As reported by other studies in India, Mali etc, jatropha oil 
produced on commercial basis is less costly hence biodiesel production from this oil is 
feasible especially in MFPs which can keep the engines for a long time. Therefore, if 1tonne 
of biodiesel can be produced from jatropha at quite a minimal cost, then on commercial basis, 
when this quantity is normalized to a desired capacity, marginal profit will be reported after 
payback time of not more than three years. For better efficiency of diesel engines, biodiesel 
from jatropha is however preferred to raw jatropha oil especially in MFPs. 
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Abstract: Biodiesel production is a valuable process which needs a continued study and optimization process 
because of its environmentally advantageous attributes and its renewable nature. In India Neem tree is a widely 
grown crop, termed as Divine Tree due to its wide relevance in many areas of study. The present study is 
intended to consider aspects related to the feasibility of the production of biodiesel from neem oil. This report 
deals with biodiesel obtained from neem oil which are mono esters produced using transesterification process. 
The optimum conditions to achieve maximum yield of biodiesel were investigated at different temperatures and 
with different molar ratio of neem oil and methanol. The temperature increases yield of methyl ester at 55 0C and 
a molar ratio of 1:12 were found to be beneficial. From the obtained results it was apparent that the produced 
biodiesel fuel was within the recommended standards of biodiesel fuel. The fuel properties of biodiesel including 
kinematic viscosity and acid value were examined. The engine power and pollutant emissions characteristics 
under different biodiesel percentages were also studied. Experiments demonstrated that the biodiesel produced 
using neem oil could reduce smoke and Carbon monoxide emissions, significantly while the Nitrogen oxide 
emission changed slightly. Thus, the ester of this oil can be used as environment friendly alternative fuel for 
diesel engine. 
 
Keywords: Biodiesel, Transesterification, Methyl ester of neem oil, Emissions  

1. Introduction 

Vegetable oils have become more attractive in the recent past owing to its environmental 
benefits and the fact that it is made from renewable resources. Vegetable oils are a renewable 
and potentially inexhaustible source of energy with an energetic content close to diesel fuel. 
Oils derived from vegetable and microbial sources may in course of time become as important 
as petroleum and the coal tar products of present time [1]. Recent increases in petroleum 
prices and due to uncertainties concerning petroleum availability, there is renewed interest in 
vegetable oil fuels for diesel engines [2].  
 
Neem (Azadirachta indica) is a tree in the mahogany family Meliaceae which is abundantly 
grown in varied parts of India. The Neem grows on almost all types of soils including clayey, 
saline and alkaline conditions. Neem seed obtained from this tree are collected, de-pulped, 
sun dried and crushed for oil extraction. The seeds have 45% oil which has high potential for 
the production of biodiesel [3]. Neem oil is generally light to dark brown, bitter and has a 
rather strong odour that is said to combine the odours of peanut and garlic. It comprises 
mainly of triglycerides and large amounts of triterpenoid compounds, which are responsible 
for the bitter taste. It is hydrophobic in nature and in order to emulsify it in  water for 
application purposes, it has to be formulated with appropriate surfactants. 
 
Neem oil also contains steroids (campesterol, beta-sitosterol, stigma sterol) and a plethora of 
triterpenoids of which Azadirachtin is the most widely studied [4].This study is intended to 
consider aspects related to the feasibility of the production of biodiesel from neem oil in an 
attempt to produce biodiesel using the abundantly grown tree naturally as the use of vegetable 
oils for engine fuels seems insignificant at present day scenario. Neem oil will become a 
potential supplier of Biodiesel in future. Biodiesel is a mono alkyl ester (methyl or ethyl ester) 
of long chain fatty acids derived from renewable lipid of neem oil. Biodiesel thus obtained 
can be used in any compression ignition (diesel) engines without the need of modification and 
is therefore a good substitute for diesel fuel. The first documented commercial production of 

 

471



rapeseed oil methyl esters is reported to be in 1988 [5]. It possesses several distinct 
advantages over petro-diesel in following safety, biodegradability and environmental aspects 
[6]. 
 
This present study is intended to consider aspects related to the feasibility of the production of 
biodiesel from neem oil. The variables affecting the yield and characteristics of the biodiesel 
made were studied. The obtained results were analyzed and compared with conventional 
diesel fuels. 
 
2. Methodology 

Neem oil was obtained commercially. Chemicals such as Sodium hydroxide, Methanol, 
Sulphuric acid, Phosphoric acid were purchased from Merck. All the chemicals used were of 
analytical reagent grade. 
 
2.1. Experimental Setup of Transesterification Process 
Biodiesel fuel blend can be conventionally prepared by using alkali or acid as catalyst.100gm 
of refined neem oil is mixed with 12gm of alcohol and 1gm of sodium hydroxide (NaOH) 
which acts as catalyst. The experiments were conducted in a m anner similar to Soxhlet 
extraction apparatus [7].This mixture is taken in a 500ml round bottomed flask .The amount 
of catalyst that should be added to the reactor varies from 0.5% to 1% w/w. Using magnetic 
stirrer and heater equipment the above mixture is thoroughly mixed and maintained at a 
temperature of 50-55 0C for two hours. The mixture is now allowed to settle for 24 hours at 
which two separate layers are obtained. The top layer will be methyl ester of neem oil (fatty 
acid methyl ester (FAME) i.e, .biodiesel) and the bottom one glycerin. Using a conical 
separating funnel the glycerin is separated at the bottom.  To separate the FAME (fatty acid 
methyl ester) from glycerol, catalyst (NaOH) and methanol, washing was carried out with 
warm water. Further water and methanol will be removed by distillation. Then the NaOH, 
Glycerol, methanol and water was treated with phosphoric acid for neutralizing the catalyst. 
Finally glycerin is obtained as a byproduct in case of alkali transesterification process. Fig.1. 
shows the experimental set up of the process. 

Cooling Water in

Cooling water out

Magnetic Stirrer with Heater

Neem oil +Methanol +NaOH

Thermometer

60-65  deg C 

 

    Fig.1. Experimental set-up 
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Acid catalyst production is the second conventional way of making the biodiesel. The most 
commonly used acid is sulfuric acid. This type of catalyst gives very high yield in esters but 
the reaction is very slow, requiring almost always more than one day obtaining the final 
product [8]. 
 
2.2. Distillation of Crude Biodiesel  
The crude biodiesel was composed of FAME and methanol. FAME was purified by a 
distillation system. It was provided with an evaporator and an internal condenser. Feed (0.2 
L/h) was let in using a jacketed glass vessel equipped with a flow regulation valve, where the 
temperature was maintained at 400C.The discharge of distillate and residue was done in glass 
flasks. The vacuum system was composed of a mechanical pump and a diffusion pump. The 
heating of the evaporator was provided by a j acket. The yield of the purified biodiesel 
(FAME) was calculated by from the ratio of the mass of the purified biodiesel to that of the 
crude biodiesel. Biodiesel was distilled from the crude biodiesel at evaporator temperatures of 
40, 50, 60, and 70 °C. Other conditions for distillation were maintained at evaporator vacuum 
to be 1.0 Pa, the condenser temperature at 40 °C. 
 
3. Results and Discussion 

The raw neem oil has high moisture content and contains other impurities. In order to remove 
the moisture and impurities from the neem oil it has to be refined. The purification process 
can be accelerated tremendously by boiling the oil with about 20 %  of water. The boiling 
should continue until the water has completely evaporated (no bubbles of water vapor 
anymore). After few hours the oil then becomes clear. This refined neem oil is taken as raw 
material for transesterification process. If the neem oil is having 6% free fatty acid content 
alkali transesterification process seems to be better option otherwise acid transesterification 
process is carried out. Since the free fatty acid content was observed to be 5.7 i n weight 
percentage alkali transesterification process was carried out. The refined neem oil was 
checked before doing transesterification process and properties are tabulated in Table 1. 
 

Table 1. Properties of Neem oil 
Properties Quantity Fatty Acid Weight % 

Moisture content (wt %) 0.4 Oleic acid 51.3 

Free Fatty Acid Content 
(wt %) 5.7 Palmitic acid 17.8 

Refractive Index 1.47 Linoleic acid 14.7 

Gum Content (wt %) 0 Steric acid 14.4 

Iodine Value 80 Arachidic acid 1.6 

Density(kg/m3) 1024 Myristic acid 0.03 

           
3.1. Transesterification process at different molar ratios of methanol and neem oil-alkali 

catalyst 
Different molar ratios of methanol and neem oil were taken for studying the yield percentage. 
The mole ratio of 1:12 was found to be efficient compared to lower or higher molar ratios 
where the conversion was around 83%. On further increase in the methanol it leads to a 
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saturation curve as shown in Fig.1 , 1: 12 molar ratio were taken for further studies. 
Temperature effects were conducted on transesterification process (Fig.2). As the 
temperatures increases, the yield of methyl ester also increases to a maximum of 92% which 
was at 550C.If the temperature reached a v alue beyond 600C the yield started decreasing 
drastically.  

 

 

      

Fig.2. Different molar ratio of methanol and oil        Fig. 3. Effect of temperature 

Table 2. Comparison of Biodiesel obtained from acid, alkali catalysts and Commercial 
Diesel 

PROPERTIES 

NOME 

(ACID 
CATALYST) 

NOME 

(ALKALI 
CATALYST) 

DIESEL FUEL 

Viscosity at 40 0C (cP) 5.3 4.9 6.8 

Density  at 15 0C 
(g/cc) 0.78 0.81 0.8 

Heating value(Mj/kg) 39.1 39.4 44.5 

Cetane number 46.0 46.0 51.0 

Carbon mass (wt %) 76.7 76.7 86.8 

Hydrogen (wt %) 12.1 12.1 13.1 

Oxygen (wt %) 11.15 11.15 0.00 

C/H ratio 6.33 6.33 6.63 

Sulphur (wt %) ≤ 0.004 ≤ 0.004 0.042 

Total glycerin (%) 0.027 0.03 - 

Free glycerin 0 0.00 - 
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3.2. Properties of NOME 
The comparison of properties between neem oil and diesel are tabulated in Table 2.Testing 
was done to study the properties of the neem oil after undergoing transesterification process 
and properties of neem oil methyl ester is tabulated in Table 2. The cetane number was found 
to be 46 which are in par with commercially available diesel. Sandun Fernando et al., stated 
that the cetane number for biodiesel should be a minimum of 47[9]; as high cetane number 
could lead to engine performance problems. Glycerin result measures the amounts of 
unconverted and partially converted fats and oils which are in comparison in both the 
catalysts. The neem oil properties were compared with the normal diesel fuel. The sulphur 
content of NOME was found to be less than 0.004. Compared to diesel it is very less. So neem 
oil is found to be nontoxic.  
 
3.3. FTIR results of nonesterified and esterified neem oil 
The FTIR test of nonesterified and esterified neem oil is carried out using MATSEN 
equipment. The IR spectra of neat esterified and nonesterified neem oil show (Fig.4 & Fig.5) 
the pronounced functional groups which indicate the presence of alkanes and lesser extent of  
aromatics and polyaromatics groups, with a clear absence of phosphorous and sulfur. The IR  

Fig.4. IR Spectra of Esterified neem oil        Fig. 5. IR Spectra of non Esterified neem oil 
 
spectra of the esterified neem oil also show that they contain significant amount of esters. The 
esterified neem oil contains little amount of water and this water was removed by heating the 
oil before using in the engine. The comparative frequency ranges of IR-spectra, their 
corresponding functional groups and indicated compounds were performed by Nurun Nabi et 
al. [10]. 
 
3.4. Distillation of Crude Biodiesel 
The yield of purified biodiesel increased as the evaporator temperature increased from 40 to 
70 °C, the yield increased from 55.45% ± 0.5% to 63.67% ± 0.25%. However, the color of the 
final products changed from being colorless to light yellow when the evaporator temperature 
increased. Distillation was introduced as an alternative practice for biodiesel production via 
two ways. One method was to remove the FFAs from the feedstock with a high acid value to a 
very low extent, so the base-catalyzed transesterification was easy to perform. The other 
method was to purify FAME at 50−80 °C from the crude biodiesel from low-quality feedstock 
to meet a high biodiesel standard. Distillation was also employed to remove FFAs from acidic 
neem seed oil at 60°C for the production of biodiesel. 
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3.5. Analysis Of Exhaust Emissions With Neat Diesel Fuel And Diesel Neem Oil Blends 
3.5.1. Effect of engine speed on brake thermal efficiency 
In order to study the effect of Brake thermal efficiency, the speed of engine was operated at 
various levels ranging from 500-1500rpm. In this study, four cylinders IDI diesel engine was 
used as a test engine. The test engine specifications as reported by them were injection time 
20o CA BTDC and pressure of 120 bar. 
 
An increase in the engine speed of upto 1050 rpm the Brake thermal efficiency increased as 
also the fuel consumption. Beyond 1050rpm there was a s light decrease in Brake thermal 
efficiency even with higher fuel consumption. This is an indication of low calorific value with 
an increase in fuel consumption. At 1050rpm, there was high Brake thermal efficiency 
indicating complete combustion of fuel hence further studies were carried out at this rpm.  

 
Fig.6. Brake Thermal efficiency Fig. 7. Carbon monoxide emission 

3.5.2. Carbon monoxide emission 
The carbon monoxide emissions of the Neem oil methyl ester and various other blends of 
biodiesel were found at the rated engine speed of 1050 rpm for different Brake Mean 
Effective Pressure (BMEP). The result shows (Fig.7) carbon monoxide emissions are found to 
be increasing with increasing BMEP. This is typical with all internal combustion engines, 
since air fuel ratio decreases with increase in load. The engine emits more CO using diesel as 
compared to that of biodiesel blends under all BMEP conditions. With increasing biodiesel 
percentage CO emission level decreases up to 15%blend, increasing the percentage of NOME 
in diesel more than 15% CO emission is increases.  Biodiesel itself has about 11.15 % oxygen 
content in it. This helps for the complete combustion. Reports show that the carbon monoxide 
emissions emerging from the biodiesel will lower the overall load and speed ranges up to 
51.6% [10]. 
 
3.5.3. NOX emission 
The NOX emission characteristics with respect to various BMEP’s at various blends of Neem 
oil was found. The result shows (Fig.8) the diesel fuel is having lower NOX emission and 
blended Neem oil is having higher NOX emission. Compared to conventional fuel the NOX 
emission is increased by 5% with the blend of Neem oil. The presence of oxygen in NOME 
helps to produce more amount of NOX The impact of fuel injection also play a role in the 
higher NOX emissions in the NOME. The NOx variations were less than 8%, which is 
consistent with most published results [11]. 

 

476



260

310

360

410

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

BMEP (MPa)

N
O

x 
E

m
is

si
on

 (
pp

m
)

Neat diesel
5%NOME
10%NOME
15%NOME
20%NOME
25%NOME
30%NOME

 
Fig.8. Nox Emission   Fig. 9. Smoke emission 

3.5.4. Smoke emission 
Fig.9 represents filter smoke number with respect to different BMEP. The filter smoke 
number with respect to different BMEP was analyzed for various blends of fuel. The results 
confirm that filter smoke number for biodiesel blend to be lower for NOME than that of the 
diesel fuel. 15% blend show low smoke number contributing to the factor that lesser amount 
of unburnt hydrocarbons is present in the engine exhaust emission. Previous researchers 
showed the visible smoke emerging from the biodiesel over all load and speed ranges are 
lower by 13.5% to 60.3% [12]. 
 
4. Conclusion 

Studies have been made using neem oil, a novel feedstock of obtaining biodiesel which is 
renewable in nature. The effect of methanol to oil molar ratio and acid & alkali catalyst 
transesterification were analyzed. The exhaust emissions of neem oil blended biodiesel are 
studied. Compared with conventional diesel fuel, diesel exhaust emissions including smoke 
and CO were reduced, while NOX emission was increased with the diesel-NOME blends. The 
reductions in CO and smoke emissions and the increase in NOX emission with Diesel –
NOME blends may be associated with the oxygen content in the fuel. More than 15% NOME-
diesel blends created poor atomization tendency and incomplete combustion in engine. So the 
engine exhaust emission level is increased. The ester of this oil can be used as environment 
friendly alternative fuel for diesel engine creating a greener environment in the future. 
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Abstract: Biodiesel cannot economically compete with petroleum-based diesel fuel because of its high cost 
problem. This problem may be solved with the use of low cost feedstocks in biodiesel production. Waste frying 
oils are one of the low cost feedstocks. However, the feedstocks’ properties to be processed must be controlled in 
detail prior to transesterification reaction, since the physical and chemical properties of the feedstock 
significantly influence biodiesel production reaction as well as fuel properties. Frying oils which are used in 
various facilities in different conditions (such as frying temperature, time, and kind of food) have significantly 
different physico-chemical properties. Therefore, in this study, 30 different waste frying oil samples (14 from 
fish restaurants, 5 from fast-foods, 5 from hospitals, 4 from pastry shops, and 2 from restaurants) were collected 
and their density, viscosity, total polar material, water content, acid value, iodine value, peroxide value, and 
heating content were determined and compared to each others. The correlations between the total polar material 
content (which has to be legally determined to monitor frying oil’s degradation level) and density, viscosity, acid 
value and water content were remarkable. The usage of peroxide value to decide the quality of an oil was 
misleading. 
 
Keywords: Biodiesel, Low cost feedstock, Waste frying oil, Characterization. 

1. Introduction 

One of the most important and critical parameters which are effective in social and 
economical development of a country is energy. Energy consumption is steadily increasing 
each passing day as a result of rising world population, technological developments and living 
standards. At the present day, about 90% of the world’s total energy needs are met by fossil 
fuels and 45% of these fossil fuels is petroleum (petroleum’s share is supposed to rise to 58% 
in 2030) [1, 2]. Although petroleum is the most of energy sources used in the world, its 
reserves originate from some regions. Thus, the world’s many countries such as the USA and 
European Union (EU) countries have to import their energy requirements. In Table 1, daily 
petroleum production and consumption amounts of some countries are seen.  
 
Table 1. The petroleum production and consumption amounts of some countries [3] 

Country 
Petroleum 

Consumption 
(barrel/day) 

Petroleum 
Production 
(barrel/day) 

USA 18,690 9,056 
EU 13,680 2,383 

China 8,200 3991 
India 2,980 879 

Russia 2,850 9,932 
Germany 2,437 157 
France 1875 71 
Turkey 580 53 
Greece 414 7 

 
As seen in Table 1, the USA which has the largest industry in the world can produce only the 
half amount of its petroleum consumption. Situation of EN countries which are poor in terms 
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of fossil fuels is worse. These 27 countries can only produce about 17% of the consumed 
amount with their own resources. As the result of increased dieselization, diesel fuel (D-2) is 
the most consumed oil-based engine fuels, and this share is rising progressively each passing 
year. For example, in Turkey, about 7.4 million tons of D-2 was consumed, while gasoline 
consumption was only 2 million tons in the year of 2009 [4].  
 
When we consider the pessimistic situation explained above, the importance of alternative 
diesel fuel which is renewable, sustainable, green (not causing global warming and acid rains) 
and producible with domestic sources is evidently understood. 
 
Biodiesel which is defined as fatty acid alkyl monoesters derived from feedstocks such as 
vegetable oils and animal fats is one of the most important renewable energy sources. It has 
many superior properties over D-2 including renewability, lubricity, biodegrability, exhaust 
emission etc. Increasing environmental concerns and the need for energy independence have 
led to the biodiesel market. The global biodiesel market is expected to grow from $8.6 billion 
in 2009 to $12.6 billion in 2014 [5]. The EU is the biggest biodiesel producer in the world. As 
seen in Table 2, annual production of 27 EU countries increased from 3.20 million tons in 
2005 to 9.04 million tons in 2009 which means the increase is about 3 times.   
 
Table 2. EU biodiesel production and capacity amounts [6] 

Year 
Annual Production 

(million tons) 

Annual 
Growth 

(%) 

Annual Production Capacity 
(million tons) 

Annual 
Growth 

(%) 
 

2005 3.20 65.0 4.23 88 
2006 4.90 54.0 6.07 43.50 
2007 5.74 16.8 10.29 69.55 
2008 7.70 35.7 16.00 54.49 
2009 9.04 16.6 20.91 30.69 

 
However, this must be remembered that these figures have been essentially attained through 
governments’ economic stimulations and subsidies which were enforced in accordance with 
EU directive (2003/30/EC) and this has led to serious tax losses. Biodiesel cannot 
economically compete with D-2 because of its high cost. As biodiesel is usually obtained 
from high quality food-grade vegetable oils, the biggest reason of the high cost problem is 
feedstock cost which approximately accounts for 70 – 90% of the total cost of biodiesel 
production [7, 8]. This problem may be solved with the use of low cost feedstocks in biodiesel 
production. Waste frying oils are one of these low cost feedstocks. Compared to neat 
vegetable oils, the cost of waste frying oils is anywhere from 60% less to free, depending on 
the source and availability [9]. With this decrease in the feedstock cost, the great difference 
between the prices of biodiesel and D-2 can be lowered to an acceptable value. 
 
2. Waste Frying Oils as Biodiesel Feedstock 

In Europe, a total of about 17 million tons vegetable oils are annually consumed and this 
amount raises approximately 2% each passing year [10]. It is clearly understood from this 
figure that there are very big amounts of waste frying oil resources. However, there is no 
comprehensive study carried out on the waste frying oil potential of the EU countries and very 
little portion of this waste oil can be collected. When waste frying oils are poured into kitchen 
sink; they block drains in the course of time, and cause the sewerage not to be used by 
catching other waste materials in the sewerage system. Thus, they damage waste water 
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treatment plants and raise processing costs. According to a study performed in USA, 40% of 
the sewerage system blockages are caused by the waste frying oils poured into kitchen sink 
[10]. Moreover, waste frying oils have eco-toxic properties. If they are spilled onto ground, 
they will contaminate the soil and so damage plants. 
 
Waste vegetable oils usage in the production of animal feed has been forbidden by European 
Commission since 2001 because of bovine spongiform encephalopathy (mad cow disease). In 
addition, these waste oils and fats have not been used in soap production since they may cause 
health problems. Thus, waste oils and fats can only be used as feedstock in the production of 
biodiesel. Furthermore, by using waste frying oils as feedstock in biodiesel production, in 
addition to their positive influence in reducing the final cost of biodiesel, serious 
environmental pollution problems causing from these waste oils can be eliminated. However, 
the physical and chemical properties of the feedstock significantly influence biodiesel 
production reaction as well as fuel properties. Because of this, in order to obtain fuel quality 
biodiesel, the feedstocks’ properties to be processed must be controlled in detail prior to 
transesterification reaction. 
 
3. Chemistry of Frying Process 

During frying process, oil is continuously or repeatedly subjected to high temperatures in the 
presence of air and moisture. Three essential degradation reactions occurs under these 
conditions are: 
 

- Hydrolysis causing from the moisture content of fried food. This reaction produces 
free fatty acids (FFA), mono- and diglycerides. 
 

- Oxidation causing from the contact with oxygen. Reaction products are oxidized 
momomeric, dimeric and oligomeric triglycerides and volatile materials such as 
aldehydes and ketones. 
 

- Polymerization causing from these two reactions, and high temperatures. This reaction 
produces dimeric and polymeric triglycerides with ring structure [11-13]. 

 
Because of these degradation reactions mentioned above, a number of physical and chemical 
changes occur in frying oils including increase in viscosity, density, FFA content, total polar 
material (TPM), polymerized triglycerides, and decrease in smoke point, the number of 
double bonds, etc. If the frying process is continued, these materials will undergo further 
degradation and finally the oil will not be appropriate for frying. The frying oil has to be 
discarded.  
 
Since all degradation products are of polar character, TPM content of frying oil is a good 
indicator of its degradation level. Thus, in many countries, TPM content of frying oil has been 
legally accepted as the limit value to decide discard it or not. For example, in Turkey, TPM 
content of frying oil must not exceed the top level of 25%. In addition to TPM, as the oil 
deteriorates, some changes in its physical and chemical properties occur. For instance, during 
frying, oil’s double bonds are ruptured and so its fatty acid composition changes, FFA level 
and saturation degree increase [14, 15]. The change in the fatty acid composition influences 
some oil properties such as iodine value, viscosity, density, heating content. Thus, these 
properties can also be used to monitor the quality of the frying oil. 
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4. Methodology 

Waste frying oils which are used in different conditions (such as frying temperature, duration, 
the type and shape of the fryer, kind of food etc.) have significantly different physico-
chemical properties. In this study, in order to decrease this difference, after classifying the 
facilities producing waste frying oils into categories, 30 different waste frying oil samples (14 
from fish restaurants, 5 from fast-foods, 5 from hospitals, 4 from pastry shops, and 2 from 
restaurants) were collected and their density, kinematic viscosity, TPM, water content, acid 
value (AV), iodine value (IV), peroxide value (PV), and heating content were determined and 
compared to each other. It must be pointed out that, at the end of the project which is carried 
out with the collaboration of Izmit Municipality, totally, 150 waste frying oil samples will be 
collected from 7 different sectors and also, in addition to the physico-chemical properties 
mentioned in this article, saponification value, cetane index and smoke points of all samples 
will be determined. 
 
The procedures used in the determination of AV, PV, and IV are AOCS Cd 3a-63, AOCS Cd 
8-53, and TS EN 14111, respectively.  
 
Samples were coded according to their origins. Namely, FR means waste frying oil sample 
obtained from fish restaurants, FF means waste frying oil sample from fast-foods, H means 
from hospitals, PS means from pastry shops, and R means from restaurants. 
 
5. Results and discussion 

All results determined are shown in Table 3. When the waste frying oil samples obtained from 
fast-foods are examined and compared to each other, it is seen that FF1 has the TPM content 
of 30% and exceeded the top limit of 25%. Moreover, in addition to TPM, water content, PV 
and AV of this waste frying oil was the highest. Its AV (17.85 mg KOH/g) was more than 
twice of that of FF5 which was the second highest. FF4’s TPM content (24.5%) was close to 
the top limit value. In addition, density and viscosity values of this sample were the highest. 
Its viscosity was 6.95 mm2/s higher than that of the second highest viscosity. It was a 
reasonable result that the peroxides values of FF1 and FF4 which had the highest TPM 
contents were almost same (50.61 and 50.42 meq/kg). However, among the samples obtained 
from fast-foods, FF4’s AV (1.78 mg KOH/g) was the lowest and its IV (95.38 gI2/100g) 
which is the indicator of unsaturation level was the highest. Whereas its iodine value was 
expected to be low as the result of destruction of double bonds, the result was not in this 
expectation. As the heating content increases with saturation, the highest heating content 
(39741 kJ/kg) belonged to FF5 which was the most saturated sample having an IV of 52.17 
gI2/100g. 
 
Among the samples collected from hospitals, TPM content of H1 (29%) was the highest and 
higher than the top limit. Again, the result of the same sample had the highest density, 
viscosity, water content and lowest iodine value. However, high TPM level which is the 
indicator of massive deterioration made us think that its peroxide value would be the highest, 
but it was in the third order among the waste frying oils from hospitals with the value of 20.82 
meq/kg. This may be explained by splitting of hydro peroxides which form during the first 
stage of the oxidation, in the course of time. AVs of the samples were closer to each other and 
all of them were lower than 1 mg KOH/g. 
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Table 3. Data obtained from waste frying oil samples* 
1 2 3 4 5 6 7 8 9 

FF1 0.9237  42.28 1657.00 17.85 85.53 50.61 30.0 39223 
FF2 0.9194 39.81 1310.30 3.74 82.29 33.78 16.0 39259 
FF3 0.9183 42.37 441.76 2.64 66.48 36.84 15.5 39090 
FF4 0.9273 51.44 1059.30 1.78 95.38 50.42 24.5 39007 
FF5 0.9207 44.47 1181.90 8.62 52.17 19.05 19.5 39741 
H1 0.9311 47.24 1208.7 0.52 97.30 20.82 29.0 38925 
H2 0.9231 34.80 956.78 0.93 119.81 7.75 13.5 39650 
H3 0.9273 39.91 1050.70 0.50 124.28 26.65 23.0 39322 
H4 0.9242 34.81 1021.30 0.65 126.90 10.74 15.5 39498 
H5 0.9231 35.18 785.31 0.25 121.13 28.41 14.0 39689 
PS1 0.9238 39.89 710.03 0.56 141.26 55.92 16.0 39632 
PS2 0.9237 34.28 533.75 0.39 124.09 93.94 12.0 40336 
PS3 0.9232 32.85 568.52 0.22 126.54 74.22 16.0 39466 
PS4 0.9223 33.79 566.53 0.17 120.86 200.38 11.5 39276 
R1 0.9219 34.34 530.05 0.37 109.19 85.17 18.0 39270 
R2 0.9216 34.64 556.44 0.63 108.26 20.69 13.0 39399 

FR1 0.9264 40.52 1200.10 5.25 112.57 43.42 20.0 39344 
FR2 0.9269 39.86 1089.50 0.36 128.84 42.51 22.0 39404 
FR3 0.9248 36.94 753.37 0.49 122.29 49.05 16.5 39492 
FR4 0.9252 37.12 714.90 0.41 122.99 52.05 20.0 39449 
FR5 0.9238 35.99 817.73 0.28 121.71 44.46 17.0 39519 
FR6 0.9236 35.61 966.50 0.29 127.07 46.64 16.0 39556 
FR7 0.9241 34.89 915.33 0.75 118.83 53.77 15.5 39367 
FR8 0.9243 37.74 669.46 0.32 120.70 31.43 16.0 39518 
FR9 0.9238 35.58 1024.10 0.34 108.58 25.39 17.0 39449 
FR10 0.9238 36.37 732.64 0.43 124.37 21.72 16.5 39652 
FR11 0.9233 33.74 670.11 0.29 120.70 39.74 17.0 39624 
FR12 0.9239 34.85 713.93 0.41 124.48 34.24 15.5 39562 
FR13 0.9249 38.14 827.15 0.41 124.33 40.49 16.5 39465 
FR14 0.9262 41.60 1017.80 0.48 119.72 48.31 19.5 39474 

 
*1;Company Code, 2;Density (g/cm3 @ 15 °C), 3;Viscosity(mm2/s @ 40 °C), 4;Water Content (ppm), 5;Acid 
Value (mgKOH/g), 6;Iodine Value (gI2/100g), 7;Peroxide Value (meq/kg), 8;Total Polar Material (%), 
9;Heating Content (kJ/kg) 
 
Within the waste frying oils from pastry shops, the one which had the highest density, 
viscosity, water content, AV, and TPM was PS1. However, this sample had the lowest PV 
(55.92 meq/kg) and the highest IV (141.26 gI2/100 g). Normally, low PV and high IV are 
attributed to slight oxidative degradation. However, this oil was one of two samples which 
had the highest TPM content. This situation made us think that the degradation reactions 
which had increased the TPM content of the oil caused from hydrolysis and polymerization 
rather than thermal oxidation. High water content and AV can be interpreted as the result of 
hydrolysis. PS4 which was the first waste frying oil in terms of PV (106.44 meq/kg higher 
than the second one) had the lowest TPM content (11.5%) and it was amazing. 
 
In this study, 2 samples were collected from restaurants. When we examine the results of 
these samples, it was seen that their density and viscosity values were almost the same. R1 
had higher values than R2 in terms of PV (the difference is 64.48 meq/kg) and TPM content 
(the difference is 5%). This showed us that this frying oil was subjected to more degradation 
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reaction. However, IVs of these two oils were almost same. Whereas, it was expected that R1 
had the lower IV due to higher oxidation reaction leading to splitting of double bonds.  
 
Among the waste frying oil samples obtained from fish restaurants, FR1’s AV of 5.25 mg 
KOH/g was 7 times higher than that of second oil. The AVs of other 13 samples were less 
than 1 mg KOH/g. The density, viscosity, water content and TPM amounts of this oil were 
within the highest ones. 
 
FR2 which had the highest TPM content (22%) was within the first three samples in terms of 
density, viscosity and water content. One of the most remarkable results among waste frying 
oils obtained from fish restaurants was that all the heating contents were almost the same. The 
difference between the highest heating value (39624 kJ/kg) and the lowest heating value 
(39344 kJ/kg) is only 0.7%. 
 
6. Conclusions 
 

According to the results, at first, it must be strongly emphasized that waste frying oils are very 
heterogeneous feedstock for biodiesel production in terms of physico-chemical properties and 
must be characterize in detail prior to biodiesel production.  
 
When waste frying oils were compared to each other, it was seen that, in general, fast-food 
origin waste frying oils’ viscosities, water contents and AVs were higher and iodine values 
were lower than those from other sectors. The most suitable feedstocks were from pastry 
shops in terms of TPM, AV, and water content. The densities of all the samples were 
generally close to each other. 
 
The correlation between TPM, density, viscosity, AV, and water content were remarkable. 
Heating contents of the samples were almost the same. In addition, the measurement of PV as 
an indicator of oil quality was misleading.   
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Abstract: To develop a cost-effective fermentation medium, fungal extract (FE) of Mucor indicus biomass, 
which is a by-product of fermentation processes, was evaluated as a nutrient source for ethanol production by the 
fungus. Autolysis as a natural process of self-digestion of fungal cells was used to release the nutrients in 
surrounding medium leading to the production of the FE. Glucose consumption and ethanol production were 
followed using several media made with different concentrations of FE as nutrient supplementation replacing 
either yeast extract (YE) or whole nutrient. According to the results, 5 g/L YE could be successfully replaced 
with 5 g/L FE, resulting in higher ethanol yield (0.46 g/g) and productivity (0.69 g/L.h). Yield of glycerol 
production, the major byproduct of fermentation, was also increased by supplementation of the FE. 
 
Keywords: Bioethanol; Fungal extract; Autolysis; Mucor indicus. 

1. 0BIntroduction 

Amongst all liquid biofuels, bioethanol is widely recognized these days as a promising 
renewable and environmentally friendly source of energy. It is an alternative fuel with the 
recognition that the global crude oil reserve is finite, and its depletion is occurring much faster 
than previously predicted [1]. Recently, saprophytic zygomycetes strain Mucor indicus 
(formerly M. rouxii) has been identified as an ethanol-producing organism, capable to grow 
aerobically or anaerobically on a number of different carbon sources including hexoses and 
pentoses with yield and productivity in the same order as Saccharomyces cerevisiae [2]. 
Furthermore, the interest in the potential utilization of fungal biomass zygomycetes as a 
valuable product is increasing due to the structural composition of cell walls [3]. Ethanol 
production by fermentation of natural feedstocks usually requires the use of complex growth 
supplements, such as yeast extract (YE) [2, 4]. The high cost of YE and other commercial 
nutrients is a limitation to its application in industrial processes, including the fermentation of 
biomass to ethanol. Thus, it is desirable to develop media that are likely to perform well in 
conditions that are representative in microbial fermentation. Several studies have concentrated 
on the use of yeast autolysate as effective nutrients in wheat fermentations and ethanol 
production [5, 6]. Fungal biomass as a by-product of fungal fermentations can be used as a 
source of nutrients for microbial fermentations. This can be achieved by disintegration and 
releasing materials hydrolyzed in-to assimilable monomers to produce a fungal autolysate as a 
nutrient-rich solution containing such as amino-acids, peptides, phosphorus and 
carbohydrates. Cell autolysis as an economical method is the natural degradation process, 
which starts after the exhaustion of major nutrients and reserves [7]. The objective of the 
present study was to develop a low-cost and suitable fermentation medium based on the 
utilization of filamentous fungus biomass, M. indicus, as a nutrient source for production of 
ethanol with the same fungal strain. 
 
2. 1BMaterials and Methods 

2.1. 5BMicroorganism strain and media 
The fungus M. indicus 22424 CCUG (Culture Collection University of Göteborg, Sweden) 
was used in all experiments. The fungus was cultivated on agar slants containing (g/L): 
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glucose monohydrate, 40; peptone, 10; and agar 20 at pH 5.5±0.1 and 32±0.5°C for 5 days, 
where the fungus grew to form a cotton-like mycelium and spores. The agar slants were 
stored at 4°C until use. 
 
2.2. 6BFungal spore germination 
The batch cultivations were carried out in 500-ml cotton-plugged conical flasks with 300 ml 
working volume containing glucose monohydrate (40 g/L), supplemented with (per liter): 5 g 
YE, 7.5 g (NHR4R)R2RSOR4R, 3.5 g KR2RHPOR4R, 1 g CaClR2R .2HR2RO, 0.75 g MgSOR4R.7HR2RO at pH 5.5±0.1. 
The flasks were incubated at 32±0.5°C and 180 rpm for 30 h, which provided initial biomass 
for further fungal autolysis. 
 
2.3. 7BFungal autolysis 
The produced biomass (fungal cells) from the fungal germination were recovered and 
separated from the liquid broth by filtration under aseptic conditions and washed at least three 
times with sterile distilled water to remove any residual nutrients. The clean solids were then 
re-suspended in sterile distilled water to achieve a concentration of 50 g/L fungal biomass. 
The fungal suspensions were then placed in 250 ml glass vessels immersed in a temperature-
controlled shaking water bath. The initial pH was adjusted to 5.2±0.1 using either 10% 
sulfuric acid or 1 N sodium hydroxide. The autolysis was carried out at 55±1°C and 120 rpm 
for 72 h. After autolysis, the suspension was centrifuged for 15 min at 4°C and 4500 rpm, and 
the supernatant was designated as autolysate of fungal cells. The solubilized cell constituents 
in autolysate of fungal cells resulting from the autolysis were referred to as “FE”. 
 
2.4. 8BEthanol production 
The fermentation experiments were carried out anaerobically in 120 ml glass bottles with 50 
ml working volume, containing 40 g/L glucose monohydrate and different media 
supplementation (Table 1) in 50 mM sodium citrate buffer with pH 5.5±0.1. The media were 
sterilized by autoclaving at 121°C for 20 min, and then inoculated with 1.0 ml of a suspension 
containing 4.5(±0.5) ×10P

5
P spores of M. indicus. The fully nutrient medium containing YE (5 

g/L) supplemented with mineral salts (g/L): (NHR4R)R2RSOR4R, 7.5, KR2RHPOR4R, 3.5, CaClR2R.2HR2RO, 1, 
MgSOR4R.7HR2RO, 0.75. Table 1 shows the type of supplementation corresponding to the various 
media assayed. All fermentations were performed in a shaking incubator at 32±0.5°C with the 
agitation speed of 180 rpm for 72 h. The fermentation samples were stored at -20°C before 
metabolite analysis. 

 
2.5. 9BAnalytical methods 
For determination of the amount of materials released from the cells into the surrounding 
liquid phase during autolysis (FE), 10 ml of autolysate of fungal cells after autolysis process 
was separated and dried in an oven at 55±1 °C until constant weight was achieved. The liquid 
samples from fermentations were analyzed by high performance liquid chromatography 
(HPLC), which was equipped with UV/vis and RI detectors (Jasco International Co., Tokyo, 
Japan). Glucose, ethanol, glycerol were analyzed on an Aminex HPX-87H column (Bio-Rad, 
Richmond, CA, USA) at 60ºC with 0.6 ml/min eluent of 5mM sulfuric acid. All components 
were detected on RI chromatograms. All experiments in this work were duplicated and the 
averages of two replications are presented. 
 

 

487



3. Results 

3.1. Effect of the supplementation of fungal extract on ethanol production 
M. indicus was produced in the fully supplemented medium containing 40 g/L glucose 
monohydrate and other nutrient components, and the produced fugal cells were recovered by 
filtration and were subjected to fungal autolysis process. To verify the potential of FE as an 
alternative nutrient supplementation replacing YE, a series of experimental fermentations 
were performed at two concentrations (2.5 and 5 g/L) of FE (Table 1). 
 
Table 1. Results of ethanol production by M. indicus in different media. 

Nutrient Supplementation 
Maximum ethanol 

volumetric 
productivity (g/L h) 

YRE/SRP

b
P 

(g/g) 
YRGly/SRP

c
P 

(mg/g) 
Terminal 
time (h)P

d 

YE (5 g/L), mineral salts P

a
P  0.67 0.45 47.3 24 

YE (5 g/L) 0.37 0.43 46.4 48 

FE (2.5 g/L) 0.34 0.39 43.3 72 

FE (2.5 g/L), mineral salts 0.53 0.40 42.0 36 

FE (5 g/L) 0.54 0.43 45.1 36 

FE (5 g/L), mineral salts 0.69 0.46 49.0 24 
P

a
P Mineral salts supplementation (g/L): (NHR4R)R2RSOR4R (7.5), KR2RHPOR4R (3.5), MgSOR4R.7HR2RO (0.75), CaClR2R.2HR2RO (1) 

P

b
P Maximum ethanol yield on consumed glucose. 

P

c
P Maximum glycerol yield on consumed glucose. 

P

d 
PTime needed for total consumption was defined as the period between addition of glucose and its exhaustion to 

concentration below 0.5 g/L. 
 
To establish a basis for comparison, a fermentation run was carried out in a fully 
supplemented medium (YE (5 g/L) and mineral salts). The results showed that, glucose was 
rapidly consumed and mainly converted to ethanol (Fig. 1a and b), reaching a maximum yield 
of 0.45 g/(g glucose) and a volumetric productivity of 0.67 g/L h in less than 24 h cultivation 
under anaerobic conditions. Glycerol was the most important byproduct of the fermentation 
with maximum yield of 47.3 mg/g glucose (Table 1). As can be seen from Table 1, M. indicus 
gave the ethanol yield of 0.43 g/g and low productivity with the supplementation of only 5 
g/L YE (Table 1). A preliminary experiment was carried out using 2.5 g/L of FE as unique 
supplementation (Table 1). As a result, the low glucose consumption indicated the existence 
of nutrient limitation in the medium and the maximum ethanol concentration was reached 
after a relatively long reaction time (about 72 h). However, the experiment with 
supplementation of 2.5 g/L FE gave a poor performance in ethanol production because of 
nutrient limitation in fermentation media relative to YE or whole nutrient supplementations. 
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Fig.1. Effect of the supplementation of fungal extract on glucose assimilation (a) and e thanol 
production (b). The symbols represent of supplementation of YE (5 g/L) (■); YE (5 g/L) with mineral 
salts (▲); FE (2.5 g/L) (●) and FE (5 g/L) (♦). 
 
In this direction, an additional experiment performed in order to increase the nutrient 
concentration with 5 g/L FE of M. indicus as unique supplementation (Table 1). Compared 
with 5 g/L YE, 5 g/L FE resulted in a higher ethanol yield with a maximum of 0.43 g/g. 
However, the low glucose consumption indicated the existence of nutrient limitation in the 
medium. As a result, the maximum yield and productivity of ethanol in this medium was still 
lower than the fully supplemented medium (Table 1).  
 
3.2. Evaluation of fungal extract for media supplementation replacing yeast extract 
The possibility of supplementing of FE (2.5 g/L) in the fermentation media with combination 
of mineral salts (Table 1) was assessed in an additional experiment to overcome nutrient 
limitation. According to Table 1, addition of the mineral salts provided a gradual increase in 
ethanol yield and volumetric productivity in comparison with addition of only 2.5 g/L FE. 
However, it was comparatively low due to result obtained in a fully supplemented medium. 
Considering that a deficit in mineral salts with 5 g/L FE supplementation could be partially 
responsible for the prolonged fermentation time, additional experiment was prepared by 
adding the mineral salts presented in the full nutrient medium. As a result of this modification, 
the bioconversion to ethanol was further improved and showed results closely related to the 
ones observed for the fully supplemented medium (Fig. 2a and b), with a maximum ethanol 
yield and productivity of 0.46 g/g and 0.69 g/L h in less than 24 h, respectively. The 
maximum glycerol yield of 0.49 mg/g was achieved at this condition. It came, therefore, to 
the conclusion that autolysis of M. indicus biomass as a valuable by product from ethanol 
fermentation could be used as a microbial nutrient source for further fermentation with 
supplementation of 5 g/L FE replacing 5 g/L YE. 
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Fig.2. Effect of the supplementation of fungal extract with combination of mineral salts on glucose 
assimilation (a) and ethanol production (b). The symbols represent of supplementation of FE (2.5 g/L) 
with mineral salts (■); FE (5 g/L) with mineral salts (▲). 
 
4. Discussion 

The main purpose of the current work was the fermentative production of ethanol by the 
filamentous fungus, M. indicus, using a fungal autolysate as a low-cost complex nutrient 
solution. M. indicus is a fungus that has recently been identified as a candidate for industrial 
production of ethanol [2, 4]. Considering the similarity of chemical components between M. 
indicus and yeasts, it might be assumed that the fungal extract might be a feasible alternative 
to yeast extract as a nutrient source for fermentation media. Thus, the fungal cells of M. 
indicus, as a by-product of fermentation processes, were then subjected to autolysis to 
produce nutrient supplements for the following fermentations by similar fungus M. indicus. 
Therefore, the autolysis of the fungal cells biomass produced during fermentation may be 
considered as a suitable replacement for YE. Thus, the natural enzymatic process of fungal 
autolysis under oxygen starvation conditions was used in order to disrupt M. indicus cells and 
release various nutrients into the surrounding liquid. On the other hand, this process could be 
applied as an effective approach to nutrient regeneration/ production due to its simplicity [7]. 
In this study, autolysate of fungal cells, referred to as FE resulted in high performance in 
ethanol production. Media containing FE (5 g/L) replacing YE as nutrient source led to high-
yield and high-volumetric productivity of ethanol. In addition high-yield of glycerol was 
obtained in FE concentration (5 g/L) relative to fully supplemented medium. This 
demonstrates clearly that the FE of M. indicus contains sufficient essential nutrients for the 
ethanol fermentation. 
 
5. Conclusion 

The biomass of M. indicus can be used as a nutrient source for ethanol production by this 
fungus. Autolysate of the fungal cells could successfully replace the major nutrients which are 
necessary for the fermentation. 
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Abstract: Bioethanol production of lignocellulosics is technologically analyzed, but requires further 
investigations concerning yield optimization and economic efficiency. One important aspect is to obtain an ideal 
yeast strain for the fermentation process, which should possess the ability of a stable conversion of C5- and C6-
sugars, resistance/tolerance against inhibitory compounds, temperature, ethanol, sugar and industrial stability. 
The use of genetically-modified microorganisms is reported. Problems with the stability of the microorganisms 
and public concerns with regard to/about the use of genetically-modified organisms led us to seek other 
strategies. For this purpose, several yeast strains were adapted to the mentioned characteristics using specific 
natural adaptation and systematic selection.  
For improved utilization of xylose, several yeast strains have been cultivated on xylose-minimal agar for various 
generations. Yeast strains have been adapted to grow in ascending concentrations of wheat straw hydrolysate 
medium. Furthermore, several yeast strains have been bred at increased temperatures, with enhanced ethanol and 
sugar concentrations.  
Some xylose- as well as hydrolysate-adapted yeast strains show an increased fermentative competence. A few of 
the thermally adapted yeast strains represent an enhanced fermentative capacity at higher temperature (42°C). 
Various yeast strains are tolerant concerning 8-12 % of ethanol and 400-450 g/l of glucose. Some significant 
improvements concerning ideal yeast strain could have been reached. These improvements offer new 
possibilities for further optimization. 
 
Keywords: Lignocellulosic remnant straw, Ideal yeast strain, Natural adaptation, Systematic selection, 
Bioethanol 

1. Introduction 

Economic production of bioethanol using lignocellulosic biomass involves quantitative 
fermentation of cellulosic as well as hemicellulosic fraction, which contains xylose as major 
sugar component in agricultural remnant materials [1]. By use of the yeast strain 
Saccharomyces only C6-sugars can be converted to ethanol, but not C5-sugars [2]. If the 
pentoses were also converted, ethanol yield could be increased significantly. 
 
In the literature, numerous approaches are described where due to genetic engineering the 
pentose phosphate pathway in yeast cells (especially in Saccharomyces cerevisiae) is 
modified, so that the yeasts are able to convert xylose into ethanol, reviewed in [3]. Anyway, 
during longer application in the laboratory, the stability of recombinant yeast strains is not 
guaranteed, moreover, global acceptance concerning GM-organisms is another serious 
problem [4]. Therefore, development of non-GM yeast strains, capable of utilizing and 
converting xylose efficiently for production of bioethanol, using natural selection and 
breeding would be advantageous. When lignocellulosic biomass (e.g. straw) is pretreated 
(with Steam Explosion), substances, such as phenols, hydroxymethylfurfural (HMF), furfural 
and organic acids are generated. Those substances inhibit yeast cells, resulting in a highly 
constrained growth and ethanol production.  
 
The majority of fermenting yeasts generally have limited osmotolerance and thermotolerance, 
with an optimum temperature ranging from 30 to 37°C [5]. Therefore, the development and 
use of osmotolerant and thermotolerant yeast strains, capable of growing and fermenting with 
good yields at temperatures above 40°C would be advantageous, especially with regard to 
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simultaneous saccharification and fermentation (SSF) [6]. Yeast growth and fermentation at 
high initial sugar concentrations and high temperature not only minimizes contamination 
chances, reduces cooling costs, has faster fermentation rates, but also facilitates the 
attainability of high ethanol concentrations, therefore reducing subsequent distillation costs. 
Ethanol is known to act as an inhibitor to yeast cells, inducing loss of cell viability and 
inhibition of both yeast growth and different transport systems [7]. Thus, ethanol tolerant 
yeast strains are beneficial, in order to achieve high fermentation efficiency and finally a high 
yield of ethanol. 
 
Summing up, the ideal yeast strain for bioethanol production of lignocellulosic biomass (e.g. 
straw) should possess the following characteristics: stable conversion of C5 and C6-sugars, 
resistance against inhibitory compounds, tolerance concerning temperature, ethanol as well 
as sugar and industrial stability. In this paper, we demonstrate that various yeast strains could 
have been adapted to the mentioned characteristics using specific natural adaptation and 
systematic selection.  
 
2. Methodology 

2.1. Microorganisms 
The following microorganisms have been used: Kluyveromyces marxianus (DSM 5418), 
Kluyveromyces marxianus (DSM 5420), Kluyveromyces thermotolerans (DSM 3434), 
S.C.BUT8, S.C.BUT4, Candida utilis, S.C.BUT3, Rhodotorula, Kluyveromyces lactis (DSM 
4909), osmophilic yeast strain, Saccharomyces cerevisiae, Malaga, white wine yeast strain, 
Pichia stipitis, Pachysolen tannophilus (DSM 70352) and industrial baker´s yeast 
(S.C.BUT2). 
 
All yeast strains, used for adaptation, were grown in YGC medium at 30°C and maintained at 
4°C on YGC agar plates. Pichia stipitis and Pachysolen tannophilus (DSM 70352) are 
maintained on Xylose agar plates.  
 
2.2. Media 
YGC medium (yeast extract 5 g/L, glucose 20 g/L, chloramphenicol 0.1 g/L) was routinely 
used as growth and testing medium. Agar plates have been prepared by adding agar 15 g/L. 
Xylose medium (urea 6.4 g/L, KH2PO4 1.2 g/L, Na2HPO4 0.18 g/L, yeast extract 10 g/L, 
xylose 50 g/L, chloramphenicol 0,1 g/L) was used as xylose-growth medium. Xylose agar 
plates have been prepared using yeast extract 10 g/L, peptone 20 g/L, xylose 20 g/L, agar 20 
g/L, chloramphenicol 0.1 g/L. Xylose minimal-medium (DIFCO® yeast nitrogen base 
without amino acids 6.7 g/L, xylose, 50 g/L, chloramphenicol 0.1 g/L) was used as xylose-
adaptation minimal medium [8].  
 
Agar plates have been prepared by adding agar 18 g/L. Hydrolysate adaptation medium was 
prepared, similar to [9], by adding xylose 15 g, glucose 30 g, yeast extract 1.5 g, peptone 3 g, 
KH2PO4 2 g, (NH4)2SO4 1 g and MgSO4-7H2O 0.5 g in 1 L of 10 – 30 % (dry substance) 
pre-fabricated straw hydrolysate (described in chapter 2.3), the pH was adjusted to 5.0 ± 0.1. 
In normal straw hydrolysate (10 % dry substance), the average xylose yield accounts for about 
15 g/L and average glucose yield accounts for about 30 g/L. With increasing hydrolysate 
concentrations (dry substances of up to 30 %), glucose and xylose input amounts were 
reduced in adaptation media. Adaptation media have been finished by sterilely filtrating. 
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2.3. Preparation of wheat straw hydrolysate 
With pretreated, dried and grinded straw, a 10 to 30 % suspension has been produced, using 
citrate-buffer solution (acetic acid 9.6 g/L, pH 5.0 ± 0.1). Suspension has been enzymatically 
solubilised at a temperature of 50 °C for 96 hours. After hydrolysis, suspension has been 
filtered and further used in hydrolysate adaptation media. 
 
2.4. Determination of sugars, ethanol, organic acids, furans, xylitol 
For precise sugar and ethanol analytics, as well as for determination of HMF, furfural and 
xylitol, HPLC from Jasco and BioRad AMINEX® HPX 87H with ultra-pure water as eluent, 
RI detection has been used. For precise organic acids analytics, as well as for lateral 
validation of sugar-, HMF-, furfural- and xylitol-concentrations, HPLC from Agilent 
Technologies, Varian Metacarb 87 H with 5 mM H2SO4 as eluent, UV 210 nm and RI 
detection has been used.  
 
2.5. Xylose-solution for fermentation 
Xylose solution was produced using xylose, 125 g/L, filled up with citrate buffer solution. 
After sterilely filtrating, a fermentation nutrient solution has been added. pH-value has been 
adjusted to 6.3. 
 
2.5.1. Fermentation nutrient solution 
Fermentation nutrient solution has been prepared using DIFCO® yeast nitrogen base without 
amino acids 85 g/L, urea 113.5 g/L, peptone 328 g/L. 
 
2.6. Glucose-solution for fermentation 
Glucose-solution was produced using glucose 140 g/L, filled up with citrate buffer solution. 
After autoclaving, (NH4)2HPO4, CaCl2-2H2O, KH2PO4 and MgSO4-7H2O have been added, 
pH-value has been adjusted to 4.6. 
 
2.7. Adaptation of yeast strains on xylose as sole carbon source 
Selected, analyzed yeast strains have been streaked constantly on xylose-containing agar 
plates (rich medium) for several generations (approx. 15 passages). Those yeast strains have 
been adapted to grow on Xylose-minimal agar. Yeast strains have been streaked again 
constantly on that minimal agar for several generations (currently passage 50).  
 
2.8. Fermentation analyses with xylose-adapted yeast strains 
Fermentation analyses with xylose-adapted yeast strains have been conducted, using xylose 
liquid medium as yeast growth medium and xylose solution for fermentation, including the 
fermentation nutrient solution, pH 6.3. Fermentation has been practised aerobically and 
anaerobically at 30 °C for 168 hours. As positive control, not adapted yeast strains have been 
cultivated in YGC-medium and used in fermentation process with identical parameters. 
 
2.9. Adaptation of yeast strains on wheat straw hydrolysate 
Selected yeast strains have been cultivated in ascending concentrated hydrolysate adaptation 
media. Adaptation of yeast strains has been conducted at 30°C. Simultaneously, several yeast 
strains were cultivated additionally at higher temperatures (up to 41°C). Therefore, increased 
inhibitor-resistant yeast strains with a higher temperature tolerance could be achieved.  
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2.10. Fermentation analyses with wheat straw hydrolysate-adapted yeast strains 
Fermentation analyses with hydrolysate-adapted yeast strains have been conducted, using 
hydrolysate adaptation medium as yeast growth medium. Fermentation has been conducted 
using pre-fabricated and concentrated straw hydrolysate (60 % of straw dry substance) at 
30°C for 168 h. As positive control, not adapted yeast strains have been cultivated in YGC-
medium and used in fermentation process with identical parameters.  
 
2.11. Adaptation of yeast strains on increased temperatures 
Several yeast strains have been streaked on YGC agar plates and incubated at increasing 
temperatures up to 42 °C. Kluyveromyces marxianus has been bred at temperatures up to 
45°C. Thermotolerant yeast strains have been tested additionally in a fermentation approach 
at higher temperatures. 
 
2.12. Determination of alcohol and sugar tolerance 
Yeast strains have been grown in YGC medium at 30°C for 24 hours and inoculated into 
YGC medium plus different ethanol concentrations (ranging from 0-13 %). Yeast cell 
concentrations have been determined using spectrophotometer (OD 600 nm) after incubation 
at 30°C. Sugar tolerance of yeast strains have been tested after growth in YGC medium, 
including different concentrations of glucose (up to 450 g/L). Yeast cell concentration was 
determined using spectrophotometer (OD 600 nm) after incubation at 30°C. Sugar tolerant 
yeast strains have been tested additionally in a fermentation approach using glucose solution 
with different glucose concentrations (up to 450 g/L) at 30°C for 168 hours.  
 
3. Results 

3.1. Fermentation analyses with xylose-adapted yeast strains 
Several xylose-adapted yeast strains (about 50 passages) produced slightly increased ethanol 
yields, especially during aerobic fermentation process. Using xylose-adapted Pichia stipitis 
(passage 48) in the aerobic fermentation process, a significant increase in ethanol production 
with 4.6 %vol. could be observed (table 1 and 2).  
 
Table 1. Ethanol yields after aerobic and anaerobic fermentation of xylose-solution, including 
fermentation nutrient solution, with non-adapted control yeast Pichia stipitis. 

Control yeast 
Pichia stipitis 

Fermentation 
condition 

EtOH [% vol.] remaining xylose 
[g/L] 

xylitol [g/L] 

 aerob 3,4 34,5 2,5 
 anaerob 2,1 73,4 2,4 

 
Table 2. Ethanol yields after aerobic and anaerobic fermentation of xylose-solution, including 
fermentation nutrient solution, with Pichia stipitis, adapted on xylose as sole carbon source. 
Xylose-adapted 
Pichia stipitis 

Fermentation 
condition 

EtOH [% vol.] remaining xylose 
[g/L] 

xylitol [g/L] 

 aerob 4,6 19,7 14,4 
 anaerob 4 19,1 16,2 

 
3.2. Adaptation of yeast strains on wheat straw hydrolysate medium 
Yeast strains have been adapted successfully to ascending concentrations of wheat straw 
hydrolysate medium. Both, at 30 °C and also at increased temperatures (up to 41°C), yeast 
growth in straw hydrolysate medium is successful. 
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3.3. Fermentation analyses with wheat straw hydrolysate-adapted yeast strains 
Fermentation approaches with hydrolysate-adapted yeast strains have been conducted using 
concentrated wheat straw hydrolysate (with 60 % of dry substance) (table 3). Fermentation 
approaches have shown that some adapted yeast strains have increased resistance concerning 
existent inhibitory compounds (table 4). 
 
Table 3. List of sugars, organic acids and furans, contained in concentrated wheat straw hydrolysate 
(with 60 % of dry substance). 
Components of concentrated 

hydrolysate 
[g/L] 

Glucose 140.3 
Xylose   55.8 

Acetic acid 
Formic acid 

Propanoic acid  
Hydroxymethylfurfural 

Furfural 

9.9 
1.2 
1.1 
0.3 
0.2 

 
Table 4. EtOH-yields [%vol.] after fermentation of concentrated wheat straw hydrolysate, using 
adapted yeast strains and non-adapted control yeast strains. 
Adapted yeasts EtOH [%vol.]  Control yeasts EtOH [%vol.] 

S.C.BUT3 4,8  S.C.BUT3 0,7 
S.C.BUT8 
S.C.BUT4 

4,2 
4,6 

 S.C.BUT8 
S.C.BUT4 

2,9 
0,7 

 
3.4. Adaptation of yeast strains on increased temperatures  
Several yeast strains show very good growth on YGC-agar plates at temperatures up to 42°C, 
except Saccharomyces cerevisiae, which is only able to grow well at 30°C. Exclusively, 
Kluyveromyces marxianus can grow at a temperature up to 45°C.  
 
3.5. Analysis of fermentative capacity of different yeast strains at increased temperatures 
Several yeast strains have been tested in a fermentation process, using glucose-solution for 
fermentation at 40°C. As positive approach, several yeast strains have also been tested in a 
fermentation process at 30°C. Most of the yeast strains produced similar ethanol yields during 
fermentation at 30°C (between 5.3 and 7.2 %vol.) and 40°C (between 4.7 and 6.1 %vol.). 
Only a few yeast strains show a significant collapse concerning fermentative capacity at 40°C.  
 
3.6. Determination of alcohol tolerance 
Several yeast strains have been tested concerning growth in YGC medium, including 
ascending concentrations of ethanol (0-13 %). Yeast cell density has been examined using 
spectrophotometer (OD 600 nm) after incubation at 30°C. Using 11 % of EtOH in the growth 
medium, several yeast strains still have good cell density (60 %, 74 %, 58 %, 61 %, 60 % and 
75 %, respectively). With 13 % of EtOH, only one yeast strain has 61 % cell density. Only 3 
used yeast strains have low ethanol tolerance (2-4 % EtOH). 
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3.7. Determination of sugar tolerance and fermentative competence 
After analysis of yeast cell growth in YGC medium with ascending glucose-concentrations, 
several yeast strains have been tested additionally in a fermentation process, using glucose 
solution with different concentrations of glucose at 30°C for 168 hours. Almost all yeast 
strains have produced high ethanol yields after fermentation with increased glucose-
concentrations (up to 450 g/L glucose). Best results have been reached using two special types 
of yeast.  
 
4. Discussion 

Lignocellulosic raw materials contain 5-20 % of the pentose sugars xylose and arabinose [10]. 
Microorganisms, able to ferment xylose are found among bacteria, yeast and filamentous 
fungi [11]. However, natural xylose-fermenting yeast strains, such as Pichia stipitis, Candida 
shehatae and Pachysolen tannophilus [12] are known to produce low ethanol yields and to re-
assimilate the produced ethanol [13]. However, Pichia stipitis is known as one of the better 
yeast strains, able to ferment xylose. During anaerobic fermentation conditions a large portion 
of xylose is converted to xylitol therefore ethanol yield is accordingly low. Low levels of 
oxygen are important in the conversion of xylose into ethanol, so that cell viability and 
NADH balance are maintained.  
 
Agbogbo et al. [14] have tested Pichia stipitis in fermentation approaches on various glucose 
and xylose mixtures. Maximum ethanol concentration with 100 % of xylose (60 g/L) was 24.3 
± 0.34 g/L, which corresponds to about 3.03 %vol. We have successfully adapted many yeast 
strains to grow on xylose-minimal medium, according to Attfield and Bell [8], who have 
demonstrated the development of  non-GM yeast strains (Saccharomyces cerevisiae), capable 
of efficiently growing on xylose.  
 
In our study, xylose-adapted yeast strains, regularly bred on xylose-minimal agar for several 
generations, produced slightly increased ethanol yields, especially during aerobic 
fermentation process. Using xylose-adapted Pichia stipitis, a significant increase in ethanol 
production after aerobic fermentation process of about 35 % can be observed (ethanol yield of 
4.6 %vol., see table 1 and 2). Also within anaerobic fermentation process, using xylose-
adapted Pichia stipitis, an increase in ethanol production of 90 % can be observed (ethanol 
yield of 4 %vol., see table 1 and 2). All xylose-adapted yeast strains show good tendency of 
getting adaped to convert xylose to ethanol, but also with a high production of xylitol as by-
product. However, yeast strains will be further cultivated on xylose-minimal agar, as well as 
in xylose-liquid medium and fermentative capacity concerning increased xylose conversion 
will be regularly analyzed.  
 
The most widely studied yeast strains for ethanol fermentation using wheat straw hydrolysate 
as feedstock are Pichia stipitis [9], Kluyveromyces marxianus [15], native as well as 
recombinant strains of S.cerevisiae. Best ethanol yields have been obtained with the native 
non-adapted S.cerevisiae with 31.2 g/L, which corresponds to about 3.9 %vol. [16]. However, 
those yeast strains are hindered during fermentation process by inhibitory compounds, 
generated during pretreatment and hydrolysis of lignocellulosic biomass [17]. Bjorling and 
Lindman [18] reported, that Pichia stipitis is completely inhibited during fermentation by 
using a medium, containing 3.9 g/L acetic acid, known as an inhibitory component in 
hydrolysates. In his study, Nigam [9] has improved fermentation performance by adapting 
xylose-fermenting yeast Pichia stipitis on higher concentrations of acetic acid. The addition of 
5 g/L acetic acid in hydrolysate medium significantly inhibited sugar utilization and ethanol 
production. Maximal ethanol yield with inhibitor-adapted yeast culture was 14.5 g/L, which 
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corresponds to about 1.8 %vol. In order to adapt yeast strains to inhibitory compounds in the 
hydrolysat, several yeast strains, used in our study, have been successfully bred in ascending 
concentrations of wheat straw hydrolysate medium at 30 °C and also at increased 
temperatures (up to 41 °C). Fermentation approaches have shown that some hydrolysate-
adapted yeast strains have increased resistance concerning existent inhibitory compounds. 
Fermentation has been conducted in pre-fabricated wheat straw hydrolysate, containing 
among glucose and xylose, 9.9 g/L acetic acid, 1.2 g/L formic acid, 1.1 g/L propanoic acid, 
0.3 g/L hydroxymethylfurfural and 0.2 g/L furfural.  

The adapted yeast strain S.C.BUT3 produced an ethanol yield of 4.8 %vol., whereas the not 
adapted control yeast only 0.7 %vol. Also the adapted yeast S.C.BUT8 yielded an increased 
ethanol concentration of 4.2 %vol. (not adapted control yeast only 2.9 %vol.). By use of 
adapted S.C.BUT4, an ethanol yield of 4.6 %vol. could be reached, the not adapted control 
yeast only produced 0.7 % vol. (see table 4).  

A serious problem concerning simultaneous saccharification and fermentation (SSF), which 
appears as a promising alternative among all processes for bioethanol production from 
lignocellulosic biomass is the different optimum temperatures for saccharification (45 - 50 
°C) and fermentation (25 - 30°C) [6]. The majority of fermenting yeasts generally have 
limited osmotolerance and thermotolerance, with an optimum temperature ranging from 30 to 
37°C [5]. In our study, we could thermally adapt several yeast strains to grow at temperatures 
up to 42°C, Kluyveromyces marxianus is able to grow at a temperature of 45°C. Fermentation 
approaches at 40°C provided good ethanol yields (up to 6.1 %vol).  

Ethanol is known to be an inhibitor to yeast cells, inducing amongst others loss of cell 
viability which results in less efficient fermentation process and thus to reduced ethanol yield. 
The receipt of highly ethanol tolerant yeast mutants is very difficult, isolation requires long-
term selection techniques in continuous culture [19]. In our study, numerous yeast strains 
have been tested concerning growth in YGC medium, including ascending concentrations of 
ethanol (0-13 %). Using 11 % of EtOH, several yeast strains have good cell viability. With 13 
% of EtOH, one yeast strain has still 61 % cell density. Fermentation at high initial sugar 
concentrations provides high ethanol concentrations, which reduces subsequent distillation 
costs. After analysis of yeast cell growth in YGC medium with ascending glucose-
concentrations, used yeast strains have been tested additionally in a fermentation process, 
using glucose solution with different concentrations of glucose at 30°C for 168 hours. Several 
yeast strains have produced high ethanol yields after fermentation with increased glucose-
concentrations (up to 450 g/L glucose).  

5. Conclusion 

The ideal yeast strain for bioethanol production of lignocellulosic biomass has not been 
produced yet, because the mentioned requirements could not have been combined completely 
into one ideal yeast strain. However, some significant improvements with regard to the ideal 
yeast strain could have been reached. These improvements offer new possibilities for further 
optimization.  
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Abstract: This paper presents a thermodynamic analysis of a biochemical process for the production of 
bioethanol from a lignocellulosic feedstock. The major inefficiencies in the process are identified as: i) the 
combustion of lignin for process heat and power production and ii) the simultaneous saccharification and 
fermentation process. As lignin is not converted to ethanol and lignin has a high value of chemical exergy, the 
overall efficiency of the biochemical process largely depends on how the lignin is utilized. We therefore consider 
integrating a source of low temperature heat, such as waste heat or low-enthalpy geothermal heat, into a 
biochemical lignocellulosic biorefinery to provide process heat. This enables the lignin-enriched residue to be 
used either as a feedstock for chemicals and materials or for on-site electricity generation. Our analysis shows 
that integrating low temperature heat source into a biorefinery in this way represents an improvement in overall 
resource utilization efficiency.  
 
Keywords: Bioenergy; biorefinery; geothermal energy; process heat; integrated approach. 

Nomenclature  

Ex exergy  ...............................................MJ⋅s-1 

P electric power ....................................MJ⋅s-1 
η efficiency ................................................. [-] 
δ exergy loss for heat transfer ................... [-] 
subscript  
bio    ....................................................... biomass 
ch     ...................................................... chemical 
geo   .................................................. geothermal 

 

HT     .............................................. heat transfer 
ph       ..................................................... physical 
proc  ....................................................... process 
prd       .................................................... product 
wstprd   ......................................... waste product 
SN     ............................................................. sink 
SR     ......................................................... source 
0       .................................................... dead state 
 

1. Introduction 

Increasing the percentage of liquid transport fuel from renewable biomass sources is an 
important opportunity in the move towards a more sustainable energy system. Recent political 
and research and development trends show a clear move towards lignocellulosic feedstocks 
for these biofuels [1]. Lignocellulosic feedstocks mitigate competition for land and water used 
for food production, increase biomass production per unit of land and reduce the inputs 
needed to grow the biomass [2-4].  
 
A key challenge for biofuel production systems is to develop efficient conversion 
technologies which are able to compete economically with fossil fuels. The biorefinery 
concept [5, 6], where a range of high-value co-products are produced in addition to 
commodity fuel products, attempts to achieve increased efficiency by making full use of 
biomass feedstocks [5, 7-9]. Due to the potential cost reductions from this strategy, 
biorefineries are seen as a key step towards the commercial implementation of biofuels [5]. 
 
A large percentage of the lignocellulosic biorefinery concepts that have so far been proposed 
are based on a biochemical conversion platform where the polysaccharides in  lignocellulosic 
material  are converted to liquid fuel using enzymes [10, 11]. In these systems it has been 
proposed that the lignin by-product and other extractives can be used for higher value uses 
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such as the production of high-value chemicals and materials [5, 7] or on-site electricity 
production [12]. 
 
One of the major impediments to the lignocellulosic biorefinery concept is that the liquid fuel 
production from lignocellulosic biomass is a very energy intensive process [5, 11, 13, 14]. 
Current integrated biorefinery concepts use the lignin-enriched residue as a fuel to meet 
process energy demands, reducing the possibility of higher-value uses of lignin. A potential 
option to overcome this is to introduce an external source of low-enthalpy heat, such as 
geothermal or waste heat, to meet the process heat demand and thereby leave the lignin-
enriched residue available for higher-value uses. 
 
As with other energy technologies, thermodynamic analysis provides a powerful tool to guide 
technology selection and research efforts towards more efficient biofuel production systems. 
Conventional energy analysis based only on the first-law of thermodynamics  cannot be used 
reliably for these purposes as it does not embody second law constraints on energy conversion 
and erroneously treats all energy types as equal [15]. 
 
Exergy analysis is a convenient method of carrying out thermodynamic analysis of complex 
systems and has been applied to a wide range of different processes, including; energy 
technology, chemical engineering, transportation and agriculture [16]. A number of authors 
have recently applied exergy analysis to biofuel production process [17-26]. While a number 
of exergy analyses of thermochemical pathways exist [18, 19, 22, 23] applications of exergy 
analysis to biochemical pathways are limited [20, 24, 25].  
 
In paper we present  an updated synthesis of our previous work [25, 26] on applying exergy 
analysis to identifying the inefficiencies in a biochemical process for producing biofuel and 
evaluating the potential efficiency gains from integrating low-enthalpy heat into the process. 
The analysis is based on the National Renewable Energy Laboratory (NREL) process [11] for 
producing ethanol from a lignocellulosic feedstock.  
 
2. Methodology 

2.1. Exergy analysis  
Unlike energy, exergy is exempt from the law of conservation. Every irreversible 
phenomenon causes exergy losses leading to the reduction of the useful effects of the process 
or to an increased consumption of the original energy source. The main aim of exergy 
analysis is to identify and quantify the causes of this thermodynamic imperfection in the 
process under consideration. The methodology of   exergy analysis is presented  by Szargut et 
al. [15] and the general approach to applying exergy analysis to biofuel production processes 
are given in Lu et al. [19] and Prins et al. [21]. One of the major difficulties in applying 
exergy analysis to biochemical process for biofuel production is that a number of components 
are not present in standard exergy tables [15]. In our previous work [25], a table of exergy 
values for these components and the methods used to calculate them are presented.  
 
2.2. The biochemical production process 
Several process models for the production of ethanol from biomass have been reported in the 
literature [11, 13, 14]. In particular, in a NREL publication Wooley et al. [11] have described 
in detail the overall process for ethanol production from wood chips via a process of 
simultaneous scarification and co-fermentation (SSCF). They considered a process that on 
average converts about 44.44 kg/s of biomass to 5.52 kg/s of ethanol. The process utilizes 
lignin enriched by-products to meet process heat demand. The model showed that such a plant 
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can produce more energy than required for process demands. The model includes an 
integrated power plant capable of producing 44 MW of electricity (33 MW for internal use 
and 11 MW for export). Piccalo and Bezzo[14] have developed an optimized system by 
applying pinch analysis to the original system described by Wooley et al. [11]. The analysis 
presented here is based on this optimized system. An overview of the process is shown in Fig 
1.  
 
Following Piccalo and Bezzo [13], the base case considered here processes 160 metric Ton of 
wet chip per hour, where the composition of the wood chip is cellulose: 22.2%, xylan: 9.9%, 
arabinan: 0.4%, mannan: 2%, galactan: 0.1%, acetate: 2.4%, lignin: 14.4%, ash: 0.5%, and 
moisture: 47.9%. 
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Fig. 1. Process diagram of ethanol production from lignocellulosic biomass  
 
2.3. The efficiency of biochemical production process 
One of the key parameters that can be evaluated in an exergy analysis is the overall 
thermodynamic efficiency. The thermodynamic efficiency of a system is defined as [15]: 
 

ExergyInput
productsusefulofExergy

=η                                                               (1) 

 

In the current case, the overall efficiency of ethanol production via the biochemical process 
described in section 2.2 can be written as  
 

∑ ++

++
=

templowXchXBiomassX

residueligninXnetFuelX

EEE
EPE

,,,

,,η                                                        (2)  

 

Here, BiomassXE ,   is the input chemical exergy of biomass, ∑ chXE ,  is the sum of the chemical 

exergies of all input chemicals to the process,  templowXE ,  is the exergy of a potential low 

temperature heat source supplied to the system, FuelXE ,  is the chemical exergy of the fuel, 

 

502



residueligninXE   ,  is the exergy of the lignin-enriched residue and netP  is the net electricity 

produced by the system. To evaluate the efficiency of the NREL process described in section 
2.2 we put 0, =templowXE  and 0  , =residueligninXE . 
 

Exergy analysis can also be used to evaluate thermodynamic losses in each unit process of the 
system. The exergy balance [27] applied to the system boundary of a unit operation of a 
process gives 
 

IEEE
out

wstprdX
out

prdX
in

X ++= ∑∑∑ ,,                                                          (3) 

 

where ∑
in

XE  is the total input exergy flow, ∑
out

prdXE ,  is the total output exergy flow in the 

products,  ∑
out

wstprdXE ,  is the total output exergy flow in the waste products from the unit 

process and I is the exergy destruction due to internal irreversibility. The last two terms in the 
exergy balance represent the total exergy loss associated with the unit process. For an 
irreversible process 0≠I  and Eq. (3) expresses the fundamental property that, unlike energy, 
exergy is not conserved. 
 
2.4. Efficiency improvements by integrating a low temperature heat source 
One possibility for improving the efficiency of biofuel production is to integrate a low 
temperature heat source to meet process heat demands. We consider three discrete cases and 
calculate the corresponding efficiencies. Here we assume that the internal electricity demand 
is met from the combustion of lignin-enriched residue. The rejected heat from lignin 
combustion can also be used to meet all the low temperature heat demand (150 ºC or less).  
 
The highest quality steam required for the biorefinery process is 192ºC (saturated at 13 bar). 
This steam demand can be met from any suitable low temperature heat source. The energy 
required for the highest quality steam is about 46 MW (or 17.6 MW of exergy). We could 
meet this heat demand by using an external 210ºC heat source in the biofuel production 
system, thus integrating heat and biomass resources in a single process. An alternative use for 
this steam is in an independent power plant. Assuming a typical binary cycle power plant first 
law efficiency of 15% [28] we can get about 6.9 MW of electricity from this same heat 
source. In this work we would like to compare the overall resource efficiency of the integrated 
vs. independent use of the two resources. We consider 3 cases: 
 
Case 1 
This represents the base case, here we operate the biorefinery and the low temperature heat 
source independently, with the low-temperature heat being used in an independent power 
plant. The overall efficiency can be calculated from Eq. (2) where, BiomassXE , = 454.8 MW, 

∑ chXE , = 12.3 MW, templowXE , = 17.6 MW, FuelXE ,  = 147.1 MW, netP  = 17.9 MW and 

residueligninXE ,  = 0 MW. For the biorefinery we use the system described in Section 2.2. 
 
Case 2 
Here we integrate the heat source into the biorefinery to meet the high-temperature heat 
demands (in the biochemical process) and combust the available lignin-enriched residue to 
produce additional power. The overall efficiency is calculated from Eq. (2) with BiomassXE , = 
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454.8 MW, ∑ chXE , = 12.3 MW, templowXE , = 17.6 MW, FuelXE ,  = 147.1 MW, netP  = 22 MW 

and residueligninXE ,  = 0 MW.  
 
Case 3 
In this case we meet internal electricity demand from lignin combustion and leave any 
additional lignin for some higher value use. The overall efficiency is calculated from Eq. (2) 
with BiomassXE , = 454.8 MW, ∑ chXE , = 12.3 MW, templowXE , = 17.6 MW, FuelXE ,  = 147.1 MW, 

netP  = 0 MW and residueligninXE ,  = 45.8 MW.  
 
3. Results 

3.1. Exergy analysis of the biofuel production process 
The efficiency of the standard NREL process [11] is calculated to be 34% using Eq. (2). Fig. 
2 (b) provides a breakdown of the exergy losses in various unit operations of the production 
process. For comparison we have also provided a breakdown of the energy losses in Figure 2 
(a). It is clear from the figures that heat and power production is the major contributor to both 
energy and exergy losses. The second, third and fourth largest contributors to energy loss are 
evaporation, distillation and dehydration and the pre-treatment & detox processes, 
respectively. Unlike the energy losses, the second, third and fourth largest contributors to 
exergy losses are SSCF, SSCF seed and pre-treatment processes, respectively. Feed handling 
and lignin separation have similar levels of contribution to energy and exergy losses (less than 
1%). 
 
3.2. Efficiency improvements by integrating a low temperature heat source 
The calculated overall efficiency for case 1 is 34.0% which is considered as the base case 
here. If we integrate the low temperature heat source to the biorefinery (case 2) efficiency 
becomes 35%. Although, the overall improvement is only 1%, there is a significant 
improvement in low temperature heat utilization. In particular, an additional 4.1 MW of 
electricity is generated which represents a 40% gain in electricity generation from the same 
low temperature heat source. The overall efficiency for case 3 is 40%. Fig. 3 presents a 
Grassman diagram of case 3, showing the exergy flow through the various stages of the 
system.    
 
4. Discussion and conclusion  

The difference in the breakdown of energy and exergy losses in the system presented in Fig. 2 
emphasises the importance of exergy analysis. While both the energy and exergy analysis 
show that heat and power production is the major loss, there is a significant difference for 
most of the other unit processes. This difference arises from the fact that first law analysis 
(energy) treats all forms of energy to be the same, whereas exergy analysis takes into account 
the available work in different forms of energy. For example, although evaporation, 
distillation and dehydration are associated with large energy demands, this demand can be 
met with low temperature heat sources (low exergy sources). In contrast, the SSCF and SSCF 
seed processes consume very little heat (low exergy) but require a significant amount of 
electricity (high exergy). A thermochemical process involving gasification and Fisher-
Tropsch synthesis was found to have a similar overall efficiency of biochemical process [22]. 
A more detailed comparison is presented in [25]. 
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Fig. 2. Breakdown of energy (a) and exergy (b) losses for a biochemical process of biofuel production 
from lignocellulosic feed stock. 

 
Fig. 3.  Grassman diagram for an ethanol and lignin-enriched residue production process 
where the 192ºC heat demand is met from low temperature heat source and the remaining 
internal electricity demand is met from lignin combustion 
 
There are two main reasons that heat and power generation is the largest area of exergy loss in 
the process. Firstly, due to the inherent inefficiency of combustion, much of the chemical 
exergy in the lignin is lost. The Carnot efficiency places limits on the ability of future 
technologies to improve this efficiency. Secondly, the direct reduction in temperature from 
the combustion temperature (815 ºC for lignin) to that of the process heat (200 ºC) leads to a 
further loss of exergy.  The exergy loss due to entropy generation associated with heat transfer 
to a cooler medium can be easily deduced from the Carnot efficiency [15] 
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where all temperatures are in Kelvin. From Eq. (7) the exergy loss due to entropy generation 
associated with heat transfer from 815ºC to 200ºC with ambient temperature of 25ºC is 
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calculated to be 49% of the original exergy, whereas if we meet the heat demand from low 
temperature heat source of 210ºC, the exergy loss due entropy generation associated with heat 
transfer becomes only 3% of original exergy. This explains the improvement in efficiency by 
integrating a low-enthalpy heat source to meet the process heat demand. 
 
Producing co-products or usable by-product can also change the efficiency of the system 
significantly. For instance, gypsum and ammonium acetate (4.8 MW, 16.8 MW equivalent of 
exergy, respectively) are produced in the detox process. If we can recover and utilize even 
50% of these two wastes/by products, the overall efficiencies for case 1, case 2 and case 3 
increase to 35%, 37% and 42%, respectively.  
 

In summary, this analysis shows that, in essence, the lignin enriched residue is too valuable 
from a thermodynamic perspective to be combusted for process heat. This is therefore a 
thermodynamic justification for the biorefinery concept which proposes making the most out 
of the biomass by using the lignin-enriched residue as a feedstock for higher value products. 
For current technologies, to support this concept requires a source of low-temperature heat to 
meet process heat demands. Using a heat source with a temperature very close to that of 
process heat demand reduces the losses incurred by this approach. Potential sources of this 
heat are waste heat and geothermal. Overall, this process of integrating low-enthalpy heat and 
thus leaving the lignin enriched residue available for higher value uses can lead to significant 
improvements in overall efficiency of a biochemical biofuel process.  This analysis also 
showed that if we can recover and utilize some of the key wastes and by-products, the overall 
efficiency increases due to the large exergy content in these chemicals.  
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Abstract: Hydrothermal carbonization (HTC) is an artificial coalification process which converts raw biomass 
into a coal-like product, biocoal. Biocoal has a higher energy density than the original biomass and is easier to 
transport, store and process. Hence, HTC is recently promoted as an upgrading technology, especially for wet 
biomass. For HTC to become a commercial technology, it is essential to identify applications which offer 
technical or economic advantages over conventional biomass processes. This paper presents a process design 
where HTC is integrated with wood-fired combined heat and power production (HTC-CHP), and compares it to 
standalone HTC (HTC-sep) and to wood pelletizing integrated with CHP (WP-CHP). The respective plant 
designs are modeled with Aspen Plus and an economic analysis is performed using investment costs from 
literature. The overall efficiency of electricity, heat and wood or biocoal pellet production is very close in all 
considered cases. When biodegradable waste is available at zero cost, the production costs of biocoal pellets are 
similar to those of wood pellets. If wood chips are used as an HTC feedstock, the production costs are 32–38% 
higher. The average cost of CO2 avoidance is highest for the standalone HTC plant, due to the auxiliary 
consumption of natural gas and electricity. 
 
Keywords: hydrothermal carbonization, biocoal, biomass, wood pellets 

1. Introduction 

Co-firing with coal has been identified as one of the least expensive and most efficient 
technologies for converting biomass to electricity [1]. This gives rise to a demand for biofuels 
with a uniform quality and high energy density, which can be processed in the fuel handling 
and combustion equipment of existing coal-fired power plants. Since most raw biomass falls 
short of these requirements, upgrading technologies, which improve the properties of biomass 
for transport, storage, combustion and gasification, have become of interest. The most 
established upgrading technology today is wood pelletizing, whereby wood is dried, milled 
and pressed into pellets of a defined form and size. Several technologies which convert 
biomass into a more coal-like product through chemical processing are currently being 
developed, but not yet commercialized. While torrefaction and fast pyrolysis have been 
mainly applied to dry wood and straw, hydrothermal carbonization (HTC) does not require 
prior drying and has been successfully tested with a wide range of biomass including wood, 
straw, cut grass, municipal waste, digestate, and bark mulch in laboratory scale experiments 
[2,3].  
 
To achieve a high overall energetic efficiency of 80 to 90% (HHV basis), efficient heat 
recovery within an HTC plant is required [4]. However, complex heat recovery might not be 
attractive due to operability issues and cost. This paper presents a process design in which the 
need for a complex heat recovery design within the HTC process is eliminated by integrating 
the HTC process with wood-fired combined heat and power production (CHP). Steam for the 
HTC reactor is bled from a steam turbine extraction, while low temperature heat from the 
cooling of the HTC reaction products is used for district heating and for combustion air and 
water preheating for the CHP process. This integrated design is compared to a s tand-alone 
HTC plant and to wood pelletizing, also integrated with CHP, in relation to energetic 
efficiency and production costs. Poplar wood chips from short rotation coppice and 
biodegradable waste are considered as feedstocks for the HTC process.    
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2. Hydrothermal carbonization as an upgrading technology for biomass 

HTC is an artificial coalification process which takes place in pressurized water at 200 to 
250°C at or above saturation pressure and is slightly exothermic. Oxygen is removed from the 
feedstock through the formation of water and CO2, thereby increasing the carbon content and 
higher heating value (HHV). HTC renders gaseous and dissolved byproducts containing CO2, 
carbon monoxide, organic acids, phenol, furfural and hydroxymethylfurfural [5,6]. Minerals 
contained in the biomass are partly dissolved in the aqueous phase [7]. By destroying the cell 
structure of the biomass and removing oxygen-containing functional groups, HTC makes the 
product hydrophobic [8] and facilitates mechanical dewatering, which is much less energy 
intensive than thermal drying. Previous simulation studies show that for fresh wood with 50 
to 60% moisture (wet basis), pre-treatment with HTC before combustion could increase the 
overall energetic efficiency compared to the combustion of the untreated wood by 5 to 12 
percentage points, given that dissolved organics losses are limited to 5% (by weight) and that 
mechanical dewatering yields 70% dry matter content [4]. In laboratory scale dewatering 
experiments, a dry matter content of 57 to 68% was achieved for biocoal from biodegradable 
waste [9]. 
 
Fig. 1 presents a flow diagram for a continuous HTC plant. The heat recovery scheme is 
adopted from a pilot plant for the hydrothermal treatment of peat [10]. The biomass is mixed 
with recycled process water to create a pumpable slurry, and then preheated in several stages 
by mixing with steam recovered at different temperature levels from the product de-
pressurizing. Only direct heat exchange is employed at temperatures greater than 100°C 
because (carbonized) peat slurry was found to cause fouling and clogging problems within 
heat exchangers [11]. The additional steam required to reach the reaction temperature is 
produced by a natural gas boiler. The product is mechanically dewatered, dried to a moisture 
content of 10% (w.b.) and pelletized. Low temperature drying uses steam at 100°C to heat up 
the drying air. The gaseous byproducts from the HTC reactor are co-combusted in the natural 
gas boiler. We described a similar plant design in detail in [4]. 
 
The need for a complex heat recovery scheme within the HTC process can be eliminated by 
integrating the HTC process with a CHP plant using wood chips as a fuel, as shown in Fig. 2. 
Steam for the HTC reactor is taken from the steam turbine. The biocoal slurry is de-
pressurized in two steps. Some of the recovered steam is used to preheat the biomass slurry to 
90°C and to supply the biocoal dryer. The remainder of the steam, plus heat from the waste 
water, gaseous byproducts and biocoal slurry cooling are used to generate steam at 0.2 MPa 
for the deaerator, for the combustion air and make-up water preheating, and for district heat 
production.  
 
3. Methodology 

The standalone HTC plant (HTC-sep) and the integrated plant design (HTC-CHP) described 
above are modeled with Aspen Plus V7.1, a simulation package which calculates material and 
energy balances for a given flowsheet of a steady-state chemical process.  A stand-alone CHP 
plant (CHP-sep) and a CHP plant integrated with wood pelletizing (WP-CHP) are also 
modeled for comparison. The design of CHP-sep and WP-CHP corresponds to the integrated 
CHP process (marked by grey underlay in Fig. 2), without flow streams A, B, G, F, and H. In 
WP-CHP, additional steam is extracted at 0.12 MPa for drying the wood to a water content of 
10% before milling and pelletizing. Based on the simulation results, raw material and 
auxiliary energy demand are obtained, and plant equipment is sized. Investment costs for the 
plant equipment are estimated, and the annual levelized product costs are calculated for each 
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simulation case. Poplar chips from short rotation coppice with a water content of 50% (w.b.) 
are used as a fuel for the CHP plant and as the raw material for the HTC and wood pelletizing. 
For the HTC-CHP, a s econd case is analyzed, with biodegradable waste as the HTC 
feedstock. All HTC simulation cases have an input of 11.15 MWHHV, requiring either 4 t/h 
wood or 8.6 t/h biodegradable waste. 
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Fig. 1. Flow diagram of a stand-alone HTC plant (HTC-sep) with staged heat recovery. 
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Fig. 2. Flow diagram of an integrated HTC and CHP plant (HTC-CHP). 

3.1. Modelling assumptions 
The operation of each plant is simulated for an average day within and outside the heating 
season, a cold winter day of -10°C with maximum heat load and frozen biomass, and a hot 
summer day of 30°C. The district heat load is taken to be 1.0 MW outside the heating season, 
15.7 MW on the average winter day and 20.7 MW at capacity. Outside the heating season, the 
boiler runs at approximately 40% capacity, and the steam not used for district heating (7.0 
MW) is discharged to the condenser. For the biomass upgrading processes, an availability of 
80% is assumed, due to maintenance requirements and fluctuation in biomass supply. 
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The HTC reactor is modeled as a black box, with yields and composition of the biocoal and 
byproducts based on experimental data using poplar wood and straw at 220°C with a 
residency time of 4 hours [12] and on published data [13]. The composition (wt%, d.b.) of 
biomass and biocoal is given in Table 1. Mass yields (d.b.) are 70.3% to 70.9% for the biocoal 
from wood and 71.9% for the biocoal from waste. Dissolved organic byproducts account for 
10.1% of the feedstock dry mass. The solid matter content is assumed to be 15% at the slurry 
pump inlet and 60% after mechanical dewatering with a filter press. Since biocoal is brittle, it 
is assumed that it can be fed directly to the pellet press without prior milling. 
 
Table 1. Characteristics of wood, biodegradable waste, biocoal and dissolved organics.  
 wood waste biocoal 

(wood) 
biocoal 
(waste) 

dissolved 
organics 

Carbon 49.75% 38.60% 63.68% 48.54% 40.52% 
Hydrogen 6.08% 5.30% 5.65% 4.27% 5.36% 
Oxygen 42.85% 36.10% 29.47% 21.96% 54.12% 
Ash 1.32% 20.00% 1.21% 25.23% — 
HHV (d.b.) (MJ/kg)  20.07 15.58 25.81 19.18 — 
Water content (w.b.) 50%    70% 10% 10% — 
 
3.2. Economic analysis 
Module costs for the plant equipment are estimated based on vendors data (for the wood 
pelletizing equipment) and literature. For the biomass upgrading processes, overdesign 
(safety) factors of 10-20% are applied. All components in contact with the biomass or biocoal 
slurry are stainless steel. Costs are converted to 2009 €. The total capital investment (TCI) 
comprises the total module costs plus fees and contingencies (15% of module costs), offsite 
costs (land, ancillary buildings, site development, utilities), working capital and start-up costs. 
The investment annuity is calculated with an economic plant life of 15 years and an interest 
rate of 7.0% p.a. Constant money values are used with real escalation rates of 0.5% p.a. for 
natural gas and purchased electricity, and 0.3% p.a. for wood chips and bituminous coal. 
Annual levelized costs for auxiliary energy, raw materials, and operation and maintenance are 
calculated with the constant escalation levelization factor (CELF). 
 
The costs for the wood chips from short rotation coppice are calculated including cultivation 
and harvest, transportation and seasonal storage. It is assumed that the standalone HTC-plant 
is located in the centre of the cultivation area and that wood chips are stored onsite. The 
transport distance is calculated relative to the biomass demand under the assumption that 10% 
of the surrounding area is used to grow short rotation coppice. The location for the CHP plant 
would be selected based on district heat demand rather than biomass supply, and the seasonal 
storage of biomass has to be off-site. Therefore, an additional truck reload and transport of 
100 km are assumed in this case. Biodegradable waste is assumed to be available at zero cost, 
including delivery to the HTC plant. 
 
The total annual levelized revenue requirement (TRR) in €/a of the HTC-CHP plant equals 
the production costs of the three products, namely electricity, district heat and biocoal pellets. 
Assuming that specific revenues for district heat and electricity are the same for all plant 
designs, the specific cost of the biocoal pellets (cpellets) in €/GJ can be calculated according to 
Eq. (1), where W is the net annual electricity production in GJ/a, cw the renumeration for 
electricity feed-in from the CHP plant in €/GJ, and Qpellets is the annual pellet production in 
GJ/a. The specific costs of wood pellets in WP-CHP are calculated in the same way. 
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)()( sepCHPCHPHTCwsepCHPCHPHTCpelletspellets WWcTRRTRRQc −−−− −−−=  (1) 
 
The cost of CO2 avoidance is calculated with Eq. (2), assuming that the upgraded biofuel 
substitutes bituminous coal, that no additional investment at the power plant is required and 
that efficiency is not affected.  cpellets,LHV  and cbit.coal,LHV  are the specific costs in €/GJLHV, and 
epellets  and ebit.coal  the specific emissions in t CO2 per GJLHV for the respective fuels. 
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4. Results 

In the following, the standalone HTC and CHP plants, HTC-sep and CHP-sep, are treated as 
one system with two separately located plants for the purpose of the economic analysis, in 
order to better identify the effects of the integration. 
 
4.1. Technical performance 
Low ambient temperatures lead to a higher energy demand for preheating the drier air and the 
biomass. At 5°C, the natural gas demand in HTC-sep is 13% higher than at 15°C, at -10°C 
with frozen biomass it is 50% higher. At +30°C, a surplus of heat (191 kW) has to be 
discharged to the environment, for which coolers are required. Annual energy balances for the 
analyzed cases are given in Table 2. The overall efficiency on an HHV (LHV) basis of HTC-
sep is 81.1% (92.9%). The electrical efficiency of CHP-sep is 16.3% (20.1%), and the 
energetic efficiency 53.4% (65.8%). The overall energetic efficiency, where the sum of 
biofuel energy (HHV), net electricity and district heat is the product and the raw biomass is 
the fuel, is very close in all considered cases — it ranges from 60.8% when biocoal is 
produced from wood to 59.7% when biocoal is produced from waste.  
 
Table 2. Annual energy balances (on HHV basis). 

  
HTC-
sep 

CHP-
sep 

HTC-CHP  
wood 

HTC-CHP  
waste 

WP-CHP 

Inputs       
Biomass (upgrading) (GWh/a) 75.14  — 75.14 75.14 75.14 
Biomass (combustion) (GWh/a) — 224.65 232.60 233.88 255.17 
Natural gas (GWh/a) 7.68 —    — —       — 
Net electricity consumption  (GWh/a) 1.16  —  — —  — 
Products       
Net  electricity Production (GWh/a)  — 36.69 35.47 34.60 39.51 
District heat  (GWh/a) — 83.33 83.33 83.33 83.33 
Upgraded biofuel (GWh/a) 67.72  — 68.24 66.54 75.14 

 
The HTC process receives 21.7 GWh/a from the CHP plant, of which 75% is returned at a 
lower temperature level, resulting in a net import of 5.4 GWh/a. This leads to an increased 
demand for boiler fuel wood chips for HTC-CHP compared to CHP-sep. Using biodegradable 
waste instead of wood for the HTC increases the steam flow by 14%. The wood pelletizing 
requires 15.7 G Wh/a of steam, resulting in a 10% higher consumption of boiler fuel wood 
chips compared to HTC-CHP. Since the turbine extraction in WP-CHP is at a lower pressure, 
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additional electricity is produced in co-generation. The yield of upgraded biofuel is higher for 
WP-CHP, since in the HTC reaction, part of the biomass is converted to heat and byproducts. 
 
4.2. Economic analysis 
Wood chip costs including transport and storage result in 3.86 €/GJ for HTC-sep, with a land 
requirement of 1710 ha of short rotation coppice and an average transport distance of 9 km. 
For CHP-sep, HTC-CHP and WP-CHP, wood chips costs are 4.48 to 4.50 €/GJ, due to the 
larger catchment area, and additional transport from the seasonal storage site to the plant.  
 
Table 3. Economic results. 
    HTC-sep, 

CHP-sep 
HTC-CHP 
wood 

HTC-CHP 
Waste 

WP-
CHP 

Investment costs       
HTC reactor (k€) 1206 1133 1176 0 
Slurry pumps, flash tanks, screw feeder (k€) 754 460 491 0 
Filter press (k€) 846 799 951 0 
Drying, milling, pelletizing (k€) 1496 1495 1728 2595 
Heat exchangers, product coolers (k€) 740 735 825 0 
Auxiliary boiler (k€) 141 0 0 0 
Waste water treatment (k€) 245 288 419 0 
Biomass sizing, metal/plastic screening  (k€) 0 0 218 0 
Upgrading plant, total module costs (k€) 5427 4910 5807 2595 
CHP plant module costs (k€) 17313 17717 17674 18633 
Total capital requirement (TCI) (k€) 30819 30600 31586 28733 
Levelized costs       
Carrying charges 1) (k€/a) 3698 3672 3789 3448 
Operation & maintenance 2) (k€/a) 1733 1517 1720 1145 
Wood chips (k€/a) 4763 5077 3858 5449 
Electricity and natural gas 3) (k€/a) 276 0 0 0 
Total revenue requirement (k€/a) 10470 10265 9367 10041 
Revenues electricity 3) (k€/a) 2936 2837 2768 3161 
Revenues district heat 4) (k€/a) 4248 4249 4248 4248 
Production cost upgraded biomass (k€/a) 3286 3178 2351 2632 
Specific cost upgraded biomass (€/GJHHV) 13.48 12.94 9.81 9.73 
Specific cost upgraded biomass (€/GJLHV) 14.32 13.74 10.47 10.57 
CO2 avoidance cost 5) (€/t CO2) 135.14 115.75 81.28 82.36 
1) Annuity plus tax and insurances (1% of TCI) 
2) Operating labour requirement estimated based on plant equipment. Plant operators: 27.63 €/h, biomass yard 

workers: 20.75 €/h. Material costs: 10% of module costs for high wear components, 2% for other components. 
3) Energy prices: natural gas: 6.31 €/GJHHV, purchased electricity: 22.22 €/GJ, electricity revenues: 22.22 €/GJ 
4) Calculated from CHP-sep 
5) Coal price: 2.69 €/GJLHV, emission factor for purchased electricity in HTC-sep: 641.3 kg CO2/MWhel 
 
The results of the economic analysis are shown in Table 3. The equipment costs for HTC are 
about twice than that for wood pelletizing. The higher complexity of the HTC plant compared 
to wood pelletizing also leads to a higher labour requirement and operation and maintenance 
costs. The integrated plant design saves 10% on the equipment cost for HTC, mostly related 
to biomass pressurizing, flash tanks, heat exchangers and the omission of the auxiliary boiler. 
However, this is offset by higher investment in the CHP plant, which needs a higher capacity 
due to the additional steam production. The investment for HTC utilizing biodegradable waste 
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is 18% higher than that for the plant using wood, due to higher biomass and biocoal mass 
flows and additional metal and plastic contaminant screening equipment.  
 
Product costs of the upgraded biomass range from 9.73 €/GJ (175.7 €/t) for wood pellets to 
13.48 €/GJ for biocoal produced in the standalone HTC plant. Despite the higher cost of wood 
chips due to transportation logistics, integration with the CHP plant leads to a slight decrease 
in biocoal cost. Biocoal pellets produced from biodegradable waste are comparable to wood 
pellets, assuming zero cost for the biodegradable waste. The cost for CO2 avoidance when the 
biofuel is used to substitute bituminous coal is lowest for the biocoal from waste. For HTC-
sep, only 90% of the CO2 is avoided due to consumption of natural gas and electricity from 
the grid, while in the integrated cases, the HTC energy requirements are completely covered 
by biomass, resulting in zero direct emissions (supply chain emissions aside). The product 
costs are strongly dependent on the cost of the biomass, which contributes 32% of the annual 
cost in HTC-sep, and around 50% for the integrated plants.  
 
5. Further technical considerations   

While wood pelletizing is an established technology, there remains significant uncertainty 
about some technical aspects and the economics of the HTC plant, because there are no 
commercial-scale HTC plants yet in operation. Data for the HTC reaction is currently based 
on laboratory-scale batch experiments. Optimization of the design and operating parameters 
of the HTC plant might yield higher efficiencies. Key technical issues include biomass 
pressurizing and the dissolved organics. The dissolved organics result in a substantial energy 
loss and require waste water treatment. However, the quantity and composition of dissolved 
organics from laboratory scale experiments may not be representative for a continuous HTC 
process with process water reflux. In the analyzed plant designs, 21 600 to 68 400 m3 per year 
of waste water are generated. That said, experiments on aerobic and anaerobic degradation are 
reported to indicate good degradability [9]. Low-boiling organics might evaporate in the drier 
and necessitate remedial treatment of the drier exhaust for VOC emissions.  
 
Regarding product quality, biocoal pellets from wood have a higher calorific value than wood 
pellets. Biocoal pellets from biodegradable waste are likely to have a h igher ash content, 
resulting in a lower calorific value. The quantity and composition of mineral matter in the 
biocoal is a consideration for combustion applications. In particular, ash melting temperature, 
flue gas cleaning requirements and corrosion need to be examined in greater detail. If biocoal 
is co-fired with coal, sulfur in the biocoal should not be an issue, since coal-fired power plants 
are equipped with desulfurization. However, the gaseous phase from the HTC of 
biodegradable waste was found to contain significant amounts of H2S [13], which could 
prove more problematic. For biocoal to become a commodity fuel, quality standards regarding 
ash, sulfur and heavy metal content need to be developed and implemented to avoid damage 
to combustion equipment and the environment. 
 
6. Conclusions 

Hydrothermal carbonization (HTC) is an artificial coalification process which is being 
promoted as an upgrading technology for high moisture biomass. Under the economic 
assumptions made in this paper, biocoal pellets from biodegradable waste can be produced at 
a cost of 9.8 €/GJHHV when the waste is available at zero cost. This is comparable to the cost 
of wood pellets. The economics of HTC from biodegradable waste would be further improved 
if the HTC operator is paid for the disposal of the waste. When wood chips are used as a 
feedstock for HTC, the pellet costs are 30% higher. This raises the question whether the 
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application of HTC can be justified for biomass that can be easily pelletized without further 
pretreatment. Since the biocoal pellets produced by HTC are closer to coal, they might be 
better suited than wood pellets for co-firing in existing coal-fired power plants. Regarding 
plant design, integrating HTC with a CHP-plant eliminates the need for a complex heat 
recovery scheme within the HTC-plant and thereby aids operability. The modeling in this 
paper relied on laboratory scale data and simulation. Operational data from HTC pilot plants 
is needed to reduce uncertainty regarding conversion efficiency, availability and investment 
costs.  
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Effect of atmosphere on torrefaction of oil palm wastes 
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Abstract: Torrefaction is a low temperature treatment for lignocellulosic biomass at lower temperatures between 
473 K and 573 K under an inert atmosphere, which has been found to be effective not only for improving the 
quality of lignocellulosic solid fuels, such as their energy density and shelf life, but also to make them useful as a 
feedstock for further decomposition such as gasification and liquefaction. Although more than ten papers on this 
subject have been published in the last several years, in all of these studies, the atmosphere has been inert 
(nitrogen). When we try to utilize waste thermal sources, such as flue gas from boilers for torrefaction, the gas 
contains some components other than nitrogen such as oxygen, carbon dioxide and water vapor. The most 
serious problem is thought to be the existence of oxygen in the gas. In this study, torrefaction of Malaysian oil 
palm wastes was carried out in a fixed bed tubular reactor under oxygen/nitrogen flow at a temperature range of 
494 to 573 K, in order to clarify the effect of oxygen on torrefaction of lignocellulose. The effects of torrefaction 
conditions such as atmosphere, temperature and time, on the torrefaction behavior were investigated. The 
lignocellulosic biomass wastes utilized were mesocarp fiber and kernel shell of oil palm, which are typical 
agricultural wastes in Malaysia. 
 
Keywords: Torrefaction, Oil palm waste, Lignocellulose, Oxygen 

1. Introduction 

One of the promising renewable energy sources is biomass, which can be utilized as solid, 
liquid or gas fuels. Specifically, lignocellulosic biomass residues are attracting interest 
worldwide because they are non-edible. Due to their availability in Malaysia, oil palm wastes 
are considered as the best among all biomass wastes [1]. In 2008, Malaysia was the second 
largest producer of palm oil with 17.7 million tonnes, or 41% of the total world supply, while 
Indonesia was the world’s largest producer of palm oil with 19.3 million tonnes of oil, or 45% 
of the total world supply [2]. In 2008, productive oil palm plantations in Malaysia covered 4.5 
million hectares, a 4.3% increase from the figures in 2007, which stood at 4.3 million hectares 
[3]. The types of biomass produced by the oil palm industry include empty fruit bunches 
(EFB), mesocarp fiber, kernel shells, fronds and trunks. EFB, mesocarp fiber and kernel shells 
are either utilized or discarded at palm oil mills. Similarly, the rest, fronds and trunks are 
either utilized or discarded at plantations. The amount of each type of biomass is summarized 
in Table 1. Since the current primary energy supply in Malaysia is about 70 Mtoe (million 
tons of oil equivalent), the total oil palm biomass energy potential of 17 Mtoe may be able to 
contribute considerably to the decrease in consumption of fossil fuels (natural gas, coal and 
oil). In order to utilize biomass wastes efficiently, the following drawbacks about biomass 
compared to fossil fuels must be properly solved: 
(1) Higher energy consumption during collection 
(2) Heterogeneous and uneven composition 
(3) Lower calorific value. 
(4) Quality decay by biodegradation. 
 
There are a few options to solve some of those problems; the major ones are pelletization, 
liquefaction and gasification of biomass. Pelletization includes the following processes: 
drying, chipping, grinding and pelletizing of lignocellulosic biomass. Though pelletization is 
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the least expensive option, there are some problems associated with it; lower heat value and 
quality deterioration by moisture (pellet disintegration, moss growth and bioorganic 
decomposition). In recent investigations, a low temperature treatment at 473 to 573 K under 
an inert atmosphere was found to be effective for improving the energy density and shelf life 
of the biomass. The treatment is called ‘torrefaction,’ and has been reported for wood and 
grass biomass over the past few years [4-16]. Arias et al. torrefied woody biomass 
(eucalyptus) at 513 to 553 K, and found that the grindability of the biomass was improved [5]. 
Prins et al. proposed a kinetic model of torrefaction [9], and reported the details of 
torrefaction mass balance [10]. Some papers have focused on the fuel quality [6] and the 
feedstock quality for gasification [4,7] of the torrefied lignocellulosic biomass. Uslu et al. 
focused on a comparison of torrefaction, fast pyrolysis and pelletization from the viewpoint of 
international bioenergy logistics [8]. Currently, experimental torrefaction studies are mostly 
conducted on woody and grass biomass; wood dusts [8], beech [4, 9, 10], eucalyptus [5], 
willow [6, 7, 9, 10], larch [9, 10], and canary grass [6]. Few academic papers have been found 
for torrefaction of agricultural lignocellulosic wastes, such as wheat straw [6, 9, 10], although 
they are among the most promising renewable resources, especially in Southern Asia. The 
authors have already reported on the torrefaction behaviour of three types of oil palm residue; 
empty fruit bunches (EFB), mesocarp fiber and kernel shell [17]. 
 
Table 1. Oil palm biomass wastes and their potential. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
At palm oil mills in Malaysia, we may be able to utilize flue gas from the boilers as a thermal 
energy source for torrefying unutilized residues. Currently, in most of the palm oil mills, all 
the mesocarp fiber and part of the kernel shell generated at the mills are utilized as fuel for the 
boilers. EFB and most of the shell are not utilized. Specifically, EFB is simply incinerated 
without any thermal recovery due to its high moisture content. If it is possible to utilize the 
flue gas from the boilers for torrefying EFB, (1) a considerable quantity of energy can be 
saved in the process; and (2), EFB could be sold as a solid fuel. This makes the oil mill more 
economically viable. In this case, the problem is that no data are available to demonstrate if 
torrefaction can be carried out properly in the presence of oxygen, because flue gas from the 
boilers at palm oil mills contains oxygen. According to our survey, the oxygen concentration 
in the flue gas is around 13%. Based on this point of view, the authors have already studied 
and reported the effect of oxygen on torrefaction behavior of EFB [18]. In addition, recent 
developments in boiler technology have improved their efficiency considerably. If such 
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updated technology is applied, boilers at oil mills will only consume part of the fiber 
generated at the mills. In the very near future, kernel shell and part of the mesocarp fiber, 
therefore, could be the source for torrefaction to produce solid fuel. 
 
In this paper, torrefaction of mesocarp fiber and kernel shell residue was carried out in a fixed 
bed tubular reactor in the presence of oxygen in the range of 3 to 15 %, in order to answer the 
question above. The effects of torrefaction conditions, oxygen concentration, temperature and 
biomass size, on the mass and energy yields were investigated. 
 
2. Experimental 

2.1. Biomass samples 
Mesocarp fiber and kernel shell were collected from an oil palm plantation at Bota in Perak, 
Malaysia in July, 2010. After drying at 378 K for 24 h, they were ground by a mechanical 
grinder. The ground powders were sieved into four fractions as shown in Table 2. 
 
Table 2. Biomass size used in this study. 

Range of sieve opening [mm] Nominal average diameter [mm] 
0.25-0.50 0.375 
1.0-2.0 1.5 
2.0-4.0 3.0 
4.0-8.0 6.0 

 
2.2. Torrefaction 
Torrefaction of the biomass samples was carried out using a horizontal tubular type reactor 
made of stainless steel, with a 46 mm internal diameter. The entire set-up is illustrated in Fig. 
1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Experimental apparatus used in this study. 
 
A prescribed amount of biomass waste (1.6 g) was weighed, and put in a ceramic boat. The 
boat was placed at the center of the reactor. After flushing the reactor with torrefaction gas for 
15 min, the temperature of the reactor was raised to different desired levels, i.e. 493, 523 or 
573 K at a constant rate of 10 deg/min by an electric furnace surrounding the reactor. The 
temperature range (493 to 573 K) was chosen because selective decomposition of 
hemicelluloses occurs between 473 and 573 K. The reason for selecting the minimum 
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temperature as 493 K is that we may not have a substantial torrefaction rate at less than 493 K.  
After 30 min of torrefaction, the heater was turned off and the reactor was left to cool down to 
an ambient temperature. The torrefied sample was then recovered, weighed and kept in an air-
tight vessel till the characterization. Throughout the procedure described above, 0.1 L/min of 
torrefaction gas was flowed through the reactor. The concentration of oxygen in the gas was 
adjusted to 3, 9 or 15 %, in order to investigate the effect of oxygen concentration on 
torrefaction. During each torrefaction experiment, collection of volatile substances generated 
from the reactor was attempted by an iced trap as shown in Fig. 1. After all, no condensation 
was observed in the trap for all the runs. 
 
2.3. Measurements 
For all the eight samples used in this study, the mass and the calorific value were measured 
before and after torrefaction. The calorific value was measured using a bomb calorimeter, 
model C2000 series manufactured by IKA Werke. The calorific value from a bomb 
calorimeter is the high heat value (HHV), which includes the latent heat of the vapor emitted 
from the specimen. From the experimental results described above, the three parameters were 
calculated by the following three equations: 
 
 
    (1) 
 
 
    (2) 
 
 
    (3) 
 
Where yM means the mass yield, CV means the calorific value, and yE means the energy yield. 
 
3. Results and Discussion 

The biomass samples after torrefaction and their physical properties are listed in Tables 3 and 
4. In this study, the calorific values of the untorrefied mesocarp fiber and the untorrefied 
kernel shell were 18.6 and 19.9 MJ/kg, respectively. Wahid reported 18.8 and 20.1 MJ/kg as 
the calorific values of mesocarp fiber and kernel shell [19]. The difference between this and 
other studies is surprisingly small, although the physical properties of biomass frequently 
depend on soil conditions and the harvesting season [20]. 
 
Table 3. Torrefaction results for fiber of 0.375mm.  Table 4. Torrefaction results for shell of 0.375mm. 
 
 
 
 
 
 
 
 
 
 
 
 

usedEFBofMass
ontorrefactiaftersolidofMassyM =

usedEFBofCV
ontorrefactiaftersolidofCVratioCV =

ratioCVyy ME ×=

Temp 
[K]

O2 

conc 
[%]

Calorific 
value 

[MJ/kg]

CV 
ratio
 [%]

Mass 
yield
 [%]

Energy 
yield
 [%]

493 3 22.0 110.4 95.8 105.8
523 3 21.7 109.0 94.3 102.8
573 3 22.8 114.5 93.1 106.6
493 9 21.9 110.2 95.4 105.2
523 9 21.6 108.8 93.8 102.0
573 9 22.7 114.3 92.5 105.7
493 15 21.8 109.8 94.9 104.2
523 15 21.6 108.7 93.6 101.7
573 15 22.7 114.3 91.9 105.0

Temp 
[K]

O2 

conc 
[%]

Calorific 
value 

[MJ/kg]

CV 
ratio
 [%]

Mass 
yield
 [%]

Energy 
yield
 [%]

493 3 21.2 114.2 94.0 107.4
523 3 21.3 114.6 92.8 106.3
573 3 22.1 118.8 90.3 107.3
493 9 21.0 113.2 93.7 106.1
523 9 21.4 114.8 92.4 106.1
573 9 22.1 119.0 89.8 106.9
493 15 21.1 113.4 93.1 105.5
523 15 21.6 116.1 91.2 105.9
573 15 22.1 118.8 89.5 106.3
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3.1. Effect of biomass size on mass yield 
Figures 2 and 3 show the results of mass yield for mesocarp fiber and kernel shell, 
respectively. It is obvious that mass yield shows no significant dependency on particle size 
under the conditions of this study. Hereafter, the effects of temperature and oxygen 
concentration on the torrefaction results will be discussed. Also, the results are for 0.375 mm 
biomass unless otherwise noted in the text.  
 
 
 
 
 
 
 
 
 
 
                    (a)                                                   (b)                                                    (c)  
Fig. 2. Mass yield for mesocarp fiber.  
 
 
 
 
 
 
 
 
 
                    (a)                                                   (b)                                                    (c)  
Fig. 3. Mass yield for kernel shell. 
 
3.2. Effects of temperature and oxygen concentration on mass yield 
Figures 4 and 5 show the relationship between mass yield and temperature at oxygen 
concentrations of 3, 9 and 15 % for mesocarp fiber and kernel shell, respectively. The mass 
yield decreases with an increase in temperature. A similar tendency was reported in previous 
torrefaction studies [6, 11] as well as in our study on EFB torrefaction [18]. This tendency 
reflects the positive effect of temperature on the torrefaction rate. On the other hand, the mass 
yield slightly decreases with an increase in oxygen concentration as shown in Figs. 4 and 5. 
As we have reported already, for torrefaction of EFB, the mass yield decreased with an 
increase in oxygen concentration. EFB is found to be not as resistant to oxygen in the 
atmosphere as mesocarp fiber or kernel shell. When the mass yield of fiber is compared with 
that of shell, shell always shows a larger mass yield than fiber at any temperature.  
 
 
 
 
 
 
 
Fig. 4. Effects of temperature and O2 conc.              Fig. 5. Effects of temperature and O2 conc. 
on mass yield for mesocarp fiber.                       on mass yield for kernel shell. 
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This tendency may be attributed to the fact that shell contains 22.7 % hemicellulose, which is 
less than that of fiber, which contains 38.8 % hemicellulose [21]. 
 
3.3. Effects of temperature and oxygen concentration on calorific value 
Figures 6 and 7 show the relationship between calorific value and temperature at oxygen 
concentrations of 3, 9 and 15 % for mesocarp fiber and kernel shell, respectively. The 
calorific value increases with an increase in temperature. This tendency has been reported in 
previous papers, in which wood and grass-type lignocellulosic biomass samples were used. It 
can be explained by the fact that the main gaseous products during torrefaction are water and 
carbon dioxide [4,10]. Surprisingly, the calorific value has little dependency on oxygen 
concentration in the range of 3 to 15%. This is the same tendency as what the authors already 
reported in a previous paper [18]. In that report, the authors proposed that EFB may undergo 
torrefaction and oxidation in parallel during torrefaction in the presence of oxygen, and these 
two reactions do not interact with each other. From the results as shown in Figs. 6 and 7, it is 
likely that the torrefaction mechanism of mesocarp fiber and kernel shell is similar to that of 
EFB. 
 
 
 
 
 
 
 
 
Fig. 6. Effects of temperature and O2 conc.              Fig. 7. Effects of temperature and O2 conc. 
on CV ratio for mesocarp fiber.                         on CV ratio for kernel shell. 
 
3.4. Effects of temperature and oxygen concentration on energy yield 
Figures 8 and 9 show the relationship between energy yield and temperature at oxygen 
concentrations of 3, 9 and 15 % for mesocarp fiber and kernel shell, respectively. The energy 
yield is the key parameter to understand how much energy has been reserved after torrefaction. 
For both types of biomass, the energy yield slightly decreases with an increase in oxygen 
concentration. For mesocarp fiber, the energy yield has little dependency on temperature. 
From this result, when we focus only on the energy yield, it is recommended that mesocarp 
fiber be torrefied at 493 K. Sometimes, however, the calorific value itself does matter. In that 
case, the torrefaction temperature should be 573 K. For kernel shell, the energy yield shows a 
concave profile against temperature. This tendency is attributed to the fact that the energy 
yield is a product of the mass yield and the CV ratio; the former decreases with an increase in 
temperature, and the latter increases with an increase in temperature. Kernel shell shows a 
smaller  energy  yield  value than  that  of  fiber  under  the  same  conditions.    From this fact,  
 
 
 
 
 
 
 
 
Fig. 8. Effects of temperature and O2 conc              Fig. 9. Effects of temperature and O2 conc 
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on energy yield for mesocarp fiber.                   on energy yield for kernel shell. 
mesocarp fiber is more suitable than kernel shell as a feedstock for torrefaction. 
 
4. Conclusion 

Torrefaction of mesocarp fiber and kernel shell was carried out in the presence of oxygen in 
order to investigate the effects of various torrefaction conditions, i.e., oxygen concentration (3, 
9 and 15 %), temperature (493, 523 and 573 K) and biomass size (0.375, 1.5, 3 and 6 mm), on 
the mass and energy yields. The mass yield decreased considerably with an increase in 
temperature, and decreased slightly with an increase in oxygen concentration, but showed 
very little dependency on biomass size. In other words, the torrefaction reaction rate was 
affected only by temperature. The other two factors, oxygen concentration and biomass size, 
had no significant effects on the rate. The energy yield against temperature showed either a 
slight and steady increase profile or a concave profile. This rather complex behavior is due to 
the fact that energy yield is a product of the mass yield and the CV ratio; the former decreases 
with an increase in temperature, and the latter increases with an increase in temperature. The 
energy yield slightly decreased with an increase in oxygen concentration, but all the values 
fell between 105 and 108 % for mesocarp fiber and between 102 and 107 % for kernel shell. It 
is worthwhile pointing out that torrefaction in the presence of oxygen can be carried out 
without any significant problem, while the mass and energy yields slightly decrease with an 
increase in oxygen concentration from 3 to 15%. Since the flue gas from a palm oil boiler 
contains around 13% oxygen based on our survey described in the introduction, direct use of 
boiler flue gas to torrefaction will not deteriorate the quality of the torrefied biomass. 
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Abstract: Biomass is based on carbon. It is also the admixture of organic 5Tmolecules that include hydrogen, 
5Toxygen, often nitrogen and small amounts of other atoms like alkali metals, alkaline earth metals and heavy 
metals. Better method of producing biomass for more energy production has the potential to replace fossil fuels. 
Converting biomass to liquid, gaseous or solid fuel depends on four main characteristics:   
 1) Platforms     2) processes     3) feedstock   4) products  
Platforms are the most important feature in this classification; they are the key intermediate between raw 
materials and final products. 
There are two main methods to convert biomass to liquid, gaseous or solid fuel: Biochemical and thermo 
chemical. Biochemical method is known as the sugar platform that is based on enzymatic hydrolysis and 
fermentation. Thermo chemical method depends on thermo chemical process. Methods that are in this category 
contain Direct Combustion Gasification and Pyrolysis. 
Utilizing biofuels instead of fossil fuels due to a lot of reasons are preferred. They produce less COR2R than fossils, 
they produce a little bit of brimstone and they do n ot produce pure C. Moreover, they can help to reduce 
greenhouse gasses and can save the environment from destruction. On the other hand, using such fuels help not 
only the nature to be more stable, but also to gain stable increment in future.  
This article is seriously focused bio fuels production process and the net effect of biomass energy production on 
the environment, tools and combining methods to produce components that cover the mechanism of biomass 
energy production process and the unique performance of these parts. In this paper the development of 
biorefinery technologies and using renewable resources in national and international level is studied.  
Of course it would be considered that producing more biomass for energy has the potential to pollute water 
resources and decrease food security. 

Keywords: Biomass energy production process, Bio fuels production process5T, 4T5T Renewable energy resources4T. 

1. 0BIntroduction 

Changes in utilization of the Earth and combustion of fossil fuels are the worst mankind’s 
effects on the Earth which have changed the cycle of carbon in the planet. 
Combustion of fossil fuels enters huge amounts of carbon dioxide (COR2R) into the atmosphere. 
Biofuel is a kind of energy which is very important according to the following reasons: 

1. Environmental concerns 
2. for security reasons 
3. Currency saving (frugality in foreign currency savings), social and economical issues 

related to rural sector and so on. 

Biomass is a renewable energy resource which is produced from bio materials. Bio materials 
contain herbaceous reliquiae which are used for producing electricity and heat. Biomass is 
one of the most important factors in the economy of the world. If we use biofuels, cost of 
production will be reduced because of dramatic improvement in efficiency, paying attention 
to the environmental systems and development of rural places. 

Biofuels are vegetable oil, Biodiesel, Bioethanol, bio methanol, Biogas, etc. Most of the 
biofuels, like ethanol are produced from corn, wheat or sugar beets. Biodiesels are usually 
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produced from oil seeds. For example the amount of energy that can be gained from each m3 
of wood with moisture content of 60% is7GJ or the amount of energy that can be gained from 
each m3 of new harvested herbaceous is 3GJ. Bio-ethanol is a s uitable replacement for 
gasoline or it can also be used as its supplement. By using bio-syngas, Bio ethanol can be 
gained from the steam of biomass which is obtained from the reformed biomass process. Bio-
methanol recovers easier from biomass than bio-ethanol. Biodiesel is an environmental 
friendly fuel and is a good replace for liquid fuels in diesel engines that can be used without 
change. Using herbaceous oils to make biodiesels has been significantly developed due to 
these reasons: 

1. They produce fewer amounts of CO2 and pollutant in comparison of fossil fuels in the time 
of combustion. 

2. Ability of being renewable for bio diesel in comparison of conventional diesel fuel oil.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Resources of bioethanol and biodiesel 
 
 
Technology of producing biomass energy in use of waste or plant matter to produce energy 
with lower level should be in a way that prevents production of greenhouse gases. [1] 
In developed countries there are some modern and efficient technologies for converting bio-
energy or at least such kinds of technologies are growing. Hence biofuels in industrialized 
countries compete with fossil fuels. [2] 
Using of bio energy as a fuel of vehicles is getting more and more popular and it can get some 
portions of fuel market in future decades. In below, some advantages of using it are listed: 
 
1. It helps to the structure of nature and stability of environment which is at risk. 
2. Biofuel resources are accessible easily. 
3. An economic frugality for consumers. [3] 
 
1.1. How to get energy from biomass 
So as to get energy from crude oil it must be refined in order to gain energy, processes must 
be done on biomass so that energy can be gained from it. Generally, the methods, processes 
and equipments that can be used to produce energy from Biomass are called Biorefinery. In 
fact Biorefinery is placed in front of refinery in oil and gas industry. 
 
1.2.  Biorefinery energy production methods 

1. Sugar platform: This method is based on biochemical reactions and processes 
2. Thermo chemical Platform: This method is based on thermo chemical processes 
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1.3.  Sugar platform 
In general in this method biomass converts into sugar or other fermented food. In the next 
steps the result of the material will be fermented by bacteria, yeasts and other 
microorganisms. Finally, because of processes which occur on the material, products like 
alcohol or other products that energy can be obtained from them is produced. 

1.4. Thermochemical Platform 
Methods that are in this category are: 
 
1. Direct Combustion 
2. Gasification 
3. Pyrolysis 

1.5. 7BDirect Combustion  
In fact the first people who produced biomass energy through the burning were early humans. 
This method is not very useful in terms of efficiency and productivity. In other ways through 
the biomass heating in the absence of oxygen or gas into liquid fuels, you can have high 
energy efficiency. Besides in comparison of Direct Combustion they have less pollution and 
higher economic efficiency. 

1.6. 8BGasification   
In this method biomass is heated in the absence of oxygen. The product is mixed with carbon 
monoxide and hydrogen, which is called Syngas. The outcome product will be synthesized 
with oxygen easily and can be used in turbines, boilers, etc. as a fuel. 

As it was mentioned, using such kinds of fuels make not only high efficiency but also lower 
pollution. 

1.7.  Pyrolysis 
2TSolid biomasses can be turned into liquid using chemical and catalysis methods. In method 
Pyrolysis like the method Direct Combustion, biomasses are heated in the absence of oxygen. 
These products, which are normally liquid, can be used as a fuel. 

2TNow, this method is under research and study for a better environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Flow Chart of Biorefinery energy production methods 
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2. Biofuels 

2.1. Bioalcohols 
5TBiofuels which are in forms of gas and liquid are mostly used in a 100% pure as a fuel for 
vehicles. They are also used, in some cases, with mixture of other fuels 5T,2T For example, ethanol 
can 2T be mixed 2Twith gasoline as15-202T% 2Talcohol by volume without any problem 2T. [4] 
2TAlcohol can2T be used as 2Tvehicles 2T fuel 2Taccording to the following2T: 
 
1.2T Methanol 2T (CHR3ROH) 
2. 2TPropanol 2T (CR3RHR7ROH) 
3. 2TButanol 2T (CR4RHR9ROH) 
4. 2TEthanol (2TC2H5OH) 
 
2TThey are known as BIOALCOHOLS when they are obtained from land resources 2T. 2TBio-
ethanol contains about52T% 2Twater. This compound can be purified by simple distillation2T and 
2Tbecomes as azeotropic mixture. Mixture of gasoline and ethanol is known as gasohol 2T5T. 2T5TGasohol 
can even be as follow2T5T: 5T 2T972T5T% 2T5Tgasoline2T5T, 2T5T32T5T% 2T5Tethanol 
 
2THowever,2T this gasohol has higher percent 2Toctane compared with the previous. In general, this 
mixture can cause to reduce emissions of greenhouse gasses and some other pollutants 2T. 2TOf 
course, it should not been forgotten that ethanol evaporates easily and we know that its 
evaporation in hot weather causes pollution and produces greenhouse gas 2T. 2TEthanol can be 
combined with gasoline easily without water2T. 2THydrated ethanol includes not entire 22T% of 
2Twater volume2T. 2TMixture of gasoline- hydrated ethanol cannot be combined with diesel 2T. 
 
2TBut 2T5T we 2T5Tcan use emulsion, to form diesohol 2T5T. Bio ethanol is a petrol additive/substitute. It is 
possible that wood, straw and even household wastes may be economically converted to 
bioethanol.fig. 3. Shows ethanol production in different continents. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Ethanol in different continents 
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2.2. Biodiesel and Vegetable oils 
Triglyceride chemical molecules with three molecules of fatty acid esters are joint to a 
glycerol molecule of herbaceous oils. 
 
Herbaceous oils can be used as fuels for diesel engines; but they are more viscose than normal 
diesel fuels so they need to be reformed before they enter an engine. 
There are different ways to reduce the viscosity of the herbaceous oils:  
1-pyrolysis 
2-Dilution 
3-microemul-sifications 
4-catalytic cracking 
5-transesterifications 
 
2TProcess Pyrolysis has more benefits than Transesterifications. The components of the liquid 
fuels which produced in process Pyrolysis are resembled to the chemical components of the 
normal diesel petroleum fuel. Herbaceous oils can be turned into the maximum liquid and gas 
hydrocarbons using the processes pyrolysis، catalytic cracking, decarboxylation and 
deoxygenating. [5, 6] 
 
2TUsing herbaceous oils for making biodiesels, which is a renewable energy, introduces a new 
profitable way of using herbaceous oils. It means that this fuel produces lower pollutant in 
comparison of usual diesel which causes potential exhaustion. [7] 
 
3. 2BConclusion 

2TBiofuel, a pure fuel and a renewable energy, is obtained from biomaterials like herbal residue 
(corn, wheat, sugar beet and wood, straw, oilseeds, etc.). Biofuel is a good replacement for 
fossil fuels (non renewable) and with mentioning economical, safety and environmental 
reasons it is so crucial. Besides, it has more advantages than fossil fuels due to these reasons: 
 
1- 2TFrugality for users; Utilizing herbal residue and other agricultural products which have not 

been able to use by now. 
2- 2TBiofuels are renewable in comparison of normal diesel petroleum fuels. 
3- 2TThey produce less amount of COR2R in comparison of fossil fuels in the time of combustion. 
4- 2TThey produce less pollutant which is a good help to the structure of nature and stability of 

environment which is at risk. 
5- 2TThe resources of biofuels are available and their row materials are varied for producing 

biofuels. 
 

2TA biofuel is produced in this way: 
 
1- 2TThermochemical Platform (1.Direct Combustion 2.Gasification 3. Pyrolysis) 
2T2 - Sugar platform 
 
2TBiofuels which are in forms of gas and liquid are mostly used in a 100% pure as a fuel for 
vehicles. It is also used, in some cases, with mixture of other fuels. 
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Abstract: We proposed a simple, energy-efficient and environmental friendly method to extract green crude oil 
from microalgae by using dimethyl ether (DME). In this study, this method was tested on several species of 
natural blue-green microalgae. Consequently, the green crude was successfully directly extracted from high-
moisture microalgae (78.2–93.4 % water content) with an extraction rate ranging from 9.9 to 40.1 % of the dry 
weight of the microalgae. The extraction yield of total green crude on these species by liquefied DME was 
compared to the widely-used Bligh-Dyer’s method. The DME method almost achieved an extraction capacity 
approximately equivalent to the Bligh-Dyer’s method. Furthermore, the dewatering properties of the proposed 
method on several species of wet microalgae, and the extraction efficiency were also investigated.  
 
Keywords: Biofuel, Blue-green microalgae, Extraction, Dimethyl ether.  

1. Introduction 
Fossil fuel depletion and global warming issues have strongly motivated research on fuel 
production from biomass such as corps, animal fat, and micro algae [1]. Among these options, 
microalgae have attracted significant attention as a new generation biofuel resource [2]. 
Compared with terrestrial plants, microalgae have a high oil content and growth rate; mass 
algal cultivation can be performed on unexploited lands using systems supplied with nutrients, 
thus avoiding competition for limited arable lands [3]. 
 
In general, all type of microalgae biosynthesize oleic compositions. The oleic contents of 
many natural microalgae were approximately 20–50% of dry weight [3, 4]. The overall 
process related to microalgae biofuel include: species selection, microalgae cultivation, 
recovery of biofuel (the so-called green crude), and biofuel refining. Methods of microalgae 
cultivation have been widely studied [5, 6]. Green crude is basically recovered from 
microalgae by solvent extraction.  
 
In the conventional process, the recovery of green crude from microalgae generally requires 
multiple solid-liquid separation steps. These processes involve drying, cell wall disruption, 
and solvent extraction; on a laboratory scale [7]. The extraction of green crude is usually 
performed with toxic organic solvents such as hexane, chloroform, and methanol, meaning 
these processes are highly energy-intensive and environmentally damaging [7]. In the lab-
scale, green crude extraction with hexane normally carried out by soxhlet at 70 °C for 18 
hours [4]. This long time of extraction and heating is drawback in the hexane extraction 
method. The most rapid and effective conventional extraction method for green crude is the 
Bligh-Dyer’s method [8], which uses drying, cell disruption, solvent (chloroform-methanol) 
extraction, and evaporation of the solvent. This method has been indispensable and standard, 
not only for green crude extraction from micro algae but also the quantification of the crude 
oil from biological materials [9–11].  
In the previous study, we proposed a simpler green crude recovery method, which combined 
drying, cell wall disruption, solvent extraction, and solvent evaporation in a single step [12]. 
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By using liquefied dimethyl ether (DME) as an extractant, green crude was extracted directly 
from high-moisture natural microalgae without drying and cell wall disruption. This method 
was conceptualized from our previously established low-energy dewatering [13–16] and 
deoiling method [17–19], based on the following DME characteristics, namely (i) high 
affinity with oil and partial miscibility in water (ii) lower boiling point and stable pressure at 
normal temperature (iii) harmless and naturally decomposable [20, 21]. 
 
In the conventional method, the latent heat, sensible heat of water is lost since water should be 
evaporated in the pretreatment. The calorific value required for heating 1 g of water from 
20°C to 100°C and for evaporating water at 100°C is 2,590 Jg–1. Here, the initial moisture 
content of the micloalgae slurry is assumed to be 90.0% [12]. Therefore, the weight of water 
was 9 times of the dry weight of the micloalgae. Green crude content in micloalgae is also 
assumed to be 20% as we will describe later. In the green crude weight basis, theoretical heat 
loss is 2,590 × 9 / 0.2 = 116,550 Jg–1. Moreover, the calorific value required for heating 1 g of 
chloroform-methanol mixture from 20°C to its boiling point (approximate 63°C) and for 
evaporating extraction solvent at 63°C is around 700 Jg–1. This is assumed from average 
latent heat of chloroform (247 Jg–1) and methanol (1,155 Jg–1). Here, the final green crude oil 
concentration in the chloroform-methanol mixture is 3.3% which estimated from current 
study in the case of green crude content was 20%. Therefore, the weight of chloroform-
methanol mixture was 29.3 times of the green crude weight. Therefore, the theoretical heat 
loss for evaporating the chloroform-methanol mixture is 700×29.3 = 20,510 Jg–1. In addition, 
the energy consumed for cell disruption is unidentified and must be large. Therefore, the total 
required energy is roughly 137,060 Jg–1 and plus the unidentified part for cell disruption.  
 
In contrast, in the proposed method, the energy required to remove 1 g of water is 1,109 J [13, 
16]. As we will discuss later, extraction rate of green crude is faster than that of water. This 
implies that DME amount for extraction of green crude is less than that for removing of water. 
In other words, the required energy for extraction of green crude is less than water. Thus, the 
available calorific value for extraction of green crude oil from microalgae is less than 1,109 
×9 = 9,981 Jg–1. Therefore, the proposed method is more energy efficient than the 
conventional method from the perspective of energy balance.  
 
Considering both the need for sustainable energy and environmental concerns, this method 
was initially tested on a natural blue-green microalga (a species usually causing harmful algal 
blooms in human ecosystems) collected at Hirosawa Mere in Kyoto City, Japan [12]. By 
using dimethyl ether (293 K, 0.51 MPa) as an extractant, the green crude was successfully 
extracted from natural blue-green microalgae (91.0% water content) with a high extraction 
capacity of 40.1% of the dry weight of the microalgae. The extraction yield by liquefied DME 
was 99.7 %. The resulting green crude was further analyzed by GC-MS, and the result 
showed that the lipid substance was predominant chemical composition in the extracted green 
crude. The calorific value of the green crude was 45,790 J g–1. 
 
The practical application of this method will require fundamental research to evaluate its 
effectiveness for different types of algae. In this study, we investigate the extraction yield of 
green crude by liquefied DME on several natural blue-green microalgae and the results were 
compared to the Bligh-Dyer’s method. 
 

 

531



 

 

2. Methodology 

2.1. Materials 
The samples were five selected species of microalgae and two mixed-species of microalgae as 
follows. (i, ii) Oscillatoria agardhii NIES-595 and NIES-1263, collected in Northern Ireland, 
and Germany, respectively. The water contents of both microalgae were 85.0 %. (iii, iv) 
Microcystis aeruginosa ONC and GSK, collected in the main Okinawa island, Japan. The 
water contents were 93.4 and 91.1 %, respectively. (v) Monoraphidium chlorophyta GK 12. 
The water content was 78.2 %. (vi) Mixed-species (mainly Cymbela) collected at Lake 
Kanogawa in Ozu City, Japan. The water content was 93.0 %. (vii) The same sample used in 
the previous study [12]. Mixed-species (mainly Microcystis) collected at Hirosawa Mere in 
Kyoto City, Japan. The water content was 91.0 %.  

 
2.2. Experimental apparatus and methods 
The experimental apparatus was the same as that described in the previous study [12]. Briefly, 
a vessel used for storing liquefied DME (volume: 100 cm3; TVS-1-100, Taiatsu Techno 
Corp., Saitama, Japan), a vessel as an extraction column (diameter, 11.6 mm; length, 190 mm; 
HPG-10-5, Taiatsu Techno Corp.) and a storage vessel for a mixture of DME, water and 
extracted crude oil (HPG-96-3, Taiatsu Techno Corp.) were connected in series. The 
microalgae sample was loaded into the lower half of the extraction column and the upper half 
was loaded with glass beads (of diameter between 0.71 and 0.99 mm; BZ-08, Asone Co., Inc., 
Osaka, Japan). Nitrogen gas (0.51 MPa) was supplied to flow through the extraction system. 
The DME flow rate was 10cm3 min–1, and the temperature was 293 K. The experiments were 
all performed three times independently and the data reported in this paper are the mean 
values with ± deviation. 
 
2.3. Total crude oil content  
The total crude oil content was determined using a widely-used gravimetric analysis based on 
Bligh-Dyer’s method [8]. Briefly, 1g of the dried microalgae was mixed and homogenized 
with chloroform-methanol (1:1 vol/vol). An equivalent volume of distilled water was added to 
the microalgae and chloroform-methanol mixtures. Subsequently, the mixtures were 
transferred into a separatory funnel and agitated for 5 minutes. The mixtures separated into 
double layers of water-methanol and chloroform phases. The green crude dissolved easily in 
the low-polar chloroform phase. The green crude in the chloroform layer was separated from 
the separatory funnel and the separated chloroform was evaporated under reduced pressure.  
 
3. Results and Discussion 

3.1. Extraction of green crude from several microalgae  
The extraction rate and yield of green crude on the blue-green microalgae by liquefied DME 
was examined. We would emphasize that the microalgae had high moisture and unbroken cell 
walls, in the extraction with sufficient liquefied DME. The extraction volumes achieved by 
liquefied DME and the Bligh-Dyer’s method were respectively shown in Fig. 1. White 
expresses the green crude extraction rate by liquefied DME on the dry weight of the 
microalgae. Black expresses the results of the Bligh-Dyer’s method. The superscript "a" 
represents the extraction yield of the DME extraction method relative to the Bligh-Dyer’s 
method. 
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Fig. 1. Green crude extraction rate and yields on several microalgae.  
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Fig. 2. Extraction of green crude from several microalgae by liquefied DME. 
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Both NIES-595 and NIES-1263 belong to Oscillatoria agardhii, but their extraction rates 
differ as 9.9 ± 1% and 14.0 ± 1%, respectively. Conversely, the extraction rates of ONC 11.0 
± 2% and GSK 12.0 ± 1.5 % are similar. The extraction rate of GK12 was 18.5 ± 2%. The 
extraction rate of the mixed-species of microalgae collected at Lake Kanogawa was 22.5 ± 
1 %. The extraction rate of Hirosawa Mere showed the highest extraction rate of 40.1 ± 2 %.  
 
The extraction yield of all species achieved more than 97.0 % of total crude oil as determined 
by the Bligh-Dyer’s method. This implies that the DME extraction method provides 
comparable results to the Bligh-Dyer’s method.  
 
The extraction efficiency of green crude by liquefied DME on these microalgae was shown in 
Fig. 2. For each of the samples, the liquefied DME amount was converted into a ratio of the 
DME amount relative to total green crude, since the total green crude amount differed. In 
general, solvent is reused until the green crude concentration in the solvent increases 
sufficiently, whereupon the usual solvent ratio may apparently be much smaller. On the other 
hand, in this study, the liquefied DME was not reused after extraction, hence the liquefied 
DME ratio must be large. 
 
The DME amounts required to reach equilibrium in the extraction of green crude in increasing 
order were Hirosawa < GK12 < NIES-1263 < Kanogawa < NIES-595 < ONC < GSK. This 
sequence almost corresponds with the total green crude amount.  
 
3.2. Dewatering from several microalgae 
The dewatering by liquefied DME on these microalgae was shown in Fig. 3. Since the water 
content also differed for each of the samples, the liquefied DME was converted into the ratio 
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Fig. 3. Dewatering of several microalgae by liquefied DME. 
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of the DME amount relative to initial water content. By increasing the amount of liquefied 
DME, the water was extracted from the high-moisture microalgae together with green crude. 
Moreover, no obvious difference was observed in the dewatering for all samples. While green 
crude is confined in the microalgae cell wall, most of water exist outside the microalgae cell 
wall. This make a difference between the green crude extraction and the dewatering. 
 
4. Conclusions 

This study confirmed the direct extraction of green crude from several high-moisture natural 
microalgae by using liquefied DME. Moreover, the extracted amount was almost equal to the 
Bligh-Dyer’s method. Here it is notable that conventional methods are unable to directly 
extract green crude from high-moisture microalgae, and the cell disruption must be carried out 
before solvent extraction. The other advantage of this method is the dewatering effect. This 
method has the potential to reuse the removed water as microalgae broth. The materials in the 
removed water will be examined from the perspective of the water shortage crisis. 
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Abstract: This study examined the transformation of the biomass gasification synthesis gas (syngas, CO and 
H2) to liquid fuels and chemicals via the high pressure fixed packed bed (HPFPB).  The MoS2/γ-Al2O3 catalyst 
was packed in the packed bed (PB) to enhance the selectivity (S) and yield (Y) products.  The effect of reaction 
temperature (T), pressure (PST), gas flow rate (QG) and H2/CO (vol./vol.) ratio oon the system performance were 
investigated.  Typical reaction conditions unless otherwise specified were as follows: T = 423, 473, 523 and 573 
K, PST = 3 MPa, QG = 300 cm3 min -1, and  mass of catalyst (mS) = 30 g. 

The main products include CH4, C2H6 and C2H5OH (EtOH) that EtOH being the target product. The results 
indicate that with packing MoS2/γ-Al2O3 catalyst in PB, the conversion of CO (XCO) and alcohol production 
rate (R) are highly depended on T.  At T = 573 K, XCO = 8.19%, R of CH4 (RCH4) = 194.1 mg h-1 and selectivity 
of CH4 (SCH4) = 34.57%.  For the production rate of C2H5OH (REtOH), the maximum REtOH of 134.25 mg h-1 
takes place at T = 523 K while XCO = 8.10% and SEtOH = 51.98%. As T increase to 573 K, the EtOH is further 
decomposed into simple hydrocarbons (HCs) such as C1-C3 alkanes. Thus, for producing more alcohols and less 
alkanes, the optimal temperature condition is 523 K.  For the case of varying H2/CO ratio, the values of XCO are 
about 7.55 to 8.32%) at 523 K with H2/CO ratios of 1 to 4, indicating no significant variation.  However, the 
optimal ratio of H2 and CO to produce EtOH is 2 with maximum REtOH = 134.25 mg h-1 and SEtOH = 51.98% 
while XCO = 8.10%, RCH4 = 56.05 mg h-1 and SCH4 = 10.85%. Hence, increasing the H2/CO ratio to 3 to 4 is not 
beneficial for the formation of EtOH.  The results also show that a higher PST of HPFPB yields more products.  
For the EtOH production, the maximum REtOH (= 156.65 mg h-1) occurs at PST = 3.6 MPa with corresponding 
SEtOH = 51.16%, XCO = 9.57%, RCH4 = 70.31 mg h-1 and SCH4 = 12.46%.  Among various QG of 300, 450, 600 to 
900 mL min-1 of HPFPB tested, the best XCO is at QG = 300 mL min-1 with XCO = 8.10%, RCH4 = 56.05 mg h-1 
and SCH4 = 10.85%.  Also, the maximum YEtOH take place at QG = 300 mL min-1 with corresponding SEtOH = 
51.98%.  It shows that a low flow rate gives a longer residence time for reaction of the syngas and thus enhances 
the yield of products.  However, there’s no advance for SEtOH.   

For the production of EtOH from syngas, the YEtOH, SEtOH and REtOH are key factors for the success of process.  
The results of this study shows that MoS2/γ-Al2O3 catalyst can give satisfactory SEtOH and REtOH, especially the 
YEtOH high selectivity. 
 
Keywords: Reforming of syngas; Synthesis of alcohol; MoS2/Al2O.; catalytic synthesis; alcohol; alkane 
 

1.  Introduction 
Energy crisis has been a great concerned issue in recent years.  With the continued climbing 
of crude oil price, studies on alternative energy become more and more essential.  The use of 
biomass, such as agriculture residues and woody waste, to provide energy and chemicals is 
receiving increasing interest because these resources can supplement the existing supplies of 
raw materials while have less net environmental impact [1].  The biomass of agriculture and 
the biomass fibers of municipal solid waste (MSW) are among the suitable bio-energy sources 
that can be used for generation energy [1-2]. 

Gasification technologies have been developed for the possible replacement of traditional 
combustion technologies because of their higher power generation efficiency while lower 
environmental pollution [2]. Gasification is a thermochemical process yielding major product 
of synthesis gas (syngas) consisting of CO and H2.  Syngas can be used to produce 
hydrocarbons such as ethanol (EtOH) via Mo-based catalytic reaction and other high-value-
added fuels via the Fischer-Tropsch process.  Although the syngas has been also used as fuel 
gas, however, its storage, stabilization and transportation exhibit some problems. On the other 
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hand, alcohols converted form syngas have high heating value with small volume and are 
stable as liquid phase.  Moreover, the use of EtOH as a part of the automobile fuel offers the 
same chemical energy as that of gasoline. Besides, ethanol is a good additive for improving 
gasoline octane value and burning efficiency [3].  

In this study, a high pressure fixed packed bed (HPFPB) with continuous flow was used to 
synthesize the syngas yielding alcohols. A MoS2/γ-Al2O3 catalyst was packed in the bed to 
enhance the production. The MoS2 based catalysts, such as K2CO3/MoS2 and Ni-
K2CO3/MoS2, have been already verified as effective catalysts in the synthesis of mixed 
alcohols [4-7].  T he distinct points of this study were the use of HPFPB and preparation 
method of MoS2 on the γ-Al2O3 support with high surface of catalyst. The production rates 
(R), yield (Y) and selectivity (S) of alcohols and conversion of CO (XCO) were examined and 
elucidated. 

2 Materials and Methods 
2.1 Preparation of MoS2/γ-Al2O3  

The MoS2 was loaded on γ-Al2O3 pellet (MoS2/γ-Al2O3). In preparation, about 30 g 
γ-Al2O3 (φ = 3 m m) were soaked in 200 mL solution containing 5% ammonium 
heptamolybdate ((NH4)6Mo7O24) with the adjustment of pH < 2 us ing nitric acid for 
adsorbing ionic Mo on the alumina surface for 12 h. It was then sintered at 773 K with N2 for 
3 h to form MoXOY/γ-Al2O3. The resulted MoXOY/γ-Al2O3 was further reduced and 
sulfurized in the mixed gas stream of H2S/H2 with volume ratio of 5/95 at 673 K for 2 h to 
produce MoS2/γ-Al2O3 catalyst [8]. The γ-Al2O3,  MoS2 and (NH4)6Mo7O24 were supplied 
by First Chemical (Taipei, Taiwan), ProChem (Miaoli, Taiwan) and J.T. Baker (Phillipsburg, 
New Jersey, USA), respectively. 

2.2 HPFPB system 
The HPFPB system (Fig. 1) was carried out via continuous flow type operation. The 

synthesis reaction proceeded in a high pressure. Two packing materials of MoS2/γ-Al2O3 and 
spherical glass beads were used and tested in the packed bed. The polar organic products such 
as alcohols and acids were collected by DI water (4 °C) in a condenser. The syngas was 
simulated with H2/CO mole ratio of 2. The HPFPB system was operated under the conditions 
with mass flow rates of H2 and CO (dmH2/dt and dmCO/dt) of 1070.4 and 7492.8 mg h-1, gas 
flow rate of syngas (QG) = 300 mL min-1, temperature (T) = 423-573 K, mass of catalyst (mS) 
= 30 g, flow rate (QG) = 300-900 mL min-1, gas hourly space velocity (GHSV) = 600-1800 
cm3 gcat-1 h-1, and pressure (PST) = 1.5-3.6 Mpa (reading at 298 K).  

2.3 Products analysis 
The analyses of gaseous organic compounds were performed using the gas 

chromatography/flame ionization detector (GC/FID, 6890 G C, Agilent Technologies, Santa 
Clara, CA, USA) with AB-5 column (30m × 0.53mm × 5.00 μm, Abel Industries, Pitt 
Meadows, BC, Canada) to separate the organic products. A p urge-and-trap sample 
concentrator (Model 4560, OI Analytical, College Station, TX, USA) was used to purify and 
inject liquid samples into GC/FID for analyses. 
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Fig. 1. Schematic diagram of HPFPB system.                                                                                                                   

 

3 Results and discussion  

3.1 Properties of catalyst and support 

The MoS2/Al2O3 catalyst used is spherical with 3 mm diameter and bulk density of 3.2055 g 
cm-3. The MoS2 was loaded on the surface of porous Al2O3 pellet. The BJH (Barrett-Joyner-
Halenda) average pore sizes obtained by adsorption and desorption are 70.404 and 57.841 Å, 
respectively, indicating mesoporous nature of catalyst. The corresponding BET surface area is 
210.345 m2 g-1. The XRD (X-ray diffraction) spectrum of catalyst surface is shown in Fig. 2, 
exhibiting significant specific characteristics of MoS2 at 2θ = 14.5°, 39.6° and 60.18°. 

  

Fig. 2. XRD spectrum of MoS2/Al2O3. 

- 
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3.2 Effect of temperature 

As shown in Fig. 3a, the production rate R of alkane via MoS2/γ-Al2O3 synthesis increases 
with increasing reaction temperature, especially when T reaches 573 K. For the (b) alcohol 
products, the productions were not effected as the regular pattern as the increase T for the 
alkane products.   

 

Fig. 3. Production rates of (a) alkane and (b) alcohol products at various temperatures 
via HPCPB-MoS2 process. ◇, □, △, ○: C1, C2, C3, C4. 

Table 1 illustrates the conversion of CO (XCO) and selectivies (S) of synthesis products at the 
four different temperature conditions.  Setting the reaction at the conditions of T = 473 K, PST 
= 3 MPa, H2/CO = 2, QG = 300 cm3 min-1, and GHSV = 600 cm3 gcat-1 h-1, the selectivties of 
synthesis products shows the highest forming favourable SEtOH = 54.02% within four different 
temperatures and accompanies with lower forming SCH4 = 2.09%.  S ince XCO is also a 
meaningful efficiency index, the best XCO is 8.19% while the condition at T = 573 K.   

Table 1. Conversion of CO and selectivities of products at various temperatures. 

T Conversion Selectivity (%) 

(K) (%) CH4 C2H6 C3H8 C4H10 CH3CHO MeOH EtOH PrOH BuOH 

423 0.59 1.19 0.74 - - 31.12 16.69 36.43 6.53 7.30 

473 2.09 6.88 8.06 - - 22.50 6.38 54.02 0.30 1.86 

523 8.10 10.85 12.84 3.00 - 7.48 11.29 51.98 2.27 0.29 

573 8.19 34.57 14.06 9.58 0.48 6.28 6.21 28.28 0.39 0.16 

MeOH: methanol; EtOH: ethanol; PrOH: propanol; BuOH: butanol. 

At first appearance, the highest SEtOH and the best XCO seem to be well performances. In fact, 
they still could not represent the optimal condition because of theirs uncompleted well-
performances which comparing these with the condition at T = 523 K.  Setting the reaction T 
at 523 K is the optimal set point which not only yields more alcohol products, especially for 
higher SEtOH, but also restrains the amount of alkanes formed. 
 

(a) (b) 
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3.3 Effect of H2/CO ratio 
Besides the temperature factor, the H2/CO feed ratio is also a key adjustable variable affecting 
the conversion of syngas to ethanol or higher alcohols.  The H2/CO could be adjust to 
maximize SEtOH and restrain methane forming that because methane is the most 
thermodynamically favored product, however, its economical value is less than alcohols [9]. 
The reactions of ethanol and methane are as the showing in following equations: 

2CO + 4H2 → C2H5OH + H2O              (1) 

ΔHr = -61.20 kcal/mol; ΔGr = -29.32 Kcal/mol 

CO + 3H2 → CH4 + H2O                      (2) 

ΔHr = -49.27 kcal/mol; ΔGr = -33.97 Kcal/mol 

 

According the ratio of H2/CO from the above equations, it is obvious to understand that 
higher ratio (eq. 2) is more favourable to produce methane than producing ethanol (eq. 1).  As 
the shown in fig. 4, the productions present desired results which are higher production of 
alcohols accompany with lower production of alkanes when setting H2/CO ratio as 2. 

 

Fig. 4. Production rates of (a) alkane and (b) alcohol products at various H2/CO 
ratios via HPCPB-MoS2 process. ◇, □, △, ○: C1, C2, C3, C4. 

Table 2. Conversion of CO and selectivities of products at various H2/CO ratios. 

H2/C
O 

Conversion 
Selectivity (%) 

 (%) CH4 C2H6 C3H8 
C4H1

0 
CH3CHO MeOH EtOH PrOH BuOH 

1 7.55 11.84 15.01 11.21 - 5.09 8.97 44.9 1.82 1.16 

2 8.10 10.85 12.84 3.00 - 7.48 11.29 51.98 2.27 0.29 

3 8.01 12.67 12.34 3.94 - 6.97 12.69 48.73 2.13 0.53 

(a) (b) 
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4 8.32 14.67 13.05 3.67 - 6.52 13.94 45.57 2.05 0.53 

MeOH: methanol; EtOH: ethanol; PrOH: propanol; BuOH: butanol. 

Table 2 illustrates XCO and S of synthesis products at the four different H2/CO ratios.  Setting 
the reaction at the conditions of T = 523 K, PST = 3 MPa, QG = 300 cm3 min-1, and GHSV = 
600 cm3 gcat-1 h-1, XCO is 8.10% and SEtOH and SCH4 are 51.89% and 10.85%, respectively.  
In these conditions, MoS2 catalyst shows obvious favour for EtOH and slight restraint for 
CH4.  For this reason, the results of the shown at H2/CO = 2 are desired and acceptable even 
if the conversion of CO is not the highest performance. 

3.4 Effects of pressure 

Increasing pressure is equal to increase the providing raw materials and the equilibrium 
concentration of products from the hydrogenation of CO [1].  As the shown in fig. 5, both of 
the productions of alkane and alcohol products increase as the increasing reaction pressure.  
Therefore, the effects of reaction pressure appear as though Le Chatelier‘s Principle. 

 

 

Fig. 5. Production rates of (a) alkane and (b) alcohol products at various pressures 
via HPCPB-MoS2 process. ◇, □, △, ○: C1, C2, C3, C4. 

Table 3. Conversion of CO and selectivities of products at various pressures. 

PST Conversion Selectivity (%) 

(MPa) (%) CH4 C2H6 C3H8 
C4H1

0 
CH3CH

O 
MeOH EtOH PrOH BuOH 

1.5 4.6 11.84 15.01 11.21 - - 9.93 50.92 2.47 - 

2.4 6.48 12.05 14.04 3.08 - 7.27 11.29 50.00 2.27 - 

3.0 8.10 10.85 12.84 3.00 - 7.48 11.29 51.98 2.27 0.29 

3.6 9.57 12.46 12.63 2.96 - 3.71 13.94 51.16 2.86 0.28 

MeOH: methanol; EtOH: ethanol; PrOH: propanol; BuOH: butanol. 

(a) (b) 
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Table 3 illustrates XCO and S of synthesis products at the four different reaction pressures 
(reading at 298 K).  Setting the reaction at the conditions of T = 523 K, H2/CO = 2, QG = 300 
cm3 min-1, and GHSV = 600 cm3 gcat-1 h-1.  As the increased pressure in this study, there are 
only increasing effects for XCO as the shown in table 3, how ever, the selectivities of both 
alkane and alcohol products are not affected by changing the reaction pressures. 

3.5 Effects of flow rate 
A high flow rate into the reactor gives a higher space velocity through the fixed catalytic bed, 
which is equivalent to change the volume of catalyst in the reactor.  As the shown in fig. 6, 
increasing the flow rate also means more reactants input, enhancing the production rates for 
both of alkanes and alcohols. 

 
Fig. 6. Production rates of (a) alkane and (b) alcohol products at various flow rates via 

HPCPB-MoS2 process. ◇, □, △, ○: C1, C2, C3, C4. 

Table 4 i llustrates the conversion of CO and selectivies of synthesis products at the four 
different flow rates.  Setting the reaction at the conditions of T = 523 K, H2/CO = 2, PST = 3 
MPa, and GHSV = 300 cm3 min-1.  As the shown in table 4, increasing the flow rate 
obviously decrease XCO because the retention time is too small to finish more number of 
completed reactions.  The increase of space velocity results in a slight decrease in selectivity 
of alkanes while an insignificant increase of alcohols in the reaction products.  Besides, the 
effects of changing flow rate are similar with those of the changing of reaction pressures. 

 

Table 4. Conversion of CO and selectivities of products at various flow rates. 

QG Conversion Selectivity (%) 

(mL min-1) (%) CH4 C2H6 C3H8 C4H10 CH3CHO MeOH EtOH PrOH BuOH 

300 8.10 10.85 12.84 3.00 - 7.48 11.29 51.98 2.27 0.29 

450 5.44 10.54 12.95 2.52 - 7.54 10.91 52.91 2.37 0.26 

600 4.83 10.41 12.18 2.70 - 7.82 11.16 53.14 2.34 0.25 

900 4.12 10.25 12.14 2.68 - 8.38 11.39 52.50 2.40 0.26 

(a) (b) 
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MeOH: methanol; EtOH: ethanol; PrOH: propanol; BuOH: butanol. 

 

 

4. Conclusions 

In HPFPB system, the main organic products of alkane and alcohols of MoS2/γ-Al2O3 
catalytic synthesis are ethanol and methane, respectively.  From the previous results shown, 
ethanol selectivity decreases at all temperatures when methane is the major product.  For this 
reason, setting the reaction temperature at T = 523 K is the optimal set point which not only 
yields more alcohol products, especially for higher SEtOH, but also restrains the amount of 
alkanes formed.  Furthermore, it could increase SEtOH versus CH4 while setting the H2/CO 
feed ratio as 2.  C onsidering the effects of PST and QG, there are similar trends for both of 
alkane and alcohol products besides of the trend for the conversion of CO.  Increasing the 
flow rate would decrease XCO because the retention time is too small to finish more number 
of completed reactions. 

Taken together, these observations suggest that setting the parameter as T = 523 K, H2/CO = 
2, higher pressure, and lower flow rate to reach the purpose of obtaining higher XCO and 
outstanding SEtOH. 
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Abstract: The thermal decomposition of rapeseed oil lowered cetane value of the product through 
decarboxylation and decarbonylation. In this study the thermal decomposition in rapeseed oil was estimated with 
different temperatures (300 to 410oC) with or without hydrogen at 1 bar partial pressure. Initially, the reactor is 
loaded with glass pellets and then the rapeseed oil was fed into the reactor. At hydrothermal condition of 300 to 
410oC, the formation of oxygenate groups (i.e. esters, acids and aldehydes) were 15 to 30%, while the rest 
contained thermally cracked hydrocarbons with excluded un-reacted feed. In residue oil, cyclic group formation 
was observed. The formation of acidic and aldehyde resulted in carbon dioxide and carbon monoxide in outlet 
gases. The hydroprocess of higher temperatures leaded higher cracking and cyclic groups with more dense and 
viscous residue oil.  
 
Keywords: Hydrodeoxygenation, Decarboxylation, Thermal conversion, Vegetable oil, Bio-fuels. 

1. Introduction 

Recently, traditional oil refineries have started to hydroprocessing vegetable oil and fatty 
acids. Traditional renewable fuels were (1) fuel production based on a super critical process, 
(2) bio-ethanol technology and (3) production of FAME. All three fuel sources have received 
considerable attention over the past decade in order to achieve bio-refinery status. Apart from 
this research development, hydroprocessing was a friendly and suitable process for existing 
oil refinery concepts to include biomass as a co-feed. One big advantage is the factor of scale 
in oil refinery. The cost for processing is low per unit and the biomass can ride on this low 
cost of production and distribution of the products [1, 2]. During hydroprocessing, water is 
removed from the carboxylic group from tri-glycerol to give C18 hydrocarbon and propane, is 
known hydro-deoxygenation. The product had a high cetane value, low density and poor cold 
flow properties [3].  
 
Thermal decomposition is unfavorable at deoxygenation mechanism. Usually, excess 
hydrogen partial pressure is needed for deoxygenation because of certain diffusion limitations 
over films. These limitations favored for thermal effect on carboxylic group to form CO2 and 
CO. Thermal decomposition of the carboxylic group reduced to C17 and expelled CO and 
CO2 in the gas phase, is known as decarboxylation/decarbonylation. Indeed, loss of one 
carbon at each hydrocarbon chain in decarboxylation resulted in a difference in the cetane 
value.  Also, methylation and water-gas shift reaction (WGS) were evident as part of the 
catalytic thermal conversion [2- 4]. Eventually, the temperature around 300 to 360oC proved 
feasible for deoxygenation, and some researcher indicate it increases the decomposition [5, 6].    
 
Much research on hydroprocessing could explain deoxygenation, thermal conversion, 
hydration and WGS reaction, but had trouble predicting the exact evaluation of the reaction 
path due to change in properties of vegetable oil during pre-heating [5-8]. Pre-heating in 
reactor is common technique for catalytic process. As a part on thermal effect of preheating, 
we focused only on the thermal effect to identify the modification in vegetable oil with 
hydrogen as co-feeding at ambient pressure and reinstate the result for future work on our 
catalytic process. During hydro deoxygenation, the vegetable oil has been subjected with 
hydrogen into reactor on concurrent flow. This assignment was to characterize the feed before 
introduce into Hydro deoxygenation catalytic process.  
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2. Experiment 

The experimental setup consisted of a continuous reactor, a feed and product tank, a gas flow 
meter, pump, a gas chromatography and controllers. The major reaction conditions parameters 
were liquid hourly space velocity (LHSV = ml of liquid/g.cat*hr), gas hourly space velocity 
(GHSV= ml of gas/g.cat*hr), reaction pressure (bar) and reaction temperature (oC). However, 
in our experiment, overall reaction conditions were adjusted with constant feed flow on the 
continuous reactor on a weight basis. The sample and gas outlet were collected under ambient 
atmospheric conditions. The reaction condition was stabilized through proportional–integral–
derivative (PID) controllers. The samples were withdrawn subject to a manual time control 
and all samples were taken under a stabilized system. 
 
2.1. Reactor 
The experimental setup consisted of a feed tank, fixed-bed reactor, product tank, gas collector 
and dossier pump. The fixed-bed reactor was fixed with an electric furnace, connected with an 
instrumental controller to regulate thermal and pressure conditions. The vertical height of the 
reactor was 619.4 mm, excluding an external clump with bolt; the reactor was filled with 2 
mm diameter glass pellets. The maximum temperature, taken at the middle of the reactor, was 
the indicated temperature point. There are another two more thermocouple connected at inlet 
and outlet on reactor to monitor the reaction temperature. 
  
2.2. Analytical work 
The gas outlet and liquid products from the reactor were analyzed with different gas 
chromatography equipment. The liquid analysis was performed according to ASTM D2887 
using a gas chromatograph (GC) (Varian 3400) equipped with a packed column (OV101) and 
flame ionization detector (FID) with nitrogen as carrier gas. The outlet gas from the reactor 
was analyzed by the Clarus 500 GC online, which was connected with 600 link switch 
controllers; the signal was integrated to receive analytical data. Gas analysis consisted of the 
use of a thermal conductivity detector (TCD) to analyze CO, CO2, CH4 and H2, as well as 
FID for hydrocarbons. 
 
Elemental analysis of C, H and O was analyzed by Karlshamn Kraft AB. The ASTM D 5291 
standard test method for instrumental determination of carbon, hydrogen and nitrogen in 
petroleum products and lubricants was used in our samples. Further, traces of nitrogen, 
sulphur and other metals in the sample were neglected and oxygen content was estimated 
from carbon and hydrogen content. The accuracy of the elemental analysis was ± 0.4 wt%. 
 
The samples were analyzed with the Perkin–Elmer Spectrum One Fourier Transform Infrared 
Spectroscopy (FTIR) to identify the internal change in processed vegetable oil. The liquid 
samples were placed between two plates in pure sodium chloride salt without any bubbles. 
The mid-infrared was used between wavelengths 400 and 4000 cm-1 to study the fundamental 
structure of the sample.  
 
3. Results 

The continuous reactor was heated to 350oC temperature, after which vegetable oil was fed 
into the system. Initially, the feed was supplied for 48 h without any interruption to make sure 
the system was clean and to achieve a steady state. After this phase, the reactor conditions 
were changed systematically to obtain the samples for the appropriate conditions. The 
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samples were collected on a weight basis at ambient pressure from a fixed feed rate of 200 
ml/min over 19 h for each condition. 
 
The rapeseed oil contains 7% stearic (18:0), 61.1% oleic acid (18:1), 20.9% linoleic acid 
(18:2) and the rest consisted of omega-3. At 300oC, 5.12 wt% of free C17-COOH and 1 wt% 
of other hydrocarbons appeared in the products. In addition to C17, there were traces of lighter 
hydrocarbon with less than 2 mol% and 10 mol% of CO in the gas phase (Figure 1). At 
330oC, the carboxylic group increased to 8 wt% and 2 wt% of other products. Over 330oC, 
there was a steady increase of both - (COO) - and – (CO) – groups can be seen in Table 1, as 
well as some lighter hydrocarbons. The results of the thermal effect on (C=O)-O-C bond 
detachment had observed uniform distribution in gas chromatography. 
 
Table 1. Rapeseed oil hydro-treatment at LHSV = 20 mln/min, 1 bar and H2/oil = 10. R-
(C=O)O refers to BP from 340 to 360oC while  R-(C=O) refers to BP about 330oC.  
 

 Temp. (oC) R-(C=O)O (wt%) R-(C=O) (wt%) 

300 5.12 0 
330 7.95 1.9 
350 6.55 2.65 
370 8.43 3.99 
390 11,56 3,64 

 
High concentration of methane and ethane/ethane in the gas outlet were observed for lower 
temperatures. The dispersed gas in the liquid sample was not recoverable, so it was difficult to 
make mass balance for in and out of gas flow. Thus, we avoided dealing with the mass 
balance and instead just showed the concentration in the gas phases. The changes in flow of 
liquid in and liquid out were almost the same (variation of 0.01 to 0.05 wt%).  
 
4. Discussion 

In our study the carboxylic groups were mostly converted to free fatty acid and some traces of 
alcohol and aldehyde between 330oC and 350oC. This finding implies that the carboxyl 
groups were influenced by temperature and induced both decarbonylation and 
decarboxylation. However, there was less evidence of glycerol or glycol groups under these 
conditions. The gas phase contained CO as the main substitute (Figure 2). The CO outlet 
shows that the bonding of the carboxyl group was weaker than the C-C bond. 
 
The carboxyl groups tended to detach above 350oC in high yield as acids, aldehyde, esters and 
paraffin. The concentration of carboxylic acid was doubled and paraffin concentration 
increased one- to three-fold for every 20oC rise in temperature. The product was distilled in 
simple distillation at a cut-off of 235oC, which removes water and lighter naphtha named 
distillate. The distillate had greenish appearance, with gasoline density and viscosity [9]. It 
had acidic compound. In figure 2 shows the FTIR result of distillate without water in it. Here, 
C=O groups identified in FTIR mainly of acids while the bottom product consisted of 
aldehyde and esters. The information in the figure proves that distillate had lighter 
hydrocarbon with acid group; these conclude that distillate mostly formed from C-C cracking. 
However, the esters and aldehyde groups had C-O-C- bond breaking, as was evident from the 
thermal impact. 
 
 

 

548



   
 

 

H2 CO2 CO
0

20

40

60

80

C
on

ce
nt

ra
tio

n 
(m

ol
%

)

Gas outlet

CO2 C2/C2= C3/C3= C4/C4= C5/C6 CH4
0

1

2

 T=300oC
 T=330oC
 T=350oC

C
on

ce
nt

ra
tio

n 
(m

ol
%

)

Gas outlet

 

 
At higher temperature (above 350oC) the oxygen content reduced between 10 and 12% into 
water, CO and CO2. The distilled sample contained water from 0.04 to 0.1 wt%. The 
presences of water indicate that the hydroprocess was part in thermal reaction [10]. 
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Figure. 1. Rapeseed oil hydro-treatment: gas outlet at LHSV = 20 mln/min, 1 bar and H2/oil 
= 10. 

Figure 2. Rapeseed oil hydro-treatment at LHSV = 20 mln/min, 1 bar and H2/oil = 10 
excluding untreated rapeseed oil.  
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Figure 3. FTIR analysis for distilled product (LHSV = 20 mln/min, 1 bar, H2/oil = 10 & T = 
350 oC). (a) Rapeseed oil and (b) Simple distillation at a cut-off point of 235oC. 
 
5. Conclusion 

The hydroxyl groups in triglycerides were found to be sensitive to temperature. The product 
variant in different temperatures was dependent on only CO and water outlet. Of the major 
gas outlets, CO dominated the composition at higher temperatures. Thermal cracking of C=C 
bonds between 300 and 350oC, was minimal in this study. The condition between 330 to 
360oC indicates that CO formation has more dominant during thermal decomposition. 
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Abstract: The catalytic cracking characteristics of a bio-oil molecular distillation fraction using HZSM-5 were 
investigated. Properties of upgraded products and formation mechanism for gasoline components were 
discussed. The cracking products included 56.00wt.% upgraded liquid oil, 1.27wt.% coke and 42.73wt.% gas 
products. The conversion yield for components in bio-oil fraction was influenced by their cracking reactivity and 
their concentration. The cracking reactivity of phenols was strongly affected by the connected functional groups. 
Alkyl groups had a positive influence on phenols reactivity, while methoxy groups had a negative influence. 
Reactivity of typical phenols in bio-oil fraction followed the order: Phenol, 4-methyl-> Phenol, 4-ethyl-2-
methoxy->Phenol> Phenol, 2-methoxy-. Expected gasoline components including ethylbenzene, p-xylene and 
benzene, 1-ethyl-3-methyl were detected in the upgraded liquid oil, which indicates liquid hydrocarbon fuels can 
be produced from bio-oil. A two-step reaction mechanism was proposed which successfully explains the 
formation routes for gasoline components. In the first step, dehydration and decarbonylation reactions generate 
H2O, CO and CO2. The cracking reaction produces free radicals including -CH3, -CH2- and -H. In the second 
step, these free radicals form gaseous and liquid hydrocarbons. 
 
Keywords: Bio-oil, Molecular Distillation Technology, Cracking, HZSM-5, Gasoline Components 

1. Introduction 

Supply security and price concerns for fossil oil have led to renewed interests in renewable 
energy resources as alternative feedstocks for the production of transport fuels. Biomass 
resources are among the most promising feedstocks because of their abundant reserves and 
carbon-neutral property. Fast pyrolysis technology is a key thermochemical process that can 
convert solid biomass waste into liquid bio-oil under atmospheric pressure[1-3]. Bio-oil has 
better fuel properties in terms of transportation suitability and energy density than solid 
biomass waste. However, it is only used as fuel in boiler[4, 5] but can not be directly 
substituted for fossil fuels because of its high viscosity and corrosiveness[6, 7]. Bio-oil 
refinement has become a key issue for its utilization as a high-grade transport fuel. 
 
Catalytic esterification has been used to decrease corrosiveness of bio-oil by converting 
carboxylic acids into neutral esters. Carboxylic acid conversion of approximately 90% was 
achieved and the corrosiveness of bio-oil obviously decreased[8, 9]. Emulsification can be 
used to refine bio-oil by mixing diesel and bio-oil to produce a homogeneous fuel. Zhang et al. 
[10] studied the emulsification behavior of diesel and bio-oil using nonionic surfactants. The 
effects of HLB value, emulsifying temperature and time on emulsion stability were 
investigated. Wang et al. [11] compared the emulsification properties of different bio-oils and 
diesel combined at the same ratio(diesel/emulsifier/bio-oil was 92wt.% /3wt.% /5wt.%). 
Emulsion made from diesel and straw bio-oil showed the best stability. The corrosion 
properties of emulsions on four metals were measured at different temperatures by Lu[12]. 
Ikura et al. [13] determined the relationship between process conditions, emulsion stability 
and processing costs using bio-oil and No.2 diesel. Catalytic esterification and emulsification 
can improve bio-oil fuel properties to a certain extent, but they can not convert oxygenated 
bio-oil into pure liquid hydrocarbon fuels. 
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Among the technologies available for bio-oil upgrading, catalytic hydrogenation and catalytic 
cracking have been used to produce hydrocarbon fuels from oxygenated bio-oil. Oxygen in 
bio-oil was removed in the form of CO2 and H2O during catalytic hydrogenation[14, 15]. 
Hydrogenation process can only occur under high temperature and high hydrogen pressure, 
which limit its economic efficiency. By contrast, catalytic cracking technology is more 
economically efficient. It can produce liquid hydrocarbon fuels from bio-oil without 
consuming hydrogen. Adjaye et al. [16] investigated upgrading research of a f ast pyrolysis 
bio-oil using different catalysts. Aromatic and aliphatic hydrocarbons were obtained. Gayubo 
et al. [17] produced olefins by catalytic transformation of crude bio-oil using HZSM-5. 
Besides, other researchers studied the cracking behavior of bio-oil using its model 
components[18, 19]. The key problem in catalytic cracking is the high coke yield, which leads 
to catalyst deactivation. Catalytic cracking research has mainly focused on crude bio-oil in 
recent years. The complex composition of crude bio-oil means that qualitative and 
quantitative analysis of its components is difficult. What more, the strong interaction between 
different components enhances the probability of coke formation. In the present study, the 
cracking behavior on HZSM-5 zeolite was investigated for a unique bio-oil fraction produced 
by molecular distillation technology. 
 
2. Methodology 

2.1. Experimental methods 
HZSM-5(Si/Al=25) was used as the catalyst for cracking of a Bio-oil Middle Fraction (BMF) , 
which was obtained by molecular distillation using KDL5 equipment as described in our 
earlier papers[20, 21]. Cracking experiment was performed upon a  fixed-bed reactor at 
330 °C. The liquid hourly space velocity (LHSV) was 2 h-1 with a HZSM-5 volume of 2 ml. 
BMF was first vaporized in the pre-heater and then carried to the catalytic bed by a stream of 
nitrogen. After each run, catalytic bed was subjected to stripping with nitrogen for 40 minutes, 
with the aim of eliminating the reaction medium components that may remain adsorbed on the 
catalyst. 
  
2.2. Catalyst characterization 
Textural properties were determined by N2 adsorption–desorption isotherms measured at 
196°C below zero on a  Quantachrom-Autosorb-1-C apparatus. HZSM-5 had a BET surface 
area of 283.97m2/g, a pore volume of 0.07cm3/g and an average pore size of 5.65nm. Coke 
deposition on the catalyst was measured during temperature-programmed combustion on a 
Mettler-Toledo TGA/SDTA851e thermogravimetric balance. Sample of approximately 15 mg 
was burnt at 30–650°C with an oxygen flow rate of 60 ml/min. The total coke weight was 
calculated according to the coke content and the total catalyst weight.  
 
2.3. Analysis of liquid products 
Liquid products were identified on a Trace DSQII system using a 30m×0.25mm×0.25µm 
Agilent DB-WAX capillary column. The oven was heated at 40°C for 1 min and then the 
temperature was increased to 240°C at 8 °C/min and held at this temperature. Data were 
acquired using Xcalibur software according to the NIST mass spectra library data base. 
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3. Results and discussion 

3.1. Distribution of cracking products 
Upgraded Liquid Oil (ULO), coke and gas products were obtained from catalytic cracking of 
BMF. ULO yield (YULO) and coke yield (Ycoke) were calculated from Eq. ⑴ and ⑵. Yield of 
gas products (Ygas) was calculated by difference.  
 

BMFULOULO WeightWeight100wt%Y ÷×=                                           ⑴ 
 

BMFCokeCoke WeightWeight100wt%Y ÷×=                                           ⑵ 
 
Values for YULO, Ycoke and Ygas were 56.00 wt.%, 1.27 wt.% and 42.73 wt.%, respectively. 
Gas products accounted for large proportion. The coke yield was low, which means that 
cracking of bio-oil fractions is a feasible method for decreasing catalyst coking. Graca et al. 
[22] obtained a coke yield of 16 wt.% for cracking of a mixture of  bio-oil and gasoil over 
ZSM-5. Adjaye et al. [23] obtained a coke yield about 22.5 wt.% for cracking of maple 
pyrolysis oil over HZSM-5 and silica-alumina catalysts. Thus, cracking of bio-oil fractions 
has obvious superiority over crude bio-oil in decreasing the coke yield.  
 
3.2. Analysis of liquid products 
Compounds in BMF and ULO were identified by GC-MS and quantified using peak area 
normalization method. The conversion yield was determined as a measure of reactivity during 
cracking, which was calculated by Eq. ⑶. 
 

1i2iULOi1i C)CYC(100% ÷×−×=η                                                      ⑶ 
 
Where ηi represents the conversion yield of compound i. C1i is its content in BMF and C2i is 
its content in ULO. YULO is the yield of ULO with a value of 56.00 wt.% in this experiment. 
 
3.2.1. Cracking behavior of different compounds 
Reactivity of different compounds is indicated by conversion yields. Typical compounds in 
BMF are listed from Table 1 to Table 3. T he conversion yield of a compound during the 
cracking is determined by two main factors. The first is its cracking reactivity. Compounds 
with higher reactivity may have a higher conversion yield. The second is its concentration in 
BMF. Compounds with higher concentration may have a lower conversion yield because of 
catalyst deactivation. In Table 1, compounds with content below 1% had conversion yield of 
100%. For example, 4-methyl-5H-furan-2-one and 2-furanmethanol were absolutely cracked. 
Three compounds had high content but were completely cracked. It indicated that they were 
very active during the cracking process. Combining with their concentration in BMF and 
conversion yields, the reactivity of these three compounds followed the order：Furan, 2,5-
diethoxytetrahydro- > 2-Cyclopenten-1-one, 3-methyl- > 2-Cyclopenten-1-one, 2-hydroxy-. 
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Table 1  Compounds in BMF with the highest conversion yields 

Compounds 
Content (%) 

ηi (%) C1 C2 
Heptane, 1,1-diethoxy- 3.41 0.44 92.77 

Eugenol 1.24 0.07 96.84 
4-Methyl-5H-furan-2-one 0.36 0.00 100.00 

2-Furanmethanol 0.50 0.00 100.00 
1,2-Ethanediol, monoacetate 0.72 0.00 100.00 

2-Cyclopenten-1-one, 2-hydroxy- 1.28 0.00 100.00 
2-Cyclopenten-1-one, 3-methyl- 1.52 0.00 100.00 
Furan, 2,5-diethoxytetrahydro- 13.11 0.00 100.00 

 
The conversion yields for compounds listed in Table 2 v aried from 60% to 90%. Phenol 
derivates were the predominant chemicals in Table 2 and showed a clear cracking principle. 
Cracking activity of phenols was strongly affected by connected functional groups. Methoxy 
groups had a negative influence while alkyl groups had a positive influence on the phenols 
reactivity. Phenol had a conversion yield of 75.63%. This decreased to 59.87% when a 
methoxy group was attached, such as Phenol, 2-methoxy-. The conversion yield increased to 
89.20% when a methyl group was attached, such as Phenol, 4-methyl-. When phenol derivates 
had alkyl and methoxy groups at the same time, their conversion yields were intermediate 
between phenol and Phenol, 4-methyl-. The cracking activity of different phenol derivates 
followed an order as: Phenol, 4-methyl-> Phenol, 4-ethyl-2-methoxy->Phenol> Phenol, 2-
methoxy-.  
 
Table 2 Compounds in BMF with moderate conversion yields 

Compounds 
Content (%) 

ηi (%) C1 C2 
Phenol, 2-methoxy- 5.04 3.61 59.87 

Ethanol, 2,2-diethoxy- 16.43 8.18 72.10 
Phenol 1.45 0.63 75.63 

Phenol, 2-methoxy-4-methyl- 4.98 2.02 77.29 
2(5H)-Furanone 1.13 0.42 79.16 

Phenol, 4-ethyl-2-methoxy- 1.14 0.36 82.31 
2-Cyclopenten-1-one, 2-hydroxy-3-methyl- 2.56 0.57 87.55 

Phenol, 2-methyl- 1.87 0.40 88.02 
Phenol, 4-methyl- 1.61 0.31 89.20 

2-Pentanone, 5,5-diethoxy- 3.02 0.54 89.99 
 
Compounds in Table 3 had lower conversion yields than those in Table 1 and Table 2. Acetic 
acid, 2-Propanone, 1-hydroxy- and furfural were the most abundant compounds in Table 3. 
Subsequent to the cracking process, their contents in ULO increased. Content of acetic acid 
increased from 15.70% to 28.00%. This phenomenon can be well explained as follows. 
Compounds with high activity were cracked firstly, which generated gaseous hydrocarbons 
and micro-coke. The active surface of HZSM-5 catalyst was clogged by the micro-coke and 
deactivated. The cracking of the less reactive compounds, like acetic acid, was interrupted. 
Thus, the relative concentration of less reactive compounds in the upgraded liquid oil 
increased. The conversion yields of these compounds can be calculated by Eq. ⑶ . The 
conversion yield of acetic acid was as low as 0.1%, followed by furfural (15.24%) and 2-
Propanone, 1-hydroxy (26.85%).  
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Table 3 Compounds in BMF with the lowest conversion yields 

Compounds 
Content (%) 

ηi (%) C1 C2 
Acetic acid 15.70 28.00 0.10 

2-Cyclopenten-1-one 1.01 1.66 8.37 
Furfural 3.11 4.71 15.24 

2-Propanone, 1-hydroxy- 9.50 12.40 26.85 
Butanoic acid, 2-methyl- 1.13 1.23 38.96 
1-Hydroxy-2-butanone 0.97 1.03 40.47 

2(5H)-Furanone, 5-methyl- 0.92 0.68 58.76 
 
3.2.2. Identification of the gasoline components 
Bio-oil is considered as one of the most promising substitute for fossil fuels. The most 
important issue involves the removal of bio-oil oxygen and its conversion to pure liquid 
hydrocarbons. Some liquid hydrocarbons and other new products were detected in ULO by 
GC-MS technology. Liquid hydrocarbons were listed in Table 4. The new products in ULO 
accounted for a total content of 29.74%, including liquid hydrocarbons, liquid ethers and 
esters. Besides liquid hydrocarbons, ethers and esters can be used as transport fuels or to 
produce emulsification fuels with gasoline and diesel. Aromatic hydrocarbons, such as 
toluene, ethylbenzene and benzene, 1-ethyl-3-methyl-, were produced during this cracking 
experiment. Elucidation the mechanism for formation of these aromatic hydrocarbons is very 
important for hydrocarbon fuels production from oxygenated bio-oil. 
 
Table 4 Gasoline compounds in the ULO 

Compounds Content (%) Compounds Content (%) 
Toluene 0.31 Benzene, 1,3-diethyl- 0.49 

Ethylbenzene 0.55 Benzene, 1,2,3-trimethyl- 0.44 
p-Xylene 1.69 Naphthalene, 1,4,6-trimethyl- 0.42 

Benzene, 1-ethyl-3-methyl- 2.76 Naphthalene, 1,7-dimethyl- 0.50 
 
3.3. Mechanism of aromatic hydrocarbons production 
Transport fuel is the ultimate aim of bio-oil refinement. Liquid hydrocarbons were detected 
after cracking of BMF. Exploring the formation mechanism of liquid hydrocarbons was very 
important for selective enhancement of expected products. In earlier literatures[18, 19], 
researchers suggested reaction pathways for chemical groups such as acids, phenols and 
alcohols. But the exact formation mechanism of the liquid hydrocarbons was not proposed. 
Here, we proposed a two-step mechanism model to explain how the liquid hydrocarbons were 
produced from oxygenated bio-oil. 

 
Fig. 1 The first step of the cracking mechanism 

 

 

556



The first step is shown in Fig. 1 and it consists of three main reactions, dehydration, 
decarbonylation and a cracking reaction. Dehydration reaction produces a H2O molecule, 
while decarbonylation reaction generates CO and CO2 molecules. The cracking reaction 
results in free radicals including -CH3, -CH2- and -H. All these free radicals participate in the 
second step to form liquid hydrocarbons. 
 

 
Fig. 2 The second step of the cracking mechanism 

 
Fig. 2 gives a clear overview of the formation process for gaseous hydrocarbons (CH4, C2H4, 
C2H6, C3H6 and C3H8 ) and liquid hydrocarbons (toluene, ethylbenzene and benzene,1-ethyl-
3-methyl- ). The reaction starts with adsorption of -CH2- on HZSM-5 catalyst surface. When 
another -CH2- group is adsorbed to the catalyst surface, the carbon chain becomes longer to 
form -CH2CH2- group. Some of the -CH2CH2- groups desorb to form ethylene (C2H4). Some 
of the -CH2CH2- groups further adsorb on the catalyst surface to continue the cycle. Ethane 
(C2H6) is released when the adsorbed -CH2CH2- groups are attacked by -H groups. The 
carbon chain increases to form -CH2CH2CH2- when an adsorbed -CH2CH2- group is attacked 
by another -CH2- group. Propylene (C3H6) and propane (C3H8) are formed via the same 
mechanism as for ethylene and ethane. Adsorbed -CH2CH2-CH2- groups undergo an 
aromatization reaction to produce active benzene, which is further attacked by -CH3 and -
CH2CH3 groups to form liquid aromatic hydrocarbons. Another cycle is started by -CH2- 
group attacking the blank HZSM-5 catalyst surface.  
 
4. Conclusion 

A bio-oil fraction separated by molecular distillation technology was subjected to catalytic 
cracking for gasoline production using HZSM-5 catalyst. Gasoline components were detected 
in the upgraded liquid oil. A two-step mechanism model for gasoline components production 
was proposed. 
 
The coke yield for cracking of the bio-oil fraction was only 1.27 wt.%, which was much lower 
than that for crude bio-oil. Compounds in bio-oil fraction were classified into three groups 
according to their conversion yields. Furan, 2,5-diethoxytetrahydro- was one of the most 
abundant components in bio-oil fraction, but was completely cracked. Reactivity of phenol 
derivatives was strongly affected by the connected functional groups. Methoxy groups had a 
negative influence on their cracking reactivity, while alkyl groups had a positive influence. 
The cracking activity of typical phenol derivates in bio-oil middle fraction followed an order 
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as: phenol, 4-methyl-> phenol, 4-ethyl-2-methoxy->phenol> phenol, 2-methoxy-. Acetic acid 
and 2-propanone, 1-hydroxy- showed much lower cracking reactivity.  
 
A two-step mechanism model was proposed according to the gasoline components detected in 
the upgraded liquid oil. Oxygenated compounds in bio-oil were subjected to dehydration, 
decarbonylation and cracking reactions in the first step. Free radicals including -CH3, -CH2-, 
and -H were involved in the second step to form gaseous hydrocarbons and liquid gasoline 
components (toluene, ethylbenzene and benzene, 1-ethyl-3-methyl- and etc.). 
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Abstract: An efficient production of sustainable, carbon-neutral, renewable fuels like bioethanol and biogas 
from straw and other agricultural by-products has to be developed to guarantee mobility. The scientific focus is 
the improvement of the bioethanol production using straw as an alternative energy source.  
The ethanol production process is already established on a laboratory scale. The process involves the following 
steps - the pretreatment of straw with steam explosion and enzymatic hydrolysis. Subsequently, yeast ferments 
the obtained glucose to ethanol. Unfortunately, inhibitors such as weak acids, furans and phenolic compounds 
are generated during the pretreatment and hydrolysis process, thereby reducing the glucose concentration and 
ethanol yield.  
Glucose concentration was raised up to 140 g/l and ethanol content up to 7% by means of optimization of the 
process (washing steps and recirculation). Diverse substances inhibit the fermentation and reduce the ethanol 
content. One washing step prior to hydrolysis clearly reduced the inhibitory substances.  
The ethanol and glucose yield was improved due to optimization of the bioethanol production. Now an efficient 
procedure to reduce the inhibitors has to be established to plan a pilot plant.  

Keywords: bioethanol, lignocellulose, straw  

1. Introduction 

Due to climate change, dramatic fluctuations of the oil price, decline of oil and increased 
prices for foodstuffs it becomes more and more important to find alternatives like bioethanol 
produced from renewable lignocellulosic residues without competition to foodstuff.  
 
The bioethanol production process of the 2nd generation involves the following steps: the 
pretreatment to open the three-dimensional structure from lignocellulose, alternatively 
chemical hydrolysis or enzymatic hydrolysis to obtain sugars and subsequently, yeast 
ferments the obtained sugars to ethanol. 
 
However, the essential requirement in bioethanol fermentation is a highly concentrated sugar 
solution which leads to an increased product concentration and furthermore reduced 
purification costs. Unfortunately the agricultural lignocellulosic by-products solubilize at 
relatively low concentrations. Increasing the dry matter and fed-batch process overcome this 
problem. The final solids content could be raised up to 21 % during the hydrolysis process [1-
3]. Using fed-batch process, where fresh substrate is successively fed into the hydrolysis 
reaction, final solids loading can reach amounts of up to 17 % [2, 3].  
 
Thirty percent solid loading and a final sugar concentration of 20 % were reached with corn 
stover based on combined pretreatments and fed-batch process [4]. Pretreatment and 
hydrolysis of straw cause the formation of compounds (organic acids, phenols, furanes) 
inhibiting the fermentation through yeast [reviewed in 5]. 
 
In this study the bioethanol production from staw was investigated and improved. Several 
improvements, particularly one washing step before hydrolysis and recirculation strategy, 
were made. These improvements increase both sugar concentration and bioethanol yield up to 
7 %. 
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2. Methodology 

2.1. Pretreatment, hydrolysis, recirculation 
For pretreatment the milled wheat straw was heated in steam explosion process at various 
temperature and conditions (120-200 °C, 5-60 minutes). The pressure was suddenly released 
and made the material accessible to subsequent enzymatic hydrolysis. The removal of 
potential inhibitors was conducted by a washing step prior to enzymatic hydrolysis. After 
washing, wheat straw has been dried and milled. The enzyme mixture Accellerase TM1000 
from Genencor® has been used with enzyme activities of 775 IU cellulase (CMC)/g solids 
and 138 IU beta-glucosidase/g solids.  
 
Suspensions with various dry substances (10-20%) have been produced with the pretreated 
straw in citrate buffer (50 mM, pH 5.0). The suspensions have been enzymatically solubilised 
(aerobically) at a temperature of 50 °C for 96 hours in a shaking incubator. The hydrolysis of 
pretreated straw (10 to 20 % solid) has been repeated three times in a recirculation process. 
After the first hydrolysis step (96 hours), suspension has been centrifuged and the hydrolysate 
has been used for the next hydrolysis step with fresh substrate (10 to 20 % solid). Then, the 
hydrolysate has been recirculated in a third step.   
 
2.2. Determination of sugars, ethanol, organic acids, furans 
For precise sugar and ethanol analytics, as well as for determination of HMF, furfural and 
xylitol, HPLC from Jasco and BioRad AMINEX® HPX 87H with ultra-pure water as eluent 
and RI detection has been used. The bioethanol yield has additionally been determined using a 
Anton Paar Alcolyzer Beer from DMA. For precise organic acids analytic as well as for 
HMF-, furfural-concentrations, HPLC from Agilent Technologies, the ion exclusion column 
Varian Metacarb 87 H with H2SO4 (5 mM) as eluent, UV-detection  at 210 nm and a RI 
detector (Jasco) has been used.  
 

2.3. Determination of phenols  
Phenols have been determined as gallic acid equivalent, using folin-ciocalteu reagent [6]. 
 
2.4. Fermentation  
Diverse salts were added to the wheat straw hydrolysate for the fermentation (di-ammonium 
hydrogen phosphat, 4.4 g/l, calciumchlorid 3 g/l, potassiumhydrogenphosphat 2.86 g/l, 
magnesiumsulfat 1.5 g/l. The pH-value has been adjusted to 4.6. Exclusively, a wild-type 
strain of Saccharomyces cerevisiae has been used. Fermentation process has been conducted 
at a temperature of 30 °C in a shaking incubator for one week. 
 
3. Results 

3.1. Straw pretreatment 
Pretreatment of lignocellulose offer a rapid and efficient hydrolysis of cellulose [7]. Steam 
explosion is one possibility for removing lignin and hemicellulose as well as making cellulose 
accessible to subsequent conversion into monomers with enzyme [reviewed in 8-13].  

3.2. Enzymatic batch and fed-batch hydrolysis 
The glucose and xylose concentrations reached amounts of 64 g/L and 16 g/L after enzymatic 
hydrolysis with 20 % solids using unwashed straw, respectively. Due to a washing step prior 
to hydrolysis, glucose concentration could have been increased to 80 g/L. Xylose 
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concentration has reduced from 16 g/L to 5 g/L after washing. Final glucose and xylose 
amounts after hydrolysis using unwashed and washed straw are shown in table 1 and 2.  
 
Table 1: Sugar yield after the first hydrolysis with unwashed straw (10, 15 and 20 % solids).  
 10 % solid  15 % solid 20 % solid 
Glucose [g/L] 20 39 64 
Xylose [g/L] 5 10 16 
 
Table 2: Sugar concentrations after the first hydrolysis of washed straw (10, 15 and 20 % solids). 
 10 % solid  15 % solid 20 % solid 

Glucose [g/L] 31 52 80 
Xylose [g/L] 2 3 5 

 
3.3. Recirculation strategies and fermentation 
Recirculation strategies have been developed, where the sugar solution of a first hydrolysis 
reaction is recycled to fresh straw and subsequent hydrolysis reaction.  
For this approach, wheat straw has been pretreated with steam explosion. After the first 
recirculation step to fresh unwashed solids and subsequent hydrolysis (20 % solids, 2nd 
hydrolysis), glucose and xylose concentrations have reached 108 g/L and 28 g/L, respectively. 
Due to a washing step prior to hydrolysis, a glucose concentration of more than 116 g/L could 
have been reached. Xylose was removed to some extent during this washing step.  
However, glucose concentration has been further increased by a second recirculation step to 
fresh washed solids and subsequent hydrolysis (20 % solids, third hydrolysis) to an amount of 
143 g/L. After fermentation with Saccharomyces cerevisiae, an ethanol yield of 7.5 %vol. 
could have been produced.   
 
In figure 1 a, b the final glucose concentrations after hydrolysis (10, 15 % and 20 %) and 
recirculation processes with unwashed and washed straw, as well as produced bioethanol 
yields after fermentation were demonstrated. 
 

 

Fig. 1a: Final glucose concentrations after recirculation process (1st, 2nd, 3rd hydrolysis) with 10, 15 
and 20 % solids loading of unwashed (left) and washed straw (right).  
 
The hydrolyses from unwashed straw operated definitely superior to the hydrolyses from 
washed straw. Obviously the washing step reduced inhibitory compounds released during 
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pretreatment and hydrolysis. However, even the sugar concentration from 2nd and 3rd 
hydrolysis with washed straw didn´t increase linear possible due end product inhibition. 

Fig. 1b: Produced bioethanol yields after fermentation of unwashed (left) and washed straw (right). 

 
However, during pretreatment and hydrolysis of straw, groups of inhibitory compounds 
(phenols, organic acids, furanes) were generated, which had a negative influence on the 
ethanol-producing yeast. During recirculation procedures, the inhibitory compounds 
accumulate, resulting in a dramatic decrease of fermentative efficiency. The washing step 
before hydrolysis removed presumably the inhibitory compounds.  
 
The concentration of diverse potential inhibitors was determined with HPLC analysis and 
phenol using folin-ciocalteu reagent (figure 2 and 3).  
 

 

Fig. 2: Phenole concentrations after recirculation process (1st, 2nd, 3rd hydrolysis) with 10, 15 and 20 
% solids loading of unwashed straw (left) and washed straw (right). 
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Fig. 3: Acetic acid concentrations after recirculation process (1st, 2nd, 3rd hydrolysis) with 10, 15 and 
20 % solids loading of unwashed straw (left) and washed straw (right). 
 
A clearly reduction of potential fermentation inhibitors like phenol (figure 2), acetic formic 
acid (figure 3), propionic acid, HMF and furfural were detected between unwashed and 
washed straw (data not shown).   
 
4. Discussion and Conclusions 

An efficient bioethanol production requires an effective pretreatment, hydrolysis and 
fermentation resulting high sugar concentration and subsequent high ethanol yield without 
inhibitory compounds.  
 
In this study one new strategy – recirculation – was chosen to raise the sugar and ethanol 
yield. Therefore steam exploded straw was washed, hydrolyzed and fermented reaching sugar 
concentration of 140 g/l and EtOH yield of about 7.5 %. A comparison with unwashed straw 
revealed that obviously the inhibitory compounds formed during pretreatment were removed 
through the washing step.  
 
This washing step must be considered critically - a high water consumption and pollution – 
could be a tender point in the bioethanol production from straw. In the future the washing 
water can maybe purified through membrane technology and reused and/or fed in a biogas 
plant. 
 
Unfortunately also xylose was removed through this washing step. At present xylose can not 
efficient ferment to bioethanol but maybe xylose could be used in another way for example as 
biopolymer. Therefore the recovery of xylose has to established to get more products from a 
bioethanol plant. 
 
Furthermore the recirculation strategy must be improved – the actual sugar and bioethanol 
yield is two times lower than the theoretical value and is at the moment to inefficient for an 
industrial application. The cellulase activity during the hydrolyses was obviously reduced 
through end production inhibition and/or inhibitors. New enzyme and/or enzyme mixture can 
enhance the sugar yield. 
 
In the future diverse improvements have to be done: 
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– particularly the inhibitory compound(s) or the combination of the inhibitory compounds 
have to be determined and 

– an efficient reduction method of the relevant inhibitors has to be established 

– and/or adapted yeast to the inhibitors has to be developed 

– creation of product(s) from xylose.  

In addition the cycle of materials must made to enable a cost-effective bioethanol production 
from straw. The energy for steam explosion step should be provided from a biogas plant and 
the fermentation remains fed in a biogas plant. The biogas remains should be manure the 
agricultural area. 
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Abstract: “Food versus energy” analysis resulted in demanding raw materials which don’t have conflict with 
food industries. The lignocellulosic materials are the most interested option, since not only these materials don’t 
have conflict with food industries, but also there several economical and environmental advantages in those 
substrates for bioethanol production.  
However, the lignocellulosic materials are recalcitrant to both acid and enzymatic hydrolysis. As a result, some 
pretreatment steps must be taken before hydrolysis. One of the most effective pretreatment methods is treatment 
with cellulosic solvent. 
In this work rice straw, an agricultural residue which is mainly unused was pretreated with an industrial solvent, 
N-methylmorpholine-N-oxide (NMMO). The pretreatments were performed at 120°C for 1, 3,5 hours with 85% 
NMMO solution. The treated materials were then subjected to enzymatic hydrolysis by a mixture of commercial 
cellulase and glucosidase.  
The results showed significant improvement on the enzymatic hydrolysis. Almost complete hydrolysis of the 
cellulose in the straw was observed after 5 h treatment with NMMO at ambient pressure and 120°C. 
 
Keywords: pretreatment, NMMO, rice straw, enzymatic hydrolysis 

1. Introduction 

Nowadays different resources are applied for ethanol production in all over the world. The 
dominant of these resources are agricultural residue such as corn, sugar, starch, and 
lignocellulosic materials. Increasing growth of industrial ethanol production cause debates on 
“food & fuel” and afflicted the food industries [1]. Therefore, researchers are trying to find 
renewable resources that don’t have conflict with food resources. Cellulosic wastes are the 
most possible option. The largest source for this purpose is lignocellulosic materials such as 
agricultural residue (bagasse, sugar cane stalk etc), forestry wastes (hard and soft wood), and 
municipal materials. 
 
For a long time, researchers are aspiring to enhance digestibility of lignocellulosic biomass to 
convert cellulose to ethanol [2]. These materials are reluctant to enzymatic hydrolysis, as a 
result, conversion of them to ethanol consists of five main steps as shown Fig. 1: 

 Fig. 1. Pretreatment of lignocellulosic materials prior to bioethanol prodyction [3] 
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Lignocellulosic materials consist of mainly three different types of polymers, namely 
cellulose, hemicelluloses, and lignin which are associated with each other [2]. 

Rice straw is one of the lignocellulosic waste materials could be found in the world. The 
estimation of annual production of rice by FAO is about 600 million tons per year in 2004. On 
the other hand, every kilogram of grain harvested is associated with production of 1-1.5 kg of 
the straw. It gives an estimation of global production of 600-900 million tons per year of 
straw. The ways of the disposition of rice straw are limited by the great bulk of material, slow 
degradation in the soil, harboring of rice stem diseases, and high mineral content. Field 
burning is the major practice for getting rid rice straw, but it increases air pollution and 
consequently affects the public health. Many counties in Western Europe have already banned 
open field burning and some other countries have considered it seriously [4]. 

Depend on the structure of lignicellulosic materials (the portion of these three polymers), the 
most effective pretreatment method could be selected. There are different kinds of 
pretreatment. The main categories are: physical pretreatment, chemical and physicochemical 
pretreatment, and biological pretreatment [3]. 

One of the chemical pretreatment methods is using solvent for solving the substrate and then 
regenerating the cellulose part by adding an anti solvent. N-methylmorpholine-N-oxide 
(NMMO) is among the nonderivatizing solvents which can dissolve cellulose by breaking the 
intermolecular forces. NMMO is one of the direct solvent for cellulose, which is nowadays 
applied in the industrial Layocell process. This process is one of the modern and 
environmentally friendly industrial fiber-making technologies with direct dissolution of 
cellulose without chemical derivatization.  T he solvent does not produce toxic waste 
pollutants, and can be recycled with over 98% recovery. After dissolution in NMMO, 
cellulose can be regenerated by rapid precipitation with and anti solvent, which is usually 
water. The dissolution in NMMO can change the crystal structure of cellulose.  

The treatment with NMMO has several advantages in comparison with other pretreatment 
methods such as conventional acid, alkali, and thermal pretreatments. Most of the other 
pretreatment methods change the composition of the substrates by e.g., removing 
hemicelluloses by dilute-acid or lignin by sodium hydroxide. However, NMMO keep the 
same composition as is reported in many researches. The NMMO process is performed in 
milder conditions, such as atmospheric pressure and lower temperature (<130°C) than for e.g., 
in dilute-acid, which results in less energy consumption of the entire process. In addition, no 
need for chemical neutralization and the possibility of more than 98% recovery of the solvent 
in industrial processes are other significant property of using NMMO. These properties in 
addition to the high amount of conversion of cellulose to ethanol which is presented here 
make the pretreatment with NMMO a good alternative for lignocellulosic ethanol production 
[5].  

Different researchers have been working on the effect of NMMO on enzymatic hydrolysis of 
various substrates. As reported by Chai-Hung et al, the amount of reducing sugar released 
from sugar cane bagasse after 7 hr pretreatment in 100°C by NMMO was at least two times 
more than untreated sugar cane bagasse [6]. In another study, Shafiei et al have reported an 
increase about 75% and 50% in the yield of enzymatic hydrolysis of spruce and oak 
respectively after 3 hr NMMO pretreatment in 130 ◌۫C in comparison with untreated substrates 
[5].  
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Because of all the mentioned reasons, the current study aimed at pretreatment of rice straw 
with NMMO. 

2. Methodology 

2.1. Raw materials and their analysis 
The rice straw used in these experiments was obtained from Lenjan field (Isfahan, Iran). The 
original length was between 2 and 50 mm. It was partly screened to achieve a size of less than 
0.8mm prior to the pretreatment. Its dry weight content was measured at 105°C for 24 h. The 
rice straw structure is reported by Karimi et al [4]. 
 
2.2. Pretreatment 
The 85% NMMO solution was used for the pretreatment. The pretreatment performed in 200 ml 
Erlenmeyer flasks, where 1 g of rice straw (dry weight) was added to 19 g of the NMMO solvent and 
mixed every 15 min. Treatment was done in an oil bath at 120°C and for three different durations (1, 
3, and 5 h ). The pretreated rice straw was then regenerated by addition of 30 ml boiling deionized 
water, followed by vacuum filtration and washing until a clear filtrate appeared. 

2.3. Enzymatic hydrolysis 
NMMO-treated and untreated rice straw was subjected to 72 h enzymatic hydrolysis using 20 FPU 
cellulase and 30 IU β-glucosidase per gram cellulose [7]. Then the reminder solid was separated by 
centrifuge from the supernatant. The yield of enzymatic hydrolysis is defined as (grams of glucose 
released + grams of xylose released)/(grams of initial solid used for hydrolysis × 1.111). The 
dehydration factor (1.111) is used to convert cellulose chains to glucose monomers. 

2.4. Analytical method 
All the samples were analyzed by high-performance liquid chromatography (HPLC), 
equipped with UV/VIS and RI detectors (Jasco International Co., Tokyo, Japan). Glucose and 
xylose were determined by an Aminex HPX-87P column (Bio-Rad, Richmond , CA, USA) at 
80°C. Deionized water was used as efluent at a flow rate of 0.6 ml/min.   

3. Result and discussion 

 As shown in Fig.2, 3 h N MMO-treated substrate shows significant improvement in 
hydrolysis than 1 h N MMO-treated substrate and there is no s ignificant change in the 
performance of NMMO after 5 h pretreatment in comparison with 3 h pretreatment. The 
glucose concentration in hydrolysate (liquid phase) after 24 h  increase significantly by 
pretreatment, as a result, the rate of hydrolysis improve radically. The rate of hydrolysis 
(concentration after 24 h) increases about 100% after even 1 h t reated straw in comparison 
with untreated straw and the concentration of glucose increases about 400%. All of these 
show significant improvement in enzymatic digestibility of rice straw after being treated with 
NMMO. That’s because of destruction of intermolecular interactions.  
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As shown in Fig. 3, x ylose concentration increases, too. The xylose concentration by 5 h  
treatment increases about 500% after 72 h h ydrolysis, moreover, the rate of hydrolysis 
increases by 300%. These results show undeniable superiority of NMMO over other solvents. 
 
 

 
 
 
 
As shown in the last figure (Fig. 4.), the total sugar yield increases from 23.69% (untreated 
straw) to 84.42% (5 h NMMO-treated straw). This means an outstanding improvement in 
terms of industrial process. 
 
 

Fig. 2. Glucose concentration in hydrolysate during enzymatic hydrolysis 

Fig. 3. Xylose concentration in hydrolysate during enzymatic hydrolysis 
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4. Conclusion 

Treatment with NMMO would be one of the promising ways for preparing rice straw for 
ethanol production. Having the capacity of being recovered and then reused, NMMO is a 
good alternative solvent for cellulose. As discussed above in atmospheric pressure and 120°C 
after 5 hr pretreatment the yield of about 90% could be achieved after 72 hr  enzymatic 
hydrolysis of rice straw.   
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Abstract: Climate change is real and owners and operators of critical infrastructures need to adapt to a different 
environment.  Decisions will have to be made under large degree of uncertainty.  There are today no specific 
methods that combine global climate models with infrastructure design methods.  Hence the uncertainty in the 
decisions becomes even larger. 
 
The paper presents a method for combining state-of-the-art climate modelling, meteorological approaches, with 
state-of-the-art structural design methods in a decision theoretic frame.  This has, to our knowledge, not been 
done before.  The decision framework will help authorities to make complicated and critical decisions with re-
spect to how to prepare for future changes in the environment.  The work is based on the climate models used in 
the current and updated IPCC Reports, regional and local meteorological and oceanographic models, and the 
DNV Recommended Practice on environmental loads, DNV-RP-C205. 
 
The decision theoretic frame is risk-based where expected loss will be expressed in monetary terms.  The ap-
proach is applicable to critical infrastructures, power generation and transmission, and offshore oil and gas in-
stallations. 
 
The paper will address key design parameters, likely climate change scenarios, time horizon of the infrastructure 
or installation in question, limitations of existing climate models, combination of global and regional climate 
models, how to downscale results and, ultimately, how to convert the results into a design basis. 
The methodology presented in the paper is based on ongoing research partly financed by the Norwegian Re-
search Council and partly by DNV. 
 
Keywords: Climate change, Adaptation, Risk management, Infrastructures 

1. Introduction 

“Every year, climate change claims lives and seriously affects much of our planet.  The scale 
and breadth of the challenge as identified by the Climate Vulnerability Monitor is already 
immense.  So is the explosive growth of its negative effects on human society.  Everyone 
should be aware of the risks we are running by not tackling the climate crisis, and how simple 
it is in many cases to avoid damage now and tomorrow.  Still, only truly urgent action will 
prevent increasingly irreversible harm to the earth and the life it sustains.  Equally urgent 
support is currently needed to help populations in places most vulnerable to the worst effects 
of climate change.  They are on today’s frontlines of our common struggle with a now rapidly 
changing planet.”  This citation is taken from the DARA [1] homepage, where their recently 
published report “Climate Vulnerability Monitor 2010” is published.  The Climate Vulnera-
bility Monitor 2010 report draws attention to approximately 350,000 lives already lost each 
year as a result of global warming and changes to our climate.  The annual number of lives 
lost is forecasted to increase to nearly 1 million by year 2030.  The report further estimates 
that US$ 150 billion is lost in today’s economy as a result of climate changes.  These losses 
will increase in the future.  More than half of the total economic losses will occur in industri-
alized countries.  Moreover, DARA estimates that around 170 countries (i.e. most of the 
world) have high vulnerability to climate change in at least one key impact area already today. 
 
The evidence in the DARA report highlights that decision-makers worldwide will face huge 
challenges in selecting effective means for adapting costly infrastructures to the changing 
climate.  If decision makers fail to properly adapt infrastructures in time, the potential losses 
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may well exceed far beyond the cost of the infrastructure itself.  Lost infrastructures such as 
part of e.g. a transport system, energy system, or vital public facilities (for instance hospitals), 
may paralyse society for a long time and therefore create a setback for the economy and a 
whole community.   
 
What aggravates the decision making is the overwhelming amount of uncertainties that the 
decision maker is facing.  The decision maker must not only consider uncertainties in relation 
to future climatic changes (temperature, storms, precipitation, waves, subsidence, etc.) and 
how these correlate, but also the health state of the degrading infrastructure prior to the occur-
rence of the events, as well as estimate direct and indirect consequences that follow.  Howev-
er, uncertainties are not limited to this.  Mathematical models that use semi-empirical models 
of vegetation, soils, ice-sheets, etc., are invoked to forecast future climate change effects.  
These models are imprecise and will add further uncertainty into the decision problem. 
 
The forecasting of the climate is based on four representative CO2 emission scenarios; how-
ever, we do not know which scenario that best will describe the future.  Finally, it is the ex-
treme events that govern failure of the structures, and these extremes are by nature hard to 
predict.  Therefore, also statistical uncertainty enters the decision problem. 
 
Although most decision-makers are increasingly concerned with the adverse impacts of cli-
mate variability and change, decision-makers rarely possess the composite knowledge needed 
to understand the complexity, interconnectivity, and limitations of uncertainty modelling, to 
make effective decisions to manage current and future climate risks.  The challenge in estab-
lishing this technical understanding requires that risk-based adaptation to climate change as-
sume a new level of integration and coordination. 
 
DNV is currently developing a Recommended Practice (RP) for risk-based adaptation to cli-
mate change.  The objective of the RP is to assist decision makers, such as public authorities, 
to exercise critical and sound decision-making on how to prepare and adapt to future changes 
in the environment.  This is sought achieved through the formulation of a structured method 
that combines state-of-the-art climate modelling, meteorological approaches, with state-of-
the-art structural design methods.  The method is based on the climate models used in the cur-
rent and updated IPCC Reports, regional and local meteorological and oceanographic models; 
and finally, it is risk-based where all uncertainties are accounted for.  Such a recommended 
practice has, to our knowledge, never been developed before. 
 
Since the majority of the uncertainties to a large extent are rooted in expert judgement in 
combination with mathematical modelling, the recommended practice will also include meth-
ods for identification of what uncertainties affect the decision making the most, and provide 
guidance for reducing these uncertainties.  This is central since decisions made on adapting 
infrastructures to climate change are very costly in general; wherefore it is of paramount im-
portance for decision-makers to identify means to effectively reduce the probability of making 
a wrong decision. 
 
DNV is aware of the work undertaken by the World Meteorological Organization under the 
Global Framework for Climate Services (GFCS) [2].  GFCS was established by the Heads of 
State and Government, Ministers and Heads of Delegations present at the UN World Climate 
Conference-3 (WCC-3) in September 2009 with the mandate to: “Enable better management 
of the risks of climate variability and change and adaptation to climate change at all levels, 
through development and incorporation of science-based climate information and prediction 
into planning, policy and practice.”  As such, the GFCS activity may seem identical to the 
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work that DNV is undertaking to establish an RP.  However, the work of GFCS appears (at 
present) to have focus on strengthening the global observing capability of the members by 
optimising the density and spatial distribution of observing networks, ensuring data compati-
bility and increasing the quality of observations.  Such work is very important to arrive at bet-
ter and more reliable predictions in climate modelling, which will also be undertaken by 
GFCS.  However, in our work on the RP, focus is on formulating a structured method that 
effectively will allow decision makers to effectively control and handle all uncertainties in-
volved in the decision-making and as such to arrive at better decision.  Hence, the RP and the 
GFCS work complement each other.  At present our RP is not based on the GFCS work, but 
this may change in future. 
 
In this paper we describe the general background and applied principles behind the recom-
mended practice.  The paper is compiled as follows:  In section 2 the applied terminology for 
risk related elements are defined.  Here it is argued why risk is defined as expected monetary 
loss.  In section 3, we discuss climate modelling and how to arrive at a description of the out-
most important assessment of extreme events of the climate impacts as well as the correlation 
among different climate impacts.  Section 4 discusses the existing design principles for infra-
structures. It is highlighted that extreme events for such structures have a completely different 
meaning than that applied in the IPCC reports.  Section 5 shortly presents the risk modelling 
and describes how the dominating uncertainties in the model can be identified.  For this set of 
dominating uncertainties effective uncertainty reductions can be made.  In section 6, we pre-
sent a graphical overview of the overall method, and finally in section 7, we summarise and 
conclude the expected benefits from establishing and applying the recommended practice to 
costly decisions on adaptation of important infrastructures to a chancing climate. 
 
2. Risk related terminology 

2.1. Risk 
Intuitively a measure of risk should be some increasing function of both the probability of 
occurrence of the adverse event and the consequence of the adverse event represented on 
some numerical (monetary) scale.  If an adverse event A  occurs once within a year with 
probability p , and two or more occurrences of A  within a year have negligible probability as 
compared to p  and, moreover, the consequence of the occurrence of A  can be represented by 
a loss L  equal to a known monetary cost c  , then the expected value of the yearly cost is 

cppcp =−+ 0)1( , because there is no cost from A  if A  does not occur.  There is a decision 
theoretical reasoni to take this expected cost as the definition of the yearly risk )(Ar  associated 
with the event A , i.e. cpAr =)( .  This definition may easily be relaxed to apply for events that 
occur in time with frequency λ , to become cAr λ=)( . 
 
Typically, risk analysis is performed without a clear definition of how to measure risk, and 
only displayed by a simple, crude colour coding.  Such an approach is not sufficient to be ap-
plied for decision making of complex costly structures.  In the RP we advocate for detailed 
modelling of both frequencies and consequences. 
 

                                                           
i The decision theoretical argument is, of course, that decisions on risk reduction initiatives are measured on 
monetary scale, and that risk as such directly is in agreement with the fundament of decision theory. 
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2.2. Vulnerability 
There exist several definitions for “vulnerability” that all depend upon the type of system they 
relate to (e.g. technical, computer, networks, organisational and societal systems).  The set of 
definitions all refer to weaknesses or flaws embedded within the system caused by some event 
combined with the capability of the environment (or external circumstances) to exploit such 
weaknesses to impair the functioning of the system [3,4,5]. 
 
The provided definitions of vulnerability are imprecise, and are not operable within the quan-
titative framework of the RP being established.  Therefore, we define vulnerability as the 
conditional expected loss; that is, the risk calculated conditional on the occurrence of the un-
wanted event.  This implies that vulnerability will be decreasing when the failure probability 
of any implemented barrier decreases or when the consequences decreases.  This definition is 
operable and is in agreement with common use of the word vulnerability. 
 
2.3. Resilience 
There exist several definitions of resilience in literature.  Within the resilience engineers there 
seem to be consensus along the line that is well defined by Wreathall [6]: “Resilience is the 
ability of an organization (system) to keep, or recover quickly to, a stable state, allowing it to 
continue operation during and after a major mishap, or in the presence of continuous signifi-
cant stresses”. 
 
Unfortunately, this definition makes it difficult to measure resilience.  We therefore propose 
the definition:  “Resilience is the ability to control the risk that follows after a major mishap.  
The risk includes operational loss, emergency recovery, etc., of the continuously stressed sys-
tem.”  This implies that resilience also can be defined as controlling the vulnerability that fol-
lows after the occurrence of the direct losses, i.e. controlling the follow consequences. 
 
3. Climate models 

The assessment of statistics on extreme events in weather variables influenced by a changing 
climate is of outmost importance to adaptation decisions for future infrastructures.  This is a 
complex task.  Firstly, it is difficult to estimate the extreme value statistics, since it by nature 
is hard to get reliable statistics of rare events from available observations.  Secondly, for a 
changing climate, statistics based on past observations cannot directly be extrapolated, and we 
must rely on theories, models and past analogies.  Research shows that some of the largest 
impacts of climate change will be through more extreme climate events [7]. 
 
The primary tool for assessing climate changes is emission scenario simulations using Gen-
eral Circulation Models (GCM), which in a rather coarse resolution solve the flow and energy 
equations for the atmosphere and oceans.  Furthermore, these models are combined with 
semi-empirical models of vegetation, soils, ice-sheets etc, to form Earth System Models.  The 
models are extremely costly to run at a level with reliable predictive power, which creates two 
types of limitations.  Firstly, while they provide reasonable predictions at the large scales, 
they generally underestimate extremes.  This is both due to the fact that the coarse resolution 
makes the meteorological fields unrealistically smooth and the fact that the models are too 
costly to run for reliable simulation of the extreme tails of the probability distributions of the 
meteorological fields.  Secondly, the global models do not provide the probabilistic infor-
mation of extreme local climate events needed for risk analysis.  For the task of assessing the 
statistics of a specific climatologic variable, relevant for a specific location (say 10m wind 
over the North Sea), there are some main techniques:  
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Dynamical downscaling is based on Regional Climate Models (RCM) that uses GCMs as 
boundary conditions to simulate the state of the atmosphere in a region with a smaller grid 
resolution than used in the GCM.  RCM models are usually defined at a grid size of 10-50 km 
and are able to better represent topography and land use than GCM models.  However, these 
models inherit some of the biases of the GCM, and in most cases further statistical downscal-
ing and adjustment is required. 
 
Statistical downscaling techniques are needed to obtain bias-corrected, high-resolution local 
projections from GCM and RCM simulations.  The basic idea behind statistical downscaling 
is to define a relationship between large scale and local scale climate variables.  Presently 
little emphasis has been put towards downscaling of extremes.   
 
Stochastic weather generators have been applied for downscaling precipitation and deriva-
tion of extreme value statistics.  These models are typically empirical Markov chain models 
for generating surrogate climate variables based on parameters estimations from observations 
and models.  Downscaling using stochastic weather generator may change the GCM results 
considerable.  Semenov and Barrow [8] reports an increase in monthly average precipitation 
by up to a factor of three in some areas.   
 
Climate statistics derives distributions based on past observations. These are based on the 
assumption of stationarity where past observations are used to estimate the extreme value dis-
tributions and associated risks.  IPPC operates with approximately 25 GCM models, among 
which around 8 differ in the underlying semi-empirical models.  This implies that that these 
models do have different competences in capturing different climate change effects in differ-
ent regions.  Similarly there exist of the order of 15 different RCM models that again each 
have their own competences and weaknesses in different areas.   
 
One of the objectives of the RP that we are developing is to identify what climate change ef-
fects are important (for offshore structures in the first version) at different locations around 
the world.  This is used to highlight the relevant weather features that the chosen GCMs and 
RCMs must be able to capture to arrive at trustworthy climate change predictions.  For in-
stance, for the Barents Sea it is important that the models capture polar lows, synoptic lows, 
and sea ice extent, otherwise extreme winds and waves may be grossly underestimated. 
 
Meehl et al. [9] discussed that though the climate models can simulate many aspects of cli-
mate variability and extremes, they still are characterized by systematic simulation errors and 
limitations in accurately simulating regional climate such that appropriate caveats must ac-
company any discussion of future changes in weather and climate extremes.  However, as 
computers become more powerful this allow for taking into account more climatological ef-
fects and at the same time increasing the grid size.  However, when errors are systematic, then 
the increase in computer power may be of limited use.  
 
Depending on the structures that are evaluated the climate predictions shall be evaluated for 
the following time periods: present, 20, 50 and 100 years forecasting.  Infrastructures are typi-
cally designed for 100 year lifetime, whereas offshore structures generally have an expected 
lifetime of 50 years.  The need for all periods for infrastructures is due to dominating uncer-
tainties may change at the different time scales and result in a different mixture of extremes.  
This may initiate new failure modes to the infrastructures.   
 
Today the climate models are evaluated only for the extreme emission scenarios (currently the 
A1B-scenario).  This may result in too conservative adaptive measures are implemented.  This 
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may result in unjustified large investments being allocated at the expense of other initiatives 
not being implemented.  For this reason it is desirable to have climate model runs for all emis-
sion scenarios and to assign a probability distribution over the set of analysed scenarios. 
 

4. Design principles for infrastructures 

The structural dimensioning of civil infrastructures is made according to requirements formu-
lated in a structural design code.  The code requirements are interpreted and formulated within 
a mathematical model for the geometric and mechanical properties of the structure and for the 
actions on the structure.  For a carefully selected set of the (random) variables that inde-
pendently contribute to that part of the mathematical model that concerns geometry, strength 
properties and actions, the code committee calibrates the set of (random) variables such that 
the design code can control the safety level of a broad class of structures for which the code is 
meant to cover.  The variables are called design variables.  Control over the safety level is 
achieved by selecting a characteristic value for all design variables (this is typically the 98% 
or 2-5% fractile value of the random variable) and calibrating partial safety factors that am-
plify the design variables such that the desired safety level is obtained.  
 
For example, consider a simple steel rod with load that pulls at the end of the rod.  Let the 
random strength of the rod be R and the random load be S .  The critical situation is clearly 
when the strength is small and the load is high.  Therefore the characteristic value, cr , of the 
strength is defined as the 5% fractile value of R  and the characteristic value, cs , of the load 
takes the 98% fractile of S .  The partial safety factor on cr  is rγ  and sγ  on cs .  The design 
equation in this example becomes:  
 

0≥−= sc
r

c srg γ
γ

. 

 

The magnitude of the partial safety factors depend on how critical the required safety level of 
the structure is.  Table 1 presents the required reliability (safety) index requirements for build-
ing structures.  
 

Table 1. Example of reliability index requirements. From NKB [10].Values in parenthesis is the fail-
ure probability. 

 Type of failure 

(Reference period 1 year) 
Ductile with 

reserves 
Ductile without 

reserves 
Brittle 

Safety class 
Low 3.1 (1.0⋅10-3) 3.7 (1.1⋅10-4) 4.2 (1.3⋅10-5) 

Normal 3.7 (1.1⋅10-4) 4.2 (1.3⋅10-5) 4.7 (1.3⋅10-6) 
High 4.2 (1.3⋅10-5) 4.7 (1.3⋅10-6) 5.2 (1.0⋅10-7) 

 
The table shows that the required reliability (safety) level depends both on safety class and 
type of failure.  Both the safety class and type of failure refer to consequences of failure.  The 
levels have been identified and validated through cost-benefit analysis of a large suite of 
structures.  Low safety level refers to warehouses whereas the high safety class refers to 
grandstands and critical infrastructures.  The work by NKB forms the basis for all structural 
codes in Scandinavia, and the principle is now also applied in the Eurocode [2] for structural 
design. 
 
The table provide valuable information about the fractile level of the extreme value distribu-
tion that is of real interest.  Critical infrastructures will typically be designed to reliability lev-
el of 4.2 to 4.7.  It can be shown that this level corresponds to annual exceedance probabilities 
of the order of 1.3⋅10-3 to 1.3⋅10-5.   
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In the document IPPC [11] rare events are defined as: “An event that is rare at a particular 
place and time of year. Definitions of ‘rare’ vary, but an extreme weather event would nor-
mally be as rare as or rarer than the 10th or 90th percentile of the observed probability den-
sity function. By definition, the characteristics of what is called extreme weather may vary 
from place to place in an absolute sense.”  It is seen that what IPPC consider as rare events 
significantly differs from the extreme values that is required in structural design, which is a 
factor of 100 to 10.000 less than the IPPC definition of rare events.  The need to extend ex-
tremes far beyond what is normally classed as rare within the climatological terminology is 
very important and a very challenging task. 
 
5. Risk modelling and identification of the dominating uncertainties 

The risk modelling contains two interconnected parts: one is to estimate the annual probability 
of the structure failing and the second is to identify the spectrum of consequences that may 
materialise following the occurrence of unwanted events.  The considered consequence spec-
trum shall cover both direct and indirect losses, and loss types will not only address loss of 
life and material losses, but shall also account for production losses and environmental losses.  
When estimating the indirect losses it is important to consider how the evaluated infrastruc-
ture relates and impinge on the surrounding society. 
 
We consider three means for running the risk analysis:  The first approach is to establish a 
Bayesian network (BN) construct for the entire problem.  This approach requires a descretisa-
tion of the random variables and losses.  The second is to apply a full structural reliability 
approach that use continuous distribution.  The third approach is to apply Monte Carlo simu-
lation to estimate the risk.  This approach may be combined with the two former through dis-
crete event simulations.  
 
The two first approaches almost directly facilitate identification of the most dominating un-
certainties as this can be extracted almost as a bi-product of the analysis.  For the BN ap-
proach we use so-called max-propagation to identify dominating uncertainties, and for the 
second approach the importance factors directly provide the information.  The third approach 
is somewhat more involved as it requires multiple runs to evaluate the ‘value of information’ 
for each random variable.  Means will be identified for reducing the uncertainties for the set 
of variables that dominate the risk modelling, since it will be those variables influences the 
probability of making a wrong decision the most.  Hence, this information gathering may rep-
resent a significant cost savings at limited cost. 
 
6. Overview of the risk based method 

Figure 1 presents a graphical overview of the overall method.  The procedure has 6 steps.  The 
first step is to identify a probability distribution over the emission scenarios thereafter to iden-
tify relevant GCMs and RCMs to predict the distributions of future climate.  The risk analysis 
completed by first completing a vulnerability analysis.  This facilitates future updates due to 
changes in emission scenarios, GCM/RCM choices, implementation of adaptation measures. 
 
7. Summary and conclusion 

Climate change is real and owners and operators of critical infrastructures need to adapt to a 
different environment.  Climate change is analysed by different global climate models.  One 
fundamental difference between global climate models and design codes for infrastructure is 
that the climate models operate with average values, whereas one needs extreme values for 
design codes.  It should be noted that the definition of a rare event used by IPCC is fundamen-
tally different from the definition of an extreme event in a design code.  There is a significant 
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difference in designing a roof for total of 10% more snowfall if the additional snowfall is 
evenly distributed throughout the winter versus if the additional snowfall is concentrated for a 
few days.  Designing infrastructure for future climate conditions will involve handling a large 
number of factors with significant uncertainties.  We propose to use a risk based method to 
handle these uncertainties, and as a means to building a bridge between the climate models 
and design methods used for infrastructure.  More work is needed to clearly describe and 
quantify the characteristics of the different climate models, better understand the limitations 
different downscaling methods and to identify the dominating uncertainties. 
 

 
Fig. 1.  Overall methodology. 
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Abstract: This report considers the global energy consumption from the viewpoint of thermodynamic balance 
between the Earth and the cosmic environment. To follow such a b alance is postulated to be necessary to 
maintain proper functioning of the biosphere and stable climate conditions on the Earth. This viewpoint implies 
the following principles of energy consumption: (i) the energy should be consumed from the renewable sources 
only and (ii) the amount of the consumed energy should not exceed the amount of energy that incomes to the 
Earth. Three major sources of the renewable energy are considered, i.e., a d irect incoming solar irradiation, a 
chemical energy through products of photosynthesis and, finally, an outgoing radiation from the Earth as a 
heated body. It is shown that the first and the third sources are potentially the most effective ways of the energy 
consumption. The last one, however, is not properly developed now. With the first two sources, the energy 
consumption rate cannot exceed a limit of 1017 W, but practically due to technical restrictions it can be set as 
1014 W, which is approximately an order higher of the contemporary rate of energy consumption by the 
mankind. Development of the third source of energy is shown to allow us to increase the above limit up to one 
order of magnitude more. However, one should take great care of using this source of energy since it can affect 
climate changes also.  

Keywords: Thermodynamic balance, Renewable energy, Consumption limit  

Nomenclature  

Psun energy power incoming from the sun to the 
earth-atmosphere system  ........................ W 

Pearth energy power incoming to/outgoing from 
the earth surface ...................................... W 

P↓
org energy power stored via photosynthesis .. W 

Psc energy power produced by solar cells ..... W 

PO2 energy power to produce oxygen through 
photosynthesis ......................................... W 

ηorg power conversion efficiency of 
photosynthesis ......................................... % 

ηindirpower conversion efficiency of solar energy used via produc          
ηsc power conversion efficiency of solar cells % 
NA Avogadro’s constant ........................... mol-1 

 
1. Introduction 

The global strategy of energy consumption has not ever been developed or widely accepted 
yet. However, there are several signals indicating in favor of such a strategy to be assumed in 
the near future. One signal comes from the fact that the organic fuel supplies (oil and gas) are 
exhausted and will come to the end in a few tens of years, and even the coal reserves will run 
out faster than many believe [1]. The second signal comes from the fact that the global 
climate is now sensitive to the increasing level of energy consumption and carbon dioxide 
production as a result of such kind of activity, respectively.  
 
This report considers the principles of the global energy consumption from the viewpoint of 
thermodynamic balance between the Earth and the cosmic environment, which is necessary to 
maintain stable and unchanged conditions for proper functioning of the biosphere on t he 
Earth. This viewpoint implies the following principles: (i) The energy should be consumed 
from the renewable sources only; (ii) The amount of the consumed energy should not exceed 
the natural production of energy through formation of organic fuel, income of solar energy, 
etc.  
 
Solar energy is considered as a global supplier of the renewable energy on the Earth, which 
gives rise to formation of all sources of the organic fuel through photosynthesis, as well as 
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energy of wind, hydro-energy through local heating of the earth surface, melting of ice, etc. 
Nuclear energy is not included in this balance since nuclear materials are not renewable and, 
moreover, nuclear waste still represents a very dangerous factor for the biosphere.  
 
We consider three possible ways of using a solar energy, namely, the use of a direct incoming 
solar irradiation, the use of an indirect solar energy through products of photosynthesis and, 
finally, the use of a reemitted energy from the Earth after the heating of the planet and its 
irradiation as a b lack body at the heated temperature. It is considered for the first way that 
although the power of incoming solar irradiation to the Earth is of the order of 1017 W, only a 
small part of that, approximately 1014 W, can be utilized by solar cells due to limitations in 
their power conversion efficiency, as well as limitation in surface area on the Earth suitable 
for their displacement. The second way of using the energy through products of 
photosynthesis can also yield a maximum consumption of 1014 W which is equivalent to the 
energy power production by the biosphere. The total power of human energy consumption is 
of the order of 1013 W at the moment [2]. With the modern 4% annual increase of the energy 
consumption on the Earth it will take about 60 years to reach the maximal possible limit of 
1014 W. Finally, there is a large domain of the renewable energy resource in the form of the 
outgoing terrestrial radiation which could yield additional income and shift the above limit of 
consumption to higher values. The methods to develop this domain will be discussed below. 
However, such a shift in energy consumption can be accompanied with unpredictable changes 
in temperature regimes on the Earth surface. Therefore, the energy consumption limit should 
be postulated anyway as soon as possible in the near future. 
 
2. Methodology: the energy balance on the Earth 

The law of energy conservation states that any energy can be spent for performing some work 
and/or heating. The main source of the incoming energy on the Earth is the Sun. The solar 
radiation reaching the earth surface has an average power per square meter of about 230 W/m2 
and its spectrum extends from the UV to the IR, with the major part of energy lying in the 
visible range which has the maximum at the wavelength of about 0.5 µm (Fig.1). Eventually, 
an equal amount of energy must be lost from the Earth-atmosphere system if the internal 
energy of this system remains constant and the climate is stable. Therefore, the Earth emits 
the terrestrial radiation as a heated body. However, the spectral range of this outgoing 
radiation is shifted to the IR since the average temperature of the radiative body, i.e., the 
Earth, is 2880 K (Fig.1). Although the peak amount of the outgoing terrestrial radiation (which 
is at the wavelength of 10 µm) is much smaller as compared to the corresponding peak of the 
incoming solar radiation at 0.5 µm, namely, ca. 7x10-3 (calculated using the data from ref. [3]) 
versus 1.5x103 W/(m2µm), respectively, the outgoing radiation has a much wider spectral 
range, so that the total amounts of the both radiations are equal in accordance with the 
thermodynamic balance of the planet.    
 
On the other hand, the amount of photons incoming to and outgoing from the Earth is rather 
different according to the balance of the incoming and outgoing energy, i.e., 
 
E(ν)=∫hndν =(∑hν ini)sun=(∑hνknk)earth, 
 
where ni is the amount of photons with the frequency ν i, h the Planck constant. It can be 
roughly evaluated this relationship as Nearth/Nsun=20, where Nearth is the average number of 
photons with the wavelength 10 µm emitted by the earth-atmosphere system and Nsun is the 
average number of photons with the wavelength 0.5 µm from the Sun. 
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Fig.1. Relationship between incoming solar (blue curve) and outgoing terrestrial (red curve) 
radiation.  The magnitude of the terrestrial radiation is magnified by a factor of 500,000. 
 
However, a small part of photons from the Sun is stored in the form of chemical energy due to 
photosynthesis. This part of photons can be evaluated taking into account the energy 
conversion efficiency of photosynthesis to be of the order of 0.1% (see section 3 for details) 
that results in only a single stored photon of the thousand ones that are coming from the Sun. 
As a result, the relationship of the incoming, stored and outgoing energies can be presented 
schematically in Fig.2. Since only one incoming photon of one thousand gives rise to 
formation of all organic minerals and fuel, such as coal, natural gas, and petroleum as the 
products of photosynthesis, it can be easy to understand that only a small part of the incoming 
energy is mainly consumed now by the mankind.  
 

 
Fig.2. Relationship between incoming, stored, and outgoing energy rates per each 1000 incoming 
photons from the Sun.   
 

582



3. Use of renewable sources of energy 

3.1. Indirect consumption of solar energy through products of photosynthesis 
The energy flux utilized by photosynthesis is P↓

org ~1014 W. This value can be calculated from 
the photosynthesis equation, i.e.  
 
CO2+ H2O ⇒ CHOH+O2  (1). 
 
The process described by Eq. (1) involves 4 electrons to be transferred; each of them requires 
the energy of 1.2 eV per electron. Therefore, formation of an O2 molecule requires 
consumption of 4.8 eV. However, quantum efficiency of the system requires 8 to 12 quanta of 
light to be adsorbed which results in synthesis of one molecule of oxygen. Therefore, the total 
energy consumed by the photosynthetic system to produce one molecule of O2 will be 
approximately EO2 ~10 quanta x 2 eV = 20 eV. Green plants produce totally 1014 kg of O2 per 
year on the Earth, or mO2 =3x109 g per second. The energy power necessary to produce O2, 
therefore, will be 
 
PO2=EO2(mO2/M)NA =1.8·1014 W        (2),  
 
where M=32 is the molar mass of O2. Using this result and the power of solar energy reaching 
the Earth surface which is  
 
Psun –albedo (~28%) = Pearth~ 1.2·1017W,  
 
one can evaluate the average efficiency of photosynthesis as   
 
ηorg=PO2/Pearth~1.5·10-3=0.15 %              (3).  
 
The same value for ηorg can be also obtained via expression P↓org  = ηorg Searth·230 W/m2, 
where an assumption is made that the plants cover the overall earth surface Searth. In fact, this 
assumption is rather crude, because there are large deserts, ice or mountain areas free of 
plants, but which can be overcompensated, however, by plant diversity in forests which 
occupy a few levels of space from the earth surface. 
  
The efficiency value (3) can also vary depending on l ocal conditions of grow of plant 
organisms, for example, reaching up to 2% for water-plants grown in special pools [4].  
 
It is natural to assume that the rate of energy consumption based on products of 
photosynthesis (gas, oil, coal, etc.), if the concept of energy consumption sets these resources 
as the basic sources of energy, cannot exceed the rate of formation of the organic products 
through photosynthesis calculated above. Thus, the energy consumption rate should be limited 
to Porg< 1014 W which is only one order of magnitude exceeds the total power of all industrial 
energy producers currently on the Earth of about 1013 W [5]. The contemporary rate of energy 
consumption by the mankind can be calculated also by using the data on total mass of burning 
of dry fuel equivalent to 5·1012 kg of carbon per year. The energy of reaction C+O2 ⇒ CO2 is 
3.3·107 J/kg which gives the energy power of 5·1012 W, which is consistent also with the year 
energy consumption data of the order of 1017 W∙h [2]. It is easy to calculate, assuming the 
annual increase of the contemporary energy consumption of about 4% [5] that the above limit 
will be reached in the next 60 years ((1.04)N=10, from where N=59).  
 

583



Finally, the efficiency of conversion of the solar energy by indirect way through burning of 
the organic products of photosynthesis, assuming that power conversion efficiency of the 
burning process is about 40%, will be only  
 
ηindir= 6·10-2%                              (4). 
 
3.2. Direct consumption of incoming solar radiation  
The power of solar energy irradiated the Earth is of the order of 1017 W. That means that the 
theoretical maximum of the solar energy consumption can be of the same order, i.e., Psc~1017 
W, if the power conversion efficiency of the corresponding devices approaches 100%. There 
are limitations, however, because power conversion efficiency of the conventional solar cells 
is far lower, of the order of ηsc ~10%, and because these cells cannot be set over the whole 
surface of the Earth. For example, in order to produce energy comparable with that stored by 
photosynthesis, the area of the solar cells Ssc should be as much as 1% of the Earth surface 
Searth, which can be calculated from the following expressions with account of power 
conversion efficiency for photosynthesis (Eq.(3)), 
 
Psc=P↓org ⇒  ηsc Ssc·230 W/m2 = ηorg Searth·230 W/m2

 ⇒  Ssc/ Searth=ηorg/ηsc (5) 
 
1% of the earth surface is rather big, but reasonable value which seems to not significantly 
affect the biosphere and cropland areas. For comparison, the total urban area on the Earth is 
now approximately 3.4∙102 km2 [6] which cover approximately 0.07 % of the Earth surface. 
To cover an approximately one order of magnitude higher surface seems to be a challenging, 
but achievable task. However, additional studies are needed to confirm that this value is 
acceptable and compatible with the living areas on the Earth.   
 
Thus, the energy production through a direct consumption of the solar irradiation energy can 
reach theoretically one order of magnitude higher value as compared with the contemporary 
production of energy through burning of organic fuel (see previous section). In addition, 
power conversion efficiency of the direct conversion of solar energy (ηsc ~10%) is three 
orders of magnitude higher as compared with that of the indirect production of energy (see 
Eq.(4)). Thus, a direct consumption of the solar energy is more efficient than the apparent 
efficiency of burning of the carbon-containing products. 
 
3.3. Consumption of outgoing terrestrial radiation  
There is a large part of IR energy, P↑

earth, which is reemitted from the earth surface in the form 
of the terrestrial radiation the Earth emits as the black body with the temperature of 
Tearth=2550 K. The amount of this energy is huge and comparable with that coming from the 
sun to the earth surface, due to the thermodynamic balance of the planet (see Fig.1), 
 
P↑earth ~ Psun~1017 W 
 
There are several candidates that can serve as converters of this IR energy to electricity, such 
as pyroelectric and thermoelectric materials, gapless semiconductors, thermocouples, etc.; 
however, their application in respect to the terrestrial energy has not been developed yet. The 
advantages of the consumption of the terrestrial radiation is, first, that this radiation is highly 
scattered and therefore there is no need for orientation of the corresponding IR receivers or 
this orientation is not so critical as compared with the solar cells converting direct solar 
irradiation, so that the IR receivers can occupy several levels upward and, second, they do not 

584



compete for the solar light with green plants. Below we consider three classes of materials 
which can be potentially used for the above energy domain. 
  
It is well known that some organic compounds, such as metal complexes, ionic dyes, extended 
π-conjugated chromophores, and donor–acceptor charge transfer chromophores can absorbs 
near-IR (NIR) light with the wavelengths up to 1 µm [7]. Recent effort of chemists, however, 
resulted in development of a new series of donor-acceptor and donor-acceptor-donor D-π-A-
π-D NIR compounds whose absorption can be tuned within the wavelength region of 0.6–1.4 
µm [7]. Even more exciting examples include donor-acceptor covalently linked compounds of 
tetrathiafulvalene-tetracyanoquinodimethane (TTF-σ-TCNQ), fused porphyrin ribbons and 
TTF-dithiolato metal complexes, which demonstrate the absorption spectra extended to the 
middle-IR with the absorption maxima at 1.6, 2.9, a nd 4.6 µm, respectively, where the 
thermo-excited electron transfer has been observed experimentally [8]. Great opportunity can 
be expected also from the carbon materials and particularly graphene [9] which has a z ero 
band gap and, therefore, can absorb photons from the whole IR range. Thus, design of energy 
converters based on organic molecules which combine high stability and electronic absorption 
extended to the middle and far IR is an exciting and challenging problem. 
 
The second class of materials to be used for IR absorption is gapless or narrow-gap 
semiconductors whose band gap is smaller than 1 e V (equivalent to ~0.8 µm). Many of 
semiconductors, such as InSb (0.17 eV), InAs (0.36 eV), PbSe (0.82 eV), PbTe (0.31 eV) 
have the band gap values (shown in parenthesis) that allow them to absorb in the near-IR 
range. However, there are few candidates, i.e., HgSe, HgTe, which can collect energy from 
the middle IR range also. These last compounds, however, are toxic, and their application, 
therefore, are to be restricted. Nevertheless, development of these materials in the form of 
colloidal particles [10] packed in the inert matrix might overcome this problem. The 
advantages of the nanoparticle application also will give the opportunity to tune the range of 
absorption by simple change of the particle size. 
 
The above types of the IR receivers produce an electron-hole pair upon absorption of an IR 
quantum. Their advantage as compared with the solar cells operating in the visible spectrum is 
that the amount of IR quanta is much larger as compared with the quanta of visible light (see 
Fig.2); therefore, the IR devices can potentially collect more quanta and produce a l arger 
amount of electron-hole pairs as compared with the conventional solar cells. On the other 
hand, the devices which can respond in the middle and far IR still should be developed to 
collect quanta from a more extended spectral range. 
 
The third class of materials perspective for harvesting IR radiation is thermoelectric materials. 
The thermoelectric energy conversion unit normally consists of two different (n- and p-type) 
semiconducting materials connected together in the form of a thermocouple; these materials 
are now actively developed [11], although some skepticism concerning their perspective in 
the energy solution domain exists [12]. It should be noted that the advantage of thermoelectric 
devices is that these can consume IR energy of practically all wavelengths and they do not 
have a quantum threshold restriction from which the device becomes active. However, a 
sufficiently large thermal gradient is needed for their effective work. 
 
It is a question which part of the IR spectrum is most suitable to consume. If, for example, the 
corresponding devices will collect IR energy which normally leaves the Earth through the 
transparency window of the atmosphere (i.e., within the wavelength range of 8-13 µm) their 
work can promote the increase in the temperature regime at the earth surface. On the other 
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hand, if the IR converters will collect energy in the region of absorption of greenhouse gases 
and scatter it in the transparency window, their work can weaken the green-house effect and 
decrease the temperature, respectively. Therefore, the use of the above converters could help 
in controlling the climate regimes. However, such effects, if any, can be expected only if the 
converters of IR energy are applied on the large scale.     
 
4. Conclusions 

The energy consumption rate limit should be set as a necessary concept in the near future to 
conserve thermodynamic balance on the Earth. Such a limit, if based on the major production 
of energy through burning of organic fuel, has been shown to exceed the contemporary rate of 
energy consumption by approximately one order of magnitude and can be reached in the next 
60 years. Consumption of direct solar energy and reemitted IR radiation from the Earth-
atmosphere system on the large scale can somewhat extend the above limit. Optimistic 
estimates above show that use of the direct solar energy can double this limit. There is no 
estimate at the moment how much terrestrial radiation can be consumed, since the respective 
energy converters are at the beginning of their development. It is known, however, that power 
conversion efficiency of thermoelectric devices is of the order of few percents [12]. The same 
order of magnitude is typical for the best photovoltaic cells based on organic materials, 
therefore, it can be expected the same value for power conversion efficiency of the best 
organic IR converters also. Taking into account some advantages of the IR energy converters 
discussed above we can suppose very tentatively that their use on the large scale might yield 
another portion of energy of the order of 1014 W. Thus, the overall increase of the total limit 
of the renewable energy production rate can be very modest, being within 1014-1015 W range. 
Therefore, the necessary political and economical steps should be undertaken towards the 
necessity of the energy consumption constraint to keep the living conditions on t he Earth 
constant.  
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Abstract: Beyond any doubt climate change and its resulting uncertainties challenge the concepts, procedures, 
and scope of conventional approaches to the planning of our cities. Thus, demanding from us to situate the 
energy issue in the central when planning urban spaces. Yet, the literature is vague in the context of urban 
energy, and there is a lack of a theoretical framework that conceptualizes urban energy planning. Therefore, the 
aim of this paper is to propose a new multifaceted conceptual framework for theorizing urban energy planning 
based on multidisciplinary literature. Eventually, this study elaborates a conceptual framework that consists of 
eight concepts that were identified through a conceptual analysis of interdisciplinary literature on sustainability, 
climate change, ecology, economics, and urban planning. These concepts, which together constitute the 
theoretical framework of urban energy planning for climate change, are: Utopian Vision, Equity, Uncertainty, 
Natural Capital, Eco-Form, Integrative Approach, Ecological Energy, and Ecological Economics. 
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1. Introduction 

Climate change poses new risks and uncertainties that often lie outside our range of 
experience (IPCC, 2007: 719) and that have the potential to affect the social, economic, 
ecological, and physical systems of any given city. In this way, climate change and its 
resulting uncertainties challenge the concepts, procedures, and scope of conventional 
approaches to city planning, creating a need to rethink and revise current approaches. 
Decisively, it demands from us to situate the energy issue in the central when planning urban 
spaces. Yet, a striking weakness of the scholarship on the subject is its lack of multifaceted 
theorizing and the fact that it typically overlooks the multidisciplinary and complex nature of 
urban energy planning. Moreover, the literature is vague in the context of urban energy, and 
there is a lack of a theoretical framework that conceptualizes urban energy planning. 
Therefore, the aim of this paper is to propose a new multifaceted conceptual framework for 
theorizing urban energy planning based on multidisciplinary literature.  
 
2. Methodology 

A conceptual analysis method was used to build the conceptual framework (Jabareen 2009). 
This method is a grounded theory technique that aims “to generate, identify, and trace a 
phenomenon’s major concepts, which together constitute its theoretical framework” (Jabareen 
2009). Each concept possesses its own attributes, characteristics, assumptions, limitations, 
distinct perspectives, and specific function within the conceptual framework. The 
methodology delineates the following stages in conceptual framework building: a) mapping 
selected data sources; b) reviewing the literature and categorizing the selected data; c) 
identifying and naming the concepts; d) deconstructing and categorizing the concepts; e) 
integrating the concepts; f) synthesis, resynthesis, and making it all make sense; g) validating 
the conceptual framework; and h) rethinking the conceptual framework (Jabareen 2009).  
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3. Results 

The Concepts of the Conceptual Framework   
The conceptual framework is composed of eight concepts (see Jabareen, 2006), as Fig1 
shows. These concepts are:   
 
a. Utopian Vision: This concept is concerned with a plan’s future vision. Usually, urban 
planning seeks to bring about a different and more desirable future. Theoretically, the power 
of visionary or utopian thinking lies in its inherent ability to envision the future in terms of 
radically new forms and values (de Geus, 1999). An urban vision incorporating climate 
change as a central theme is of the utmost importance to practitioners, decision makers, and 
the public. Visionary frames are important in climate change, as they serve to identify 
problematic conditions and the need for change, to propose future alternatives, and to urge all 
stakeholders to act in concert to affect change. Climate change planning visions must provide 
people with an interpretive framework that enables them to understand how the issue is 
related to their own lives in the present and future, and to the world at large (Taylor, 2000; 
Benford and Snow, 2000: 614). This concept addresses the visionary and utopian aspects 
regarding future urban life, the city’s potential role in climate change mitigation, and the city 
vision regarding energy production and consumption as well. 
 
b. Equity: Equity is a key concept in evaluating climate change policies (IPCC, 2001). The 
impacts of climate change and climate change mitigation policies are “socially differentiated,” 
and are therefore matters of local and international distributional equity and justice (Adger, 
2001: 929; O'Brien et. al., 2004; Paavola et al., 2006). Some argue that inequality leads to 
greater environmental degradation and that a more equitable distribution of power and 
resources would result in improved environmental quality (Boyce et al. 1999; Agyeman et al., 
2002; Solow 1991, Stymne and Jackson, 2000). Moreover, there are individuals and groups 
within all societies who are more vulnerable than others and lack the capacity to adapt to 
climate change (IPCC, 2007: 719). A society’s vulnerability is influenced by its development 
path, physical exposure, resource distribution, social networks, government institutions, and 
technological development (, 2007: 719-720). The concept of equity addresses social aspects, 
including: environmental justice; public participation; and methods of addressing each 
community’s vulnerability to climate change (urban vulnerability matrix). 
 
c. Uncertainty Management: Uncertainty “is a perceived lack of knowledge, by an individual 
or group, which is relevant to the purpose or action being undertaken and its outcomes” 
(Abbot, 2009: 503). The new urban uncertainties posed by climate change challenge the 
concepts, procedures, and scope of planning. In order to cope with the new challenges, 
planners must develop a greater awareness and place mitigation and policies for “adaptation,” 
or actual adjustments that might eventually enhance resilience and reduce vulnerability to 
expected climate changes, at the center of the planning process (Adger et. Al., 2007: 720). 
Planners must also develop a better understanding of the risks climate change poses for 
infrastructure, households, and communities. To address these risks, planners have two types 
of uncertainty or adaptation management at their disposal: 1) Ex-ante management, or actions 
taken to reduce and/or prevent risky events; and 2) Ex-post management, or actions taken to 
recover losses after a risky event (Heltberg et al., 2009).  
 
d. Natural Capital: Natural capital  refers to “the stock of all environmental and natural 
resource assets, from oil in the ground to the quality of soil and groundwater, from the stock 
of fish in the ocean to the capacity of the globe to recycle and absorb carbon” (Pearce et. al., 
1990: 1). Maintaining constant natural capital is an important criterion for sustainability 
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(Pearce and Turner, 1990: 44; Geldrop and Withagen, 2000). The stock of natural capital 
should not decrease, as this could endanger the ecological system and threaten the ability of 
future generations to generate wealth and maintain their well-being. This concept addresses 
the consumption and - equally as important - the renewal of natural assets that are used for 
development, such as land, water, air, and open spaces.  
 
e. Integrative Approach: Planning for climate change is more complex than the conventional 
approach to planning as it is undertaken in a context of great uncertainty. This context poses 
new challenges for collaboration among public, private, and civil institutions and 
organizations on all levels. Integrating the many different stakeholders and agents into 
planning is essential for achieving climate change objectives. The “ability of a governance 
system to adapt to uncertain and unpredicted conditions is a new notion” (Mirfenderesk and 
Corkill, 2009: 152). Therefore, adaptive management requires new planning strategies and 
procedures that transcend conventional planning approaches by integrating uncertainties into 
the planning process and prioritizing stakeholders’ expectations in an uncertain environment. 
Plans should also be “flexible enough to quickly adapt to our rapidly changing environment” 
(Mirfenderesk and Corkill, 2009).  
 
f. Ecological Energy: The clean, renewable, and efficient use of energy is a central theme in 
planning for the achievement of climate change objectives. This concept evaluates how a plan 
addresses the energy sector and whether it proposes strategies to reduce energy consumption 
and to use new, alternative, and clean energy sources. 
 
g. Ecological Economics: This concept is based on the assumption that environmentally 
sound economics can play a decisive role in achieving climate change objectives in a 
capitalist world. Cities that are committed to climate change mitigation and sustainability 
should stimulate markets for ‘green’ products and services, promote environmentally friendly 
consumption, and contribute to urban economic development by creating a cleaner 
environment (Hsu, 2006: 11; Mercer Human Resources Consulting, 2005). In this spirit, the 
American Recovery and Reinvestment Plan, proposed by President Barack Obama, calls for 
spurring “job creation while making long-term investments in energy, and infrastructure,” and 
increasing “production of alternative energy” (White House, 2009).  
 
h. Eco-Form: The physical form of a city affects its habitats and ecosystems, the everyday 
activities and spatial practices of its inhabitants, and, eventually, climate change. This concept 
evaluates spatial planning, architecture, design, and the ecologically-desired form of the city 
and its components (such as buildings and neighborhoods). Jabareen (2006) suggests the 
following set of nine planning typologies, or criteria of evaluation, which are helpful in 
evaluating plans from the perspective of eco-form as follows:  
 
Compactness refers to urban contiguity and connectivity and suggests that future urban 
development should take place adjacent to existing urban structures (Wheeler, 2002). 
Compact urban space can minimize the need to transport energy, materials, products, and 
people (Elkin et. al., 1991). Intensification, a major strategy for achieving compactness, uses 
urban land more efficiently by increasing the density of development and activity, and 
involves: developing previously undeveloped urban land; redeveloping existing buildings or 
previously developed sites; subdivisions and conversions; and additions and extensions 
(Jenks, 2000: 243).  
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Sustainable Transport suggests that planning should promote sustainable modes of 
transportation through traffic reduction; trip reduction; the encouragement of non-motorized 
travel (such as walking and cycling); transit-oriented development; safety; equitable access 
for all; and renewable energy sources, (Cervero, 2003; Clercq and Bertolini, 2003).  
 
Density is the ratio of people or dwelling units to land area. Density affects climate change 
through differences in the consumption of energy, materials, and land for housing, 
transportation, and urban infrastructure. High density planning can save significant amounts 
of energy (Carl, 2000; Walker and Rees, 1997; Newman and Kenworthy, 1989).   
 
Mixed Land Uses indicates the diversity of functional land uses, such as residential, 
commercial, industrial, institutional, and transportation. It allows planners to locate 
compatible land uses in close proximity to one another in order to decrease the travel distance 
to between activities. This encourages walking and cycling and reduces the need for car 
travel, as jobs, shops, and leisure facilities are located in close proximity of one another 
(Parker, 1994; Alberti, 2000; Van and Senior, 2000; Thorne and Filmer-Sankey, 2003).  
 
Diversity is “a multidimensional phenomenon” that promotes other desirable urban features, 
including a larger variety of housing types, building densities, household sizes, ages, cultures, 
and incomes (Turner and  Murray, 2001: 320). Diversity is vital for cities. Without it, the 
urban system declines as a living place (Jacobs 1961) and the resulting homogeneity of built 
forms, which often produces unattractive monotonous urban landscapes, leads to increased 
segregation, car travel, congestion, and air pollution (Wheeler, 2002).  
 
Passive Solar Design aims to reduce energy demands and to provide the best use of passive 
energy through specific planning and design measures, such as orientation, layout, 
landscaping, building design, urban materials, surface finish, vegetation, and bodies of water. 
This facilitates optimum use of solar gain and microclimatic conditions and reduces the need 
for the heating and cooling of buildings by means of conventional energy sources (Owens, 
1992; Thomas, 2003; Yannis, 1998: 43). 
 
Greening, or bringing “nature into the city,” makes positive contributions to many aspects of 
the urban environment, including: biodiversity; the lived-in urban environment; urban 
climate; economic attractiveness; community pride; and health and education (Beatley 2000; 
Swanwick et al., 2003; Forman, 2002; Dumreicher et al., 2000; Beer et. al.,, 2003; Ulrich, 
1999). 
 
Renewal and Utilization refers to the process of reclaiming the many sites that are no longer 
appropriate for their original intended use and can be reclaimed for a new purpose, such as 
brownfields. Cleaning, rezoning, and developing contaminated sites are key aspects of 
revitalizing cities and neighbourhoods and contribute to their sustainability and to a healthier 
urban environment.  
 
Planning Scale influences and is influenced by climate change. For this reason, desirable 
planning scale should be considered and integrated in plans for regional, municipal, district, 
neighbourhood, street, site, and building levels. Planning that moves from macro to micro 
levels has a more holistic and positive impact on climate change. 
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4. Discussion and/or Conclusions 

The conceptual framework is not a mere collection of concepts. Rather, all concepts are 
interrelated and interwoven with one another; each plays an important role in the framework 
as a whole. The conceptual framework consists of eight concepts of assessment that were 
identified through conceptual analyses of interdisciplinary literature on sustainability and 
climate change. Together, these concepts – each of which represents a distinctive aspect of 
urban energy planning - form the conceptual framework. Importantly, each concept 
contributes to the planning of urban energy in its domain. The positive contribution o all 
concepts together will lead to effective urban energy governance. The overlooking of one 
concept or more will cause various negative externalities to climate change.  

 
Fig. 1 Conceptual framework for urban energy. 
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Abstract: Climate change could substantially impact the performance of the buildings in providing thermal 
comfort to occupants. Recently launched UK climate projections (UKCP09), clearly indicate that all areas of the 
UK will get warmer in future with the possibility of more frequent and severe extreme events, such as heat 
waves. This study, as part of the Low Carbon Futures (LCF) Project, explores the consequent risk of overheating 
and the vulnerability of a building to extreme events. A simple statistical model proposed by the LCF project 
elsewhere has been employed to emulate the outputs of the dynamic building simulator (ESP-r) which cannot 
feasibly be used itself with thousands of available probabilistic climate database. Impact of climate change on 
the daily external and internal temperature profiles has been illustrated by means of 3D plots over the entire 
overheating period (May - October) and over 3000 equally probable future climates. Frequency of extreme heat 
events in changing climate and its impact on overheating issues for a virtual case study domestic house has been 
analyzed. Results are presented relative to a baseline climate (1961-1990) for three future timelines (2030s, 
2050s, and 2080s) and three emission scenarios (Low, Medium, and High).  
 
Keywords: Probabilistic climate projections, Building and Adaptation, Overheating 

1. Introduction  

Experiments based on an advanced scientific methodology and general circulation models 
(GCM), commonly known as global climate models, reveal that there is an exponential 
increase in the global concentration of greenhouse gases [1]. According to a UK Climate 
Projections (UKCP09) [2] briefing report, central England’s temperature has already 
increased by 1 oC since the 1970s and this increase is most likely due to anthropogenic 
emission of greenhouse gases [3]. This excessive addition of the greenhouse gasses in the 
atmosphere is warming up the Earth’s surface causing climate change and thus altering the 
weather pattern. Climate change could hasten species extinction, cause coastal flooding, and 
lead to more frequent and severe storms and extreme temperature events such as heat waves. 
Such extreme temperature events could cause catastrophic losses to both human and natural 
systems and thereby have dramatic ecological, economic and sociological impact [3-8].   

For the UK, projections for future changes to climate are provided by the UK Climate 
Projections (UKCP09) and are available in probabilistic format to address the uncertainty 
associated with future climate change. To include a measure for the uncertainty, these climate 
projections are generated by multiple simulations of global climate models (in particular 
HadCM3 [9]) combined with a new methodology designed by the Met Office. The projections 
also include the results of other IPCC [1] climate models, and are constrained by observations 
of past climate. Thus to describe just any single future climate scenario a range (in fact 
thousands) of possible climates are available where each climate has a certain probability of 
occurring.  

Extreme events, by definition, are in the tails of such probability distributions. Interestingly, 
events in the tail of the distribution are the ones that change most in frequency of occurrence 
as the distribution shifts due to global warming [10-11]. The work presented in this paper will 
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focus on the potential impact of future climate changes on the frequency of the extreme 
temperature regimes (heat wave) and how this could influence the overheating issues in the 
UK’s domestic house sectors.  
 
The suite of probabilistic climates projection available from UKCP09 for a London location at 
three future timelines, namely 2030’s, 2050s, and 2080s, including a baseline [1960-1990] has 
been carefully analyzed to quantify the future change in the frequency of extreme heat events. 
The impact of extreme heat events on indoor comfort temperatures of a domestic building 
case study has been assessed by means of a simple statistical model proposed by the Low 
Carbon Futures (LCF) project [12] elsewhere [13-14]. This simple statistical tool is mainly 
based on multiple regression techniques and could efficiently emulate the outputs of 
traditional dynamics building simulation software ESP-r [15], which cannot be practically 
used with thousands of potential climates available for each future scenario.  
 
This project is sponsored by the Adaptation and Resilience in a Changing Climate (ARCC) 
Programme [16], looking at possible methods, i.e. adaptations, for coping with a future 
climate.  
 
2. Methodology 

To analyze complex probabilistic climate information and to generate corresponding indoor 
temperature profiles for a case study dwelling, an elegant regression tool has been developed 
by the LCF project which is described in detail elsewhere [14]. The simple regression tool 
which is based on data reduction methods such as Principal Component Analysis (PCA) and 
multiple regressions is validated at an hourly scale to provide a close match (within a range of 
1 °C) for the outputs of dynamic building simulation software (ESP-r). More details on the 
development procedure of the regression tool are found elsewhere [13].  
 
This section should present a brief description of probabilistic climatic information available 
from UKCP09, profiles of the domestic building case study simulated with ESP-r, and a short 
note on the regression tool which has been employed to emulate outputs of ESP-r for 
quantifying extreme heat events and its impact on overheating issues in the case-study 
building. A short review on the possible definitions of the heat wave is also included.    
 
2.1. Probabilistic Climate Projections and Regression Tool  
The UKCP09 provides climate change information focused on the UK. The projections are 
presented for seven 30 years time periods (“2020s” denoting as 2010 – 2039, “2030s” 
denoting 2020 – 2049, … , up to “2080s” denoting 2070 - 2099), and at three different future 
greenhouse gas emissions scenarios represented as “High”, “Medium” and “Low”. These 
projections are based on change relative to a baseline time period (1961–1990) and, by means 
of a Weather Generator (WG) [17] tool, are available at an hourly temporal resolution with a 
5 × 5 km2 spatial resolution for any user defined UK location.  
  
For the work presented in this article, climatic information has been downloaded from 
UKCP09’s WG tool for a London location corresponding to all three greenhouse gas 
emissions scenarios and at three future time periods, namely 2030s, 2050s and 2080s, 
including baseline. Notably for any user specified future scenario, the WG tool could provide 
at least 3000 equally probable hourly climate files (each climate file represents a prototype 
climate year for that scenario) in the form of 100 statistically equivalent time series, where 
each of the time series is equally probable and of 30 years in length. For each of the future 
scenarios under investigation a representative sample of 100 climate years is formed by means 

597



of a random sampling algorithm, which selects one year randomly from each of the 100 time 
series.  
 
To formulate the regression tool, a 3-bedroom cavity-wall house with a total floor area of 144 
m2 has been simulated with ESP-r for one randomly chosen climate file from the 100 
available climate years (additional information on the virtual case study building can be found 
elsewhere [18]). The regression tool is based on the concept of underpinning the existing 
relationship between available climate variants and the indoor temperatures, where each 
climate variant first need to be carefully analyzed and simplified by means of PCA. The 
model has been formulated to capture indoor temperature profiles during the period of May to 
October only. To allow time-based sensitivity analysis, the idea of segmented modelling has 
been applied and data fitted in parts, namely a) May – June; b) July-August; and c) September 
– October, to cover the entire period (May-October) [13].  
 
A regression tool which could be formulated from the one climate file had been validated 
across all the available 100 climates files and corresponding to all different future scenarios as 
described above. Moreover, the proposed statistical regression tool has been demonstrated to 
efficiently estimate the outputs of ESP-r at an hourly scale within a single degree centigrade 
for up to 90% of the entire data set [13-14]. Thus, it is reasonable to consider an application of 
the proposed simple and efficient regression tool for quantifying frequency of heat waves and 
analyzing overheating issues in that context.  
 
2.2. Heat waves and Overheating  
Research conducted by Met Office clearly shows that even in the UK heat waves could be 
lethal, when hotter summers are predicted in foreseeable future [19]. There is no universal 
definition of a heat wave, however a heat wave could be considered as a prolonged period of 
excessively hot weather accompanied by high humidity, where temperatures are outside the 
normal climate pattern for that period [20]. For the UK, the Met Office defines summer heat 
wave duration as “the sum of days with daily maximum temperature more than 3 °C above 
1961–90 daily normal for ≥5 consecutive days (May–October)” [21].  
 
As stated previously, extreme events formulate tails of the probability distribution and 
therefore for the present study of heat waves and overheating analysis, it is essential to 
consider all 3000 climates corresponding to each available future scenario. An initial analysis 
of 3000 baseline climate files identified 15.6 oC as the daily normal temperature for 1961 – 
1990. For each climate file daily normal temperature has been averaged over the overheating 
period and then again averaged over all equally probable 3000 climate years.    
 
Thus, summer heat wave duration could be defined as – “sum of days with daily maximum 
temperature more than 18.6 oC for 5 or more days during May to October”. In this context, to 
examine the impact of heat waves on indoor temperatures, two overheating criterion had been 
designed and compared with corresponding heat wave durations:  
Overheating Criterion 1 - “Sum of the days with average of night time (11pm – 7am) 
bedroom temperature more than 24 oC for 5 or more days during May to October”.  
Overheating Criterion 2 - “Sum of the days with average of night time (11pm – 7am) 
bedroom temperature more than 28 oC for 5 or more days during May to October”.  
 
Notably, overheating Criteria 1 and 2 are designed by the author and are mainly motivated 
from the Met Office definition of summer heat wave in order to compare the influence of 
external climates on the indoor comfort temperatures. 
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3. Result 

Following the above definition of a heat wave and overheating criteria, some key results has 
been presented in this section for a London location. 
 
3.1. External and Internal Temperatures  
An analysis of external and internal temperatures are performed at an hourly scale and 
presented at daily scale corresponding to 3000 climate years (during summer period, May - 
October) by means of 3D color coded plots in Figs. 1 and 2. Climatic files have been analyzed 
to measure change in daily maximum external temperature and corresponding average night 
time (11pm – 7am) bedroom temperatures in three future time periods: 2030s, 2050s and 
2080s, in relation to a baseline period for the medium emission scenario.  

 
Fig. 1.  Daily maximum of external temperature measured over 3000 climates for London - Medium 
Emission Scenario. 
 
A visual inspection of Fig. 1 suggests that, for the baseline period daily maximum external 
temperature varies between 10 - 20 oC. Notably, temperatures around 10 oC could be observed 
as a less probable event on a distribution curve of the entire dataset, however it can be easily 
confirmed from the 3D plots that 10 oC is the most probable temperature for the start and end 
of the period i.e. May and October. During the 2030s, a temperature range of 15 - 20 oC 
appears to predominate, whereas during the 2050s, maximum external temperature could 
reach 30 oC, though less often and mainly during peak summer time (July – August). Events 
of maximum external temperature reaching 30 oC during peak summer period (July-August) 
could become more frequent in 2080s.   
 
A simple statistical tool (as described in Section 2) has been used to reflect the changes in the 
averaged night time bedroom temperatures over the corresponding three future time periods: 
2030s, 2050s and 2080s, in relation to the baseline period Fig. 2. Visual inspection of Fig. 2 
suggests that for the baseline period the most probable average night time bedroom 
temperature ranges is 15 - 20 oC (May and October), 20 - 25 oC (June and September), and 25 
- 27 °C (July and August). However, for the 2030s the most probable temperature range 
appears to be 20 - 25 oC, whereas 25 - 30 oC appear to be dominating during peak summer 
period (July - August). In the 2050s, the most probable temperature range still appears to be 
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20 - 25 oC with more probabilities, in comparison to 2030s, shifted to the temperature range 
25 - 30 oC during peak summer period (July - August). The impact of climate change could 
further raise the probability attached to temperature ranges 25 - 30 oC in 2080s with the peak 
summer period (July and August) mainly dominated by the temperatures above 30 oC.   

 
Fig. 2.  Daily average of bedroom temperature during night (11pm – 7am) measured over 3000 
climates for London - Medium Emission Scenario. 
 

 
Fig. 3.  Averaged daily maximum external temperature and average night bedroom temperature. 
Averaged over summer period and over 3000 climate years for three future time periods (2030s, 
2050s, 2080s), three emission scenarios (Low, Medium, High) and baseline(1960-1990). Location: 
London 
 
Finally, Fig. 3 shows the average maximum daily external temperature and corresponding 
average night bedroom temperature across three future time periods considered in the paper, 
alongside three carbon emission scenarios and the baseline period. For each scenario the 
average daily measurements for internal and external temperature parameters are firstly 
calculated over the May to October period and then over all 3000 climate years. The average 
of maximum daily external temperature in medium emission scenario rises to approximately 
22 oC (2030s), 23 oC (2050s), and 24 oC (2080s) from 19 oC (baseline period). Average night 
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bedroom temperature in medium emission scenario approximately rises to 26 oC (2030s), 27 
oC (2050s), and 28 oC (2080s) from 24 oC (baseline period).   
 
3.2. Heat wave and Overheating Analysis  
This subsection presents a complete analysis of summer heat wave duration and its impact on 
consequent overheating duration defined in criterion 1 and 2. The result has been presented 
across three future time periods (2030s, 2050s, and 2080s), three emission scenarios (upper 
panel), and the baseline period.   

 
Fig. 4.  Summer heat wave duration and overheating criterion 1 and 2 measured and compared. 
Dotted black bar: summer heat wave duration, gray (yellow online) dotted bars: overheating criterion 
1, and gray (brown online) filled with slanted lines: overheating criterion 2. 
 
In Fig. 4 the upper panel quantifies averaged (taken over 3000 climates) summer heat wave 
duration, overheating duration (defined in criterion 1 and 2) across all scenarios, in terms of 
total number of days during the identified period (May to October) along the left hand side of 
the x - axis, and in % of the May - October period along the right hand side of the x - axis. Dot 
filled black bars measure the averaged summer heat wave duration, while gray (yellow 
online) dotted bars measure the average duration of overheating defined under criterion 1 and 
gray (brown online) bars filled with slanted lines represents the  average duration of 
overheating defined under criterion 2. Heat-wave duration and overheating duration defined 
in criterion 1 show similar trends in different future scenarios and, in particular, for medium 
emission scenario appears to rise by approximately 20 % (2030s), 30 % (2050s), and 40% 
(2080s) of total period in relation to baseline period. Overheating duration defined in criterion 
2 increased by 15 % (2030s), 20 % (2050s), and 30 % (2080s) of total period in relation to 
baseline period.  
 
Fig. 4 lower panel displays variation in summer heat wave duration, overheating duration 
(defined in criterion 1 and 2) across medium scenario for baseline, 2030s, 2050s and 2080s, 
distributed along total number of days during the period (May to October) for London - 
medium emission scenario. For a total of more than 90 % central probability over 3000 
climates, summer heat wave duration and overheating duration defined in criterion 1 could 
shift from 60 - 120 days in the baseline period to 90 - 120 days in 2030s, to 90 - 184 days in 
2050s, and to 120 - 184 days in 2080s. Overheating duration defined in criterion 2 could shift 
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from 30 - 60 days in baseline period to 30 - 90 days in 2030s, to 60 - 90 days in 2050s, and to 
90 - 120 days in 2080s. 
  
4. Discussion and Conclusions 

This study presents an application of the simple statistical model which forms part of a 
methodology proposed by the Low Carbon Futures project to integrate future climate 
projections into building design and simulation. The statistical model presented in the form of 
a simple linear predictor has been used to describe the influence of climate change on the 
pattern of extreme heat events and its impact on the indoor comfort temperatures for a simple 
domestic building case study. Heat-wave duration and overheating duration defined under two 
distinct temperature based criteria in section 2.2 have been used as appropriate measures.  
 
The results presented in Section 3.1 clearly illustrate the impact of climate change on the daily 
external and internal temperature profiles by means of 3D (color online) plots for given 
probabilistic climate projections. The average of maximum daily external temperature in the 
medium emission scenario appears to increases to 22 oC - 24 oC (2030s to 2080s) from 19 oC 
(baseline period), whereas average night bedroom temperature could reach 26 oC - 28 oC 
(2030s to 2080s) from 24 oC (baseline period).  
 
In section 3.2 the summer heat-wave duration and overheating duration defined in criterion 1 
appears to display a similar trend and up to a 20 % - 40% rise in total overheating period 
(2030s to 2080s) in relation to baseline period has been observed, whereas for the overheating 
duration defined in criterion 2 a 15% - 30% rise has been noticed. Outputs displayed in 
probabilistic format clearly show an increase in the total number of heat-wave duration days 
and overheating duration days defined in criteria 1 and 2. 
 
Notably, the statistical model employed for overheating analyses has been demonstrated to 
replicate the outputs of ESP-r at an hourly scale within a single degree centigrade. The work 
presented in this paper could be used to develop methodologies for sustainable building 
design which could achieve a more acceptable level of thermal comfort in extreme climates. 
The effects of various adaptation techniques could be assessed to offset the predicted risk of 
overheating and in combating the influence of extreme events. Moreover, a range of possible 
climates, location and building variants could be investigated following the proposed 
methodology.  
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Abstract: The UK climate of the future cannot be predicted with certainty and this is reflected in the current UK 
Climate Projections (UKCP09), which are probabilistic in nature. It is anticipated that the conventional 
approaches to building design will not adequately represent the effects of future warming and therefore guidance 
is required to overcome future overheating of a building by making it thermally more comfortable. The study 
presented here relates to a qualitative investigation and aims to draw out the needs and preferences of building 
design professionals to develop an easy to use formulation for adequately sizing Heating, Ventilation and Air-
Conditioning (HVAC) plants. It will serve as an interface between professional building services engineers and 
the research team working on probabilistic weather data and a building simulation package. This investigation 
deploys a qualitative research approach of Methodological triangulation, which refers to the use of more than 
one method for gathering data. Herein, the three strands of research that will be used are the questionnaire, semi 
structured interviews and focus groups. This work is ongoing and the analysis is due for completion in 2012. 
This paper focuses mainly on some of the initial findings of the qualitative approaches mentioned above for 
domestic buildings only.  
 
Keywords: Qualitative investigation, Future climates, Focus groups 

1. Introduction 

In the absence of formalised design requirements that take account of climate change, there is 
a need for pragmatic guidance on pro active design measures to ensure that the construction of 
new, and the refurbishment of older buildings avoids unacceptable problems or failures in the 
future. There has been growing concern that the trend towards hotter drier summers will lead 
to a reduction in the quality of the internal environment within buildings. Potentially this 
could lead to a wide range of health problems for occupants, and a significant deterioration in 
comfort conditions. In particular there is a concern that the overheating of buildings during 
the summer months could become an issue within the UK. [1] 
 
The UK climate of the future cannot be predicted with certainty and this is reflected in the 
current UK Climate Projections (UKCP09) [2], which are probabilistic in nature. It is 
anticipated that the conventional approaches to building design will not adequately represent 
the effects of future warming and therefore guidance is required to inform adaptation 
decisions i.e. the adjustments required to overcome future overheating of a building by 
making it thermally more comfortable. 
 
The Low Carbon Futures Project, as part of the Adaptation and Resilience to Climate Change 
(ARCC) programme in the UK, integrates UKCP09 into dynamic building simulation 
calculations [3]. The study presented here relates to a qualitative investigation and aims to 
draw out the needs and preferences of building design professionals to develop an easy to use 
formulation for adequately sizing Heating, Ventilation and Air-Conditioning (HVAC) plants. 
It will serve as an interface between professional building services engineers and the research 
team working on probabilistic weather data and a building simulation package [4]. Interaction 
with building professionals will ensure that the approach taken leads to a practitioner-focused 
rather than an academic outcome.  
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This work is ongoing and the analysis is due for completion in 2012. This research output 
enables the project team to tailor a design tool module that might potentially be integrated 
with existing building simulation packages to assess the overheating risk for future climates. 
The project is looking at domestic and non-domestic buildings but this paper is focusing only 
on domestic buildings and will present the results of initial qualitative investigation. 
 
2. Methodology 

A holistic overview of the HVAC building design process was undertaken. The initial 
questions were constructed after reviewing steps in the design process from statement of need 
to the final solution. The questions are based on issues of current and future overheating 
assessment, climate change impact, building performance metrics, adaptation techniques and 
probabilistic climatic data for the future. The aim was to get feedback and advice from the 
user community to understand the current practice of building design process and the 
measures required to combat changes that may occur due to changes in the future climate. 
 
Since the project is reliant on feed-back from user groups to tailor the outcome of this project, 
this investigation deploys a qualitative research approach of Methodological triangulation, 
which refers to the use of more than one method for gathering data. The use of more than one 
approach to the investigation of a research question enhances confidence in the ensuing 
findings. Since much social research is founded on the use of a single research method and as 
such may suffer from limitations associated with that method or from the specific application 
of it, triangulation offers the prospect of enhanced confidence. By and large, researchers 
viewed the main message of the idea of triangulation as entailing a need to employ more than 
one method of investigation and hence more than one type of data. Social scientists are likely 
to exhibit greater confidence in their findings when these are derived from more than one 
method of investigation. Of course, the prospect is raised that the two sets of findings may be 
inconsistent, but such an occurrence underlines the problem of relying on just one measure or 
method [5]. 
 
Herein, the three strands of research that will be used are the questionnaire, semi structured 
interviews and focus groups. The results of each will be ‘triangulated’ to provide additional 
confidence in the conclusions – ideally, findings in each strand will help to support findings in 
the others.  
 
Questionnaires are used in a wide range of settings to gather information about the opinions 
and behaviour of individuals. Questionnaires are objective and gathered in a standardised way 
thus providing an initial indication of the trends behind the current building services design 
process. 
 
Semi-structured Interviews This type of research is valuable for an in-depth examination of 
people’s attitudes and beliefs, and will provide insight into some of the reasons behind the 
decisions made. These interviews confirm what is already known and can provide reliable and 
comparable qualitative data.  
 
Focus Groups can provide a dimension that is simply unavailable with a traditional survey as 
the interaction between participants can lead to new issues being identified. The combined 
effort of the group will produce a wider range of information, insight, and ideas than the 
responses of a number of individuals when these replies are secured privately. A bandwagon 
effect often operates in a group interview situation, in that a comment by one individual often 
triggers a chain of responses from the other participants. A signature aspect of a focus group 
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is the objective to better understand the group dynamics that affect individuals’ perceptions, 
information processing, and decision making. [6] 
 
3.  Results and Discussion 

3.1. Questionnaire 
A questionnaire was designed with the main focus on highlighting the current process of 
building design, importance of different design variables, factors affecting thermal comfort, 
overheating and adaptation methods to mitigate the climate change for future years. The 
questions were orientated to gauge the differences between the typical practice and the best 
practice for HVAC design.  
 
Normally, to limit the population surveyed, a sample is drawn to reflect the characteristics of 
the total population. By using a carefully drawn sample, there is an assurance that potential 
respondents have been selected in a standard, scientific manner. In this research the survey 
population was the Building Industry. The questionnaire was distributed via the fortnightly 
electronic newsletter of a building services professional body to all of its members. The 
resulting drawn sample therefore attempts to reflect the characteristics of the total population 
involved in the designing, structuring and engineering of buildings.  
 
In this instance a total number of 42 people actually responded to the survey but as expected it 
was a diversity of professionals consisting of Architects, Electrical/Mechanical Engineers, 
Technical Directors, Energy Consultants and Sustainability Engineers. Although the 
responses were self selected and few in number, they still appear to suggest some trends 
within the Building Industry. The distorting effect of differential response rates has long been 
recognised as a limitation on inferences drawn from questionnaires in social research. Bias 
may arise even where the response is 100% and it is commonly understood that even where 
questionnaire response is poor, correlational studies are affected only by loss of degrees of 
freedom or precision [7]. In instances where the response rate is low or non neutral with 
regard to the topic of investigation, it is held that the conclusions suffer only from an 
increased sample variability, rather than from a substantial problem of bias.  Increasing the 
response rate does not necessarily improve the precision of survey results [8] 
 
Fig. 1 shows the hypothesis that emerged from the 31 responses to one of the questions of the 
questionnaire. It can be seen that the most important drivers in HVAC design are those of 
Building Characteristics, Available Budget, Comfort Criteria and CO2 Emissions.  Weighted 
scoring of these responses provides a method for evaluating the priority level of an individual 
at a glance. Weightings with values of 4, 3, 2 and 1, corresponding to very important, 
important, least important and not considered, respectively, were assigned to the columns. It 
can be seen that the Building Characteristics and Available Budget are the top rated 
parameters, followed by Comfort Criteria, Life Cycle Costs and CO2 emissions. Plant Space 
and Ease of Installation are the least voted parameters. 
 
Thermal comfort in a room is determined mostly on the basis of room air temperature, 
followed by external temperature and occupant activity. When asked about the incorporation 
of summer conditions of future climates into the design process, 77% of the professionals 
admitted including it, but only 33% implemented any measures to overcome future summer 
overheating. It emerged that adaptation is not always a part of the designing process but in 
some instances where it is, window opening, moveable internal blinds, air-conditioning and 
occupant control are highly regarded. It is also seen that beyond meeting Building 
Regulations and the requirement of Energy Performance Certificates, Good Practice Guides 
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and Building Research Establishment Environmental Assessment Method (BREEAM) are 
gaining priority. 
   

                   
 
3.2. Semi-structured Conversation 
The project team plans to hold at least 18 semi structured interviews, 6 of which will be 
undertaken for domestic and 12 for the non domestic sector (6 for offices and 6 for schools). 
The first round of these interviews will take place in early 2011.   
 
There have been 2 Focus Groups held so far (see Section 3.3) where opportunities to speak to 
participants were fully utilized. Each Focus Group had 6 participants comprising of architects, 
building surveyors, building services engineers, property managers, environmmental 
consultants and sustainability officers. Prior to commencing the actual Focus Group sessions, 
a semi structured discussion ensued when an initial task was set where the participants were 
provided with a list of 9 factors (same as shown in Fig. 1) from which to choose, in their 
opinion, the 3 most important drivers for HVAC design. On selection, the participants were 
asked to provide the reasoning behind their choices based on their experiences.  
 
The results of these semi structured conversations are included in this section. The generic 
message was that there are obvious design features that could and should be optimised to 
ensure efficient HVAC systems. These include Building Characteristics such as location and 
the orientation of buildings on a site, thermal insulation levels, glazing type, the use of 
shading and the use of exposed thermal mass in the structure to moderate temperature 
extremes. Some of the comments are quoted below. 
 

‘’The main one that stands out probably is the Building Characteristics - absolutely 
getting the fabric of the building right whether that’s working on an existing building or 
a brand new building’’  
 
‘’HVAC design- design it out as far as possible so Building Characteristics’’ (is the 
most important factor)’’  
 

The design process seems to rely heavily on the Available Budget as some respondents agree  
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that money is usually the driving force behind the decisions made and other issues are only 
secondary. 
 

‘’If we have all the money in the world we could do everything but we can’t - so 
Available Budget restricts it all’’ 

 
‘’Available Budget, I spend all of my day discussing designs with different developers to 
minimise spend on budget’’ 

 
‘’Available budget because there is precious little of it’’ 

 
Most of the professionals agree on CO2 emissions to be the most important driver as it is seen 
as a significant problem currently and in the future. Different councils have different CO2 
emissions criteria and designers have to follow it by choosing fuels source that will produce 
minimal emissions. Some people are of the view that buildings are for people and whichever 
way the buildings are designed, comfort should be the main priority.  
 

‘’CO2 emissions because it seems to be a significant problem we are going to have in 
the future’’  

 
 ‘’As the designers we have responsibility towards a cut in carbon emissions because the 

way we use buildings accounts for nearly half of all are national emission.” 
 

‘’Comfort Criteria - we are designers and we are designing to know the person and 
always take that into account whether it’s an office building or an individual’s 
requirement’’  

 
 ‘’Comfort is becoming very important in the long term especially with questions over 

what the future climate is doing’’ 
 
3.3. Focus Groups 
There will be 6 focus groups throughout the UK, 2 for the domestic and 4 for the non 
domestic sector (schools and offices). To date, 2 Focus Groups on overheating in the domestic 
sector have been held as explained in section 3.2. Focus Groups were conducted in Edinburgh 
and in London to ascertain the differences in regional and  climatic variations that would have 
an impact on the attitudes and experience of the participants. There is no magic number and 
more is not necessarily better, although holding 2 focus groups with similar group 
characteristics may place the results on firmer ground in relation to the patterning of the data. 
This is because it would suggest that the differences observed are not just a feature of a one-
off group, but are likely to be related to the different characteristics of participants reflected in 
the selection [9]. A total of 6 research questions were explored in detail in these sessions but 
only some of the main themes that emerged are included in this paper and are as follows:  
 
There is general agreement that the UK is in a comparatively good position as far as 
overheating in dwellings due to climate change is concerned. From the quotes given below 
one can observe the difference in trends due to regional variation. It is clear that there is little 
or no concern of overheating in Edinburgh (Scotland) whereas, although not regarded as an 
important issue in London (South England) it is nevertheless borne in mind that with suitable 
measures, this problem can be prevented. 
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 “Currently, Overheating is not necessarily seen as a problem as we do not tend to 
install air conditioning in to domestic buildings as a norm’’ (Edinburgh Focus Group) 

 
‘’The UK is really in a privileged position as far as Overheating is concerned, with 
suitable interventions one can get both cooling in the summer and heating in the 
winter’’(London Focus Group)  

 
No significant attention is being paid to future overheating in the domestic sector. Strategic 
decisions from the outset are essential. Getting the fabric of the building absolutely right for 
both existing buildings and brand new buildings is imperative thus dealing with what you can 
within the building characteristics/fabric and then looking at what you need to add in to the 
building to overcome any overheating problems. Typical comments are: 
 
 ‘’Building Characteristics top of my list because we are trying to make (these) strategic 

decisions from the outset’’ 
 

‘’Building Characteristics obviously dictate whether you need HVAC for the start, 
whether you have to work from where you are or where you want to be” 

 
 “You have to get more mass into buildings to try and soak it up and redistribute it at 

times of the day when it’s more beneficial’’  
 
 ‘’Some house builders have kind of set parameters for a fabric designed solution for 

reducing carbon and energy output”  
 

‘’Building Characteristics - that’s the most important - it’s about reducing mechanical 
ventilation in the building - to maximise the way that natural ventilation can work well 
and also simply without being overly complex’’  

 
For normal domestic developments the envelope design is deemed critical and construction 
elements seem more of a concern to future climate than overheating. Improvements in 
windows are required as double glazed windows still let in and let out substantial heat. By 
moving to a proper standard triple glazed passive house window, conditions can be 
maintained where no matter the external temperature, internal conditions can remain stable. 
Experience dictates that the main driver in people to overcome overheating will be legislation. 
A full impact will only be achieved if stipulated in Building Regulations.  
 
 ‘’Until we have to do it we won’t do it, the money is not there and nobody is going to 

spend over the top” 
 

‘’We are driven by legislation in terms of what criteria we have to actually meet and 
our question is whether legislation is actually accurate where it’s driving us to’’ 

 
‘‘If there is no legislation saying that you have got to do it at the moment you just have 
to use the latest national calculation methodology software and that’s got a bit of 
overheating and that’s all people will do’’ 

  ‘’Every time we build one of these buildings we are almost building a little experiment 
based on legislation’’  

There is a fundamental need to inform the user. Building Regulations can change and   
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buildings can become more and more efficient but it is imperative to also educate in order to 
change user habits. Habit means that thermostats are set at the same level even though a 
reduction of a couple of degrees would also be perfectly acceptable.   
 
 ‘’Our behaviours have got to change- The barrier is actually the values of our society 

and the literacy of our society to the changing climate as much as it is about 
regulations’’ 

 
 ‘’We can change the Building Regulations and buildings can become more and more 

efficient but people don’t change their habits so how much of this energy is going into 
the building fabric needlessly?’’ 

 
  ‘’We are technical people, we come up with technical solutions and we are forgetting 

that there are people living in these places who may not understand’’ 
 
All participants agree that the weather will get warmer in the future, which although alarming 
is ignored, as it is not considered an issue at the moment. Some participants said that they 
preferred to keep their ‘heads in the sand’ in the hope that it can be avoided until it is no 
longer their problem. The prevalent feeling is that probability is the only way forward to deal 
with future predictions otherwise people will want proof. If a tool is to be provided, that 
specifies the overheating risk of a building, as part of an overheating analysis based on 
probabilistic climate projections, it needs to be really simple and understandable.  
 
 ‘‘There is no intrinsic value to creating a better building or a more energy efficient 

building at this moment in time’’ 
 
 “Yes it’s going to get warmer but not in my lifetime so I don’t need to bother about it - 

it’s my children’s problem they can deal with it”  
 
 ‘’Climate Change and Overheating is actually quite difficult at the moment to calculate 

anything on but the construction element is even worse - how can we design better 
buildings and better details’’ 

 
‘‘The Probability aspect is probably the only way that you can model it - you have to 
have those variables and perhaps some kind of benchmarks. 
 
‘’The Tool needs to be a form where you can add it to the way you model the building 
as it stands’’ 

 
4. Conclusions 

The Low Carbon Futures project relies on feedback from the Building Design Community to 
design a tool that can predict the risk of future overheating in buildings. This paper presented 
the initial findings of a qualitative investigation performed to gain insights into some of the 
decision making process. An important aspect of this study was to get the feedback of the 
Building Industry, surrounding aspects of HVAC design. As with any other branch of science, 
the validity and reliability of the measurement tools, needs to be rigorously tested to ensure 
that the data collected is meaningful. Depth of qualitative information may be difficult to 
analyse for example, deciding what is relevant and what is not. This investigation has 
therefore adopted the triangulation approach to analyse the resulting data from 3 modes: A 
questionnaire, semi- structured conversations and focus groups.  
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The Questionnaire results have suggested that the Building Characteristics and Available 
Budget are the top rated parameters, followed by Comfort Criteria, Life Cycle Costs and CO2 

emissions. Semi-structured Conversation with 12 experienced professionals indicated that the 
reduction of CO2 emissions is the lead factor as it is a regulatory requirement. The majority 
agreed that many problems could be solved if a building is designed properly taking into 
account Building Characteristics. Available Budget and Comfort Criteria also play a key role 
in this aspect. Analysis of the Focus Group discussions revealed that the initial decision needs 
to be made on the building characteristics and then what is to be added in to the building to 
design the HVAC system needs to be addressed. There is a need to get the fabric of the 
building absolutely right whether that is working on an existing building or a brand new one.  
 
The Triangulation methodology adopted herein seemed successful in validating the suggested 
hypothesis from the questionnaire by confirming it with the findings of the focus groups and 
the semi structured conversation. Since this is an initial analysis, these issues will be fully 
explored and on a larger scale with the semi- structured interviews taking place in early 2011 
and with more focus groups.   
 
After the initial questionnaire and focus groups there is a strong suggestion that currently 
overheating is not considered as a critical element when designing or refurbishing new and 
existing domestic buildings. However, the use of probabilistic climate information has been 
heard with interest inferring that a probabilistic approach may be the way forward to tackle 
the unpredictable nature of the weather in the coming years. The unanimous belief was that 
until the building industry is forced to consider climate change they will not do it. It is also 
accepted that a tool, based on probabilistic predictions, that is a simple add on to existing 
techniques will be well-received.  
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Abstract: Urban physical environments will face up to the challenges posed by global climate change. Various 
software packages for urban environmental simulation have been created to aid predictions of design 
performance under climate change conditions as understood today. However, the outputs from these simulation 
packages present great difficulties for planners, architects and urban designers working in urban neighbourhood 
projects. Furthermore, designers lack proper tools to bring the outdoor and indoor simulation results together to 
form an integrated picture at the urban neighbourhood level. It is vital that designers are enabled to achieve such 
a holistic understanding of their design consequences simply because those indoor and outdoor environments are 
constantly interconnected with each other. This paper presents this pilot study on setting up an environmental 
visualization methodology of global climate change at a local scale and how it can be applied to a real urban 
neighbourhood development project proposed for a site in the City of Cairo, Egypt. The result shows an initial 
step of addressing the urgent need for a practical visualization modelling platform accessible to urban designers, 
architects, and decision makers towards sustainable urban forms. 
 
Keywords: Urban neighbourhood, Outdoor-indoor climate coupling, Sustainable urban neighborhood 
developments. 

1. Introduction 

Urban climatology is an interdisciplinary field related to urban form design. Its complexities 
have prevented applying climate knowledge within the urban planning process and practice 
(Oke 1984; Eliasson 2000; Ali-Toudert, Djenane et al. 2005; Oke 2006; Ali-Toudert and 
Mayer 2007b; Fahmy and Sharples 2008b; Fahmy 2010a).Recently the challenges posed by 
global climate change have attracted intense research attention world-wide (McEVOY 2007; 
Levermore 2008; Fahmy 2010a). Due to the long shelf-life of carbon dioxide in the 
atmosphere, much of the climate change over the coming decades has already been 
determined by historic emissions (Hulme, Lu et al. 2002). Additionally  statistics show that 
urban environments caused 75% of pollution and 20 percent of carbon dioxide emissions is 
caused by transport which constitutes 50% of global warming  (Barton 1995 and Levermore 
2008). Scientists believe that greenhouse gas concentration is increasing global 
warming(Radhi 2009).Climate change, and increasing urbanisation will mean that, for the rest 
of this century, urban thermal comfort will become an increasingly important issue for many 
city residents. The increased use of air conditioning is not available as a long term solution as 
it will, not only discharge more waste heat into the urban environment, but will also add to 
CO2 emissions (Fahmy and Sharples 2010b).  
 
Oke (1999) highlighted the meteorological locations and their importance on urban 
microclimate, this means a weather data files (WDF) of typical meteorological years is 
measured at weather stations. WDF is used for indoor and outdoor thermal performance 
simulations by many models either in their EPW, WEA, EPS-r formats to provide hourly data 
of the whole year or a STAT format to provide an averaged hourly data of the months (DOE, 
2009; Radhi, 2009 and Fahmy et al., 2009). This hourly WDF contains the different measured 
hourly meteorology for a specific location extracted from 30 years ago. WDF  represents  
meteorological parameters e.g. dry bulb temperature, wet bulb temperature, relative humidity, 
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Specific humidity, direct normal radiation, diffuse horizontal radiation, and global horizontal 
radiation illuminance. 
 
The intergovernmental panel for climate change (IPCC) has recently drawn attention to the 
significant warming of capital cities across the world. Understanding the influence of the 
emissions on air quality motivates the planners to use near-term scenarios. “Near-term 
adaptation and mitigation analyses can be matched to conventional planning time scales, can explore 
opportunities and constraints given institutional and technological inertia, and can play an important 
role in integrating climate change considerations into other areas of management and policy.”(IPCC 
2007). There are several methods capable of creating near-term scenarios of climate change. 
One of these methods is weather data morphing methodology which manipulates historical 
weather data for climate scenarios. This will be provided by Climate Change World Weather 
File Generator, which generates future WDF for 2050(IPCC 2010).   
 
In this research, ENVI-met 3.1 simulation software is used to relocate the measured 
EnergyPlus Weather (EPW), and generate an accurate WDF.  Furthermore, ENVI-met 3.1 
takes into consideration the influence of urban neighbourhood elements e.g. buildings, soil, 
vegetation, and trees. Finally, the generated WDF is used in CC World Weather Gen Tool and 
ECOTECT 2011. Simulation method is important to visualize the effect of outdoor thermal 
environment on indoor environment(He, Hoyano et al. 2009). Therefore this paper aims to 
assess the potential of this methodology in a pilot study, which supports climate change 
conscious urban neighbourhood design. 
 
1.1. Methodology 
The outdoor assessment of urban form is carried out by using the numerical model ENVI-met, 
which simulates the microclimatic changes within urban environments. The relationship 
between buildings and urban climate can be understood through the connection between 
indoor and outdoor thermal, comfort which have shared issues (coupling methodology)(Ali-
Toudert  and Mayer 2006). The relationship between buildings and urban climate can be 
understood through the numerical coupling methodology. that connects between indoor and 
outdoor thermal performances (Fahmy et al., 2009).  

Fig.1. Methodology process based on WDF of present day and future.  
The methodology has been carried out in four stages (Fig.1): Firstly, the outdoor simulation of 
an urban neighbourhood by numerical modeling to obtain present day outdoor meteorological 

613



data which in turn affects the neighbourhood indoor conditions. ENVI-met 3.1 BETA4 is 
used to generate fine-tuned meteorological parameters at different heights of a building unit 
by placing snapshot receptors around the unit to obtain the near walls present day climate 
conditions for the building. Secondly, for the indoor simulation and thermal analyses of the 
prototypes residential clusters, ECOTECT 2011 is used for its computability with the various 
used software packages. ECOTECT uses EnergyPlus as a core for the calculation of thermal 
interactions in a specific location using EnergyPlus Weather data file, EPW. Cairo’s EPW file 
is compiled from about 30 years of meteorological measurements in Cairo International 
Airport weather station, which ENVI-met results were added to the urban settings effects and 
represented in a new EPW file, fig.1.Thirdly, given the outdoor-indoor coupled simulations 
performed on a common set of meteorological parameters. We can plot (a) outdoor ground 
contoured maps for thermal comfort extracted from ENVI-met, and (b) multiple indoor 
thermal profiles along the building unit compartments using ECOTECT. Finally, a Web-
based 3D virtual model of the entire urban neighbourhood is built to insert both the ENVI-met 
outdoor mapping and ECOTECT indoor profiling results. Viewers are thus able to perceive 
the combined results from (a) and (b) via interactive navigation through the 3D virtual urban 
neighbourhood. These simulations software can be used to calculate and assess comparative 
environmental impacts by 3D master planning of urban form. This can be applied to present 
and future weather by generating morphed data to be used with building performance 
simulation. Eventually, for an executable regeneration policy, such 3D illustrations can be 
accessed over the Web to support both policy and decision makers for further investigations 
to avoid the negative impact due to the future global warming by upgrading and regenerating 
urban forms. For the preparation of a morphed weather data files in the Energy Plus format, 
CCWorldWeatherGen1.4 will be used and the previous steps for the new future weather data 
file will be repeated. (CCWorldWeatherGen 2010). 
 
2. Case study description 

Due to the expected large area of a selected case study, field work including measurements is 
not a suitable method of assessment for the existing situation. Particularly, the simulation 
process will be repeated many times with different conditions. The selected Case study is in a 
new compound development at the east of the existing old city in Cairo. The new 
development is an ongoing project held by DAMAK Company, fig.2. The master plan 
contains repeated prototypes which consist of 3 floors. Four single semidetached building 
units in different locations in the neighbourhood were chosen, Table1.  
 
Table1. Detailed model description of the case study. 

Parameter Detailed model(1,2) Detailed model (3,4) 

Total area 540 m2 500 m2 

No. of floor 3 floors 3 floors 

Ext. walls 0.25m brick 20 mm plaster inside  0.25m brick 20 mm plaster inside  

Int.walls 0.25m brick 20 mm plaster inside  0.25m brick 20 mm plaster inside  

Floor height 3.2m 3.2m 

Orientation North to south East to west 

Roof 20 tiles 20 mortar 50 sand 150 mm 
concert 

20 tiles 20 mortar 50 sand 150 mm 
concert 

Glazing 6 mm single glass 6 mm single glass 

Thermal zones Multi zones Multi zones 
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Fig.2.map of new Cairo in the east of existing 
old town, the location of Case study and 
airport(DAMAC 2000). 

 

3. Results and analyses 

Scenarios use simple models to measure the existing climate projections. This gives 
comparable results to the full three dimensional climate models. There are limitations of these 
scenarios; Firstly, the scenarios should not be considered forecasts or predictions, but 
representative scenarios. Secondly, these scenarios support scientific research to test their 
implication for adaptation and mitigation. Thirdly, there are uncertainties about using future 
scenarios particularly for emissions profiles. There are new techniques are developed for 
translating emissions and uncertainty analyses.(IPCC 2007)In this respect the morphing 
methodology used in CC World Weather Gen, which might include uncertainties due to wind 
information unchanged, but other modified meteorological parameter in the new WDF 
provide an acceptable level of knowledge (McEvoy 2007). Another sort of uncertainties can 
be expected through the applied software cycle by feeding the tool output to another with a 
converted file extension between them. However, there was no other way to check such 
methodology, because all models in literature visualize separately both outdoor and indoor 
simulation. In addition, architects, and planners need to communicate this software process 
for climate knowledge. This might height the gap between outdoor and indoor invironmental 
simulation software. 
 
3.1. Outdoor simulation  
The three dimensional model ENVI-met 3.1 BETA4 was chosen to simulate comfort 
quantities and the meteorological factors within an urban microclimate model. Our three 
dimensional model ENVI-met requires a few input parameters which are entered to a 
configuration file. Whenever the simulation starts to calculate the meteorological factors e.g. 

Weather data 
file modified 
from ENVI- met 
at the case study 
location. 

Cairo airport is the location of the 
Weather Data File is provided by the 

        
   

 

 

Fig.3.Visualization 
of metrological 
data of urban 
neighborhood:  
a. Relative humid. 
b. air temperature 
c. Tmrt               
d. wind speed. 
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wind speed and direction, air and surface temperature, air humidity, short- wave and long-
wave radiation fluxes, in addition to the mean radiant temperature which is needed for 
comfort analyses. The Simulation date was on 1st of June, because it is the typical summer 
day and started at peak time from10:00 to 1600. After the simulation finished by 3D 
numerical model ENVI-met 3.1 Beta 4, we had three outputs: firstly, the maps which 
illustrate the different metrological factors by colors; secondly, receptors file which are used 
to generate an accurate WDF instead of the one provided by the USDOE, which was 
measured at the Cairo Airport, about 30 km away from the study site; and finally, extracted 
data for every hour of the simulation, fig.3. 
 
As can see in Fig.3, there is a higher temperature at outer and inner roads. Wind speed at the 
outer roads is higher than the inner roads because wind direction is blocked by the buildings. 
Additionally, specific and relative humidity are lower inside the neighbourhood. This will 
lead to a lower mean radiant temperature. Eventually all the previous conditions will affect 
pedestrians’ thermal comfort. The comparison among the meteorological data influences the 
thermal comfort of the urban neighbourhood, therefore air temperature, specific humidity, 
wind speed, relative humidity and mean radiant temperature are the parameters which control 
the urban neighbourhood thermal comfort. 
 
3.2. Indoor simulation 
Four housing units in different locations of the neighbourhood were selected and the closed 
thermal zones of every model inside ECOTECT 2011 built. The provided weather data file by 
ENVI-met used into the simulation. Eventually, the detailed model built by 3D MAX in 
separated floors and the resulted thermal maps by ECOTECT attached into the model, fig.4.  
 
3.3. Coupling outdoor and indoor 
Outdoor and indoor simulations are held and followed by 3DMAX to collect the different 
results in a rendered thematic model with a detailed terrain and elements of microclimate, 
(Fig.4). Then the models were grouped into different categories. E.g. group 1 contains the 
urban terrain and separated floors of the detailed modes, group 2 for the ENVI-met outdoor 
simulations and group 3 for ECOTECT indoor simulations. Finally, a Web-based 3D virtual 
model of the entire urban neighbourhood was built through VRML, X3D and made available 
on the web via the  uCampus platform (Peng and Blundell Jones 2004). 

 
Fig.4 Bring outdoor and 
indoor simulation together 
(a) & (b) illustrate the 3D 
virtual model.(c)Air 
temperature predicted by 
the morphed 2050 
scenario and (d) Air 
Temperature of present 
day.(c) and (d) illustrate 
the difference in 
temperature, not only at 
inner roads, but also at all 
spatial urban canyons, 
due to the increase in air 
temperature in the 2050.  
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Apply coupling methodology and compile 
new EPW file using weather file converter 

Prepare morphed EPW files for a climate 
change scenario  

Outdoor Simulations using ENVI-met 

Study CO2, energy demand and indoor 

conditions using indoor simulation package 

Repeat same methodology presented in fig. 
1 of this paper for WDF 2020-2050-2080 

Following the work of Fahmy et al., (Fahmy, Trabolsi et al. 2009), as ENVI-met does not 
have the capability to simulate indoor climate (it just deals with it as a heat sink through 
steady state conduction), ECOTECT 2011(AUTODESK 2010) was used to investigate the 
means of indoor climate conditions for the case study. ECOTECT has built a  comprehensive 
3D interface over EnergyPlus v3.1 (USDOE 2009), as an architectural dynamic modelling 
platform has simulated indoor thermal interactions. The meteorological factors (air 
temperature, wet bulb temperature, relative humidity, global radiation, short-wave direct and 
diffuse radiations and wind speed) for all site outdoor grids were added in their cells in a 
comma separated Value (CSV) file extension. This allows easy editing of the climate hourly 
data in an Egyptian Typical Meteorological Year (ETMY2) weather data format which can be 
used for Egypt, (USDOE 2009). In this study, WDF was used basically as an energy plus 
format, EPW, and EnergyPlus converter tool, which was used for conversion after writing new 
hourly data in the (CSV) file. 
 
4. Generating Future Weather Data File (WDF) 

A numerically air Temperature map (Ta) was plotted as an example of the 3D thematic maps, 
which was based on the morphed WDF for 2050 scenario and present day, fig.4. Climate 
conditions scenarios was through the weather data morphing methodology that was provided 
by CC World Weather Gen Tool which WDF 2020-2050-2080 e.g. WDF Of 2050, fig.5.  

 
 
 
 
 
 

Fig.5. part of the weather data morphing (01/06/2050) contained meteorological factors e.g. dry bulb 
temperature, Dew point, Relative humidity, Atmospheric pressure   
 
5. Implications for present and future urban developments 

In a hot climate country like Egypt many 
planning projects have been produced and 
executed to cope only with population growth 
 (Ali 2003). Particularly in Cairo, the 
overwhelming population growth rate did not 
allow the chance for full environmental studies 
for both the built and the natural environment, 
whereas buildings and open spaces have to be 
adequately climate responsive. Through the 
methodology, which visualizes the coupled 
outdoor-indoor climate condition, the 
construction market stockholders can have an 
idea about the whole thermal performance and 
energy consumption, Fig.6. 
 

Fig.6: Climate change based outdoor-indoor 
coupled 3-D visualization methodology modified 
after Fahmy (Fahmy 2010), p-175.  
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6. Conclusion and future studies  

This study has not developed a tool, but has carried out the process manually. This paper 
could lead to new software which enables architects and planners to realize the relationship 
between outdoor and indoor conditions. This methodology identifies the gaps between 
simulation software, and how a new system can be developed to connect these results.  
Therefore, comparison between different design alternatives would become possible, as will 
measuring thermal comfort efficiency of the urban neighbourhood. 
 
This paper has investigated an approach of the combination between micro climate scale 
using ENVI-met and building scale using ECOTECT, and illustrated the importance of the 
interaction between outdoor – indoor thermal comfort. 3D virtual modeling supported 
planners, companies and civil society. Firstly, for visualizing the numerical calculation 
results; secondly, for developing outdoor – indoor coupling methodology, and understanding 
the comparison between present and future meteorological data; and thirdly, realizing the 
climate change conscious urban neighbourhood design. 
 
Further research should draw attention to the prevailing wind due to the simulation for the 
typical summer day of the hot arid conditions in Cairo, which is noticed that the wind 
direction is blocked by some buildings, and consequently the canopies’ air temperature 
increased and affected pedestrians’ thermal comfort. Therefore future studies should focus on 
improving the spatial distribution of wind velocity by changing building shapes & tree lines 
and using green roads techniques. 
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Abstract: The greenhouse gas (GHG) balance or carbon footprint of biofuels, generally calculated by life cycle 
assessments (LCA), is heavily influenced by the modeling of land use changes (LUC). This includes direct land 
use changes (DLUC) and indirect land use changes (ILUC). Various methodical approaches for the integration 
of ILUC in LCA have recently evolved. In this study several approaches for calculating ILUC and the effects on 
GHG balance are compared. These are economic modeling, deterministic modeling and regional modeling. 
Papers published on this topic since 2007, when the ILUC debate began, are reviewed considering the following 
main criteria: methodological approach, uncertainties of assumptions, and the level of the GHG emissions due to 
ILUC. The results show that the existing approaches lead to strongly divergent results. This is due to 
uncertainties about relevant assumptions, e.g. the methods of linking commodity prices to ILUC, assumptions 
about yields, soil carbon contents, and the effect of by-products. These uncertainties and other methodological 
inconsistencies, e.g. the allocation issue with respect to displacing vs. displaced crops, imply that further 
research is needed and that current methods are not robust enough for adoption in regulation. 
 
Keywords: Biofuels, Greenhouse-gas balance, Life cycle assessment, Indirect land use change, EU policy 

1. Introduction 

The worldwide expansion of biofuel production is being driven by several forces; these 
include, first and foremost, rising oil prices, promotion of a secure energy supply, and rural 
development [1]. In the European Union (EU), the reduction of GHG emissions in the 
mobility sector has been another important factor, leading to national policy objectives 
designed to increase the biofuels share ([1, 2]). To ensure that biofuels achieve a significant 
reduction in GHG emissions, the Renewable Energy Directive (RED) indicates that a life 
cycle GHG emissions reduction of roughly 35% as compared to fossil fuels is necessary; 
otherwise, biofuels will not be counted towards attainment of the quota. By 2017, this 
increases to a 50% reduction vs. fossil fuels [3]. Other regulations, e.g. the US Energy 
Independence and Security Act (EISA) of 2007, include similar reduction targets [4]. These 
objectives are met by most of the biofuels if LUC are not considered [5]. In 2007, however, in 
the context of increasing food prices, LUC linked to biofuel expansion became a topic of 
public discussion; the same year, EISA directed the US government to develop a LCA for 
biofuels that includes DLUC and ILUC [6]. The 2009 RED similarly directs the European 
Commission (EC) to investigate “the inclusion of a factor for indirect land-use changes in the 
calculation of greenhouse gas emissions” [3]. As a consequence of such political pressures, 
but also a growing interest in research into LUC issues, a number of ILUC studies have 
recently been published (e.g. [5, 7-16]).  
 
Biofuel production-related DLUC occur when a previous land use especially a natural habitat 
is converted to bioenergy crop production. The conversion of grassland, tropical rain forest or 
peat bogs into agricultural land will generally lead to a release of additional carbon dioxide 
over several years or even decades [17]; these GHG emissions are often referred to as the 
“carbon debt” of biofuels. Depending on the previous land use, the time needed to repay this 
carbon debt through annual savings in GHG emissions vs. fossil fuels can range between zero 
and 423 yr [17]. Feedstock cultivation on degraded lands with low carbon contents, on the 
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other hand, can lead to a sequestration of carbon dioxide (e.g. [5, 18]). According to the IPCC 
[19], emissions due to LUC are generally allocated across the yields of 20 yr when calculating 
the emission factor for DLUC; however, since carbon contents depend not only on land use 
but also on tillage methods (e.g. [7,20,21]), soil texture, and hydrological and climatic 
conditions [22], the use of default emission factors, such as those provided by the EC, is quite 
imprecise − there is a lack, in particular, of reliable data on GHG balances for biofuels 
cultivated on degraded land [23].  
 
ILUC occur when biofuel feedstock cultivation replaces other crops and, consequently, 
natural habitats are then converted to arable land to meet the demand for the displaced 
commodities [8]. Inclusion of ILUC in GHG balances is more difficult than with DLUC 
because of the high system complexity: ILUC are tied to global market dynamics. Some 
scientists assume that if a crop is displaced, the prices for this crop will increase and farmers 
will react by creating new arable land [24]; however, because of increasing global market 
prices, ILUC can occur anywhere in the world – not only in the country where biofuels are 
being produced ([8, 9]); in such situations, measuring these effects at the regional level is not 
sufficient. Likewise, national regulations, e.g. customs, subsidies or trade restrictions, also 
influence prices and trade flows and thus ILUC [25]; hence, a consideration of global prices 
alone is also not sufficient. Moreover, biofuel production is a multi-product system: by-
products, such as dried distillers’ grains with solubles, also accrue; these can substitute for 
fodder crops and thus reduce total land demand ([26-28]). Furthermore, forces other than 
agricultural expansion, such as timber harvest and infrastructure development (e.g. road 
building), also drive LUC [7]. ILUC-specific methodologies are thus needed. Currently three 
basic approaches to quantify ILUC exist: economic models, i.e. partial or general equilibrium 
models, that provide for calculation of ILUC (e.g. [10,11]); deterministic or descriptive-causal 
models, which attempt to estimate ILUC based on a set of simplified assumptions (e.g. [5]); 
regional models that try to take into account regional influences on ILUC [25].  
 
Purpose of this work is to present a systematic overview of the body of literature in the area of 
ILUC research and to assess its influence on the GHG balance of biofuels. Therefore in the 
present article, these different approaches for calculating ILUC and the effects on GHG 
balance are described and compared.  
  
2. Methodology  

For this purpose the relevant literature (since 2007) relating to this topic was identified and 
evaluated; some grey literature was also considered when appropriate. The following three 
main criteria for evaluation were considered: methodological approach, uncertainties of 
assumptions, and the level of the GHG emissions due to ILUC. For the purpose of comparing 
the various approaches, some conversions were necessary; in these cases, conversion values 
(e.g. carbon contents) were taken from the original literature. The study further addresses the 
question and extent of ILUC integration into EU policy and poses questions for further 
research and development. A clear response to the question of the extent to which ILUC 
influence the GHG balance is not offered, but the study does address their relevance; the 
advantages and disadvantages of the various methodological approaches are also indicated. 
 
3. Results  

3.1. Economic modeling of ILUC 
Both partial-equilibrium models (e.g. FAPRI, AGLINK, IMPACT, CAPRI) and general-
equilibrium models (e.g. GTAP, LEITAP) are used to project ILUC [12]. Partial-equilibrium 
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models are based on linear relationships between prices, demand, and production in the 
agricultural market, whereas general-equilibrium models model the whole world economy 
(e.g. interactions of the agricultural sector with chemical industries) [12]. In general, 
economic modeling of ILUC follows three main steps. First, the economic model is given a 
so-called biofuel shock or policy shock, i.e. biofuel production is increased; the model 
projects the effects of nationally increased biofuel production on global commodity markets 
and on additional land requirements. In this step, the model also provides indications as to the 
countries in which additional land will need to be converted. In the second step, LUC are then 
mapped to specific land-cover types (e.g. grassland, forest), based on historical patterns of 
LUC. Finally, biophysical models are used to project the GHG emissions from land use 
conversion. The size of the shock allows GHG emissions to be attributed to a specific quantity 
of biofuels. Nearly all studies calculating ILUC by means of economic modeling found that 
ILUC significantly influence the GHG balance of, at a minimum, first-generation biofuels 
([10-13]). Current investigations indicate that second-generation biofuels could lead to a 
negative ILUC effect [29]. Since the various models used different shocks respectively, it has 
not been possible to compare results for recent years; therefore, at the direction of the EC, 
modelers calculated the crop area changes for specific biofuels scenarios [12]. The results 
show that the range of crop area changes is quite high: for the EU biodiesel scenario, for 
example, the values range between 242 and 1928 kha Mtoe-1 (see Table 1) [12] . 
 
Table 1. Minimum and maximum values of LUC calculated with different economic models (source: 
authors, based on [12]) 

Scenario Minimum  Maximum  
(kha Mtoe-1) Model (kha Mtoe-1) Model 

EU biodiesel scenario 242 AGLINK 1928 LEITAP 
EU ethanol scenario 223 IMPACT 743 LEITAP 
US ethanol scenario 107 IMPACT 863 LEITAP 
Palm oil scenario 103 GTAP 425 LEITAP 
 
These deviations are caused by assumptions about input data made at each stage of the 
modeling. Many assumptions are uncertain and therefore differ among the models [9]. First, 
the extent to which farmers will react to rising prices by increasing yields through irrigation 
or fertilization is uncertain [24]; whether extra emissions due to the use of additional 
fertilizers are accounted for is also uncertain [12]; moreover, feedstock yields vary among the 
models, particularly in expansion areas [12]; the extent to which reductions in food 
consumption will take place as a consequence of increasing food or fodder prices is also 
unknown. Likewise, the share of additional crops saved by by-products differs among the 
models; one reason for this are differences in the methods of calculation: in GTAP and 
LEITAP, by-products are accounted for by substitution on the basis of relative prices; other 
models, such as CAPRI, account for them through physical replacement ratios [12]. 
Additionally, controversy exists about the extent to which production is shifted from countries 
with high yields to relatively less developed countries with lower yields [12] and about the 
share of forest and grassland conversions [9]; and, finally, as mentioned previously, emission 
factors related to LUC are also uncertain. To characterize ranges for the GHG emissions of 
different scenarios, we multiplied the ILUC values in kha Mtoe-1 taken from Edwards. et al. 
[12] (see table 1) and carbon dioxide emission factors using three different values for soil C 
emissions: 40 tC ha-1 as an average value and 10 and 95 tC ha-1 as lower and upper values (cf. 
[11, 12]).  Fig. 1 shows that the range for the EU biodiesel scenario, in particular, is quite 
large, whereas those of the EU and US ethanol scenarios as well as that for palm oil are 
narrower. Results for the EU ethanol scenario range between 14 and 309 g CO2 MJ-1 due to 
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LUC. Since the default carbon footprint of fossil fuels is set at 83.8 g CO2e MJ-1 in RED, it 
can be assumed that this scenario and likewise the EU biodiesel scenario will not lead to a 
35% GHG reduction in comparison to fossil fuels.  
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Fig. 1. Range of CO2 emissions due to LUC calculated on basis of results of various economic models 
Maximum and minimum LUC values resulting from economic models in ha Mtoe-1 [see Table 1] were 
multiplied with typical C emission factors 40 tC ha-1[error bars: 10 tC ha-1, 95 tC ha-1] – authors’ 
calculations, based on Edwards et al. [12]. 
 
3.2. Deterministic modeling of ILUC 
The second main approach is called deterministic or descriptive-causal modeling. These 
models are simplified calculations based on explicit assumptions and are usually realized with 
a spreadsheet calculator. In general, these models use cause-and-effect logic to describe 
system behavior. One example of this approach is the ILUC factor developed by the Institute 
for Applied Energy, in Germany [5]. A crucial assumption in this model is that ILUC can be 
estimated by looking at the exported products relevant for the bioenergy sector, e.g. soy, corn 
(maize) and palm oil. Calculations are based on 2005 product exports, but for the purpose of 
simplification, only key regions, such as Argentina, Brazil, the EU, Indonesia, Malaysia, and 
the USA, are considered; these countries are responsible for more than 80% by mass of the 
global trade in the respective commodities [5]. Using the mass of commodities traded divided 
by the respective country-specific yields, the area needed to produce these products was 
calculated. From the sum of all land use for agricultural exports, each country’s proportionate 
share could be derived – the “world mix.” Next, additionally needed areas were combined 
with country-specific assumptions about the specific DLUC associated with the production of 
the export commodities. Following the application of conversion factors from IPCC, the 
interim results were then weighted according to each country’s share of the “world mix,” 
resulting in an ILUC factor of 13.5 t CO2 ha-1a-1 [5]. This means that 1 ha of bioenergy 
feedstock production displaces 1 ha of previous production. The authors suggest three 
different levels of ILUC (25%, 50%, and 75% of the theoretical ILUC factor), as they 
anticipate yield increases and assume that a share of the expansion occurs on degraded lands 
[5]. Fig. 2 breaks down the level of CO2 emissions by type of biofuel, country of production, 
and prior land use. The high level of GHG emissions when ILUC are included means that 
most biofuels will not achieve the GHG reductions called for in the RED [5]. Compared to the 
results of economic modeling (see Fig. 1), the results for CO2 emissions due to DLUC, plus 
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the differing ILUC factors calculated with this approach, are low for biodiesel but in the same 
range for ethanol if calculated with 40 tC ha-1.  
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Fig. 2. CO2 emissions calculated on basis of a deterministic model (figures from Fritsche et al. [5]).  
 
Another deterministic model, developed by Plevin et al. [9], attempts to characterize a robust 
range of ILUC. For this purpose, the authors include four main parameters in a reduced-form 
model: net displacement factor (NDF) (ha converted land / ha biofuels), average emission 
factor (Mg CO2e ha-1), production period (yr) and fuel yield (MJ ha-1yr-1). Setting an upper 
and lower value for these parameters, based on the literature, the ILUC emission factor for US 
corn ethanol ranges between 10 and 340 g CO2e MJ-1, which is similar to the range as 
calculated according to Edwards et al. [12] (see Fig. 1). The results suggest that the NDF 
accounts for the major part of the variance in the ILUC factor; it includes the effects 
mentioned above, e.g. price-induced yield increases, relative productivity of land converted to 
cropping, price-induced reductions in food consumption, and by-product substitutions  [9].  
 
3.3. Regional modeling of ILUC 
In Germany, another method has been discussed: regional modeling. This approach was 
developed, first, in response to criticism that other models do not properly consider the effects 
of state regulation on the global agricultural market; these can take the form of subsidies, 
customs duties, and trade restrictions (bans on import/export, etc.). Second, the deterministic 
model of Fritsche et al. [5] is limited to LUC due to product exports ([5,25]) and thus does not 
consider ILUC effects due to domestic trade, which, according to Lahl [25], must be included 
as internal trade is quantitatively more important than global trade. Lahl [25] suggests the 
following method for regional modeling: first, all LUC in a country and for a specific period 
must be ascertained. Country-specific CO2 emissions (ERLUC) are then calculated for the 
respective carbon stocks in vegetation and soil, before and after conversion. In order to 
calculate the share of the various biofuels in total emissions, the change in biofuel production 
is divided by the change in agricultural production in total and multiplied by ERLUC. Next, 
the portion of total emissions due to DLUC is subtracted, and finally, the remaining emissions 
are allocated to the “originator,” which can be separate farms or regions. In some cases a 
correction factor for by-products or transnational effects must be included. To determine 
whether transnational effects are relevant for a specific country, one should look for a drop in 
agricultural import levels for recent years and an absolute value of the reduction in 
agricultural imports higher than the absolute value of the increase of agricultural exports [25]. 
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An application of this model is not yet known. A method of economic modeling that 
combines regional aspects with economic modeling was applied to the biofuels sector in 
Brazil [10]. Methodologically, a land-use change model was linked with a partial equilibrium 
model of the agricultural sector economy and a dynamic global vegetation model. Using these 
models, it was determined that in Brazil ILUC influence the GHG balance of biofuels much 
more than DLUC [10]. 
 
4. Discussion and Conclusions 

LUC are of central importance for the GHG balance of biofuels. For the purpose of GHG 
mitigation, the EC is directed to consider inclusion of an ILUC factor in the calculation of 
GHG emissions of biofuels. Currently, three main approaches, economic modeling, 
deterministic modeling and regional modeling, exist for calculating ILUC. The results of 
these methods vary greatly – by a factor of more then ten, but nearly all methods indicate that 
ILUC increase GHG emissions significantly. With respect to the relevance of ILUC, they are 
thus unambiguous and call into question the viability of biofuels as a climate protection 
instrument. Many of the results suggest that most of the currently available biofuels will not 
reach the GHG reduction targets of the RED after inclusion of ILUC. The effect of biofuel 
specific ILUC factors may be critical with respect to their attainment of the mandated 35% 
reduction in GHG emissions vs. fossil fuels; this in turn is decisive for whether a specific 
biofuel is to be included in the intended biofuels share of total fuel consumption; thus care 
needs to be taken with the development of such a factor. 
 
The deterministic model from Fritsche et al. [5] indicates that oil palm biodiesel and 
sugarcane ethanol are accompanied by lower ILUC effects than biodiesel produced from 
rapeseed and ethanol from wheat and corn. Results from economic models exist for only a 
few biofuel scenarios; thus it is not yet known whether deterministic and economic models 
will lead to corresponding results for specific biofuels. Characteristic of all ILUC modeling is 
that input data and assumptions are often uncertain. Some uncertainties are present in all of 
the methodologies, in particular, assumptions about CO2 emission factors for various LUC; 
feedstock yields, particularly in expansion areas; extra emissions due to fertilizing to increase 
yields; and the share of extra crops replaced by by-products. In some models, by-products are 
accounted for by substitution on the basis of relative prices; other models account for them 
through physical replacement ratios [12]. It is possible to set default values, e.g. CO2 
emission factors, or calculation types, e.g. for the consideration of by-products as in RED [3]; 
this would lessen the deviation between the outcomes of the different models but also limit 
possible results. Additional uncertainties exist specific to the type of model. For economic 
and deterministic models, this includes assumptions about the extent to which production is 
shifted from countries with high yields to relatively less developed countries with lower 
yields, the share of forest, grassland and wetland that will be converted, and the levels of 
reductions in food consumption that occur as a consequence of increasing food or fodder 
prices. Furthermore, economic models do not take into account market distortions due to 
national policy [25]. Missing or dubious land-use rights in specific countries may also affect 
ILUC. This is not taken into account in economic and deterministic modeling. For the 
deterministic model from Fritsche et al. [5], the main question is whether it is sufficient to 
calculate ILUC on the basis of exported products or whether internal trade should also be 
included. Regional modeling can probably provide more precise information about real ILUC 
effects in specific countries; it can also be a suitable method if countries or farms that allow 
ILUC are to be sanctioned. However, availability of regional data is a precondition for this 
method and applications of the regional methods remain largely unknown. Each of the current 
models thus has its pros and cons.  
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Before establishing a specific method for calculating ILUC or setting default ILUC factors via 
regulatory policy, these methods should first be improved and applied to various scenarios 
and regions. Information and data about ILUC effects in specific regions, especially, are still 
lacking and need to be further explored. Some theoretical considerations are also necessary 
before ILUC should be accounted for in policy regulation: From the point of view of LCA, a 
precondition for the comparison of two products, e.g. biofuels and fossil fuels, are consistent 
boundaries for both systems; therefore, when calculating GHG balances including ILUC, 
other indirect effects arising from the production and use of biofuels and fossil fuels, e.g. 
price-induced increases or decreases in fuel consumption (cf. [30]), should be analyzed and 
similarly included. Furthermore, in most of the current methods the product previously 
cultivated does not receive any of the GHG emissions due to DLUC if it is displaced; once 
again, from the point of view of LCA, this is questionable because all environmental impacts 
should be allocated on all accruing products in the systems being analyzed.   
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Abstract: In this study, we perform an integrated analysis to calculate the potential increases in forest biomass 
production and substitution as an effect of climate change and intensive management. We use the BIOMASS 
model to simulate change in Net Primary Production due to climate change. Then we estimate the development 
of forest biomass growth and harvest by using the HUGIN model, the change in soil carbon stock by the use of 
the Q-model, and the biomass substitution benefits by the use of an energy and material substitution model. Our 
results show that an average regional temperature rise of 4 °C could increase annual whole tree forest biomass 
production by 32% and harvest by 29% over the next 100 years. Intensive forest management including climate 
effect could increase whole tree biomass production by 58% and harvest by 47%. A total net reduction in carbon 
emissions of up to 89 Tg C and 182 Tg C over 100 years is possible due to climate change effect only and due to 
climate change plus intensive forestry, respectively. The carbon stock in standing biomass, forest soils and wood 
products all increase, but the carbon stock changes are less significant than the substitution benefits.  
 
Keywords: Forest biomass, Carbon, Bioenergy, Construction material, Intensive forestry 

1. Introduction 

Increasing atmospheric concentration of greenhouse gases (GHGs) increase earth’s surface 
temperature [1]. The Intergovernmental Panel on Climate Change (IPCC) [2] affirms that the 
temperature increase will be greater in the higher latitudes. The regional climate model by the 
Swedish Meteorological and Hydrological Institute (SMHI) [3] based on IPCC B2 scenario 
projects a 4 °C average temperature increase in north-central Sweden in the next 100 years.  
 
The increasing temperature has significant impact on physical systems. It provides a longer 
growing season for the trees and favorable conditions for photosynthesis that stimulates Net 
Primary Production (NPP) [4]. Thus, an increased temperature is expected to produce more 
biomass in the boreal forests [5]. Although the boreal forest is considered as less productive 
due to low soil temperature and low nitrogen availability [6], production can further be 
increased by adding nutrients, by species change, and by changes in management practices [7, 
8]. As a result, there will likely be larger harvest levels available in future. 
 
The increased forest biomass can be used as a substitute for fossil fuels and carbon intensive 
materials to reduce carbon emissions through several mechanisms [9]. Using biomass to 
substitute for fossil fuels directly avoids fossil carbon emissions, except to the extent that 
fossil fuels are used to operate the biomass system [10]. Using biomass to substitute for 
carbon-intensive materials may reduce carbon emissions by lowering fossil energy use during 
the manufacture of products, by avoiding industrial processes emissions, by increasing carbon 
stocks in wood materials, by using biomass residues to replace fossil fuels, and possibly by 
carbon sequestration or emissions from wood products deposited in landfills [11, 12]. 
 
This paper describes an integrated assessment of the potential forest biomass increase as an 
effect of climate change and intensive forestry practices in north-central Sweden, and 
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potential climate change mitigation with increased biomass use. Using five scenarios for 
forest production and two scenarios for biomass utilization, we estimate the increased biomass 
production, its harvest level, and carbon benefits from the substitution of non-wood materials 
and fossil fuels. We also estimate the carbon stock changes in standing biomass, soil, and 
wood products, and finally quantify the overall carbon balance for each scenario.  
 
2. Methodology  

2.1. Study area 
This study considers Jämtland and Västernorrland, two counties in north-central Sweden. The 
area lies from 61° 33’ to 65° 07’ N latitude and from 12° 09’ to 19° 18’ E longitude. The 
forest land area is about 3.5 and 1.9 million ha, respectively. Of this area, productive forests1 
excluding protected areas cover about 2.6 million ha and 1.7 million ha, respectively [13].  
 
2.2.  Climate change 
IPCC Special Report on Emission Scenarios (SRES) [14] describes potential GHG emissions 
pathways during the 21st century based on the main driving forces of GHG emissions, 
considering their underlying uncertainties. Our regional climate scenarios are based on the 
IPCC B2 global scenario, corresponding to moderate emissions of GHGs leading to an 
atmospheric CO2 concentration of 572 ppm by the year 2085, with model RCA3 (The Rossby 
Centre’s regional Atmospheric model) that uses a grid of approximately 50 km x 50 km. The 
RCA3 model uses global driving variables from the general circulation model 
ECHAM4/OPYC3 [15] covering the period of 1961-2100. Climate projections for north-
central Sweden are for an increase in average annual temperature of 4 °C by 2100 [16].  
 
2.3.  Scenarios 
We compare forest biomass production in a Reference scenario that assumes the current forest 
management practices without any climate change effect, and four scenarios that include 
climate change effect: Current, Environment, Production, and Maximum, (Table 1). 
 
 Table 1. Overview of scenarios analyzed in this study.  
Scenario  Climate Forest management goals Biomass use 
Reference No change Reference (current management) Stem wood or whole tree 
Current Change Current management  Stem wood or whole tree  
Environment Change Fulfill environmental goals Stem wood or whole tree 
Production Change Increase biomass production  Stem wood or whole tree 
Maximum Change Maximize biomass production  Stem wood or whole tree 
 
The Current scenario assumes a continuation of current forest management practices. The 
Environment scenario assumes the fulfillment of additional environmental goals, e.g. 8% of 
total forest land is set aside for reserves, and 14% of total forest land is given special 
environmental care. The Production scenario uses additional silvicultural practices, e.g. 
improved genetic material plantation, soil scarification, selection of tree species, increased 
traditional fertilization and a balanced nutrient supply [8]. The Maximum scenario uses 
silvicultural practices to maximize the production by replacing of Scots pine with lodge-pole 

                                                           
1 Non-productive forests are defined as forests with production capacity less than 1 m3 per ha and year. 
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pine (Pinus contorta) and by adding balanced nutrient supply in young stands of lodge-pole 
pine and Norway spruce. The effect of a lower and higher precipitation is considered in the 
scenarios and had no significant effect on production in northern Sweden [4]. The scenarios 
are described in more detail in [17]. 
 
2.4. Forest production modeling 
The process-based growth model BIOMASS describes the processes of radiation absorption, 
canopy photosynthesis, phenology, allocation of photosynthates among plant organs, litter-
fall, and stand water balance in a tree [18]. BIOMASS uses Swedish National Forest 
Inventory (NFI) database and current temperature for Reference scenario and increased 
temperature based on RCA3 climate model (see Section 2.2) for the estimation of NPP. 
Values of daily precipitation are used in NPP simulations. The parameterization is valid for 
mesic soils, and the effects of water deficits would be more pronounced on drier sites [7]. 
Water deficits seem to be at a low level in simulations, since extremely dry summers didn’t 
occur in the data set, which could lead to substantial losses in production. Output data on NPP 
from the BIOMASS are used to determine the growth functions in the HUGIN model [5, 17] 
an empirical model for long-term forecasts of timber yield and harvest level [19]. It uses 
sample plots from NFI, defining initial conditions for the model in order to describe the forest 
conditions during the development of young stands, their establishment, and the sivicultural 
treatments. The growth simulators in HUGIN are valid for all forest land in Sweden, for all 
types of stands, with a wide range of management alternatives [19].  
 
2.5. Soil carbon modeling 
The Q-model describes changes in soil carbon stock based on litter inputs, soil temperature, 
and the decomposition of litter fractions [20]. It uses old carbon in the soil, litter inputs from 
standing trees, thinnings and harvests, and soil carbon from fine roots. The decomposition in 
response to temperature is calculated as in Ågren et al. [21] and Bosatta and Ågren [20]. For 
more details see [5].  
 
2.6. Biomass use modeling  
The harvested biomass in thinnings and final fellings is assumed to substitute non-wood 
materials and fossil fuels. In the “stem wood” option we assume that 95% of coniferous stem 
wood (>20 cm diameter) is harvested and used as construction material to replace reinforced 
concrete [5, 11, 17]. The small stems and processing residues of coniferous trees, and all 
deciduous stem wood, is used as biofuel. In the “whole tree” option, in addition to stem wood 
use, 75% of branches and tops, 25% of needles, and 50% of stumps are harvested and used as 
biofuel [5, 11, 17]. Biofuel is assumed to replace coal in stationary plants.  
 
2.7. Forest operations and fertilization 
We account for emissions from fossil fuels used for forest management activities including 
stand establishment, thinnings, final harvest of round wood, and forwarding and transport of 
round wood to mills [22]. GHG emissions associated with production and use of fertilizers 
include CO2, N2O and CH4 and are converted to CO2 equivalent using global warming 
potentials (GWP) over a 100-year time horizon [1]. Primary energy use and GHG emissions 
for the production of Skog-CAN fertilizer (27-0-0) and Opti-Crop fertilizer (24-4-5) are based 
on Davis and Haglund [23]. The amount of fossil fuel used for fertilizer application by 
helicopter is based on Mead and Pimentel [24]. 
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3. Results and discussions 

3.1. Forest biomass production and harvest 
Figure 1 shows the annual forest biomass production and harvest in all scenarios at the end of 
the study period. The annual whole tree biomass production in the Reference scenario is 12.8 
Tg year-1 at the end of the study period compared to 11.0 Tg year-1 in the beginning of the 
study, a 17% increase during the 100-year period. The corresponding increases for the 
Current, Environment, Production and Maximum scenarios are 49%, 40%, 53%, and 75%, 
respectively. Thus biomass production increases in the Current, Environment, Production and 
Maximum scenarios are respectively 32%, 23%, 36% and 58% greater compared to the 
Reference scenario increase. The whole tree harvest in the Current scenario increases by 31% 
more and in the Maximum scenario by 50% more than the Reference scenario. The increase in 
stem wood biomass production for the Maximum scenario is 57% greater and the harvest is 
54% greater compared to the Reference scenario.  
  

 
Fig. 1. Annual forest biomass production and harvest (Tg year-1) in all scenarios at the end of the 
study period in Jämtland and Västernorrland. 
 
Figure 2 shows the cumulative biomass harvest for all products in different scenarios during 
the 100 year. Stem wood is the largest fraction, while stumps are the second largest. The 
stump values might be slightly overestimated because of the Marklund’s revised function [25] 
that estimates stump biomass based on spruce stumps which likely overestimates the 
deciduous tree stumps [5].  
 

 
Fig. 2. Cumulative biomass harvest (Tg dry matter) for all products in the different scenarios during 
100-years in Jämtland and Västersorrland. 
 
The increased production in the Current scenario is caused by climate change, while in the 
other scenarios are the results of climate change plus intensive forestry practices such as 
species change, fertilization, and intensive silvicultural action [5].  
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3.2. Carbon stock in standing biomass, forest soils, and wood products 
Annual carbon stocks in living tree biomass, soil and harvested wood products with whole 
tree harvest increase in all scenarios (Fig. 3). Maximum scenario has the largest carbon stock 
in forest biomass, followed in descending order by Environment, Production, Current and 
Reference scenarios. Maximum scenario has the largest soil carbon stock, followed by the 
Reference and Production scenarios. Caron stock increases slowly in the Environment and 
Current scenario after 30 years compared to the other scenarios (Fig. 3). Wood product 
carbon stock is also largest in Maximum scenario, followed by the Production and Current 
scenarios, while Environment and Reference have smaller. The larger carbon stock is due to 
larger volume of stem wood harvested and used as building materials, however, after the life 
span of buildings, the carbon stock may stabilize due to the demolition of old buildings [17]. 
 

 
Fig. 3. Annual carbon stocks (Tg C) in living forest biomass, forest soil, and wood products in the 
different scenarios during 100-years in Jämtland and Västernorrland. Note differences in scale. 
 
Table 2. Average annual avoided carbon emissions due to forest biomass use (Tg C y-1) during each 
10-year period for Jämtland and Västernorrland. 
  2010-

2019 
2020-
2029 

2030-
2039 

2040-
2049 

2050-
2059 

2060-
2069 

2070-
2079 

2080-
2089 

2090-
2099 

2100-
2109 

Reference Scenario          
Stem wood 3.8 3.7 3.6 3.7 3.9 3.9 3.9 4.0 4.0 4.2 
Whole tree 4.9 4.7 4.8 4.8 5.1 5.1 5.0 5.1 5.1 5.4 

Current Scenario          
Stem wood 3.9 3.8 3.8 3.9 4.3 4.4 4.7 4.7 5.1 5.6 
Whole tree 5.0 4.9 5.0 5.1 5.6 5.7 6.1 6.1 6.5 7.1 

Environment Scenario                 
Stem wood 3.6 3.6 3.6 3.7 4.0 4.1 4.3 4.5 4.8 5.0 
Whole tree 4.6 4.6 4.7 4.9 5.2 5.3 5.5 5.7 6.1 6.4 

Production Scenario                   
Stem wood 3.9 3.8 4.0 4.2 4.6 5.0 5.3 5.4 5.8 6.2 
Whole tree 4.9 5.0 5.2 5.5 6.0 6.4 6.7 6.8 7.3 7.8 

Maximum Scenario                    
Stem wood 3.9 3.9 4.1 4.3 4.7 5.0 5.5 5.7 6.0 6.6 
Whole tree 5.0 5.0 5.4 5.6 6.0 6.4 7.0 7.2 7.6 8.4 

 
3.3. Biomass substitution 
Biomass substitution is largest in Maximum scenario (Table 2). The cumulative avoided 
carbon emission due to use of stem wood and whole tree biomass for Maximum scenario is 
497 and 635 Tg C, respectively. As Maximum and Production scenarios have larger harvests, 
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they will give larger substitution benefits. When compared to the Reference scenario, 
Maximum and Production scenarios give 136 Tg C and 116 Tg C greater benefits, while 
Environment and Current scenario have comparatively smaller substitution benefits. 
 
3.4. Carbon balance 
Cumulative avoided carbon emission over 100 years for all scenarios with the use of whole 
tree biomass is shown in Figure 4. Biomass substitution is the largest contributor to the carbon 
balance. The avoided carbon emission due to biomass substitution with recovered harvest 
slash and stumps is greater than the reduced increase in soil carbon stock in the forest due to 
harvest of whole tree biomass. The total avoided emissions in the Maximum and Production 
scenarios are 182 Tg C and 117 Tg C greater than in the Reference scenario over the 100-year 
period for whole tree biomass use. The corresponding numbers for the Environment and 
Current scenarios are 31 and 48 Tg C, respectively.  
 

 
Fig. 4.Cumulative avoided carbon emissions (Tg C) over 100- years for all scenarios with 
whole tree biomass use for Jämtland and Västernorrland.  
 
4. Conclusions 

Climate change may substantially increase the production of biomass in boreal forests. The 
production can be further increased by intensive forestry practices. The increased forest 
biomass, if used to substitute for fossil fuels and carbon intensive materials, can avoid carbon 
emissions, thus contributing to climate change mitigation. This is a negative feedback on 
climate change. The substitution potential depends on the amount and type of forest biomass 
harvest. Thus, larger biomass harvests create greater substitution potential.  
 
In this study, significant uncertainties can be observed. Net increase of greenhouse gases, 
driving the temperature change, depends on several factors as the development of the global 
population, economic growth, and on mitigation actions to be taken. The results may vary 
somewhat with differences in the temperature and other corresponding variables. Regional 
temperature increases may differ from our assumptions. Fire risk, pathogens and insect 
damage which may cause tree mortalities are not accounted in our study. The HUGIN model 
overestimates biomass in deciduous living mature trees and stumps. HUGIN does not have a 
function to calculate self thinning in living deciduous trees, which may lead to an 
overestimation of biomass in Environment scenario. Nevertheless, although these 
uncertainties may alter the exact values that we have calculated, it appears that our general 
conclusions are robust. 
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Abstract: This work technically analyzes the biodiesel production from palm, bioethanol production from sugar 
cane and biotechnological hydrogen productions as well as the GHG emissions associated with the feedstocks 
production and processing. For this purpose modeling and simulation was used in combination with ASPEN 
PLUS software and Ecoinvent database for GHG calculations derived from material and energy balances 
obtained by process simulation. Different critical stages were simulated and analyzed: fertilizers production and 
use, biofuel production and pesticide production. Results indicated the importance of considering different stages 
and how these inclusions or exclusions affect GHG balances. For instance, fossil fuel used for industrial stage in 
bioethanol production increase GHG emissions eighteen-fold. According to this work, bioethanol from sugar 
cane was the system with largest emissions while biodiesel from palm oil had lowest emissions.  
 
Keywords: Green House Gas emissions, Climate change, Biodiesel, Bioethanol, Biohydrogen. 
 
1. Introduction 

Current energy situation has reached a critical point according to different points of view: 
economical, social and environmental aspects [1]. It is necessary to find substitutes for 
conventional fuels in order to avoid environmental and social adverse effects derived from its 
non-renewability [2-6]. Usually, the best alternative to conventional fuels should be a 
substance with high calorific value, availability, easy production, transport and use. However, 
last is also limited by several social and environmental policies which can frustrate the 
possibilities to find quick and satisfactory solutions [6-7]. 
 
In the last decades it has been found as possible solution the development of biofuels as 
replacement for fossil fuels [8,9]. The biofuels are produced from different types of biomass 
and they are subject of exhaust investigations [5,8]. Today, biofuels are considered to be 
bioethanol, biobutanol, biodiesel, biogas and biohydrogen [9]. 
 
Bioethanol and biodiesel have been thoroughly investigated worldwide and a proof of this is 
the industrial plants available in America, Asia and Europe [7]. Bioethanol is produced by 
fermentation of sugars, starch crops or lignocellulosic materials [10]. Biodiesel is produced by 
extraction and methyl or ethyl- transesterification of oils contained in oleagineous plants or 
waste oils [4,8]. Regardless development level reached for these fuels it is suggested, but not 
unequivocally proven, the connection to global warming because GHG emissions with their 
production and use, specifically in agricultural stage [1-3,5,8,11,12]. Scientists hold 
unprecedented debate relating to assessment of environmental aspects in biofuels production. 
Many studies have been made, but their results have not helped to provide strong response 
and quantitative information about relationship between biofuels production and use and 
climate change using global warming potential [2,5,8]. 
 
Hydrogen is an energy source of recent consideration although it is a very important industrial 
material and its heating value and clean combustion are already well known [13-15]. 
Extensive investigation for this fuel use is a relatively new issue [16,17]. Different researchers 
focus new goals in finding biological pathways for competitive hydrogen production [16,18]. 
Currently, there is no a known biohydrogen production technology competitive compared to 
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other fuels[19-22]. The present work analyses for biohydrogen case the environmental 
assessment for dark fermentation technology. 
 
2. Methodology  

Biofuel assessment was carried out through quantification of GHG emissions associated with 
biofuel production. Input information is listed in table 1. Figure 1 shows generic process 
flowsheet for biofuels analysis. Analysis was separated in two parts: 
 
- Agricultural stage: This phase contains all GHG emissions associated with biomass 

growth. It was assumed that the respiration process during the growth of biomass absorbs 
CO2 emissions from biofuel combustion. Considered N-fertilizer was ammonium nitrate, 
P-fertilizer was triple superphosphate and K-fertilizer was potassium chloride. The used 
pesticide was carbofuran. During the mechanical harvest, the fuel used was diesel. 1.325% 
N-fertilizer was emitted as N2O to the atmosphere [5]. 

- Industrial stage: Where biomass is converted to biofuel. GHG emissions were calculated 
from mass and energy balances of the biofuel production from biomass using Aspen Plus 
® and Matlab® Softwares following rigorous models and synthesis procedures as 
described in [31,32]. Production rates were based mostly on Colombian biofuels 
production.  

 
The functional unit was megajoule of energy per biofuel produced. Comparisons between 
studies are made using the work with lowest GHG emissions for each biofuel. Below are 
described the systems studied.    
 

 
Fig 1. Process included in this work for all biofuels studied 

 
2.1. Bioethanol from sugarcane 
Information for agricultural stage was obtained from Ecoinvent database [33], which includes 
emissions from: fertilizer production, fertilizer use, pesticide uses, harvesting, 20% 
mechanical harvest. Industrial stage phase was simulated using Aspen Plus® software. 
Conversion technologies were fermentation, distillation and dehydration with molecular 
sieves. 
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Table 2. Values used in this study 

Parameter Value Reference  
Production rate (L/yr). Bioethanol from sugarcane 52,800,000  
Production rate (L/yr). Biodiesel from palm 33,400,000  
Production rate (L/yr). Biohydrogen from molasses  9,504,000  
N-P-K fertilizer. Palm. (kg/Ha) 41.2-147.8-804 [23] 
Pesticide. Palm. (kg/Ha) 1.2 [23] 
Factor emissions for N-fertilizer (KgCO2e/KgN) 8.66 [24] 
Factor emissions for P-fertilizer (KgCO2e/KgP2O5) 2.1 [24] 
Factor emissions for K-fertilizer (KgCO2e/KgK2O) 0.90 [24] 
Factor emissions for pesticide (KgCO2e/Kg) 12.98 [24] 
Factor emissions for agricultural stage. Sugarcane. 
(KgCO2e/Kgsugarcane)  

0.028 [24] 

Factor emissions for electricity (KgCO2e/Kwh) 0.306 [25] 
Isothermal compression efficiency (biohydrogen) (%) 65 [20] 
Recuperation percentage of biofuel (%) 99  
Compression pressure (biohydrogen) (atm) 200  
Maximum hydrogen production rate (ml H2/h) 13.7 [26] 
Lag-time (h) 4.04 [26] 
 
2.2. Biodiesel from palm 
GHG emissions in agricultural stage were considered for: fertilizer production and use, 
pesticide production and manual harvest. Location of the production plant was considered 
close to the field. Industrial phase was simulated using Aspen Plus ® S oftware and the 
conversion technology included oil extraction followed by transesterification with methanol, 
neutralization and distillation.  
 
2.3. Biohydrogen from molasses 
Agricultural phase was considered to be the same as sugarcane case. Molasses were obtained 
as co-product from sugar industry. Information required was taken from Ecoinvent database. 
Biohydrogen was produced by dark-fermentation using mixed culture for their production. 
Data for industrial phase was calculated using Matlab® software and the emissions 
corresponded to fermentation, separation and compression steps.  
 
3. Results and Discussion 

Figure 2 summarizes GHG emissions associated to biofuel production for each feedstock. 
According to the Figure 2, biodiesel from palm was the system with the lowest GHG 
emissions for all stages, while bioethanol from sugar cane showed the biggest GHG emissions 
in its industrial phase. The total GHG emissions for bioethanol were eight-fold related to 
biodiesel and total GHG emissions for biohydrogen is twice bigger that biodiesel.   
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Fig. 2.  GHG emissions for each system studied 

 
Figure 3 shows emissions from different works. Macedo et al [27] and Smeets et al. [28] 
calculated emissions for bioethanol from sugarcane in Brazil; Yee et al [29] calculated 
emissions for biodiesel from palm in Malaysia and de Souza et al [23] studied biodiesel from 
palm oil in Brazil; Manish and Banerjee [30] estimated emissions for biohydrogen from 
sugarcane juice in India. In figure 3 differences between all studies are observed, even in 
works considering the same biofuel production. Taking as basis work for the bioethanol 
comparisons the one of Smeets et al. [28], GHG e missions obtained by Macedo et al [27] 
were almost twice bigger while for this work were eighteen-fold bigger. Based on de Souza et 
al [23] work for the Biodiesel comparisons, GHG emissions obtained by Yee et al [29] were 
more than twice bigger while for this work was one-third bigger. GHG emissions for 
biohydrogen in this work were eleven-fold bigger than that obtained by Manish and Banerjee 
[30]. Below, the obtained results are discussed in detail for each biofuel. 

 

 
Fig. 3.  GHG emissions for different studies 
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3.1. Bioethanol 
Smeets et al. [28] study, Macedo et al. [27] study and this work differ in GHG emissions 
values. Smeets et al. [28] study reported lowest GHG emissions but in this paper were 
obtained the highest emissions. Macedo et al. [27] is considered a rigorous analysis for 
agricultural stage and took into account sugarcane burning. However, these authors assumed a 
self-sustainable plant, which implied zero GHG emissions for industrial stage. This 
assumption led to obtain low values in this stage.  
 
In the case of Smeets et al. [28] study, it was similar to the Macedo et al [27] study. They 
assumed a global approach for bioethanol impact and their results were similar to that of 
Macedo et al [27]. In this work, emissions of industrial phase are bigger because alcoholic 
fermentation generates large amount of CO2. Comparison of these works is significant 
because were made in Brazil and Colombia, countries with similar conditions. Macedo et al. 
[27] study reported twice GHG emissions and this work report eighteen fold GHG emissions 
compared to Smeets et al. study.  Industrial stage proves to be very significant because of 
CO2 emissions from fermentation. The CO2 release is a problem to be stated seriously 
specially when land use change applied (and biomass per hectare is reduced). 
 
3.2. Biodiesel 
Yee et al. [29] study is very complete. They considered for agricultural stage: planning, 
nursery establishment, site preparation, field establishing, field maintenance, harvesting, and 
collection and replanting; milling stage: Fresh Fruit Bunches extraction, stripping and oil 
extraction. For industrial phase: oil conversion with methanol.  
 
De Souza et al. [23] considered for agricultural stage: Fertilizer, pesticides, transport and 
manual harvest. For industrial phase: electricity and diesel use, methanol and catalyst; co-
products are used for energy cogeneration.  
 
De Souza et al. [23] study showed the lowest emissions while Yee et al. [29] reported the 
biggest. In this work were obtained intermediate values for emissions. Yee et al. [29] study, 
considered the largest secondary processes and, therefore, highest GHG emissions were 
obtained. Nevertheless, Yee et al [29] study was made for Malaysia while de Souza et al. [23] 
study was performed for Brazil. Using Colombian conditions then is more significant to 
compare de Souza work with the developed in this work. Taking as reference de Souza et al 
[23] study, Yee et al. [29] obtained 132% larger GHG emissions and this work reports 35% 
larger GHG emissions. Differences between De Souza et al. [23] study and these works are 
due to cogeneration and waste uses. Last, because these aspects change energy balance, and 
therefore, emissions values and rates. 
  
3.3. Biohydrogen 
GHG emissions for this work were around tenfold bigger than that obtained by Manish and 
Banarjee [30] because they considered exclusively industrial aspects and the input was 
sugarcane without any reflection of agricultural phase.  
 
3.4. Final analysis  
Agricultural stage generates significant GHG emissions because nitrous oxide and methane 
are emitted into the atmosphere and these gases have a Global Warming Potential (GWP) of 
300 and 15 t imes more than carbon dioxide, respectively. Methane and nitrous oxide come 
from fertilizers and pesticides application, explaining the importance of their application rate 
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in biofuels environmental assessment. Moreover, fertilizer production methods are essential 
for environmental evaluation. This fact explains high emissions factors (table 1) for fertilizer 
production using conventional technologies.  
 
GHG emissions for biodiesel production were greater for agricultural stage while industrial 
stage emissions were greater for hydrogen and bioethanol production. This is due to 
fermentation emissions that strongly influenced the obtained values. Carbon substrate is 
inadequate, almost from environmental point of view, and traditional biochemical pathways 
promote high emission levels.  
 
4. Conclusions  

Results indicate that the most efficient system, in terms of GHG emission balances, was 
biodiesel production from palm oil while the system with highest emissions was the 
bioethanol production. Alcoholic and acetic fermentation proved to be of great influence on 
emissions balances and demonstrating a number of restrictions if compared to other studies. 
According to results presented in this paper, bioethanol from sugarcane contribute more to 
climate change that biohydrogen from sugarcane and biodiesel from palm oil. 
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Abstract: This study assessed the impact of climate change on wheat production for ethanol in southern 
Saskatchewan, Canada. The DSSAT-CSM model was used to simulate biomass and grain yield under three 
climate change scenarios (IPCC SRES A1B, A2 and B1) in the 2050s. Synthetic 300-yr weather data were 
generated by the AAFC stochastic weather generator for the baseline period (1961-1990) and scenarios. 
Compared to the baseline, all three scenarios increase precipitation every month except July and August and 
June (A2 only), when less rains are projected. Annual air temperature is increased by 3.2, 3.6 and 2.7 oC for 
A1B, A2 and B1, respectively. The model predicted increases in biomass by 28, 12 and 16% without the direct 
effect of CO2 and 74, 55 and 41% with combined effect (climate and CO2) for A1B, A2 and B1, respectively. 
Similar increases were found for yield. However, the occurrence of heat shock (>32oC) will increase during 
grain filling under climate change conditions and could cause severe yield reduction, which is not simulated by 
DSSAT-CSM; therefore, the yield could be overestimated. Several measures such as early seeding must be taken 
to avoid heat damage and take the advantage of projected increase in precipitation. 
 
Keywords: Climate change, Wheat, Bioenergy crop, Heat shock, Seeding date 

1. Introduction 

Because of the shortage of fossil fuels and the negative impact of fossil fuel consumption on 
global climate and environment, the production of bioenergy crops as an alternative to 
traditional fossil fuels has become much more attractive to the world. Approximately 44% of 
Canada’s agricultural land is located in the province of Saskatchewan and the major (close to 
40%) crop is wheat (Triticum aestivum L.), which is a potential bioenergy crop. No matter 
what measures are taken, global climate change will continue. Since the process of 
substituting energy crops for fossil fuels would occur gradually over several decades, climate 
change will affect its production. The objective of this study was to use the DSSAT-CSM 
model to assess the impact of climate change on the production of wheat as a bioenergy crop 
grown in southern Saskatchewan. 
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2. Methodology 

2.1. Site Condition 
The site selected for this study was located on a gently sloping Swinton silt loam (Typic 
Haploboroll) at the Semiarid Prairie Agricultural Research Centre, Swift Current, in southern 
Saskatchewan. Daily maximum and minimum air temperatures and precipitation were 
obtained from the weather station located on the research site. Daily solar radiation was 
calculated using the Mountain Climate Simulator [1]. Soil property inputs for DSSAT-CSM 
(organic carbon, total nitrogen, clay and silt in percent, cation exchange capacity, pH, soil 
lower, drained upper and saturated points, saturated hydraulic conductivity, and bulk density) 
were observed on the site. The management used for simulation was a continuous wheat 
rotation under no-till with a seeding depth of 5 cm. Nitrogen fertilizer was assumed to be 
applied at a rate of 100 kg ha-1 at planting time. Seeding dates were predicted with the model 
developed by Bootsma and De Jong [2], and subsequently modified by McGinn et al. [3]. 
 
2.2. The DSSAT-CSM Model 
The Decision Support System for Agrotechnology Transfer-Cropping System Model 
(DSSAT-CSM), a widely used process-based modeling package [4], was selected for 
simulating the wheat production system. This model simulated wheat yield and biomass 
generally well in western Canada [5-7]. The wheat module of DSSAT-CSM (v4.0) was 
modified to improve the prediction of seedling emergence rate [8-9] and leaf appearance rate 
[10]. The spring wheat cultivar Biggar (Canada Prairie Spring Wheat class) was used for 
modeling because this wheat class has higher starch content and lower protein concentration 
in comparison to bread wheat class and is recognized as a viable feedstock for ethanol [11]. 
Genetic coefficients of Biggar were calibrated with the data collected by Jame and Cutforth 
[12] and tested using data from the New Rotation experiment at Swift Current [13]. In order 
to predict the long-term effect we used the Sequence Analysis of DSSAT to run the model. 
 
2.3. Climate Change Baseline and Scenarios 
Weather data during the period of 1961-1990 were treated as baseline climate. Climate 
change scenarios in 2050s (2040-2069) were projected by the third generation global climate 
model developed at Canadian Centre for Climate Modelling and Analysis (CGCM3) with the 
forcing of three greenhouse gas (GHG) emission scenarios (i.e., IPCC SRES A1B, A2 and 
B1) [14]. Synthetic 300-yr weather data were generated by the AAFC Stochastic Weather 
Generator (AAFC-WG) for the baseline period and each scenario [15]. These generated data 
were used to predict the climate effect on wheat production with the DSSAT model. Qian et al. 
[16] found that simulations of crop models with 30-yr observed and the 300-yr synthetic 
weather data generated by AAFC-WG with parameters calibrated from the same 30-yr 
observed data, in general, do not show significant differences, with regard to timing of 
biomass accumulation, crop maturity date, as well as final biomass and grain yield at 
maturity. The simulations were run with and without direct effects of increased atmospheric 
CO2 levels. The CO2 levels were 550 ppm for A1B and A2 and 450 ppm for B1 [14]. The 
hourly air temperature was calculated using the subroutine HTEMP of DSSAT-CSM [17]. 
 
2.4. Data Analysis 
Statistical analyses were done by SAS [18]. Means, lower and upper limits of the 95% 
confidence interval and standard deviation of synthetic air temperature and precipitation were 
calculated and compared among baseline and climate change scenarios by PROC MEANS. 
Predicted and calculated variables were compared between scenarios with PROC MIXED 
[19]. 
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3. Results 

3.1. Climate Change Baseline and Scenarios 
3.1.1. Precipitation 
All the climate change scenarios increased annual precipitation compared to the baseline 
period (331 mm, Fig. 1). The most significant increase is scenario A1B (55 mm), followed by 
A2 (39 mm) and B1 (37 mm). All three scenarios increase precipitation every month except 
July and August and June (A2 only), when less rains are projected. Scenario A2 was similar 
to A1B in terms of precipitation distribution except that it was markedly (10 mm) less than 
A1B in June. Precipitation for scenario B1 was generally slightly less than that of A1B, 
except in July and August when B1 had more rain than A1B. 
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Fig. 1. Monthly precipitation under baseline and three scenarios and difference between baseline and 
scenarios.  
 
3.1.2. Air temperature 
Air temperature in all climate scenarios was increased compared to the baseline climate (Fig. 
2). Scenarios A1B, A2 and B1 had 3.2, 3.6 and 2.7 0C higher annual mean air temperatures 
than the baseline, respectively. The highest differences in temperature occurred in the winter, 
followed by summer, and relatively small differences occurred in the spring and fall. Scenario 
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A2 had the highest temperature in most of the days of the year. The change in pattern and 
difference between scenarios in daily maximum and minimum air temperatures were similar 
to that in daily mean temperature (data not shown). 
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Fig. 2. Daily mean air temperature under baseline and three scenarios and difference between 
baseline and scenarios. 
 
3.2. Phasic Development 
The predicted seeding dates under all climate change scenarios are six days earlier than the 
prediction under the baseline climate (Day 124, May 10) (Table 1). Because of the earlier 
seeding and higher temperatures, predicted dates of anthesis and maturity averaged nine and 
13 d earlier than simulations based on the baseline climate, respectively. The vegetative (from 
emergence to anthesis) and grain filling stages were shortened by 2-3 and 3-5d, respectively.  
The total time to maturity was shortened by 6-9 d. Among the three climate scenarios, the 
scenario that reduced days to plant maturity the most was scenario A2, which is associated 
with its higher temperature. 
 
Table 1. Effects of climate change on phasic development of wheat 

 Day of year  Duration (days) 

Scenario Seeding Anthesis Maturity 
 Seeding to 

emergence 
Emergence 
to anthesis 

Grain 
filling 

Seeding to 
Maturity 

Baseline 123.5az 185.2a 218.4a  11.3a 50.4a 33.1a 94.8a 
A1B 118.0b 176.7bc 205.5c  10.9ab 47.9c 28.7c 87.5c 
A2 117.8b 175.7c 203.8d  10.7b 47.1d 28.1d 86.0d 
B1 118.1b 177.5b 207.5b  10.9ab 48.6b 30.0b 89.4b 

z Within columns and depth, values followed by the same letter are not significantly different 
at the 0.05 level of probability. 
 
3.3. Biomass and Grain Yield 
Without the direct effect of CO2, the model predicted that all three climate change scenarios 
significantly increases biomass production compared to the baseline (Table 2), with A1B 
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increasing the most (28%) followed by B1 (16%) and A2 (12%). The combined effect 
(climate and CO2) increased biomass production much more, with A1B increasing the most 
(74%) and A2 (55%) and B1 (41%) being similar. Increased CO2 concentrations of 220 and 
120 ppm resulted in increased biomass production of 43-45% and 25%, respectively. The 
effect of the climate change scenarios on grain yield shows the same trend as biomass with a 
slightly higher increase rate.  
 

Table 2. Effects of climate change on biomass and grain production of wheat. 
 CO2 Biomass Grain Yield 

Scenario ppm kg ha-1 kg ha-1 
Baseline 330 5039fz  2467f  

A1B 330 6463d  3167d  
A1B 550 8753a  4349a  
A2 330 5651e  2834e  
A2 550 7813b  3978b  
B1 330 5856e  2880e  
B1 450 7104c  3520c  

z Within columns and depth, values followed by the same letter are not significantly different 
at the 0.05 level of probability. 
 
4. Discussion and Conclusions 

The estimated increase in yield under climate change is consistent with the study by Arthur 
[20] who predicted an increase in wheat yield under four climate change scenarios in 
Saskatchewan. However, caution must be exercised when interpreting the model-simulated 
results as the effect of heat stress on wheat growth is not well described by the model. Heat stress 
occurs often in wheat on the Canadian Prairies especially during reproductive growth, which 
has markedly negative impacts on yield [21]. At the grain growth stage (anthesis to maturity), 
heat stress is divided into two types according to Wardlaw et al. [22]: chronic stress (20–32°C) 
and heat shock (>32°C). Chronic stress involves a progressive decrease in kernel weight with 
increasing temperature because the increase of grain filling rate associated with the increase 
of temperature does not compensate enough for the reduction of grain filling duration [23]. In 
southern Saskatchewan, McCaig [21] found that the cumulative maximum daily air 
temperature >20°C during and after anthesis was negatively correlated with the yield of wheat. 
Heat shock can inhibit pollen growth, cause sterility and abortive grain, trigger premature 
senescence, inhibit kernel development and cause significant reduction in yield [24-25]. 
 
The occurrence of chronic stress increased for all the climate change scenarios compared to 
baseline (data not shown). Significant and more obvious increase of heat shock incidence was 
found for all scenarios (Table 3). Under the baseline climate, heat shock (>32 oC) occurred for 
only 30 hours during the first 20 days of grain filling. Heat shock occurred for 73, 87 and 56 
hours during this same period under climate change scenarios A1B, A2 and B1, respectively, 
which are 1.8-2.9 times of that under the baseline climate. Note that if daily temperature is 
used, increases of heat shock are significant, but not as tremendous as calculated by using 
hourly results. This means that under climate change conditions heat shock will occur longer 
in a day than under the baseline climate. It is obvious that heat shock will damage the kernel 
development and reduce grain yield if the future cultivars are not improved in heat shock 
resistance. This is not predicted by the model because the DSSAT-CSM model, like many 
other models, does not simulate the yield loss caused by heat shock [26]. Therefore, grain 
yield, and probably biomass, is likely overestimated. 
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Table 3. Effects of climate change on duration of air temperature surpassing 32 oC during the first 20 
days of grain filling. 

Scenario Day Hour 
Baseline 5.0dz 30.1d 

A1B 9.3b 72.8b 
A2 10.9a 87.3a 
B1 7.6c 55.5c 

z Within columns and depth, values followed by the same letter are not significantly different 
at the 0.05 level of probability. 
 
Adaptation measures must be taken in regards to the high temperature under climate change. 
One possible strategy is early seeding. This would allow wheat to mature earlier, avoiding 
heat shock which will mostly occur in July. The prediction of seeding dates in this paper 
(Table 1) was calculated by an empirical model [3] which is based on observations from 1956 
to 1984 [2]. In recent years, the adoption of no-till and stubble mulch tillage systems allows 
seeding even earlier. Therefore, if this technique is used in the 2050’s the seeding dates could 
be significantly earlier than the predicted dates. Early seeding of wheat on the Canadian 
Prairies may have other advantages, such as reducing the application of herbicides for weed 
control [27], and could possibly reduce the incidence of some insects and diseases and 
improve the timeliness of planting operations in the spring. Dormant-seeding in the fall or 
winter is another method to be considered. This is already practiced by some farmers and 
some research has been conducted [28]. 
 
Two other strategies to cope with the heat stress are breeding heat resistant cultivars [29] and 
adopting improved tillage methods. The surface residue and standing stubble in a no-till and 
stubble mulch system act as insulation and impede the exchange rate of thermal energy 
between the soil and atmosphere. The slightly higher soil moisture under this system can also 
help buffer the extremes in daily soil temperatures and reduce near-surface root heat stress. 
Merrill et al. [30] and Wang et al [25] observed that no-till mitigated heat stress of wheat and 
improved growth and yield. 
 
Although the projected increase of air temperature, especially the increase of heat shock, may 
cause yield loss, all three climate change scenarios projected an increase in precipitation. 
Proper management methods are needed to capitalize on this advantage. Fortunately, one of 
the strategies is also to seed wheat early which allows wheat to take advantage of the wetter 
spring while avoiding the drier period in July [31-32]. 
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Abstract: Thermodynamic and dynamic investigations are needed to study the sequestration capacity, CO2 
leakage, and environmental impacts. The results of the phase equilibrium and densities for CO2-sequestration 
related subsystems obtained from the proposed thermodynamic model on the basis of statistical associating fluid 
theory equation of state were summarized. Based on the equilibrium thermodynamics, preliminary kinetics 
results were also illustrated with chemical potential gradient as the driving force. The proposed thermodynamic 
model is promising to represent phase equilibrium and thermodynamic properties for CO2-sequestration related 
systems, i.e. CO2-(H2S)-H2O-ions (such as Na+, K+, Ca2+, Mg2+, Cl-, CO3

2-), and the implementation of 
thermodynamic model into kinetics model to adjust the non-ideality of species is vital because of the high 
pressure for the investigation of the sequestration process.  
 
Keywords: Carbon sequestration, CO2 storage, Thermodynamics, Dynamics, CO2 diffusion 

1. Introduction 

Storage of CO2 in deep saline aquifers is one way to limit the buildup of greenhouse gases in 
the atmosphere. Large-scale injection of CO2 into saline aquifers will induce a variety of 
coupled physical and chemical processes including multiphase fluid flow, solute transport, 
and chemical reactions between fluids and formation minerals. Thermodynamic and dynamic 
investigations are needed to study the sequestration capacity, CO2 leakage, and environmental 
impacts. Co-injection of CO2 and H2S (from flue gases and natural gas fields) may 
substantially reduce the capture and sequestration costs, and the effect of H2S on bot h 
thermodynamic and dynamic models is also needed. 
 
In thermodynamics, experimental solubility data for the CO2 in water and aqueous NaCl 
solution and for the H2S in water and aqueous NaCl solutions have been determined in a wide 
temperature and pressure range[1, 2]. However, only few experiments are for CO2 solubility 
in brines[3]. For more complicated system, there is no available experimental data. Density is 
also essential to reservoir/aquifer simulation applications. The dissolution of CO2 in aqueous 
solutions under most reservoir, aquifer, or deep-ocean conditions results in an increase in the 
density of the solution, which can induce a natural convection[3-5]. Meanwhile, the properties 
of the H2O-rich phase are also strongly dependent on de nsity, which varies greatly with 
temperature, pressure, CO2 concentration and salinity[6]. However, the experimental data of 
density for the related system are much less than those of the solubility data[7, 8]. 
 
Meanwhile, thermodynamic models have been proposed to represent the CO2 or H2S 
solubility in H2O or aqueous NaCl solutions. The models proposed by Spycher et al.[9] and 
Duan et al.[2] for CO2+H2O and CO2+H2O+salt are examples of a γ-φ approach, where an 
equation of state (EOS) is used to describe the non-ideality in the CO2-rich phase and Henry’s 
law or an activity model is used to describe the non-ideality in the H2O-rich phase. The 
inherent disadvantage of this approach is that it does not allow for estimating the density of 
the H2O-rich phase. This is not an issue in a φ-φ approach, where an EOS is used for both 
phases. The φ-φ approach has been applied to the CO2+H2O+NaCl[1], H2S+H2O[10-14] 
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systems. However, to the best of our knowledge, the φ-φ approach has never been used to 
describe the phase equilibrium and density for other or more complicated systems.  
 
Dynamic models were investigated on the basis of the available thermodynamic models, and 
sometimes the effect of ions on the CO2 solubility is neglected[15]. Moreover, the empirical 
models with the concentration difference as the driving force were used to represent the 
dynamic process[3], such as gas dissolution, diffusion, mineral dissolution and precipitation. 
All these assumptions will bring uncertainty of the simulation results. It is crucial to develop a 
both reliable thermodynamic model and theory-based dynamic (kinetics) model in order to 
provide a reliable prediction for CO2 storage in deep saline aquifers. 
 
We have been working on the related studies for several years and obtained promising 
results[8, 16-21]. Thermodynamic study is on the basis of statistical associating fluid theory 
(SAFT) EOS, and preliminary kinetics investigation is based on t he non-equilibrium 
thermodynamics with chemical potential gradient as driving force. In this work, our work on 
the thermodynamic and dynamic models is summarized, and then perspective is given. 
 
2. Modeling 

The thermodynamic properties are represented using SAFT EOS in which the dimensionless 
residual Helmholtz energy is defined as: 
 

ionchainassocsegres aaaaa ~~~~~ +++=     (1) 
 
where the superscripts refer to terms accounting for the residual, segment, association, chain, 
and ionic interactions, respectively. The model was proposed as SAFT1-RPM first, and then 
improved to SAFT2. The detailed description for both SAFT1-RPM and SAFT2 was in 
references[8, 16-20].  
 
In model, each component is modeled as one kind of segments with parameters, i.e. segment 
number m, segment volume voo, segment energy u/K, and the reduced range of the potential 
well λ. For molecule with association interactions, there are two additional parameters, i.e. the 
well depth of the association site-site potential ε, and the parameter related to the volume 
available for bonding κ. For ions, there is one additional parameter, effective diameter d. The 
mixing rules are followed those in our previous work[8, 16-19, 20 ]. 
 
To describe the CO2 diffusion in water or brine, non-equilibrium thermodynamic model was 
used in which the chemical potential gradient was used as the driving force with the following 
equation: 
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where x is the position in m, t is the time in s, f is the fugacity of a component that is 
calculated with SAFT EOS, and Deff is the effective diffusion constant that is a combination 
of a molecule diffusion and natural convection. The detail description was in reference[21]. 
 
3. Results and perspective 

To represent properties of CO2-(H2S)-H2O-ions (such as Na+, K+, Ca2+, Mg2+, Cl-, CO3
2-) up 

to high pressures, research has been carried out for several years for different subsystems.  

653



 
3.1. Phase equilibrium and properties for CO2-H2O-NaCl system 
Phase equilibrium and thermodynamic properties of CO2-H2O and CO2-H2O-NaCl system 
are very important for the CO2 sequestration, and then they were investigated firstly with the 
SAFT1-PRM model[8] in which CO2 was modeled as a molecule with three association sites, 
two sites of type O and one site of type C. H2O was modeled as a molecule with four 
association sites, two sites of type O and two sites of type H. The salt was modeled as a 
molecule composed of two charged, but non-associating, spherical segments, of which one 
represents the cation and one represents the anion. For the CO2-H2O system, only one type of 
cross association was assigned, i.e., between site of type O in CO2 and site of type H in H2O. 
Using temperature-dependent parameters, SAFT1-RPM is found to represent the density and 
equilibrium data for the CO2-H2O system, including the minimum H2O concentration in the 
CO2-rich phase in the composition (y)- pressure (P) diagram, as shown in Fig. 1 (a) at 308.15 
K. For CO2-H2O-NaCl system, an additional binary interaction constant was used, the same 
for both CO2-Na+ and CO2-Cl− pairs, which was needed to correct the short-range 
interactions. SAFT1-RPM is also found to represent the equilibrium and density data for the 
CO2-H2O-NaCl system. As shown in Fig. 1 (b), the CO2 solubility decreases with increasing 
salt concentration (molality, m, mol/kgH2O), salt-out effect, and the model captures not only 
the pressure effect on the CO2 solubility but also the salting-out effect. 
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Fig. 1.  (a) Mole fractions of H2O in CO2-rich phase (yH2O) for CO2-H2O at 308.15 K at different 
pressures (P). Experimental data[22-24]; , calculated. (b)  Mole fractions of CO2 in H2O-rich 
phase (xCO2) for CO2-H2O-NaCl at 313.15 K, different pressures (P), and salt concentration (molality, 
m). Experimental data[23, 25-27] : , calculated (m = 0.5292, 2.5, 4.0 and 5.999). ┄, calculated (m 
= 0). 
 
3.2. CO2 diffusion in brines 
Numerous investigations on the mass transfer of CO2 in high-pressure water or brines have 
been pursued to simulate the CO2 geological and ocean disposal processes. It has been 
showed that the dissolution of CO2 in brines increases the density, and then induces the 
density-driven natural convection, which then significantly accelerates the diffusion of CO2 in 
the brine. Yang and Gu[3] investigated experimentally the CO2 dissolution in brine at 
elevated pressures and described the mass transfer of CO2 in brine using a modified diffusion 
equation with an effective diffusion coefficient. The effective diffusion coefficients are two 
orders of magnitude larger than the molecular diffusivity of CO2 in water, which implies that 
the density-driven natural convection greatly accelerates the mass transfer of CO2 in brines.  
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Since the salinity of brines is low for the experimental data of Yang and Gu[3], the main 
components are Na+ and Cl-, it is reasonable to assume that the brine is the aqueous solution 
of NaCl[21]. Based on t his assumption, the CO2 equilibrium concentration was calculated 
with SAFT1-RPM and compared with those measured experimentally with good agreement, 
as shown in Fig. 2 (a). Moreover, the mass transfer of CO2 in brines was investigated further 
by chemical potential gradient model based on non-equilibrium thermodynamics[21]. Fig. 2 
(b) illustrates the CO2 concentration distribution at 300.15 K calculated with the non-
equilibrium thermodynamics and those obtained from the modified Fick’s second law. The 
difference in the concentration distribution reveals the importance to combine the 
thermodynamic model with kinetics model. 
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Fig. 2. (a): Equilibrium concentration of CO2 in brine, symbols: experimental data[3], curves: 
prediction. (b): CO2 concentration distribution. Curves: calculation with chemical potential gradient 
as driving force. Symbols: calculation with concentration difference as driving force[3].  
 
3.3. Properties for aqueous electrolyte solutions 
Properties of brines are different from different sources, and it is not always reasonable to 
assume it be aqueous NaCl solution when the effect of other ions is considerable. Generally, 
the components in brines include Na+, K+, Ca2+, Mg2+, Cl-, CO3

2-. Meanwhile, ions of Li+, Br-

, I-, NO3
-, HCO3

-, and SO4
2- play important roles in other industries. Thus, the properties of 

such aqueous electrolyte solutions were studied. In SAFT1-RPM, except the diameter, the 
parameters for electrolytes are ion-based. Later, the ion-based SAFT EOS was proposed and 
called ion-based SAFT2[19, 20]. 
 
To represent the properties of aqueous single-salt solutions in the temperature, pressure, and 
concentration ranges of 298.15 to 473.15 K, 1.013 to 1000 bar, and 0 to 6 mol/kgH2O in ionic 
strength, respectively, the short-range interaction between cation and anion was needed to 
capture the effect of pressure on the properties of electrolyte solutions. A set of parameters at 
298.15 K for 5 c ations (Li+, Na+, K+, Ca2+, Mg2+) and 7 a nions (Cl-, Br-, I-, NO3

-, HCO3
-, 

SO4
2-, CO3

2-) was obtained from the fitting of the experimental mean ionic activity 
coefficients and liquid densities of 26 aqueous single-salt solutions. An additional set of ion-
specific coefficients used in the temperature-dependent parameter expressions for 5 cations 
(Li+, Na+, K+, Ca2+, Mg2+) and 5 anions (Cl-, Br-, HCO3

-, SO4
2-, CO3

2-) was obtained from the 
fitting of the experimental mean ionic activity coefficients and liquid densities of 15 aqueous 
single-salt solutions at low pressures and temperatures up to 473.15 K.  
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For the properties of aqueous multiple-salt solutions at ambient and elevated temperatures and 
pressures, the short-range interactions between two different cations were allowed to obtain 
better representations of the solution properties. The adjustable parameter used in the mixing 
rule for the segment energy was fitted to the experimental osmotic coefficients of two-salt 
solutions containing one common anion at various temperatures and low pressures. The 
predictions of the osmotic coefficients, densities, and activity coefficients of multiple-salt 
solutions including brine/seawater are found to agree with experimental data. Fig. 3 illustrates 
the comparison of the density calculated with model and reference data[28] for aqueous NaCl 
solutions and experimental data for brines[29].  
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Fig. 3. Density (ρ) for aqueous NaCl solutions and brines. Symbols: experimental data[28, 29]; , 
calculation. 
 
3.4. Phase equilibrium for H2S-H2O system 
CO2 capture is a former step of CO2 sequestration. Research reveals that the cost for CO2 
capture is two thirds of the totally cost for CO2 capture and storage. How to cut the cost for 
CO2 capture is one of the main barriers. Generally, H2S is another main component in flue 
gases and natural gas fields, the co-injection of H2S and CO2 will substantially reduce the 
capture and sequestration costs, while it w ill also affect the sequestration capacity and the 
sequestration process (from solubility to transfer to reaction with rocks). This leads to the 
significance of the study of the thermodynamics and kinetics for H2S-CO2 related 
sequestration systems. 
 
Thus, the phase equilibrium of the binary system of H2S-H2O was represented using ion-
based SAFT2[14] in which H2S was modelled as a molecule with four association sites, i.e., 
two sites of type S and one site of type H, and sites of the same type did not associate with 
each other. The parameters of H2S were fitted to its vapor pressure and saturated liquid 
density. Cross association between the association site H in H2S and the site O in H2O was 
allowed, and two temperature-dependent parameters were used to describe this cross 
association. A temperature-dependent binary interaction parameter was used to correct the 
cross dispersive energy for this binary system. Cross parameters were fitted to mole fractions 
both in H2S-rich/vapor and H2O rich phases[30]. The model is found to represent the phase 
equilibria from 273 to 630 K and at pressure up to 200 bar[14]. Fig. 4 shows the equilibrium 
compositions. At 310.93 and 366.48 K , the vapor phase changes to H2S-rich liquid phase 
when the pressure increases up to a certain value, while at higher temperatures of 422.04K 
and 477.49K, no H 2S-rich liquid phase exists in the investigated pressure range. This 
observation is represented with the model. 
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Fig. 4. Mole fractions of H2S in H2O-rich phase (xH2S) and mole fractions of H2O in H2S-rich/vapor 
phase (yH2O) for H2S-H2O system. : experimental data[14]; , calculation. 
 
3.5. Perspectives 
To represent properties of CO2-(H2S)-H2O-ions (such as Na+, K+, Ca2+, Mg2+, Cl-, CO3

2-), the 
phase equilibrium and thermodynamic properties for CO2-H2S, H2S-H2O-NaCl, H2S-brines, 
CO2-brines system are needed to investigated further. In kinetics, the preliminary result 
reveals the importance of the combination of thermodynamic model with mass transfer model. 
While the improvement itself relates both the thermodynamic model and the description of the 
CO2 sequestration process of solubility, dissolution, transfer, and reaction with rocks. The 
implementation of the thermodynamic model into the process model to provide reliable long-
term prediction pertaining to geochemical carbon sequestration, such as sequestration 
capacity, CO2 leakage, and environmental impacts, is another main part of the further work. 
 
4. Conclusions 

Storage of CO2 in deep saline aquifers is one way to limit the buildup of greenhouse gases in 
the atmosphere, and the co-injection of CO2 and H2S may substantially reduce the capture 
and sequestration costs, and the effect of H2S on both thermodynamic and dynamic models is 
also needed to study the sequestration capacity, CO2 leakage, and environmental impacts. 
Based on SAFT EOS, the phase equilibrium and densities for H2S-CO2-sequestration related 
subsystems have been investigated and summarized. Meanwhile, using non-equilibrium 
thermodynamics in which the chemical potential difference as the driving force, preliminary 
kinetics results were illustrated. The proposed thermodynamic model is promising to 
represent phase equilibrium and thermodynamic properties for CO2-sequestration related 
systems, i.e. CO2-(H2S)-H2O-ions (such as Na+, K+, Ca2+, Mg2+, Cl-, CO3

2-), and it is 
necessary to implement the reliable thermodynamic model into kinetics model to adjust the 
non-ideality of species because of the high pressure to investigate the sequestration process. 
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Abstract: The long-term storage of CO2 using mineral sequestration is becoming increasingly interesting in 
many regions, especially where CO2 underground sequestration is considered impossible or unfeasible. Despite 
the recognised and documented advantages of CO2 mineral sequestration, twenty years of R&D work did not yet 
result in mature, economically viable technology that can be applied on a large scale. Lacking other CCS options 
while having access to large resources of suitable rock material, a route for carbonation of magnesium silicate 
mineral is currently being optimised in Finland. It involves the production of magnesium hydroxide, Mg(OH)2 
from the mineral followed by carbonation of this in a pressurised fluidised bed reactor. Although the Mg(OH)2 
production requires energy the consequent carbonation step is exothermic and the overall process could still be 
rendered energy neutral. Significant amounts of iron oxides are obtained as by-products. Carbonation levels of 
~50% of several 100 µm diameter Mg(OH)2 particles were obtained within 10 minutes at pressures > 20 bar and 
temperatures up to 500ºC. This paper reports on the latest developments of the work, addressing also process 
energy efficiency. Also, the large-scale application of this in Finland and at the locations of project partners 
abroad is briefly addressed. 

Keywords: Carbon dioxide sequestration, Mineral carbonation 

1. Introduction 

The long-term storage of CO2 using mineral sequestration is becoming of increased interest in 
many regions, especially where CO2 underground sequestration is not possible or considered 
unfeasible. At many locations worldwide very large deposits of suitable mineral, usually 
magnesium silicates (serpentine, olivine) but sometime also calcium silicates (wollastonite) 
are available. Examples for this are Finland, East-coast Australia, Portugal and regions at the 
west coast of the USA and Canada. Despite the recognised and documented advantages of 
CO2 mineral sequestration (very large capacity, no pos t-storage monitoring needed, 
exothermic overall process chemistry) the development work is still in the laboratory 
demonstration scale: twenty years of R&D work did not yet result in mature technology that 
can be applied on a large scale in an economically viable way [1,2,3]. Motivated by the slow 
deployment of large scale underground storage of CO2 or simply the availability of large 
amounts of suitable mineral, progress on mineral sequestration is being steadily made and 
reported from an increasing number of research teams and projects worldwide. Also, 
increasingly realistic understanding of usable storage capacity for underground sequestration 
is changing the relative positioning of different CCS methods [4]. As a result, CO2 mineral 
sequestration shows a cl ear trend towards scale-up and commercialisation, as is further 
illustrated by a significant number of patents awarded quite recently [5,6]. In addition, the 
issue of what to do w ith the solid product material has resulted in developments in CO2 
mineral sequestration towards both low value (land reclamation) and high value 
(pharmaceutics) applications. 

Development work in Finland, where the exothermic carbonation chemistry is the reason for 
focussing on hi gh temperature, gas/solid carbonation at elevated pressures involves 
cooperation with a growing list of international partners, such as in the Baltic states Estonia 
and Lithuania but also in the Netherlands, Portugal, UK and more recently also Canada and 
Singapore. The route for carbonation of magnesium silicate mineral as currently being 
optimised at Åbo Akademi University (ÅA) in Finland involves the production of magnesium 
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hydroxide, Mg(OH)2 from the mineral followed by carbonation of this in a pressurised 
fluidised bed (PFB) reactor. Although the Mg(OH)2 production step requires energy the 
consequent carbonation step is exothermic and the overall process could still be rendered 
energy neutral (or even negative). This energy recovery distinguishes the method from other 
routes for CO2 mineralisation. In addition, significant amounts of iron oxides are obtained as 
by-products [7]. Carbonation levels of ~50% of several 100 µm diameter Mg(OH)2 particles 
where obtained within 10 minutes at pressures > 20 bar and temperatures up to 500 ºC [8-11]. 
The production of Mg(OH)2 currently requires more heat than is generated by its carbonation, 
but nonetheless this route shows similar or better energy economics (0.9 - 1.2 vs. 1.0 - 2.3 
kWh/kg CO2 fixed) than the more straightforward route that is widely considered as “state of 
the art”, i.e., direct mineral carbonation of superheated aqueous suspensions under high CO2 
pressure [12, 1 (p. 326)]. The route via Mg(OH)2 also shows (much) faster carbonation 
kinetics than the conventional process, especially for larger particles – see below for more 
detail and results. One important benefit of the stepwise approach is that oxides of iron and 
calcium are obtained as separate by-products, such that magnesite (MgCO3) is the unique 
carbonation product. The main mineral contaminant (iron oxide) thus extracted is sufficiently 
abundant to be of interest to the iron- and steelmaking industry [13]. 

This paper reports on t he latest results of the development work where the carbonation of 
several rock types are compared, addressing the production of Mg(OH)2 and the rate and final 
level of Mg(OH)2 carbonation, and process energy efficiency. Also, the application of this for 
large-scale CO2 mineral sequestration in Finland and at the locations of our project partners 
abroad will be addressed. This includes the use of the (by-) products of the process which can 
be used for land reclamation (as is an objective in Singapore), heat storage, or iron- and 
steelmaking. Finding such uses or markets for the solid products and by-products is essential.  

 
 
Fig. 1. A schematic illustration of the mineral carbonation process under development at ÅA 
 
2. Process description: serpentinite carbonation via MgSO4 and Mg(OH)2 

The staged process under development at ÅA is schematically given in Fig. 1. As raw 
material, serpentinite rock rich in serpentine (Mg3Si2O5(OH)4) is considered (being abundant 
in Finland), although most carbonation tests have been made using a commercial Mg(OH)2 
sample. Besides this, tests were made with magnesium silicate-based rock material from 
Lithuania, Portugal, Australia and other locations [14,15]. Table 1 lists selected composition 
data for some of the materials studied. 
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Table 1. Composition of some of the magnesium silicate rock samples being studied 

Rock MgO 
(% wt) 

CaO 
(% wt) 

Fe2O3 * 
(% wt) 

SiO2 
(% wt) 

Al2O3 
(% wt) 

Others 
(% wt) 

Hitura, FI 38.1 0.5 14.8 47.6 10.0 6.2 
Vammala, FI 14.5 5.6 12.5 49.5 8.8 9.1 
Varena, LT 31.4 1.2 17.6 34.0 0.5 15.3 

Braganca, PT 35.8 < 0.1 8.2 41.9 1.2 12.9 
Great Serpentine Belt, AU 49.0 < 0.1 6.9 41.9 1.8 0.4 
* Calculated, presumably a mixture of FeO and Fe2O3, i.e. Fe3O4. 

2.1. Mg(OH)2 production 
In the first process step, (preheated) serpentinite rock is thermally treated with ammonium 
sulphate (AS) at 400 – 500 °C and atmospheric pressure for 10 – 60 minutes. A significant 
amount of the magnesium, Mg, in the rock is thus converted to sulphate, MgSO4, which is 
highly soluble in water. Unfortunately, MgSO4 cannot be directly converted with CO2 to 
MgCO3, but in an aqueous solution it can be converted to Mg(OH)2. After cooling, the solid 
from the reaction with AS is slurried in water, leaving behind unreacted mineral and insoluble 
reaction products, e.g., silica. The pH of the filtrate solution is raised to 8 – 9, precipitating 
iron and calcium (from the mineral, see Table 1) as FeOOH and Ca(OH)2, respectively, while 
increasing the pH further to 10 – 11 precipitates Mg(OH)2. For the Finnish Hitura mineral, the 
preferable conditions for extraction of Mg (and Fe) to MgSO4 (and FeSO4) are temperatures 
400 – 440 °C, for 30 – 60 minutes at S/AS = 0.5 – 0.7 kg/kg, with 60 – 66 % extraction of 
Mg. Lower temperatures and longer reaction times give a higher (relative) extraction of iron. 
Ammonia vapour, NH3, released during the thermal step is collected and used to give the 
necessary pH increases for precipitation. It is thereafter recovered for regeneration of the AS 
salt downstream, using heat from another process step. Nonetheless, the recovery of solid 
ammonium sulphate from the aqueous form incurs a not insubstantial energy penalty. 

2.2. Mg(OH)2 carbonation 
The Mg(OH)2 produced as described above is converted into MgCO3 in a pressurised 
fluidised bed (PFB) reactor at pressures > 20 bar and temperatures 450 – 600 °C. Results on 
conversion levels obtained under varying conditions (temperature, pressure, water content of 
the gas, time, fluidisation velocity) are reported elsewhere [9-11] for both the synthetic, 
commercial Mg(OH)2 material and Mg(OH)2 produced from Finnish or Lithuanian 
serpentinites. A few tests were made under supercritical CO2 conditions (pressure > 74 bar) 
which showed significantly lower conversion levels and rates, suggesting that little benefit 
should be expected from operating at such pressure levels. It was found that the Mg(OH)2 
materials produced from the serpentinites are much more reactive (as a result of a ~10× larger 
specific surface of ~45 m2/g vs. ~5 m2/g), giving conversion levels of 50 % within 15 minutes 
for ~300 µm particles. The product gas from the carbonator is a hot, pressurised mixture of 
CO2 and H2O, the solids obtained will be partly recycled for further carbonation conversion. 
Unfortunately, although the carbonation reaction is rapid it levels off at a carbonation level of 
50-55 % for the synthetic, commercial Mg(OH)2 which may be the result of calcination of 
Mg(OH)2 to MgO. However, it is noted that in order for Mg(OH)2 to carbonate, 
dehydroxylation (i.e. calcination) has to occur. Apparently, carbonation takes place at a 
slower rate than dehydroxylation, resulting in a partially calcined and carbonated product. The 
amount of Mg(OH)2, MgO and MgCO3 in samples after test is plotted in Fig. 2 as a function 
of temperature for ~ twenty experiments (CO2 pressure range 20 – 58 bar) with varying 
experiment time, fluidisation velocity, particle size, etc.  

662



 

Fig. 2. Composition of Mg-species as a function of temperature for various experimental conditions 
using a PFB reactor [11]. 

 
2.3. Process (energy) efficiency 
One of the features of CO2 mineralisation using magnesium silicates is that the overall 
chemical reaction is exothermic. However, the direct carbonation of magnesium silicates is 
too slow, too energy demanding, or otherwise economically unviable, although work on 
improving the rate of processes based on pressurised aqueous solutions is still ongoing at 
several locations [3,6]. For the process route presented above an analysis was made of the 
heat requirement of the thermal treatment of Finnish Hitura (nickel mine tailing) serpentinite 
(see Table 1) with ammonium sulphate and the heat generated by carbonation of the resulting 
Mg(OH)2. This showed that producing Mg(OH)2, at 400 – 500 °C will require 4× more heat 
than what is obtained, at 450 – 550 °C, from carbonating it. Although ~1.2 MJ/kg CO2 can be 
recovered as reaction heat the overall heat input requirements add up to 4 – 5 MJ/kg CO2, 
consuming 3 – 4 ton rock per ton CO2 [16]. An improved design using pinch analysis to 
optimise the heat exchanger network of the process, followed by process simulation with 
Aspen Plus® and exergy analysis (of the process heat input and outputs) reduces this to ~3 
MJ/kg CO2 heat input requirements while consuming ~3.1 ton rock per ton CO2. The 
regeneration of ammonium sulphate (AS), which is obtained as aqueous solution after 
Mg(OH)2 precipitation (while powdered, dry AS is used in the thermal treatment of 
serpentinite) puts a high energy penalty on the process [16]. 

It has been reported [17] that AS crystallisation from an aqueous solution can be 
accomplished at ~90 °C against a moderate heat input of ~120 kW/m3 (residence time 95 
minutes in a 0.97 m3 DTB crystalliser). Nonetheless, a less energy consuming alternative for 
the AS recovery must be found and the solid/solid extraction must be improved, not only for 
energetic reasons, but also to recover more by-products thereby reducing the amount of solid 
residue. The rather high solubility of magnesium sulphate and ammonium sulphate in water 
should allow the use of minimal amounts of water in the precipitation steps towards 
Mg(OH)2. Further improvement is obtained by optimising the different temperatures in the 
three aqueous precipitation steps. A variety of process refinements that lead to better energy 
efficiency, extraction from serpentinite, and AS recovery, was recently reported by Romão et 
al. [14] A recent study by Björklöf [18] applies mechanical vapour recompression (MVR) for 
the recovery of AS salt, making use of pinch analysis combined with chemical exergy 
analysis (in a spreadsheet calculation). The outcome of the study gives an energy penalty of 
5.54 MJ/kg CO2 fixed, expressed as exergy (using conservative data for the magnesium 
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sulphate solubility in water). Fig. 3 gives a so-called Grassmann diagram that clearly points 
out the exergy destruction in the various stages. Similar to Romão et al. [14,16] the energy 
penalty of the process (as exergy losses) was identified to arise primarily from 1) the AS 
recovery from dilute aqueous solutions, 2) the magnesium extraction using AS, and 3) the 
cooling of hot extraction products to aqueous solution temperature. 

 

Fig. 3. A Grassmann diagram of the staged ÅA process. The gray triangles represent exergy 
destruction in the various process steps and the arrows represent exergy losses. At the far 
right, the products consist of the chemical exergies of the products and the recoverable heat 
from the carbonation step. [18] 

 
2.4. Magnesium extraction and carbonation efficiency, ammonium sulphate recovery   
Besides carbonation efficiencies for Mg(OH)2 in the PFB levelling off at 50-55 % (fo r a 
synthetic, commercial sample) also the extraction of magnesium from serpentinite needs 
improvement, with extraction efficiencies obtained so far seldom exceeding 60% of the Mg 
content of the rock. For this, development work commences at ÅA, aiming at using a rotary 
kiln for the magnesium extraction, instead of using a fixed bed (“heap”) for the conversion 
because this requires higher temperatures than necessary to compensate for heat and mass 
transfer limitations. The excess temperature leads to irreversible loss of the AS salt as SO2 
and N2O. Detailed chemical reaction and solid product analysis suggest that temperatures 
should not exceed 400 ° C. The possibility of losses of AS, e.g., occluded within the solid 
residue of unreacted serpentinite, silica etc., or in the Mg(OH)2 fed to the carbonator 
(probably as NH4

+ & SO4
2- ions) was addressed by Björklöf [18]. Analysis showed that the 

solid residue contained < 0.1 %-wt nitrogen and < 0.9 %-wt sulphur which corresponds to ~ 
0.15 % and ~ 1.5 %, respectively, of the incoming AS. For the Mg(OH)2 the nitrogen – and 
sulphur contents were 0.1 %-wt and 0.8 %-wt, respectively. 

3. Implementation of the results in Finland and abroad 

Finland, like many countries in the EU, has commitments with respect to greenhouse gas 
emissions under the Kyoto Protocol and a continuation of the use of fossil fuels may be 
difficult without also implementing a CCS method. In Finland, the following schemes can be 
considered – see also Fig. 4 for industry sector integration: 
• CO2 from large-scale producers in Central / Northern Finland can be fixed using the vast 

resources of serpentinite-containing rock (estimated CCS capacity 2.5 – 3.5 Gt CO2 [19]). 
One example is Ruukki’s iron- and steelmaking plant at Raahe, which is ~110 km from 
the nickel mine at Hitura where large amounts of mine tailings are deposited. At the same 
time, large amounts of iron oxide by-products will be obtained from the rock, ready for 
use at the iron- and steelmaking plant. And, the slag by-products, most importantly steel 
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converter slag, may be carbonated to yield valuable calcium carbonates of PCC 
(precipitated calcium carbonate) quality [20]. 

 

Fig. 4.  Integrated processing for magnesium silicate carbonation, iron- and steelmaking and steel 
slag carbonation [13] 

• With most CO2 produced in Southern Finland, lower-grade minerals than found in 
Central/Northern Finland must be made use of. At several locations in South / South-west 
Finland rock with an MgO content of 10-15 %-wt were found, offering potential for 
source-sink combinations such as 

      * Vammala serpentinite for use at the coal-fired plant at Meri-Pori (distance ~ 90 km) 
* Suomusjärvi serpentinite for use at a lime kiln in Parainen (distance ~ 90 km) or at a 
power plant in Naantali (distance ~ 95 km) 
 

Also abroad the technology can be made use of, for example our cooperation with: 
• Lithuania, where significant and suitable (although maybe located somewhat deep) 

serpentinite were found in the Varena region in the South-east of the country [15] 
• In Portugal, suitable rock was located at several locations within the country [14], offering 

good opportunities for CO2 mineralisation while also the option of (on-shore) 
underground sequestration is being investigated [21] 

• Singapore, where CCS is combined with land reclamation during the next decade, using 
rock material that is imported from the region, for example from Australia [22] 

In most of the cases, except the last mentioned obviously, CO2 would be transported to the 
mineral site. On the other hand, like fossil fuels, metal ores or other raw material also rock 
transport can be feasible, with the advantage that the carbonation process can operate directly 
on the CO2-containing gases. This removes the CO2 capture step from the CCS chain. 

4. Conclusions 

The performance and efficiency (with respect to energy and chemicals recovery) of a staged 
process for serpentinite carbonation as under development at ÅA was described and assessed. 
It involves the production of magnesium hydroxide, Mg(OH)2 from the mineral using 
ammonium sulphate, AS (which is later recovered) followed by carbonation of this in a 
pressurised fluidised bed (PFB) reactor. The process can be considered to be a variety of a 
process route patented by Pundsack in 1967 [23], which is based on extraction of magnesium 
from serpentine using an aqueous solution of ammonium bisulphate (ABS). The ÅA route for 
serpentinite carbonation, instead, uses AS in a high temperature step for magnesium 
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extraction that proceeds much faster than that with ABS in an aqueous solution (<< 1 h vs. >> 
1 h) whilst also the reaction heat release from the carbonation is taken advantage of in the 
gas/solid reactor. However, recovery of solid ammonium sulphate from the aqueous form 
incurs a not insubstantial energy penalty. Thus, there seems to be a need to develop an 
alternative route to Mg(OH)2 that bypasses the aqueous stage, and/or a route in which MgSO4 
is carbonated directly, e.g., using ammonium (bi)carbonate produced from CO2 absorption in 
(aqueous) ammonia in an upstream scrubbing stage. Ammonium sulphate is a cheap and 
abundant reagent for extracting magnesium from serpentinite, but its performance must be 
evaluated under milder conditions as predicted by thermodynamics. The other technical issue 
linked with its use is the containment of NH3 in the system.  

Ammonium salts, i.e., (bi-)carbonate and (bi-) sulphate, could play an important role for 
extracting magnesium from rock material and as reactants produced from scrubbing CO2 
from process gases with chilled aqueous ammonia solutions – see for example [24]. An 
important benefit of the CO2 mineral sequestration routes that look most promising for scale-
up and large-scale application is that the expensive and potentially problematic CO2 capture 
stage can be removed from the CCS chain. This is one of the drivers of current interest for 
CO2 mineral sequestration. It is also considered for the ÅA process route, although the 
gas/solid carbonation will require CO2 partial pressures > 20 ba r. On the other hand, 
scrubbing CO2 from a power plant flue gas will introduce water and other species (and 
potential contaminants) into the process loop, eventually contaminating the sorbent. 
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CO2 capture in oil refineries – an evaluation of different heat integration 
possibilities for heat supply to the post-combustion process 
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Abstract: This paper estimates the costs of CO2 post-combustion capture for two refineries by comparing 
different alternatives for supplying the heat needed for the regeneration of the absorbent. The cost of capture 
ranges from 30 to 472 €/ tCO2 avoided, depending on technology choice for heat supply and energy penalty for 
the CO2 separation. In this study, it is concluded that process integration leads to a reduction in avoidance costs. 
However, the avoidance cost depends greatly on which system perspective is considered, i.e. whether CO2 
emission changes outside the refinery are included or not.   
 
Keywords: Carbon capture and storage, Post combustion, Oil refinery, Process integration 

1. Introduction 

The oil refining industry generates large amounts of CO2 emissions. Today and in the future, 
harder regulations (e.g. the EU ETS system and the Renewable Energy Directive) both on 
CO2 emissions from the refinery process and on the refinery products will give new incentives 
for the oil refining industry to act towards CO2 mitigation measures. However, the process 
structure of a refinery implies that even a perfect, energy-efficient refinery will continue to 
emit significant amounts of CO2. Carbon Capture and Storage (CCS) is an alternative that can 
further reduce CO2 emissions from the oil refining process. The interest in CCS has grown 
over the past years, among researchers as well as companies. Different capture technologies 
are possible: post-combustion, oxy-fuel combustion, chemical looping and pre-combustion. 
However, post-combustion is the most studied technology and is chosen in this paper as a 
promising technology since it does not require any extensive rebuilding of the existing 
refinery. Several previous studies have evaluated the costs for CCS at refineries [1-3], but 
none has been found that has investigated the costs with different heat supply options in 
combination with future energy market scenarios. Therefore, the aim of this paper is to 
examine how the avoidance costs for CO2 in refineries are affected by different heat 
integration possibilities and future energy market scenarios.  
 
In this paper, the CO2 avoidance cost for post-combustion carbon capture, with mono- 
ethanolamine (MEA), is evaluated at two case refineries in the Skagerrak region. The oil 
refining industry is rather complex and therefore often offers opportunities for process 
integration which can facilitate substantial cost reductions for the heat supply. In this paper, 
possibilities to use excess heat from the main process to supply heat to the desorption unit, 
with or without the need of a heat pump, are evaluated as well as integration of a Natural Gas 
Combined Cycle (NGCC), a natural gas boiler and a biomass boiler. Also combinations of 
these alternatives are evaluated which is described in Section 2.1.  

2. Studied systems and alternatives with related assumptions 

The first case refinery is a hydroskimming refinery (Refinery no. 1) with a crude oil capacity 
of 6 Mt/y and ca. 0.5 Mt CO2. The second is a complex refinery (Refinery no.2) with a crude 
oil capacity of 11.4 Mt/y and ca. 1.9 Mt CO2. CO2 emissions from the oil refining process 
originate from several sources. Only the largest CO2 emission sources (89% of the total CO2 
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3. Methodology 

The main methodology in this work is to combine knowledge from process integration in the 
refinery industry with knowledge about the CCS technology (similar methodology is used in 
[5]). The methodology and data collection are described by the following steps: 

 The potential for steam savings and usage of excess heat from the refinery process are 
investigated using Pinch analysis. A thorough description of the methodology can be 
found in several editions; one of the most recently updated is [6]. Heat exchanger cost 
calculations for collection of excess heat are taken from [7], and used also for 
calculations for collection of excess heat streams for heat pumping. 
The data regarding the CO2 capture unit are taken from previous studies of the MEA 
absorption process [3, 5, 8, 9]. The cost for the capture plant (excluding costs for the 
energy plant) has originally been taken from studies by Tel-tek [8] and adjusted to fit 
the refineries studied by using cost information in [9].  

 The SGT-800 is assumed to be representative for gas turbines and data are taken from 
[10]. The size of the gas turbine is scaled to fit the applications studied in this paper, 
and economic scaling is based on price levels for different NGCC sizes in [11].  

 The heat pump is designed using the software IEA Annex 21[4]. Using the chemical 
engineering plant cost index from 2010, updated investment cost is provided by the 
software.  

 Economic data for the biomass boiler case are taken from [12], including installation 
and engineering costs, and data for the natural gas boiler are taken from [5].  

 To include costs for installation and engineering, the budget prices for all equipment 
are scaled using a factor 2 (in cases when this is not already included), which is a 
mean value from [11] and [13]. For the heat exchangers, however, a factor of 3.5 is 
used [7]. Data for economic calculations for the steam turbines are taken from [14]. 

 Finally, to evaluate the costs for the different cases, future energy market scenarios are 
used. The scenarios are based on an energy market model adapted for evaluation of 
long-term investments in the process industry; a thorough description is found in [15]. 

3.1. Pinch analysis at the refineries 

The pinch analysis only includes streams that are not already integrated (i.e. streams that are 
heated and cooled with utility, e.g. air). It shows that a significant amount of excess heat is 
available at Refinery no.1. Theoretical, 54 MW is available above 129°C, and 53 between 90° 
& 129°C. In the case when the current excess heat used for district heating delivery is 
inaccessible (EH[2]) the available excess heat is less: 9 MW above 129°C, and 15 MW 
between 90°C & 129°C. In Refinery no.2 the result shows a theoretically potential of 82 MW 
available excess heat above 129°C and 145 MW between 90°C & 129°C.  

3.2. Economic calculations 

In order to evaluate the above-described alternatives, the cost of each avoided tonne of CO2 
emitted is calculated from both a company and a society point of view, in Eqs. (1-5). 
 

companyavoided

annual
companyavoided CO

C
C

,_2
,    or  

societyavoided

annual
societyavoided CO

C
C

,_,2
,    [€/tonne CO2] (1,2) 

CO2 avoided, company = CO2 before capture - CO2 after capture    (3) 
 
CO2 avoided, society= CO2 before capture - CO2 after capture + CO2 reduced by replacing electricity production   (4) 
 
Where: Cannual= Δ Cinv+Δ Crunning costs+ ΔE*pe+ ΔF*pf – Δnbiomass*pCo2 [€/year]  (5) 
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Δ Cinv = Annualised investment costs 

(including installation costs) 

Δ Crunning costs = Annual change in running 
costs except for energy (e.g.MEA costs) 

ΔE= Annual change in electricity 

ΔF= Annual change in fuel use 

Δnbiomass = Annual captured CO2 from 
biomass (from BB) 

pCo2 = Price of CO2 permits 

pf = Fuel price 

pe= Electricity price 
 

 
The avoided amount from a society point of view also includes the CO2 emissions saved from 
replacing marginal electricity production, as shown in Fig. 4. In all calculations an annuity 
factor of 0.1 and operation time of 8000h are used. All costs are calculated in 2010 prices 
levels. In this paper, CO2 emissions generated from biomass are evaluated as not included in 
the EU ETS system. However, since capturing CO2 emissions from the biomass boiler leads 
to a reduction of CO2, and since alternative use of biomass – for example combustion for heat 
and power production – would otherwise release this CO2, revenues related to the price of the 
CO2 emissions (pCO2) are allocated to the captured CO2 emissions from the biomass. 

  
Fig. 4. Description of the avoided amount of CO2.  

3.3. Future energy market scenario 

The performance of the CO2 capture investments is evaluated by using consistent energy 
market scenarios based on the tool ENPAC [15]. The scenario data are shown in Table 2. 

Table 2. Energy market parameters for the different scenario 
Scenario 1 2 3 4 5 6 7 8 

Fossil fuel price Low Low Low Low High High High High 
CO2-price [€/tCO2] 15 27 45 85 15 27 45 85 

RES-E support1 [€/MWhel] 20 20 20 20 20 20 20 20 
El price [€/MWh-el]] 56 66 81 87 62 72 87 95 

CO2 from el [kg/MWhel] 679 679 679 129 679 679 679 129 
Marginal technology for 

electricity production 
Coal Coal Coal

CCS 
Coal
CCS 

Coal Coal Coal Coal, 
CCS 

Price of biomass [€/MWhfuel] 26 31 39 56 29 34 42 60 
Natural gas price [€/MWhfuel]

 33 33 33 33 51 51 51 51 
1Premium paid to producers of renewable electricity from combustible renewable 

By using a number of different scenarios that outline possible cornerstones of the future 
energy market, robust investments can be identified and the climate benefit can be evaluated. 
Since CO2 capture is a technology under development and will most likely not be 
implemented before 2030, scenarios for 2030 are used. This case consists of eight scenarios 
which are a result of combining two levels of fossil fuel and four levels of CO2 prices.  

CO2 avoidedwith CO2 capture
+

Avoided amount (company)

Total CO2 production with CO2 capture
Captured amount (85%)

Avoided amount (society)CO2 reduced by replacing marginal electricty production

Refinery Energy plant

672



4. Resu

The resu
price of
possible

Fig. 5. T
Refinery
avoidanc

Fig. 6. T
Refinery
avoidanc

The avo
for the a

ults 

ults of the c
f the CO2 e
e income fro

The avoidanc
y no.1. Black 
ce costs. Onl

The avoidanc
y no.2. Black 
ce costs. Onl

oidance cost
alternatives 

0

50

100

150

200

250

300

350

400

A B C

€
/t

o
n

n
e

 C
O

2

0

50

100

150

200

250

300

350

400

A B C

€
/t

o
n

n
e

 C
O

2

C

0

50

100

150

200

250

300

350

400

A B C D

1

€
/t

o
n

n
e

 C
O

2

calculated a
emission ce
om perform

ce costs (from
k bars lower t
ly one bar in

ce costs (from
k bars lower t
ly one bar in

ts from a co
using exce

CD E F G A B CD E F G

1 2

CO2 avoidanc

D E F G A B CD E F G

1 2

CO2 avoidanc

D E F G A B C D E F G A

1 2

CO2 av

avoidance c
ertificates. T

ming these m

m a company
than grey ba

ndicates that 

m a company
than grey ba

ndicates that 

ompany view
ss heat and 

A B CD E F G A B CD

3 4

ce cost from a

A B CD E F G A B CD

3 4

e costs from 

A B C D E F G A B C D E

3 4

voidance costs f

costs are pre
The CO2 pr

measures at t

y and a socie
ars indicate th

the avoidanc

y and a socie
ars indicate th

the avoidanc

w are for bo
heat pump.

E F G A B CD E F G A

4 5

a company vie
(419)

(472)

E F G A B CD E F G A

4 5

a society view

F G A B C D E F G A B

5

from a compan

esented in F
rice can be 
the refinery

ety view) for t
hat the high 
ce costs for t

ety view) for t
hat the high 
ce costs for t

oth refinerie
. The avoida

A B CD E F G A B CD E F

6 7

ew ‐ Refinery 

A B CD E F G A B CD E

6 7

w ‐ Refinery n

C D E F G A B C D E F G

6 7

ny view ‐ Refine

Figs. 5 and 6
viewed as 

y.  

the different 
heating dem

the two energ

the different 
heating dem

the two energ

es, in most s
ance costs f

F G A B CD E F G

8

no.1

F G A B CD E F G

8

no.1

G A B C D E F G

8

ery no.2

A
B
C
D
E
F
G

6, together 
 an estimat

alternatives
mand causes l
gy levels are

 

alternatives
mand causes l
gy levels are

scenarios, lo
for these 

4700 kJ/kg CO2

2800 kJ/kg CO2

CO2 charge
A=EH[1]&HP
B= NGCC
C= BB
D= NB
E= EH[2]&NGCC
F= EH[2]&BB
G=EH[2]&NB

4700 kJ/kg CO2

2800 kJ/kg CO2

CO2 charge

A=EH[1]&HP
B= NGCC
C= BB
D= NB
E= EH[2]&NGCC
F= EH[2]&BB
G=EH[2]&NB

4700kJ/kg CO2

2800kJ/kg CO2

CO2 charge

A= EH(1)&HP
B= EH(3)& NGCC
C= EH(3) & BB
D= EH(3) & NB
E= NGCC
F=BB
G=NB

with the 
te of the 

 

 
in 

lower 
 similar. 

 
in 

lower 
 similar.  

owest 

673



alternatives are also robust with respect to changes in scenario data, which is due to the 
relatively small amount of electricity used and the fact that no additional fuel is necessary. 
Figs. 5 and 6 show that only if the price of CO2 emissions will become high (85 €/tCO2), and 
if excess heat is used to supply the heat demand, could investing in a capture unit be a robust 
and promising alternative. If the fossil fuel price is low at this level of CO2 price, several 
more alternatives could be promising. Moreover, the results from Refinery no. 2 show lower 
avoidance costs for almost all alternatives compared to Refinery no.1. This can be explained 
by cheaper investment costs (in relative terms) and the fact that Refinery no. 2 has the 
opportunity to increase the capacity of current boiler.  

When evaluating the costs from a society view, meaning that CO2 changes outside the 
refinery are considered, most alternatives will have much lower avoidance costs compared to 
the results from a company view; see Figs. 5 and 6. The largest impact can be seen for the 
NGCC alternative. The large generation of electricity from the NGCC implies large CO2 
savings from marginal production of electricity, especially in Scenarios 1, 2, 5, 6 and 7 when 
marginal electricity producers are coal power plants without CCS. The benefits from 
including the reduction of CO2 emissions from electricity production result in a lower 
avoidance cost for the high heating demand in almost all cases for the NGCC alternatives. 
The NGCC alternatives (in both refineries) with high heating demand (4700kJ/kg CO2) have 
the lowest avoidance costs.  
 
5. Conclusions and discussion 

The main conclusion from this study is that process integration of the capture process at the 
refinery, i.e. use of excess heat and heat pumping, can significantly reduce the avoidance 
costs for CO2 capture at a refinery and be a robust and promising alternative at high CO2 price 
levels. However, the avoidance cost depends greatly on which system perspective is 
considered, i.e. including CO2 changes in marginal electricity production or not. The 
alternatives with NGCC could be competitive if high heating demand is needed in 
combination with a high CO2 price and low fossil fuel prices (an unlikely combination).     
 
Previous research by [1], [2] and [3] examining CO2 capture at refineries reported capture 
costs in the range 50-120 €/tCO2. This study’s estimates range between 30 and 472 €/ tCO2 
avoided. However, the previous studies have all used natural gas CHP to supply the extra 
energy needed, and in this study that alternative ranges from 45 to 168 € /tCO2 avoided. It 
should be noted that the estimated costs in other studies arise from different assumptions and 
the costs can be calculated per CO2 captured or CO2 avoided (as in this study and in [1] and 
[3]). First, different values for the desorption heat are used in the different studies: 2800 kJ/kg 
CO2 in [3] , 4700 kJ/kg CO2 [2] and undefined in [1]. Second, the values for the different 
costs (e.g. investments and fuel) also arise from different assumptions. In this study, for 
example, fuel and electricity costs are calculated from future energy market scenarios. 
Moreover, in this study the transport costs are not included: however, studies by [16] indicate 
that the costs for transport and storage are around 15-25 €/t CO2.  
 
Before CCS becomes a commercial technology, a lot can occur with the available excess heat 
levels and demands at a refinery. This is to be investigated in more detail in other studies. 
Finally, to improve the cost estimations of the post-combustion capture process, future work 
would also include a comparison of the avoidance costs for other absorbents, e.g. ammonia. 
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Abstract: The objective of this study is to analyze the in-situ BECCS capacity for green field bioenergy plants 
in South Korea. A technical assessment is used to support a policy discussion on the suitability of this mitigation 
tool. We first examined the technical potential of bioenergy production from domestic forest biomass. For this 
exercise, in a first step, the biophysical Global Forestry Model G4M was applied in order to estimate the biomass 
availability. In a second step, the biomass results from the forestry model were used as input data for an 
engineering model (BeWhere) for optimized scaling and locating of coupled heat and power plants (CHP). The 
obtained geographically explicit locations and capacities for forest-based bioenergy plants were then overlaid 
with a geological suitability map for carbon storage. From this, a theoretical potential for in-situ BECCS was 
derived. Results indicated that, given the abundant forest cover in South Korea, there is a substantial potential for 
bioenergy production which could contribute to substituting emissions from fossil fuels and to meeting the 
targets of the country’s commitments under any climate change mitigation agreement. However, there seems to 
be only limited potential for direct in-situ carbon storage in South Korea. 
 
Keywords: BECCS, Bioenergy, Carbon Capture and Storage, Biomass modeling, Energy policy  

1. Introduction 

An active debate in the scientific community is revolving around the possibility of using 
bioenergy in combination with carbon capture and storage (BECCS), which could remove 
CO2 from the atmosphere in order to contribute substantially to achieving low levels of 
concentration. In the Fourth Assessment Report of the Intergovernmental Panel on Climate 
Change (IPCC), BECCS is considered "a potential rapid-response prevention strategy for 
abrupt climate change" and is consequently considered as one of the options to comply with 
the targets agreed in the Kyoto Protocol [1]. During the last decade it was demonstrated by 
e.g. [2-4] that terrestrial ecosystems when combined with the use of biomass energy can offer 
a permanent carbon sink by capturing carbon from biomass conversion facilities and 
permanently storing carbon in geological formations. However, compared to CCS (Carbon 
Capture and Storage) combined with conventional fossil fuel systems, very little information 
can be found in scientific literature so far for both the technical and potential application of 
BECCS. Moreover, apart from engineering papers presented at e.g. special BECCS 
conferences such as [5] on Europe, there is - according to our knowledge - to date no 
literature available that features geographic explicit BECCS applications, especially not for 
non-European countries.  
 
Although the land base of Korea is small, as much as 64% of the country is forested. Due to a 
highly efficient and rapid national reforestation program in the 1970s, a majority of the forests 
in Korea has now reached age classes of 30 and 40 years, which require intensive care in 
terms of thinning and pruning. By-products from these silvicultural activities can generate a 
significant amount of raw material to produce e.g. wood pellets and wood chips. Korea 
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appears further to be an interesting study area for bioenergy, since the country’s forestry 
regained importance both from an ecological as well as from an economical point of view 
only recently. While trying to build up a bioenergy sector for both energy security and 
contributing to reduce CO2 emissions in order to comply with climate change mitigations 
efforts, sustainable forest management is seen as a key for mobilizing forest biomass for 
energetic use or direct carbon sequestration. Consequently, ambitious policies and plans for 
bioenergy production were introduced by the country’s government (e.g. ”Low Carbon – 
Green Growth” initiative by the National Energy Plan [6]). However, the lack of forestry 
infrastructure such as adequate forest roads - for important management activities like 
harvesting or replanting - causes still too high costs for biomass and related energy production 
[e.g. 7]. Moreover, this alternative energy sector is facing strong competition from e.g. lower 
cost fossil and nuclear energy sectors. Hence, being able to better quantify the sustainable 
bioenergy potential in these countries by identifying economically and biophysically 
optimized locations for new bioenergy plants and adding value to this information by 
selecting those locations with promising in-situ combination with CCS technology, policy 
makers in Korea would be able to develop and support improved and better targeted policies 
in the area of energy, climate and environment while being supportive to various co-benefits 
such as rural development, (re-) activation of sustainable forest management etc. The aim of 
the technical part of our manuscript was threefold. First, to help identifying - in a 
geographically explicit manner - the available biomass from forest for bioenergy production 
under sustainable management conditions in South Korea; second, to indicate the optimal size 
and location of green-field forest biomass-based bioenergy CHP (Coupled Heat and Power 
technology) plants; and third, to identify the amount and capacity of in-situ BECCS units in 
South Korea.  
 
2. Method 

There are various systems for CCS, such as underground geological storage, ocean storage, 
mineral carbonation, or industrial use. In this study, we considered the CCS System (with post 
combustion capture technology) for the underground geological storage into a certain 
geological formation in the on-shore earth’s subsurface. Additionally, we were especially 
aiming at direct “in-situ” storage. The storage happens in direct vicinity to the combustion 
units (CHP plants) in order to minimize transport costs and complications. Further we 
assumed that the total amount of CO2 - emissions generated at a BECCS unit will be captured 
and stored in-situ. A technical assessment was used to support a policy discussion on the 
suitability of this mitigation tool. We first examined the technical potential of bioenergy 
production from domestic forest biomass. For this exercise, in a first step, the biophysical 
global forestry model G4M [8] was applied in order to estimate the biomass availability. In a 
second step, the biomass results from the forestry model were used as input data for the 
engineering model BeWhere [9] for optimized scaling and locating of CHP plants. The 
obtained geographically explicit locations and capacities for forest-based bioenergy plants 
were consequently overlaid with a geological suitability map for carbon storage. From this, a 
theoretical potential for “in-situ” BECCS was derived. 
 
2.1. The Global Forest Model (G4M) 
The Global Forest Model (G4M) from IIASA was used to calculate the growing stock and the 
sustainable biomass extraction rate. G4M, as described by [8], has been developed in order to 
predict wood increment and stocking biomass in forests. As input parameter it uses yield 
power which is achieved through the net primary productivity (NPP) for a specific region. 
This NPP can be supplied by existing NPP-maps [e.g. 10] or – for higher accuracy – 
estimated with the help of driver information of soil, temperature and precipitation. The 
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model can be used like common yield tables to estimate the increment for a specific rotation 
time. It can further be used to estimate the increment– related optimal rotation time and to 
provide information on how much biomass can be harvested under a certain rotation time and 
how much biomass is stocking in the forest. G4M also supplies information on the harvesting 
losses like needles, leaves and branches which typically remain in the forests under 
sustainable management. Further, other economic parameters such as harvesting costs - 
depending on tree size and slope - can be calculated. 
 
2.2. The BeWhere Model 
The BeWhere Model - a spatially explicit optimization model, depicting the supply chain of 
bioenergy industries - was used for the in-situ BECCS assessment [9]. The model, developed 
at IIASA, considers industries competing for wood resources. On the supply side, forest wood 
harvests, sawmill co-products (SCP) and wood imports serve as biomass resources for 
possible new bioenergy plants. Wood demand of pulp-and-paper mills, of existing bioenergy 
plants and of private households is considered on the demand side The model assumes that the 
existing wood demand has to be fulfilled, allowing new plants to be built only if there is 
enough surplus of wood available. The model is spatially explicit and the transportation of 
wood from biomass supply to demand spots is considered either by truck, train or boat. The 
model selects optimal locations of green-field bioenergy plants by minimizing the costs of 
biomass supply, biomass transport and energy distribution. Full costs and emissions at the 
optimal locations were calculated such that we were able to indicate the BECCS potential for 
the country under investigation. Spatial distribution of forestry yields was estimated and 
provided by the G4M, as well as the harvesting costs (as a function of tree size depending on 
site quality and rotation time) and the slope steepness were provided by the same model.  
 
3. Results 

There were 3 complementary main sets of results derived from this study and indicated at 
country level: 1) the sustainably available biomass potential for harvest together with the 
national heat demand as a main prerequisite for the installation of green-field CHP plants; 2) 
the geological suitability for CS (Carbon Storage); and 3) the identified locations for BECCS 
units together with their individual bioenergy production capacity as well as their carbon 
capture and storage capacity. All presented geographically explicit data sets were compiled at 
a 0.25-deg (degree grid cell) resolution (25 x 25 km). We used a conversion factor of 0.5 to 
estimate dry matter biomass (ton dry matter, tdm) from stem volume irrespective to the tree 
species. The defined forest harvesting scenarios were based on the amount of extracted 
biomass, while the baseline for harvesting was considered under a sustainable forest 
management regime, assuming that the average annual harvesting rate is substantially lower 
than the annual allowable cut. We further assumed that only stem biomass was extracted from 
the forest stands and that 100% of the extracted biomass was used for energy production. 
Following conversion factor for the national currency was applied for economic calculations 
of harvesting, transport and energy (heat) costs: 1 Korean Won = 0.000908987 USD (2008). 
 
3.1. Biomass availability and energy demand 
For our analysis, we assigned a managed forest area of 4,852,330 ha (about 78 % of total 
South Korean forest area) for biomass extraction dedicated to energy production. This forest 
area was modeled as an aggregated forest cover map based on GLC 2000 [11], the Relative 
Human Influence concept for each terrestrial biome [12], a classification of pristine and non-
pristine forest [13] and protected area [14]. We excluded the forest area where the Relative 
Human Influence was less than 50 % and where protected areas designated by IUCN 
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Categories I – VI were located. For the geographical distribution of the actual growing stock 
we calculated 555,363,300 m3 (protected area excluded), which was achieved with the help of 
the global biomass map [15] which was harmonized with FAO statistics of 2005 [13], while 
the official national statistics of South Korea reported a total growing stock of 506,376,806 
m3 for 2005 [16]. Derived from Korean forest statistics in 2008, we limited the biomass 
extracted annually for energy production to 0.36 % of the total growing stock (sustainable 
forest management criteria), amounting 999,653 tdm/year (on average 1.62 tdm/ha-year) - see 
Fig. 1 for the spatial distribution. Further information for our economic optimization process 
with respect to costs (wood chip and stumpage price, harvesting and extraction costs) were 
derived from various Korean resources and adapted to local slope conditions for harvesting 
operations with different technologies. 
 
In South Korea, the total heat energy consumption was 625,915 GJ/year in 2008 [6]. As input 
for the energy demand calculations, we geographically weighted the heat demand with the 
population for 2005 at 0.25 degree resolution and assumed that the average heat demand per 
person was 0.0127 GJ/person (Fig. 1). The average energy prices for Korea in 2008 were 
adapted from the national statistics. 
 
The demand-supply optimization routines of the BeWhere model also consider transportation 
costs (truck, train, ship - derived from [17]), as well as the existing road and railway networks 
for South Korea which were taken from vmap0 [18], also considering different travel speeds.  

 
Fig. 1. Geographically explicit supply – demand situation for Korea. The map on the left hand side 
indicates the modeled spatial distribution of the growing Stock (m3) in Korean forests (biomass supply). 
The highest growing stock could be identified in the north-east and the center of Korea (dark pixels). The 
map in the center indicates the modeled potential biomass extraction rate (tdm/year) - under sustainable 
conditions - from Korean forests (biomass supply). Highest biomass extraction rates could be achieved 
also in the north-east and center of the country. The map on the right hand side indicates the modeled 
spatial distribution of the heat demand (GJ/year). Highest demand was identified around the large 
urbanized areas (e.g. Seoul) in the western and south-eastern part of the country. 
 
3.2. Identification of geological suitability for C - storage  
The geological CS facility can be installed only under specific conditions such as geological 
characteristics (e.g. tectonic activity, sediment type, geothermal and hydrodynamic regimes) 
and maturity of infrastructure to build CCS units. In general, sedimentary basins are the sites 
with the highest potential for geological CS. Suitable sites for geological CO2 storage can be 
found on: 1) basins formed in mid-continent locations, 2) basins formed near the edge of stable 
continental plates, 3) basins behind mountains formed by plate collision such as European 
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basins immediately north of the Alps and Carpathians, 4) fold belts, and 5) some of the highs 
[e.g. 1]. Other geological formations such as shield areas (e.g. Scandinavia) or tectonically 
active areas (e.g. Japan) are less suitable for geological CO2 storage. However, the suitability 
for geological CS depends to a great extent on their local conditions. We identified mostly 
basins as potentially suitable locations for geological in-situ CS in South Korea. The geological 
map shown in Fig. 2 was mainly based on the studies by [19] and [20]. The location for CO2 
injection can be different from the site of the bioenergy plants where CO2 emissions occur. In 
the case of South Korea mainly the geological Gyeongsang Basin located in the south-east of 
the country could be identified to be potentially suitable for in-situ CS. 

 
Fig. 2 Potential locations (Geologic Province) suitable for geological CO2 storage in South Korea 
(on-shore only). Source: modified after [19] and [20].  
 
3.3. Potential in-situ BECCS units identified for South Korea  
To identify the optimal locations for green-field bioenergy plants, three different sizes of CHP 
plants are considered (5, 20, and 70 MW). We assumed that diversification with respect to 
plant size would on the one hand result in a better distribution of plants within the country, 
which increases usually also the co-benefits of bioenergy plants. On the other hand we 
expected to identify more bioenergy plants suitable for in-situ CS. Within each scenario (plant 
capacity) the aim was to meet the target for the maximum sustainable biomass extraction 
(about 1 M tdm/year).  
 

 
Fig. 3. Three different scenarios (from left to right 5; 20; 70 MW) for optimized green-field biomass 
plant locations in South Korea. The geographic explicit location of bioenergy plants without CCS is 
indicated in red color and the BECCS unit locations are indicated in blue color on light yellow 
background (geologically suitable formation for CS).  
 
For this study we defined in-situ CS suitability such that the bioenergy plant needs to be 
located within a 0.5 degree grid cell (about 55 x 55 km) of the suitable geologic province in 
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order to directly inject CO2 underneath a plant or at any place up to a maximum of 25 km 
radius distance (e.g. with the help of a short pipeline).  
 

Based on these assumptions, Fig. 3 shows the optimized location in a geographically explicit 
manner by plant size. Table 1 indicates the optimized amount of green field bioenergy plants 
for Korea, listed by plants with and without in-situ CS suitability, divided into the different 
plant capacity categories.  
 
Table 1. Energy produced, emissions substituted and CCS Capacity by forest biomass CHP plants 
with/without BECCS system under a sustainable forest biomass production regime. 

Plant size Technology 5 MW     
NO CCS

20 MW     
NO CCS

70 MW     
NO CCS

5 MW 
CCS

20 MW 
CCS

70 MW  
CCS

Plant # 18 29 8 11 11 3
Biomass used (tdm/year) 117,000 716,300 712,400 71,500 271,700 267,150
Heat produced (GJ/year) 1,190,475 7,288,353 7,248,670 727,513 2,764,548 2,718,251
El. produced (GJ/year) 757,575 4,638,043 4,612,790 462,963 1,759,258 1,729,796

Subst. emissions (tCO2/year) 215,516 627,050 625,036 131,704 237,847 234,389

CCS Capacity (tCO2/year) 0 0 0 131,704 237,847 234,389
 

We could identify a maximum of 40 green-field bioenergy plants under the 20 MW-scenario 
of which 11 plants were located on geologically suitable ground in order to meet the criteria 
for BECCS units. Under the 5 MW scenario, 29 bioenergy plants were optimally distributed 
over the country, among which also 11 plants qualified as BECCS plants. Under the 70 MW 
scenario a total of 11 bioenergy plants were computed of which 3 met the criteria for BECCS 
units. In the best case (20 MW scenario), the “BECCS-effect” (emissions accounted as 
negative) could reach a potential capacity of some 238,000 tons of CO2 to be directly stored 
permanently belowground per year and to be accounted as negative emissions. 
 
4. Discussion and Conclusions 

Our BECCS exercise offers several new insights to the bioenergy sector in South Korea and 
provides crucial information for policy support and design. First of all, it is important to note 
that even under our rather conservative assumptions – especially with respect to sustainable 
biomass extraction - we still could theoretically produce some 10% of the present heat 
demand (being equivalent to a 20 times increment of the present bioenergy share for heat 
production in Korea [21]), and 1.3% of the total electricity produced in South Korea (15 times 
the present bioenergy share for electricity production [21]). These results indicate a 
substantial potential of bioenergy growth in South Korea – especially given the present 
policies and targets of the National Energy Plan to e.g. increase the bioenergy share in total 
energy production from 0.2% (2007) to 3.4% by 2030 [6]. 
  

Among the 3 different scenarios (plant capacities), the 20 MW scenario turned out to offer the 
best country-wide coverage with its 40 green-field bioenergy facilities, which consequently 
could provide direct and indirect co-benefits such as driving the green economy, i.e. providing 
job opportunities both at the facility and in the biomass production. Another major benefit of 
growth in the bioenergy sector would be the resulting investments in forest and forest 
management primarily by small-scale forest owners, e.g. in forest infrastructure. These 
benefits are based on the assumption that forest biomass would see a price increase, which 
justifies investments into forest infrastructure (to harvest the biomass more easily) which 
lowers harvesting costs and increases competitiveness.  
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Although the suitable geological formations for in-situ CS in South Korea are limited to about 
1/5 of the country area (the Gyeongsang Basin), with the help of this study we could show 
that there is a theoretical potential for 3 (70 MW plants) to 11 (5 / 20 MW plants) green-field 
BECCS plants with in-situ CS. Based on our assumptions, the BECCS-effect might amount to 
130,000 – 240,000 tons CO2 per year in addition to a similar amount of substituted fossil fuel 
emissions. This means that about 3-4% of the total demand for heat energy in South Korea 
could be produced in BECCS plants with in-situ CS. As a consequence, 3-4% of the fossil 
fuel emissions could be substituted and additionally accounted as negative because they 
would be actively removed from the atmosphere by BECCS plants. This BECCS effect comes 
additionally to the biomass co-benefits discussed earlier and could be used as a key issue for 
future policy design and decision makers. 
 

However, the BECCS effect - and with it a crucial lever for climate, environment and rural 
development policies - could certainly be substantially increased and strengthened. An 
important caveat to bear in mind is that with our study we only could point out the theoretical 
potential without considering the costs of the actual CCS process. If bioenergy plants with 
higher capacities would be applied, costs could be substantially decreased (scale effect or 
poly-production). Further, although the suitable geological formations for geological CCS 
appearing in South Korea are limited (e.g. earthquake and volcanic activity), there are wide 
off-shore prospective areas in this region (e.g. East Sea). Using further capacity for CS (non 
in-situ), basically all substituted emission from bioenergy production could additionally be 
stored and accounted as negative. The use of a (trans-national) CO2-pipeline could actually 
boost the BECCS effect and lower the costs, but further research needs to be done in this field. 
Also the joint use of off-shore CS together with e.g. Japan would substantially increase 
BECCS capacity, which requires similar research to be extended to South East Asia, 
potentially using a higher data resolution than 0.25-deg. 
 

We conclude that policy targeted bioenergy-based re-activation of forest management in 
South Korea would evoke a real win-win-situation. First, bioenergy production and BECCS 
would directly contribute to meet ambitious climate change mitigation targets. Second, the 
forest ecosystem would benefit from sustainable management (including thinning etc.) e.g. in 
terms of improved forest health, stand stability and lower exposure to threatening hazards like 
wind throw or pests. Third, the forest owners - and with them the forest sector industry - 
would benefit from an increased value of the forest property, from better prized forest 
products, as well as from a higher quality of the grown timber and competitive harvesting 
conditions as a consequence of investment into forest infrastructure. And last not least, society 
would benefit through e.g. an improved protective function (from e.g. flooding, landslides, 
avalanches etc.) and an increased recreational value of the forest. 
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Abstract: Most quantitative assessments of biomass fuels or biofuels assume that bioenergy is inherently carbon 
neutral, that biogenic emissions of carbon dioxide should be excluded from a carbon footprint. This ‘carbon 
neutral’ assumption makes an enormous difference in carbon accounts and in the policies that those accounts 
would suggest. For instance, if harvested logs burnt as fuel are considered carbon neutral, their carbon footprint 
is far lower than that of natural gas. However, if the logs’ biogenic carbon emissions are counted, then their 
carbon footprint is much higher than gas’s. Moreover, this can lead to absurd conclusions. If carbon neutrality is 
presumed, it makes no difference to a carbon footprint if a forest is standing or if it has been chopped down for 
fuel wood. Since the mid-1990s, some researchers have contradicted the ‘carbon neutral’ assumption, and their 
view that biogenic emissions should be counted has begun to attract significant attention of policy makers. This 
paper reviews the history and current state of biogenic-carbon accounting rules, including the ISO/CEN rules 
being developed under the EU Renewable Energy Directive. Without taking sides, it will define the debate for 
researchers and policy-makers, reflect on its significance and suggest possible means of resolution. 
 
Keywords: biofuels, carbon accounting, carbon neutral 

1. Introduction: The premise of carbon neutral 

In the fields of life-cycle assessment and carbon footprinting, biofuels traditionally have been 
considered as inherently carbon neutral: biogenic emissions of carbon dioxide are excluded 
from the inventory or footprint. Two landmark studies in the field, (Argonne Labs GREET) 
and (Joint Research Centre of the EU Commission, EUCAR et al. 2008) take this position as 
given, and many other studies follow their leads. 
 
More recently, however, some researchers have begun to question this approach. Probably the 
best-known are (Searchinger, Hamburg et al. 2009), but the issue had already been raised by 
others, namely (Rabl, Benoist et al. 2007) and (Johnson 2009). More recently (Manomet Center 
for Conservation Sciences 2010) published a large report that questioned the ‘carbon-neutral-
assumption’. The International Energy Agency’s (IEA) Bioenergy Task 38 group, 
‘Greenhouse Gas Balances of Biomass and Bioenergy Systems’, has also raised questions1, 
particularly from (Berntsen and Peters 2010) and (Cowie 2010). 
 
Some regulators appear to be taking these questions seriously. The (Manomet Center for 
Conservation Sciences 2010) report was commissioned by and adopted by the US 
Commonwealth of Massachusetts with respect to its regulation of biomass-fueled power 
plants. Presumably Task 38 is being taken seriously by IEA member governments, and at the 
United Nations level, the idea of that REDD (Reducing Emissions from Deforestation and 
Forest Degradation) is generally desirable seems to be undisputed. 
 
Furthermore, the issue has come into the domain of standards organizations. Technical 
Committee 383 at CEN is working on norms in this area, as is ISO Project Committee 248 (of 
which the author is a member). 
 

                                                           
1 See a March 2010 conference record at http://ieabioenergy-task38.org/workshops/brussels2010/  
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And what is the question? Primarily it is this: should biofuels be considered inherently carbon 
neutral? The first-generation position was yes (although it was more an assumption than an 
answer to a question); the emerging position is at minimum not an automatic yes, but a 
definitive second-generation answer is yet to be determined fully. 
 
The importance of this question, in environmental terms, is very high. Biofuels are clearly the 
main solution proposed by governments to the twin problems of climate change and energy 
security. Non-bio, non-fossil energies – such as solar, tidal and wind – are and will for the 
medium term be marginal contributors, whereas biofuels are aimed at taking, for instance, a 
20% share of the EU energy mix by 2020. If these biofuels turn out to be, relative to 
conventional fossil fuels, carbon negative rather than positive, then their subsidies will not 
only have cost billions2, they will also have worsened rather than mitigated global warming!  
 
This paper is meant to elaborate the issue from the perspective of carbon footprinting. After a 
brief statement of method, it presents results, i.e. characterization of the ‘carbon neutral’ 
question from six different methodological perspectives. It concludes with findings and 
suggestions for further study. 
 
2. Method 

The author has reviewed the literature as well as the political and the standards 
documentation, and then refracted these in the light of carbon-footprint methods. 
 
3. Results: how the ‘carbon neutral’ question can be categorised 

Using the method of carbon footprinting or life-cycle assessment, the question of biofuel 
carbon neutrality can be characterized in six ways, which are described in the following six 
subsections. 
 
3.1. Boundary of the system 
In impact analyses such as life-cycle assessment or carbon footprinting, for a full life-cycle 
the ideal boundary is ‘cradle-to-grave’, i.e. from the environment to the environment. As the 
ISO standard for life cycle assessment (ISO 2006, section 5.2.3) expresses it: “Ideally, the 
product system should be modelled in such a manner that inputs and outputs at its boundary 
are elementary flows.” In other words, the life-cycle boundary begins and ends with human 
intervention. Purely natural processes – biogenic as opposed to anthropogenic – are not 
included. 
 
Growing of crops, say as feedstock for fuel, is of course an anthropogenic activity. Fields of 
rapeseed, soybeans or wheat do not spring up on their own. The carbon released in creating 
and maintaining such fields (so-called ‘land-use change’ emissions), as well as the carbon 
emitting in cropping them, is included in current assessments; however, the carbon taken in 
during a growing season is netted out against the carbon emitted in combustion. And this 
seems consistent with the boundary definition above. 
 
But what about a natural forest? If human activity was not needed to create it, why should its 
carbon emitted in combustion – clearly a human activity – be netted against carbon taken 
from the atmosphere to create the trees? This seems inconsistent with the human/nature 

                                                           
2 OECD countries’ annual subsidy of biofuels in 2007 was estimated at about $15 billion. 
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boundary applied to other assessments. To be consistent, human harvesting of natural forests 
should not be netted against their biogenic creation. (Plantations are a different matter; they 
are created by humans.) This would be consistent with how harvest of other natural resources 
– say, oil or limestone – is treated in LCA and footprints. Harvest of these is not netted 
against their creation. 
 
3.2. Temporal definition of the system 
In common usage, the terms biofuels and renewables are actually misnomers. Surely 
conventional oil and gas, which are derived from long-dead plants and animals – are biofuels? 
And solar power, as astrophysicists tell us, is not renewable. The sun is does not recycle its 
hydrogen, and in some millions of years will burn itself out. These observations are more than 
just amusing. They point out the temporal boundaries placed implicitly on LCAs and carbon 
footprints. To be careful in carbon accounting, analyses should recognize such temporal 
boundaries explicitly.  
 
Also, researchers should consider the theoretical basis for granting carbon credits to biofuels, 
yet not doing so to fossil-biofuels. At present this appears to be done out of intuition – not out 
of thought-through reasoning. The reasoning should be developed, or the practice should be 
ended. 
 
People often justify ‘carbon neutrality’ of biofuels by saying: ‘the tree will grow back’. If it 
grows back in 10 minutes, fine. But what if if grows back in 10 years, or 100 years? Surely 
there is an inflection point (and it could be calculated) as to when the grow-back timing 
changes from favourable to unfavourable. 
 
3.3. Shadow/alternative/counterfactual scenarios 
If we had not grown a crop to be used as fuel, what would have happened to the carbon 
balance then? 
 
This idea of a ‘shadow’ or alternative scenario, sometimes called ‘the counterfactual’, is not 
present in most studies of biofuels. In a 2008 survey of over 100 publications by 56 
researchers about solid biomass fuels (Johnson 2009), not one of them postulated a shadow 
scenario. After extensive work on liquid biofuels over the past eight years, the author is aware 
of only two researchers who have applied it in this area: (Joint Research Centre of the EU 
Commission, EUCAR et al. 2006) and (Heinen and Johnson 2008). 
 
Broader research by (Manomet Center for Conservation Sciences 2010) and IEA Task 38 
suggest that shadow scenarios should be standard, not the exception. Moreover, the idea of 
REDD (Reducing Emissions from Deforestation and Forest Degradation) in the UNFCCC and 
the idea of ‘additionality’ in the Clean Development Mechanism (CDM) and elsewhere, both 
suggest that counterfactuals should be customary. 
 
3.4. Allocation 
There are two open issues here. One is allocating carbon burden to crop components by 
weight. This has led to the dubious practice of assigning the majority of a grain footprint to 
the straw that is grown along with the grain. Dubious yes, but it has been applied in numerous 
studies for the German government, only a few years ago, that the government then promoted. 
 
The other is the allocation of CO2 capture, i.e. the removal of carbon dioxide from the 
atmosphere by photosynthesis. Why is the captured CO2 always allocated to a biofuel? Why 
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cannot a fossil fuel take that carbon credit? Or should the credit be shared proportionately 
between the two? The answers here are not immediately obvious, but even more obvious is 
that the questions appear not to be asked in most studies – and yet they should be. 
 
3.5. Marginal/consequential modelling 
Simply put, current practice presumes that every additional unit of biogenic CO2 emitted is 
recycled to the biosphere via photosynthesis – from the earth to the earth. By contrast, every 
additional unit of fossil CO2 emitted stays in the atmosphere, creating more heat. 
 
Yet as pointed out in the allocation discussion, this cannot make sense: carbon dioxide is 
carbon dioxide. Also, the ability of the biosphere to capture carbon can and does change, 
depending particularly on forest conditions and water-saturation levels. Once again, the 
answers here are not immediately obvious, but the questions should be addressed.  
 
3.6. Additionality and subtractionality 
The idea of additionality may be useful in creating accurate accounts of forest carbon. If a 
forest is planted on previously non-forested land, with the express intent of using the 
harvested trees as biofuel, then this might properly be considered as carbon neutral. Indeed, it 
probably is carbon negative: although carbon is being harvested, on a net basis, more carbon 
might be returned to the soil and the vegetation above. 
 
Likewise, what about ‘subtractionality’? If trees are being harvested for fuel that otherwise 
would have remained standing, their carbon surely should be removed from the forest’s 
carbon stock, and debited against the footprint. The case for this has been made by (Rabl, 
Benoist et al. 2007), (Johnson 2009) and (Searchinger, Hamburg et al. 2009), but the term 
subtractionality – you first heard it here.   
 
4. Discussion and conclusions 

This paper has raised more questions than it has answered – and that is its intent. Without 
addressing these questions, carbon accounting will continue to be wildly inaccurate. And 
‘wildly’ is no overstatement: the current discussion in CEN and ISO3 of biofuel standards 
demonstrates how divergent current opinion is on these issues.  
 
Getting more convergent opinion is important, and not just for the reputation of LCA and 
carbon footprint analysts, who often are cursed with the epithet of ‘you can get any answer 
you want’. More convergence will be critical to investors, policy makers and the general 
public. If we really believe that reducing carbon emissions is critical to our future, the 
questions raised in this paper are worth serious exploration. 
 
To conclude, there might be a simple principle to guide further research: efficiency is the key. 
The source of carbon is surely less important than the efficiency by which it is used. 
Moreover, efficiency also drives economics; efficient fuels generate the most consumer 
demand. Efficiency can and should guide the evaluation of future fuels, and the rules of 
carbon accounting should be constructed to promote this. 
 
Put another way, the key to reducing atmospheric concentrations of carbon is to put less 
carbon up there in the first place and to keep more of it down here on the ground. We should 
                                                           
3 The author is a delegate and part of the ongoing discussions. 
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be more worried about how much net carbon is being emitted, and less worried about which 
kind of carbon, i.e. biogenic or fossil, is being emitted. If we use this simple concept as our 
guide, I think we will make much greater progress toward solving this great problem.   
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Abstract: The coupling behaviors of mass transfer of aqueous CO2 with mineral reactions of aqueous CO2 with 
rock anorthite are investigated by chemical potential gradient and concentration gradient models, respectively. 
SAFT1-RPM is used to calculate the fugacity of CO2 in brine. The effective diffusion coefficients of CO2 are 
obtained based on the experimental kinetic data reported in literature. The calculation results by the two models 
and for two cases (mass transfer only and coupling mass transfer with mineral reaction) are compared. The 
results show that there are considerable discrepancies for the concentration distribution with distance by the 
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the non-ideality. And the concentrations of aqueous CO2 at different distances by the concentration gradient 
model are higher and further than that by the chemical potential gradient model. The mineral reaction plays a 
considerable role for the CO2 geological sequestration when the time scale reaches 10 years for the anorthite 
case. 
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1. Introduction 

Geological sequestration of anthropogenic CO2 is a promising carbon mitigation strategy[1, 2], 
which includes the injection of CO2 into deep saline aquifers, depleted oil and gas reservoirs, 
and deep coal seams[2, 3], and the storage in deep saline aquifers seems to have the largest 
potential capacity[3, 4, 5]. The four main CO2 sequestration mechanisms in deep saline aquifers 
proposed are solubility trapping; capillary trapping; hydrodynamic trapping and mineral 
trapping[1, 2]. In order to study the long-term behaviors of CO2 in formations, and to estimate 
the possible CO2 leakage risk, it is necessary to investigate the dissolution of CO2 in brine, 
the mass transfer of dissolved CO2 and the coupling behaviors of mass transfer with the 
mineral reactions of aqueous CO2 with rocks over a wide range of spatial and temporal 
scales[1, 3, 6-8].  
 
Phase equilibria of CO2 in water and brines have been widely studied[9-12]. The molecular-
based statistical associating fluid theory (SAFT) equation of state (EOS) is a promising model 
for systems up to high pressures, which represents the density and phase equilibrium for CO2-
H2O from 285 to 473 K and up to 600 bar, and for CO2-H2O-NaCl from 298 to 373 K and up 
to 200 bar[10, 13]. For the kinetics research, numerous investigations on the mass transfer of 
CO2 in high-pressure water or brines have been conducted to simulate CO2 geological or 
ocean disposal processes[5, 14-16]. Yang and Gu[5] studied CO2 dissolution in brine at elevated 
pressures experimentally and described the mass transfer of CO2 in brine using Fick’s Second 
Law with an effective diffusion coefficient considering the effect of convection, which are 
two orders of magnitude larger than the molecular diffusivity of CO2 in water[5], and it 
implies that the density-driven natural convection greatly accelerates the mass transfer of CO2 
in brines. Generally, mass transfer flux is described with concentration gradient as the driving 
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force. However, in real systems, Fick’s law must be amended to account for nonideal 
behavior. So the driving force for solute fluxes is not the concentration gradient, but the 
chemical potential gradient[17, 18]. Our previous work[19, 20] also reveals that it is necessary to 
consider the non-ideality of the complicated systems. Therefore, on the basis of the work by 
Yang and Gu[5], the mass transfer of CO2 in brines is investigated by chemical potential 
gradient model[21] based on derivation of ∂ai/∂t (ai is the activity of species i). The calculated 
results show the importance of the consideration of the non-ideality. Moreover, path-of-
reaction and kinetic modeling of CO2-brine-mineral reactions in deep saline aquifers have 
been conducted[9, 22-25]. The nonisothermal reactive transport code TOUGHREACT[26, 27] were 
developed which introduced reactive chemistry into the multi-phase fluid and heat flow code 
TOUGH2[28].  
 
In this paper, the coupling behaviors of the mass transfer of aqueous CO2 with the typical 
mineral reactions of aqueous CO2 with rocks will be investigated and analyzed by chemical 
potential gradient and concentration gradient models, respectively.  
 
2. Thermodynamic model 

The fugacities of the aqueous CO2 are calculated using SAFT1-RPM EOS[13] and the details 
are described in literature[13]. 
 
3. Kinetics modeling 

3.1. Model description 
3.1.1. Mass transfer 
Concentration gradient model 
The flux generalized to three dimensions is described as[18, 29] 

 

 Ji = -DC ∇ Ci                                                                                                        (1) 
 
where, Ji is molar flux of species i; DC is the effective diffusion coefficients in concentration 
gradient model; Ci is the molar concentration of species i. 
 
Chemical potential gradient model 
As described in above text, in real systems, chemical potential gradient is the driving force for 
solute fluxes[17, 18], and the flux generalized to three dimensions is described as[18, 29] 

 

Ji = - (DμCi / RT) ∇ μi                                                                                           (2) 
 
where, Ji is molar flux of species i; Dμ is the effective diffusion coefficients in chemical 
potential gradient model; μi is the chemical potential of species i and described by Eq. (3)[30].  
 
μi= μi

0 + RTln(fi / fi
0) =μi

0 + RTln ai                                                                    (3) 
 
where, μi

0, ai, fi and fi
0 are the standard chemical potential, activity, fugacity and standard 

fugacity of component i, respectively. At a certain T and P, both μi
0 and fi

0 are constants. In 
this paper, one-dimensional case is studied, and the convective molar flux by the bulk motion 
of the fluid is not added in Eqs. (1) and (2), but an effective diffusion coefficient considering 
the effect of convection is used. Combining Eq. (2) with Eq. (3), Eq. (4) can be obtained.  
 

( ln ) lni
i i i i

D C
J RT f D C f

RT
µ

µ= − ∇ = − ∇                                                                     (4) 
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Diffusion coefficient determination  
The effective diffusion coefficient is obtained based on the experimental kinetic data in Test 4 
reported by Yang and Gu[5]. At the temperature and different pressures of Test 4, the 
quantitative relations of fugacities of aqueous CO2 with their concentrations are determined 
from fitting according to the calculation results by SAFT1-RPM EOS[13] with a function form 
as fCO2(aq)=a+b·CCO2(aq) in which a and b are parameters at a certain temperature and pressure. 
The aqueous CO2 concentrations at the interface are calculated with SAFT1-RPM[13] by 
assuming instantaneous saturation of CO2

[21]. In the work of Ref. [5], the CO2 dissolution was 
performed in a PvT cell with a cross-sectional area A (7.9273×10-4 m2) and brine phase height 
H (0.0442 m), the CO2 pressures Pt at different time t were recorded. The number of moles of 
dissolved CO2 (nt) are determined from the gaseous pressure at different time t and the initial 
experimental conditions. Based on the mass balance, Eq. (5) can be obtained.  
 

2 ( )
0

x

CO aq tC Adx n=∫
                                                                                                    (5) 

 
where CCO2(aq) (mol·m-3) is the concentration of aqueous CO2 in brines, and A (m2) is the 
contact area of gaseous CO2 with brine and is assumed to be the cross-sectional area of the 
cell, and x (m) is the mass transfer distance. In the work of Yang and Gu[5], only the 
experimental kinetics data after 180s were used to analyze the mass-transfer process of CO2 
in the brine. In this paper, we also take the flux J and nt after 180s.  
 
According to the flux J and nt at different pressures in Test 4[5] and combining Eqs. (1) with 
(5), the effective diffusion coefficient at respective pressures in the one-dimensional 
concentration gradient model can be determined directly. While for the effective diffusion 
coefficient in the chemical potential gradient model, a simple but effective method, direct 
search method, can be used, in which the initial value and step length of the effective 
diffusion coefficient are assumed as 1.0×10-9 m2⋅s-1, while the maximum value is 1.0×10-6 
m2⋅s-1. The minimum, maximum values and step length of the distance x are assumed as 
1.00×10-6, H and 5.00×10-4 m. Then according to the flux J and nt at different pressures in 
Test 4[5] and combining Eqs. (4) and (5), the effective diffusion coefficient at respective 
pressures can be determined by the numerical simulation calculation.  
 
3.1.2. Mineral reaction rate 
Mineral reaction  
Mineral trapping is the fixing of CO2 in carbonate minerals due to a series of geochemical 
reactions[9, 31]. It is reported that the most promising reactions for mineral trapping involve the 
minerals which provide divalent cations (Ca2+, Mg2+, Fe2+) for precipitation of carbonate[9, 31]. 
One of the most common sedimentary-mineral sources of divalent cations is anorthite and is 
studied as a case in this paper. The mineral trapping takes place due to the following reactions 
as demonstrated by the example of anorthite dissolution: 
Dissolution of CO2 acidifies formation water through the following reaction[31]. 
 

- + 2- +
2 2 2 3 3 3CO (aq)+H O H CO HCO +H CO +2H                               (6) 

 

Aqueous CO2 dissociates in water and produces carbonic acid, bicarbonate and carbonate 
ions, the acid attacks anorthite, leaching Ca2+ and neutralizing the acid through Reaction (7)[9, 

31].  
+ 2+

2 2 8 2 2 2 5 4CaAl Si O +2H +H O Ca Al Si O (OH)+                                      (7) 
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The divalent cations precipitates as calcium carbonate through Reactions (8) and (9)[9, 31]. 
 

2+ - +
3 3Ca +HCO CaCO +H                                                                          (8) 

2+ 2-
3 3Ca +CO CaCO                                                                                      (9) 

 

In this work, Eq. (7) and the following net reaction are considered to study the mineral 
reaction rate. 
 

2+ +
2 2 3Ca +CO (aq)+H O CaCO +2H                                                                   (10) 

 
Mineral reaction rate 
According to nonequilibrium thermodynamics, the chemical reaction rate of a single reaction 
is described as Eq. (11)[32], 
 
 Rate = Rf (1 - e-A/RT)                                                                                            (11) 
 
where, Rf is the forward rate of the reaction, A is the affinity and is described as the negative 
of the molar Gibbs free energy change of reaction, R is the gas constant, T is the temperature.  
Based on Eq. (11), the general rate equation for geochemical reaction kinetics is[22, 24]: 
 

min a
eq

Rate (1 / ) d / d (1 / ) exp( / ) [1 ]i
QV n t V K A E RT

K
= ⋅ = ⋅ ⋅ ⋅ − ⋅ −

                                                (12) 
 
where, V is the volume of brines, K is the rate constant, Amin is the reactive surface area, Ea is 
the activation energy, Q is the activity product and is described through Eq. (13), and Keq is 
the equilibrium constant. 
 

2

+

2+
CO ( )

[H ]

[Ca ] aq

Q
f

=
⋅                                                                                                    (13) 

 
In Eq. (13), [H+] and [Ca2+] are the molar concentrations of H+ and Ca2+ ions, respectively. 
 
Mineral reaction rate parameters 
Anorthite is chosen for a case study. The volume of brines is assumed as 1 m3 (approximately 
equals to 1 kg). The rate constant, activation energy and specific reactive surface area of the 
rocks used are taken from literature[23] and shown in Table 1. The water:rock ratio is fixed at 1 
kg water per 15 kg of rock[24]. The gas constant is taken as 8.3145 J⋅mol-1⋅K-1. The effect of 
temperature on the mineral reaction rate is neglected and the temperature is taken as 298.15K. 
In the calculation of Q, [H+] and [Ca2+] are taken from the pH value and composition of Rose 
Run brines[22]. The fugacities of aqueous CO2 are determined by SAFT1-RPM EOS[13]. 
According to the equilibrium constants of the following Eqs. (14) and (15), the equilibrium 
constant of Eq. (10) can be obtained as shown in Eq. (16). 

- +
2 2 3CO (aq)+H O HCO +H                             logK(298.15K)= - 6.37        (14) 

+ 2+
3 3CaCO (calcite)+H Ca +HCO −                  logK(298.15K)=1.71           (15) 

2+ +
2 2 3Ca +CO (aq)+H O CaCO +2H                 logK(298.15K)= - 8.08         (16)   
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Table 1. The mineral considered and its reaction rate constant (K), activation energy (Ea) and specific 
reactive surface area[23]. 

Mineral K (mol⋅m-2⋅s-1) Ea (J⋅mol-1) Specific reactive surface area (m2⋅g-1) 
Anorthite 7.6×10-10 1.78×104 1.00×10-3 

 
3.1.3. Model of coupling mass transfer with mineral reaction 
The model of coupling mass transfer with mineral reaction can be derived from the equation 
of continuity for species i in a multicomponent reacting mixture as shown in Eq. (17)[29].  
 

( )i
i i

C
J r

t
∂

= − ∇ ⋅ −
∂                                                                                                 (17) 

 
where, ri is the consumption rate of i by reaction. According to the different flux forms of 
Eqs. (1) and (4) and the reaction rate form of Eq. (12), the concentration gradient and 
chemical potential gradient models of coupling mass transfer with mineral reaction can be 
obtained. 
 
3.2. Initial and boundary conditions 
The initial condition is given by Eq. (18) 
 

0
0

( 0)
( , )

0 ( 0)
i

i t

C x
C x t

x=

=
= 

>                                                                                         (18) 
 
where, Ci0 is the aqueous CO2 saturated concentration. The left boundary conditions are the 
interface concentrations of aqueous CO2 calculated with SAFT1-RPM[13] by assuming 
instantaneous saturation of CO2

[21]. The right boundary condition is  
 

( , )
0 ( 0)

R

i
x x

C x t
t

x =

∂
= >

∂                                                                                       (19) 
 
where, xR represents the distance between the right boundary and the interface. 
 
3.3. Numerical solution 
The partial differential equations are solved numerically using the built-in “pdepe” in the 
MATLAB program, which solves initial-boundary value problems for systems of parabolic 
and elliptic partial differential equations. The diffusion coefficient is taken the value 
calculated in this paper at 7.5322 MPa and the other experimental conditions of Test 4[5]. 
 
4. Results and Discussions 

4.1. Effective diffusion coefficient 
The effective diffusion coefficients at different pressures and other experimental conditions of 
Test 4[5] are calculated and shown in Fig. 1. Fig. 1 shows that the effective diffusion 
coefficients by both concentration gradient and chemical potential gradient models are close 
to each other and decrease with increasing pressure. Moreover, the effective diffusion 
coefficients calculated in this paper are close to that in our previous work by the chemical 
potential gradient model based on the derivation of ∂ai/∂t[21].  
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4.2. Concentration distribution by concentration and chemical potential gradient models   
The concentration distribution of aqueous CO2 with distance at 10 and 20 years through the 
concentration gradient and chemical potential gradient models coupling mass transfer with 
mineral reaction is shown in Fig. 2. From Fig. 2, there are considerable discrepancies for the 
concentration distribution with distance by the two models, which implies the importance of 
the consideration of non-ideality. The concentrations of aqueous CO2 by the concentration 
gradient model are higher and further than that by the chemical potential gradient.   
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Fig. 1. Calculated effective diffusion coefficients 
at different pressures 

Fig. 2.  Concentration distribution with distance 
for coupling mass transfer with mineral reaction. 
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Fig. 3.  C alculated concentration distribution with distance at different time scales in which two 
different cases are considered (1) mass transfer only; (2) coupling mass transfer with mineral 
reaction. 
 
4.3. Concentration distribution by chemical potential gradient model for two cases: mass 

transfer only and coupling mass transfer with mineral reaction. 
The concentration distribution of aqueous CO2 with distance at 10, 20, 50 years by the 
chemical potential gradient model for two cases (mass transfer only and coupling mass 
transfer with mineral reaction) is shown in Fig. 3. From Fig. 3, for the anorthite case, it is 
observed that the mineral reaction plays a considerable role for the geological sequestration 
when the time scale reaches 10 years. Moreover, our results show that the mineral reaction 
does not bring obvious effect on the concentration distribution of aqueous CO2 for time scale 
less than 10 years, and when the time scale is 1000 years, the aqueous CO2 by the mass 
transfer can be completely reacted by the model rock anorthite due to the neglection of the 
effects of hydrodynamics and gravity. In future work, more types of rocks and the effects of 
hydrodynamics and gravity should be considered. 
 
5. Conclusions 

In this paper, the coupling behaviors of the mass transfer of aqueous CO2 with the mineral 
reactions of aqueous CO2 with model rock anorthite are investigated by chemical potential 
gradient and concentration gradient models, respectively. The effective diffusion coefficients 
of CO2 are obtained based on the experimental kinetic data reported in literature. The results 
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show that there are considerable discrepancies for the concentration distribution with distance 
by the concentration gradient and chemical potential gradient models, which implies the 
importance of the consideration of the non-ideality. And the concentrations of aqueous CO2 at 
different distances by the concentration gradient model are higher and further than that by the 
chemical potential gradient. The mineral reaction plays a considerable role for the geological 
sequestration when the time scale reaches 10 years for the anorthite case. 
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Abstract: Underground coal gasification (UCG) is a cl ean coal technology which converts coal into a 
combustible gas in situ without mining and without bringing up the ash contained in the coal. Thus, the attendant 
problems of coal washing, ash handling and disposal can be avoided.  The combustible gas mixture, consisting 
primarily of hydrogen, methane, carbon monoxide--all of which are fuels for an solid oxide fuel cell (SOFC) 
system-- and carbon dioxide, can be fed to a battery of SOFC after gas cleaning to remove hydrogen sulphide 
and other impurities.  A large portion, typically 50%, of the chemical energy contained in the product gas can be 
converted into electrical energy by the SOFC.  The exhaust gases from the SOFC are typically at a temperature 
of the order of 600 to 800 deg C.  Heat energy from these will be extracted to produce steam, part of which will 
be used for UCG and the rest will be sent for SOFC internal reforming and shifting reactions. The exhaust gases, 
consisting primarily of carbon dioxide and steam, will be finally fed through a condenser and will then be sent 
for compression and sequestration. Thus, the overall system envisaged makes use of oxygen-fed UCG and SOFC 
to generate electrical energy and an exhaust gas consisting primarily of carbon dioxide and the easily 
condensable steam which enables CO2 sequestration.  The overall integrated system can be divided into five 
units namely underground coal gasification, UCG product gas purification, electrical power generation from 
SOFC, heat recovery system and carbon sequestration unit. An energy analysis with heat integration of all the 
systems for a nominal 500 MWt will be discussed. 
 
Keywords: Underground coal gasification, Solid oxide fuel cell, Carbon sequestration, Heat integration. 

Nomenclature 

Wele electrical work ......................................... kJ 
F Faraday’s constant ................................... C 
K equilibrium reaction constant .....................  
p partial pressure ...................................... bar 
T mean temperature ..................................... K 
R universal gas constant ................ kJ/kmol K 
H enthalpy ................................................... kJ 
NH2  moles of hydrogen converted…………..mol 
ΔHR  Heat of reaction……………………..kJ/mol 

η efficiency ...................................................... 
f      flow rate  ........................................... mol⋅s-1 
cp specific heat .................................... kJ/kg K 
E Nernst potential ........................................ V 
Eo Ideal potential at standard condition ....... V 
j electron number ........................................... 
Uf     fuel utilization factor………………………… 
HV Heating value………………………….kJ/mol 
Q   excess heat………………………………..kW 

 

1. Introduction 

Coal is the major fossil fuel in the world and 70% of electricity produced in India comes from 
coal. Coal is expected to be the mainstay of electricity generation in India for the next several 
decades.  H owever, coal utilization is fraught with environmental problems.  G iven that 
Indian coal typically has large ash content, its mining, washing, and final utilization in 
pulverized coal boilers leads to significant land, water and air pollution. The ash collected 
from the stacks also poses a disposal problem.  On top of these, there is increased awareness 
of the need to reduce CO2 emissions into the atmosphere.  Hence it is necessary to develop 
suitable technologies for coal conversion efficiently without environmental pollution. 
  
Underground coal gasification (UCG) is a clean coal technology with in situ gasification 
having no m ining problem, no a sh disposal, offering economical exploitation of low grade 
coal. It is a cl ean coal technology which enables exploitation of coal reserves in an 
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environmental friendly manner.   A large amount of work has been reported in the 1970s and 
80s on UCG [1-5] and there has been renewed interest in UCG as showed by a number of 
publications in the last decade [6-10].  These studies have focused on coal gasification per se 
and not much on CO2 sequestration.  In the present paper, we describe a process by which 
UCG can be coupled to a solid oxide fuel cell (SOFC) system to develop an integrated power 
plant which makes use of the fuel gas from the UCG, generates electricity from it and leaves 
an exhaust gas consisting of 85% CO2 which can therefore be readily sequestered. The layout 
of the proposed plant is described in Section 2 and a thermodynamic analysis of the system is 
discussed in Section 3.  
 
2. Description of the coupled UCG-SOFC system 

A schematic diagram of the integrated UCG-SOFC system is shown in Figure 1.  The product 
gas from the UCG system typically has some particulate matter and impurities in the form of 
tar, sulphur and its compounds. These are removed as the gas passes through a c yclone 
separator, a gas filter unit and a tar removal unit.  T he hot gas from the cyclone separator 
exchanges heat with the clean gas coming from the tar removal system in a gas-to-gas heat 
exchanger. The clean fuel gas is further heated (by the hot anode side exhaust of the solid 
oxide fuel cell (SOFC) unit) and is mixed with steam and is fed to the anode side of the SOFC 
unit.  The unused portion of hydrogen and carbon mono oxide (85% fuel utilization efficiency 
is assumed in the SOFC) is then fed to a combustor to completely convert the remaining fuel 
into CO2 and steam. These gases are fed to a condenser in which most of the steam is 
removed and the remaining gas, consisting mostly of CO2 is sent to the CO2 sequestration 
unit.  The thermal energy in the exhaust gas of the combustor is used to generate steam in the 
condenser unit which is used for fuel reforming in the SOFC as well as for coal gasification in 
the UCG gasifier.  Further, the thermal energy of the hot air from the cathode code is also 
used to preheat the air that is supplied to the cathode so as to maintain the SOFC temperature 
at the design condition.  In order to eliminate nitrogen from the system (so as to facilitate CO2 
sequestration), an air separation unit is used to supply oxygen in required quantity to the 
combustor (this is especially needed to maintain stable combustion as the anode gas from the 
SOFC contains only a small percentage of fuel, namely, H2 and CO, the rest being CO2 and 
steam) as well as that required for gasification in the UCG gasifier unit.  The flow paths of the 
various streams are shown in Figure 1.   
 
The above coupling of the UCG with an SOFC enables proper thermal integration of the 
various units to produce electrical energy directly from the product gas of the UCG.  
Moreover, the combination of UCG and SOFC is such that the integration can be done in such 
a way that all the CO2 that is produced in the fuel utilization can be captured in a relatively 
straightforward manner without the need for an external CO2 absorption unit as is required in 
normal combustion of the UCG gas.  One disadvantage however is the need to clean the UCG 
gas to remove tar and sulphur products so that it can be used in an SOFC.  The technology for 
the required gas cleaning already exists; the calculations described in the next section show 
that the gas cleaning can also be done without a significant energy penalty resulting in a 
combined system with a significantly higher overall thermal efficiency and little 
environmental pollution. 
 
3. Thermodynamic model and analysis 

The overall integrated plant consist of five units, namely, underground coal gasification, UCG 
product gas purification, electrical power generation from SOFC, heat recovery systems and 
carbon sequestration unit.  An energy balance on these units has been carried out to determine 
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the overall utilization of energy. The UCG system is considered to be operating at 
atmospheric pressure and the bituminous grade coal in underground undergoes partial 
oxidation and gasification in presence of pure oxygen to produce calorific value synthesis gas. 
The electrical efficiency of SOFC fuel cell is found out based on the shifting, reforming and 
electrochemical reaction with reaction kinetics.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. Schematic of the integrated underground coal gasification with solid oxide fuel cell 
 
3.1. UCG Plant 
A 500 MW of product gas generated from UCG and the flow rate of input and output stream 
of gases and its molar composition has taken from Lawrence Livermore national laboratory 
(LLNL) literature [11] and used for the basis of theoretical calculation. Table 1 represents the 
product gas molar composition and total product gas flow rate from UCG of 2600 mol/s. 
 
Table 1. Product gas composition from UCG plant 

Species Mole fraction Product gas flow rate[mol/s] 
N2 0.018 47.36 

 CO 0.11 289.47 
CO2 
H2 

CH4 

0.44 
0.37 
0.05 

1157.89 
973.68 
131.58 

 
Heat of combustion of product gas (HV) = 190 kJ/mol 
Product gas flow rate from UCG to SOFC (fp) = 2631.58 mol/s 
Total injection flow rate of steam and oxygen = 2255.63 mol/s  
Injection mole fraction of oxygen = 0.47 
The UCG gasifier operating temperature is assumed to about 800°C in oxyfuel mode. Pure 
oxygen from air separation unit and steam generated from condenser unit are injected into 
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injection hole and the gasified products at 650°C are collected from the production hole of 
UCG. 
 
3.2. UCG product gas purification system 
In UCG system, volatile matter liberated during combustion, gasification and pyrolysis zone 
will move along the cavity and make contact with the fresh coal. This would results in product 
gas enriched with tar content since there is no further thermal cracking [12]. The issue of 
removal of mercury, arsenic and other trace metals is not addressed here as not much is 
known about their formation and presence in the UCG gas. In order to utilize these product 
gases in SOFC for power generation, it is necessary to remove the tar and sulfur content 
impurities. Cyclone separator and ceramic filters are used to remove the particulate matter and 
alkali compounds from product gases before the tar removal. A wet electrostatic precipitator 
is used for tar condensation and removal. The purified gas stream is cooled to about 50° C and 
the enthalpy is again gained from the inlet gas stream of purification system and fed into the 
SOFC. 
 
3.3. SOFC fuel cell system 
The purified hot gas stream from with steam is introduced at the anode side of the SOFC. To 
avoid the carbon deposition in SOFC, a steam to carbon ratio of 2:1 is assumed [13]. Excess 
oxygen of 400% in air is supplied at the cathode side to recover the generated heat energy. 
The operating temperature of SOFC is assumed to be 700°C. The temperature of exit stream 
from anode and cathode side is same as the operating temperature of SOFC. In IRSOFC 
(Internal reforming SOFC), only hydrogen is assumed to undergo oxidation for electric power 
generation. Carbon monoxide, methane undergoes reforming and water gas shifting reactions 
[Eq. (1)] with steam and produces hydrogen. High operating temperature of SOFC is suitable 
for reforming and shifting reaction which converts the CO and other hydrocarbons to 
hydrogen. A fuel utilization factor of 0.85 is assumed for the fuel cell. 
 
Reforming reaction:             CH4 + H2O                CO + 3H2                                        (1) 
 
Water gas shifting reaction:  CO + H2O                 CO2 +H2   
 
 Kref = [CO][H2]3/[CH4][H2O]                  (2)       
    
 Kshf = [H2][CO2]/[CO][H2O]                   (3) 
 
where Kref and Kshf are the equilibrium constants for reforming and shifting reaction 
respectively. The equilibrium constants are calculated using the temperature dependent 
polynomial expressions [14]. The equilibrium gas composition can be determined using Eq. 
(2 & 3).  
 
 3.4. Estimation of Overall Thermal Energy Conversion Efficiency 
The overall thermal energy conversion efficiency (η) of the coupled UCG-SOFC process can 
be estimated from the thermal energy content in the UCG gas and the electrical power output 
from the SOFC system.  The latter is estimated as follows.  The cell e.m.f, E, of the SOFC is 
calculated for the particular concentrations of hydrogen, oxygen and steam produced (pH2 , pO2, 

pH2 O) used in the cell using the Nernst equation [15]:  
 
 E = Eo+ (RT/jF) ln[(pH2.pO2 

1/2)/pH2 O]                (4) 

Kref 

 Kshf 
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where Eo is the ideal potential at standard condition, j is the electron number. 
 
The electrical power output from the SOFC is then calculated as 
 
 Wele = ENH2 jF                                              (5) 
 
where NH2 is the number of moles of hydrogen, and F is the Faraday’s constant. 
The overall thermal energy conversion efficiency can now be calculated by dividing the 
electrical power output by the thermal energy flow rate in the UCG gas:   
 
 η = Wele/ ( fp x HV)                                 (6) 
 
where fp is product gas flow rate from UCG in mol/s and HV is the heating value of the 
product gas from UCG. 
 
3.5. Estimation of the air inlet temperature for the SOFC  
Energy balance can be made over the SOFC fuel cell system to calculate the air inlet 
temperature to the cathode side [Fig.2]. Eq. (7) gives the excess energy generated in the fuel 
cell is taken up by the incoming air and gas stream to maintain a constant operating 
temperature in the cell. 
 
 
 
 
 
 
 
 
 

 
Fig.2. Schematic diagram of SOFC Model 

 
ΔHR = Wele + Q                                                (7)       

 
   where ΔHR is the heat of reaction (kJ/mol), Q is the excess energy generated in the fuel cell.                              
 
                         Tsofc 

Q = fA ∫Cp dT + fC (HSOFC – HC in)                   (8)  
                         TAin    
where fA and fc are the input flow rates of anode side gas stream and cathode side air stream 
respectively.  
From Eq. (8), the air inlet temperature to cathode side of the fuel cell is calculated.                     
                               
3.6. Heat recovery system 

 The outlet gas from anode and cathode of SOFC at high temperature of 700°C are utilized for 
the heat recovery system. The inlet gas streams of cathode and anode are heated using heat 
exchangers by their respective outlet gas streams. The trace quantity of unconverted gas from 
SOFC can be burnt in a combustor with oxygen and the hot gas from combustor has sent to 
the condenser. A fresh steam is generated from condenser which is then supplied to the SOFC 
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cathode inlet and UCG injection hole. The two heat exchangers at the inlet of SOFC system of 
cathode and anode and the combustor and the condenser for fresh steam generation will 
constitutes the heat recovery system of the integrated system. 
 
 
 
 
 
 
 

 

                            Fig.3. Schematic diagram of combustor model. 
 
Complete combustion of remaining hydrogen, carbon monoxide and trace amount of methane 
are assumed in the combustor. Pure oxygen of 150% in excess of stoichiometric requirement 
for complete combustion is supplied to the combustor. The temperature of the exit stream 
from combustor (Fig.3) can be calculated from the enthalpy balance [Eq. (9)] over combustor.  
 

Hin + Ho = Hout               (9) 
 
 
 
 
 
 
 
 
 
                          Fig.4. Schematic diagram of Heat Exchanger model 

Fig.4 represents the schematic diagram of heat exchanger model. The cold stream outlet 
temperature can be calculated from the enthalpy balance equation [Eq. (10)].  
                                        T4 

fH (H1-H2) = fc ∫Cp dT                   (10)                           T3 

 
where fH and fC are the flow rates of hot and cold streams respectively. 
 

4. Results and Discussion 

An overall energy balance is made for the entire thermodynamic model for the integrated 
system of UCG and SOFC. The steam generated from condenser at 600°C is sent to the UCG 
and SOFC with approximately equal proportion.  
 
The hot product gas from the UCG plant enters the purification system at 650°C and cooled in 
a heat exchanger to 200°C and then it enters into the filter. Small particulate matters and 
condensed alkali compounds are filtered through the gas filter. Particulate free gases are then 
entered into the wet electrostatic precipitator to remove the tar which is enriched in the 
product gases. The tar free product gas are coming out from the wet ESP at about 50°C are 
heated to about 525°C using the exit gas stream of UCG. In order to raise the temperature of 

   Combustor 
SOFC anode outlet stream Hin  Exit stream Hout 

Pure oxygen Ho 

   Heat Exchanger Hot stream inlet T1, H1, fH Hot stream outlet T2, H2 

Cold stream inlet T3, H3, fC 

Cold stream outlet T4, H4 
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the product gas at about 650°C to meet the SOFC operating temperature, the purified gas is 
heated again with the outlet gas stream of SOFC at anode side.  
 
Table 2. SOFC inlet and outlet gas stream composition. 

Species  Inlet stream mole percent  Outlet stream mole percent 
N2 1.28 1.19 

CO2 31.25 38.15 
CO 
CH4 
H2 

H2O 

7.81 
3.55 
26.28 
29.83 

1.64 
0.000044 

6.52 
52.5 

  
Table 2 represents the SOFC inlet and outlet gas composition of cathode side. In outlet gas 
stream, only a trace amount of methane is present and constitutes 50 mole % of steam. The 
electrochemical work done by the SOFC can be calculated using the Nernst equation as 
312.53MW. Electrical efficiency of the SOFC cell is found as 62.5%.  
 
The unconsumed fuel from SOFC is burnt in the combustor with pure oxygen to extract more 
energy and the outlet gas is purely a composition of steam and carbon dioxide. The 
combustion of unconsumed fuel from SOFC in the combustor can be carried out using excess 
oxygen. 
 
Table 3. Combustor inlet and outlet gas stream composition 

Species Inlet stream mole percent Outlet stream mole percent 
N2 1.08 1.125 

CO2 
CO 
CH4 
H2 

34.62 
1.49 

0.00004 
5.91 

37.49 
0 
0 
0 

H2O 
O2 

47.64 
9.25 

55.62 
5.77 

 
Table 3 shows the combustor outlet gas composition. Combustor outlet stream contains 37% 
of CO2 and 55% of steam which is then sent to the condenser to extract the heat energy. All 
the steam can be condensed and the pure CO2 is separated and sent to sequestration unit. 
 
5. Conclusion 

A fully integrated UCG-SOFC system is proposed to provide clean electrical energy from 
underground coal.  The combination of UCG and SOFC is such that thermal as well as system 
integration of the two units can be carried out readily.  A first-cut energy analysis, without 
including the cost of the air separation unit and the cost of compression of the CO2 for the 
purposes of, say, underground sequestration, gives an overall thermal efficiency of above 
60%.  The combined system also utilizes fossil fuel in a clean manner without any particulate 
or gaseous emissions, thus providing a clean source of energy from conventional sources.  
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Abstract: Tanzania is one of the low income countries, which heavily depends on hydro-power for electric energy 
supply to the national grid. Impacts of climate change patterns on water resources supply to dams for hydro-energy 
generation is now evident. In turn, this has impacted national socio-economic development in numerous ways. The 
objective of this work was to analyze the link of climate change to water shortages for hydro-power generation in the 
Mtera reservoir, which supply 50% of the hydro-power to the national grid. Literature survey, records collection and 
analyses and observations were research tools used.  The study revealed that, 64% of increasing variability in rainfall 
over years in the watersheds described declining water levels in Mtera dam. This strong relationship means that 
climate change is main driver of water shortages for hydro-power generation. This suggests a need for national 
adaptation strategies to water supply shortages. Improvements in the present hydro-power sources for water 
recycling and/or development of micro-dams for storage of excess water need exploration. Rain-water harvesting and 
recycling seems important adaptation strategies to changing hydrological patterns for water supply to the hydro-
energy plants in Tanzania.     

Keywords: Electric energy supply, Hydro-energy plants, Increasing rainfall variability, National grid, Water supply    

1.  Introduction  

Climate change and variability are now becoming one of the significant development challenges 
due to shift in the average patterns of weather. Environmental change, manifested by climate 
change and variability, is no longer a mythical discourse; the scientific consensus is not only that, 
human activities have contributed to it significantly, but that the change is far more rapid and 
dangerous than thought earlier (IPCC, 2007). While climate change results from activities all 
over the globe, with rather unevenly spread contributions to it, it may lead to very different 
impacts in different countries, depending on local, regional environmental conditions and on 
differences in vulnerability to climate change (UNEP/Earthscan, 2002). The Millennium 
Ecosystem Assessment (2005) shows that, in all ecosystems of the world, the climate changes 
impacts are rapidly increasing, such as, on water resources, environmental services and other 
livelihoods capital assets for sustainable human development. In the World Summit on 
Sustainable Development (WSSD) held from August 26-4 September 2002 in Johannesburg, 
South Africa, the UN Secretary General outlined priority areas for sustainable development as 
water and sanitation, energy, health, agriculture and biodiversity protection and ecosystems 
management (WSSD, 2002).    

Climate change impact on water resource supply significantly affects all aspects of sustainable 
socio-economic development of a country or a society, where energy sector is heavily dependent 
on hydropower. Current contribution of hydro-power in Tanzania to national grid is 52% and the 
rest is from thermal sources (Karekezi et al. 2009). There has been a concern over water supply 
for energy generation in Mtera reservoir. This concern is manifested at national level a decade 
ago by the government declaration in March 2001 that, the Great Ruaha River should return to its 
year-round flow characteristics by 2010. The concern comes from power shortages in early-
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1990s, attributed to low water flows into the Mtera/Kidatu hydropower system from the Great 
Ruaha River (Lankford et al, 2004; Yawson, et al, 2003). The hydrological change in the 
Usangu-Mtera ecosystem has attracted number of investigations into causes of this problem, 
which include: Sustainable Management of the Usangu Wetlands and its Catchments (SMUWC) 
from 1998-2002 (Lankford et al, 2004); investigation into cause of the failure of the Mtera-
Kidatu Reservoir system (Yawson et al, 2003); a study of the effects of land degradation in the 
uplands on land use changes in the plains (Mwalukasa, 2002); a study of the socio-economic root 
cause of the loss of biodiversity in the Ruaha Catchment Area (Sosovele and Ngwale, 2002). 
These studies agree that, there is hydrological flow change in Mtera reservoir, but there is no 
consistent consensus on cause of hydrological change. These studies did not attempted to directly 
link change in rainfall variability with water supply from Mtera reservoir.  This work focuses on 
the hydrological flow change and how it links to changes in rainfall variability. Therefore, this 
paper explores the trends in variability of the Mtera reservoir mean water levels and watershed 
rainfall amounts and discusses linkages to energy generation for the national grid and socio-
economic development. Furthermore, it recommends opportunities for harnessing in the national 
adaptations strategies to climate influenced hydrological flows changes.     

2.  Methodology 

The study area is Usangu-Mtera ecosystem, which covers, south-western Tanzania’s highlands 
watershed catchments to the Mtera reservoir, which is used to conserve water for hydro-
electricity generation in Kidatu, downstream.  Data collection tools from the area were survey of 
literature, key informants interviews, informal appraisals, questionnaire interviews and 
biophysical records collections and analysis.  

The literature was searched from the Internet, published and grey materials of the relevant 
regional, national and area studies. Then a critical analysis of information gathered through 
literature surveys was undertaken. Key informants interviews were held with Rufiji Basin Water 
Office (RBWO) and the Tanzania Electricity Company (TANESCO). Informal village appraisals 
were conducted in six villages, which were Ikoga and Sololwambo in lower part, Yala and 
Matebete middle part, and Mhwela and Mabadaga in upper part of the Usangu central plain. 
Informal interviews were supplemented with participatory village resources mapping and on the 
ground observations through transect walks.  

Household questionnaire interviews were held in April to December 2004, involving 266 
households in six above villages. Interviews assessed climate change perceptions and its link to 
water problems at local level. Verification of this perceptions, were done through collection and 
analysis of biophysical records on rainfall and water levels in the Mtera reservoir over 22-years 
(1982-2003). A 22-years measurements data of Mtera reservoir water levels collected from 
TANESCO and rainfall data from the Agricultural Research Institute meteorological station 
located in the Uyole-Uporoto uplands watershed, typical of the south-western watersheds.  

Analysis of the total annual rainfall amounts were summation of monthly precipitations. Monthly 
sum of each rainfall year starts in October of the preceding year and ends in September of the 
following year. The relationship was tested and linkage established between rainfall variability 
and water supply shortage experienced by analyses of the collected information. Quantitative data 
were analysed using the Statistical Package for Social Science (SPSS).  
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3.   Results  

3.1  Climate change Indicators 
Local people experience strongly attested links of climate changes with respect to water 
resources, rainfall amount and duration, temperature, land resources degradation and land use 
change in the Usangu-Mtera ecosystem (SMUWC, 2002; Malley et al, 2007). Interview of 266 
household, in area of study, about 82.6% of respondents, reiterated that rainfall amount has 
decreased, and a similar number (83%), reported shortened duration of rainfall in Usangu-Mtera 
ecosystem. These perceptions are supported by analysis of rainfall trends (Table 1).  

Analysis revealed that annual rainfall amounts in the south-western watershed, is declining, 
though not statistically significant (p= 0.05).  However, a high variability pattern of rainfall 
amount from year to year is evident. More frequencies of below average annual rainfall amounts 
were conspicuously notable, from late 1980s to 2003, which indicate increased frequency of 
drier-years than normal in about last 22 years. 

3.2  Water supply for energy generation in Mtera  
The Mtera reservoir mean annual water levels trend, over 22-years, depicts closely similar pattern 
to the annual rainfall amounts trend in the south-western highlands watersheds (Table 1). More 
frequencies of low mean annual water levels were observed from the late 1980s to 2003. This 
similarity in the pattern, attest a possible linkage between the annual hydrological droughts in the 
reservoir to the rainfall amount and pattern change in the south-western highlands watersheds.  

Table 1 Trends in rainfall, water levels and their relationships in Usangu-Mtera ecosystem  
Environmental variable  Direction  Method of analysis  Extent 

(%) 
Sign.  

Trends 
Rainfall  quantity  Declining  PRA  -  

Respondents  perception  82.6 *** 
Regression over years   6.8 Ns  

Rainfall variability  Increasing  PRA  -  
Respondents perception  83 *** 

Patterns of mean annual 
water levels in Mtera 
reservoir  

Declining  Regression over years  5.8 Ns 

Mean annual water level 
variability  

Increasing  Regressions over years  10.2 Ns  

Rainfall variability vs 
water levels   

Positive 
and strong  

Regression  64.2 *** 

Ns = not significant, * significant at P ≤0.05; ** significant at P ≤ 0.01, *** Significant at P ≤ 0.001  
Source: Own analyses of field data (2004)   

3.3   Climate change indicators and Mtera reservoir water supply  
Regression analysis of variations in the amounts of rainfall, significantly (p<0.001) accounted for 
64.2% of the variations in mean annual water levels in Mtera reservoir (Table1). This suggests 
that, the lower the annual rainfall amount in the upper catchments the lower the mean annual 
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water supply from the Mtera reservoir. It implies that, increasing variability in the annual rainfall 
amounts is a cause of increasing variability in the mean annual water supply in the Mtera 
reservoir for electricity generation. These direct close relationship, gives new evidence, that there 
is a strong causal relationship between the perceived changes in climate indicators with the 
changes in the hydrology of the Usangu-Mtera eco-system.            

4. Discussions  

Lankford et al, (2004), showed that SMUWC investigation found that hydrological change in the 
Great Ruaha River is linked to dry season abstraction for irrigation activities and environmental 
losses, but not to climate change. Mwalukasa (2002) showed that, there is significant degradation 
of the land cover in the plain and upland of the Chimala River catchments, and there is increase 
in land use for irrigated agriculture in the plain. According to Yawson et al, (2003), the failure of 
the Mtera/Kidatu system is due to unaccounted spillage from Mtera reservoir, caused by 
inefficient management of the system. These investigations did not attempt to analyse linkage of 
climate indicators with water supply from Mtera reservoir. Sosovele and Ngwale, (2002) and 
Malley et al., (2007) analysed rainfall trends from different stations which indicated that climate 
change might have played a significant role in the experienced water supply shortages. These 
studies supported the anecdotal evidence that, climate change plays a greater role in the observed 
hydrological flow change. The results of present findings, which established direct relationships 
between water supply change and rainfall variability further supports findings of Sosovele and 
Ngwale (2002) and Malley et al (2007) and the anecdotal evidence.   

According to Karl et al., (1995), increase in frequency of drought or rainfall variability is linked 
to climate change, which is also characterised with events of short severe storms. According to 
U.S. National Drought Monitor (2006), hydrological drought is manifested by shortfalls in 
surface and sub-surface water supply, which can be detected through decline in water levels in 
rivers, reservoirs, lakes and aquifers. Frequency and severity of hydrological drought is 
discernible at a watershed or river basin scale (Wilhite and Glantz, 1985). Mbwambo (2010) 
reported decline in number of flowing rivers from 79 to 39 now in Kilombero basin in Morogoro, 
Tanzania, due to climate change. In the Usangu-Mtera ecosystem, work of Sosovele and Ngwale 
(2002) reported that, rivers from upper watersheds of Uporoto and Mbeya mountains, which flow 
into the Usangu plain, and then to the Great Ruaha River only Chimala and Mbarali still have 
flows, however, amount of flowing water has declined substantially. These observations are 
supported by SMUWC (2002) measurements of flows in the rivers, which show that dry season 
flows of rivers have declined. Dried and silted up perennial rivers and streams were encountered 
during the course of this study, in the middle and lower villages of the Usangu plain. The 
SMUWC (2002), indicated that the western wetlands area (about 900 km2), experienced reduced 
seasonal flooding in recent years, and it seem it no longer qualifies as a wetland, only remaining 
indicators of its past wetlands status is vegetation and soils. Kashaigili (2005) results show that, 
the eastern wetland perennial swamp size has shrunk by almost 70% between 1984 and 2000.  
According to Yawson et al (2003), in 1991 and 1992, water levels in the Mtera-Kidatu reservoir 
system, went very low to its dead levels. This is attested by the increasing frequency of below 
average mean annual water levels in Mtera reservoir. Presence of these indicators in the 
watersheds, fans and wetlands ecosystems in Usangu, and in the Mtera reservoir, explain the link 
of climate change-to-water supply problem from Mtera reservoirs for hydropower generation.  
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4.1  Impact of climate change on energy generation and socio-economic development  
According to Libiszewski (1992), socio-economic impacts of environmental change may include: 
(1) decrease economic production, (2) general economic decline, (3) population displacements, 
and (4) disruption of institutions and the social relations. In the Usangu-Mtera ecosystem, similar 
socio-economic impacts, linked to hydrological change are evident. To abate, water shortage 
problem for energy generation, pastoral communities were forcefully displaced from their 
livelihood resources, water sources and dry season grazing land (Edwin, The East African, April 
9-15, 2007). This forceful displacement of pastoral people has resulted into disruptions of their 
social institutions and soured their relations with the state, which mean a disruption of social 
capital, important in development process.    

Climate change impact on water supply, results into reduced hydro-power production, which 
causes increase in outages and load shedding. In Tanzania, in dry year of 1997, the Mtera dam 
water went down, due to drought causing 17% drop in hydropower generation (Karekezi et al, 
2009). In the period, 1990-2008, the water supply problem from the Mtera reservoir led to 
electric power shortage, which in turn affected the national grid, because the Mtera-Kidatu 
system generates about 50% of the power to national grid (WWF, 2002). The electric generation 
failures caused the nation wide power rationing, which impacted the industrial economic 
production, either, through increased costs of production of goods, or through reduced level of 
production, due to unavailability of power during certain periods of operations. Energy shortage 
affected economic production, raises the costs of electricity and thus goods and socio-economic 
service provisions from trade, health, education and domestic sectors, which in turn affect the 
welfare and livelihoods of the people in different ways. The emergency response, to reduce the 
impacts of the national power crisis, by hiring and/or investing into expensive alternative power 
sources, greatly constrained the government budget for the socio-economic development 
activities, and has forced the nation to a debt burden (Simbeye, The East African, July 12-18, 
2004). Furthermore, in 2006, according to analysis of Kerekezi et al (2009), Tanzania incurred a 
loss of about 1% of its GDP earnings due to drought related load shedding exercise.  

4.2   Conclusion and Recommendations  
4.2.1  Conclusion 

Climate change and variability is evident from increasing frequency of annual rainfall amounts 
variability in the upper catchments of south-western highlands of the Usangu-Mtera ecosystem. 
Increasing frequency of hydrological drought as manifested by mean annual water supply from 
Mtera reservoir for energy generation has strong relationship with increasing rainfall amount 
variability.  

4.2.2  Recommendations  
•    Micro-dams for rainwater harvesting to adapt to years of extreme rainfall variability would 
help conserve water to support the main dam if constructed on the upper side of the Mtera 
reservoir along the Great Ruaha River to harvest excess water and store it, when the reservoir 
capacity approaches its maximum (698.5m.a.s.l). The stored water would be the source for 
recharge of the reservoir, when its water level approaches the critical minimum level 
(690m.a.s.l). The restriction at Nyaluhanga is another opportunity need to be explored for storage 

709



 

 

of water in the western wetlands, and then slowly released over time to recharge eastern wetlands 
and hence the Great Ruaha River.    

•   An investment into alternative energy sources is a commendable strategy. The use of coal in 
electricity generation appears available and potentially cheap alternative in Tanzania. However, 
in the long term, the coal burning is one of the highest emitters of a greenhouse gas, the carbon 
dioxide, which significantly contribute to the environmental changes, which would be 
environmentally un-friendly investment. This means heavy investment to this source, would seem 
to compromise the environmental sustainability efforts in a long-term, therefore a modest 
investment in coal energy plants as an emergency backups during the hydropower shortage is 
recommended.  

•   The hydro-power remains the known clean and cheapest sources of electric energy for 
sustainable economic development. This implies that, more careful considerations should be on 
improvement and maintenance of the present hydro-power sources and new ones identified and 
developed. The design should incorporate multiple and efficient re-use of water through recycling 
system as an important aspect of water management, which should be considered in planning and 
designs of new development in hydro-power generation plants.    
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Abstract: Most of the hydraulic structures are founded on permeable foundation. There is, however, no 
procedure to fix the basic barrage parameters, which are depth of sheet piles/cutoffs and the length and thickness 
of floor, in a cost-effective manner. Changes in hydrological and climatic factors may alter the design seepage 
head of the hydraulic structures. The variation in seepage head affects the downstream sheet pile depth, overall 
length of impervious floor, and thickness of impervious floor. The exit gradient, which is considered the most 
appropriate criterion to ensure safety against piping on permeable foundations, exhibits non linear variation in 
floor length with variation in depth of downstream sheet pile. These facts complicate the problem and increase 
the non linearity of the problem. However, an optimization problem may be formulated to obtain the optimum 
structural dimensions that minimize the cost as well as satisfy the exit gradient criteria. The optimization 
problem for determining an optimal section for the weirs or barrages normally consists of minimizing the 
construction cost, earth work, cost of sheet piling, length of impervious floor etc. The subsurface seepage flow is 
embedded as constraint in the optimization formulation. Uncertainty in design, and hence cost from uncertain 
seepage head are quantified using fuzzy numbers. Results show that an uncertainty of 15 percent in seepage will 
result in 22 percent of uncertainty in design represented by overall design cost. The limited evaluation show 
potential applicability of the proposed method. 
 
Keywords: Nonlinear Optimization Formulation, Genetic Algorithm, Hydraulic Structures, Barrage Design, 
Fuzzy Numbers, Uncertainty Characterization. 

1. Introduction 

Hydraulic structures such as weirs and barrages are costly water resources projects. A safe 
and optimal design of hydraulic structures is always being a challenge to water resource 
researchers. The hydraulic structure such as barrages on alluvial soils is subjected to 
subsurface seepage. The seepage head causing the seepage vary with variation in flows. 
Design of hydraulic structures should also insure safety against seepage induced failure of the 
hydraulic structures.  
 
The variation in seepage head affects the downstream sheet pile depth, overall length of 
impervious floor, and thickness of impervious floor. The exit gradient, which is considered 
the most appropriate criterion to ensure safety against seepage induced piping (Khosla, et al., 
1936; Asawa, 2005) on permeable foundations, exhibits non l inear variation in floor length 
with variation in depth of down stream sheet pile. These facts complicate the problem and 
increase the non linearity of the problem. However, an optimization problem may be 
formulated to obtain the optimum structural dimensions that minimize the cost as well as 
satisfy the safe exit gradient criteria.   

The optimization problem for determining an optimal section for the weirs or barrages 
consists of minimizing the construction cost, earth work, cost of sheet piling, and length of 
impervious floor (Garg et al., 2002; Singh, 2007). Earlier work (Garg et al., 2002) discussed 
the optimal design of barrage profile for single deterministic value of seepage head. This 
study first solve the of nonlinear optimization formulation problem (NLOP) using genetic 
algorithm (GA) which gives optimal dimensions of the barrage profile that minimizes unit 
cost of concrete work, and earthwork and searches the barrage dimension satisfying the exit 
gradient criteria. The work is then extended to characterize uncertainty in design due to 
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uncertainty in measured value of seepage head, an important hydrogeologic parameter. 
Uncertainty in design, and hence cost from uncertain head value are quantified using fuzzy 
numbers 

2. Subsurface flow  

The general seepage equation under a barrage profile may be written as: 
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This is well known Laplace equation for seepage of water through porous media. This 
equation implicitly assumes that (i) the soil is homogeneous and isotropic; (ii) the voids are 
completely filled with water; (iii) no consolidation or expansion of soil takes place; and (iv) 
flow is steady and obeys Darcy’s law.  

For 2-dimensional flow, the seepage equation (1) may be written as: 

02

2

2

2

=
∂
∂

+
∂
∂

y
h

x
h    (2) 

The need to provide adequate resistance to seepage flow represented by equation (1) both 
under and around a hydraulic structure may be an important determinant of its geometry 
(Skutch, 1997).The boundary between hydraulic structural surface and foundation soil 
represents a potential plane of failure.  

Stability under a given hydraulic head could in theory be achieved by an almost limitless 
combination of vertical and horizontal contact surfaces below the structure provided that the 
total length of the resultant seepage path were adequately long for that head (Skutch, 1997; 
Leliavsky, 1979). In practical terms, the designer must decide on an appropriate balance 
between the length of the horizontal and vertical elements. Present work utilized Khosla's 
Method of independent variables (Asawa, 2005) to simulate the subsurface behavior in the 
optimization formulation. Method of independent variables is based on Schwarz-Christoffel 
transformation to solve the Laplace equation (1) which represents seepage through the 
subsurface media under a hydraulic structure. A composite structure is split up into a number 
of simple standard forms each of which has a known solution. The uplift pressures at key 
points corresponding to each elementary form are calculated on the assumption that each form 
exists independently. Finally, corrections are to be applied for thickness of floor, and 
interference effects of piles on each others.  

3. Optimal design methodology 

Minimize  C (L, d1, dd) = c1(f1) + c2(f2) + c3(f3) + c4(f4) + c5(f5) 
 (4) 
 

Subject to 
λπdd

HSEG ≥     (5) 

Ll ≤ L ≤ u          (6) 

d1
l ≤ d1 ≤d1

u     (7) 
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l ≤ dd ≤dd

u    
 (8) 

L, d1, dd ≥ 0      (9) 

where C (L, d1, dd)  is objective function represents total cost of barrage per unit width 
(Rs/m), and is function of floor length (L), upstream sheet pile depth (d1) and downstream 
sheet pile depth (dd); f1 is total volume of concrete in the floor per unit width for a given 
barrage profile and c1 is cost of concrete floor (Rs/m3); f2 is the depth of upstream sheet pile 
below the concrete floor and c2 is the cost of upstream sheet pile including driving (Rs/m2); f3 
is the depth of downstream sheet pile below the concrete floor and c3 is the cost of 
downstream sheet pile including driving (Rs/m2); f4 is the volume of soil excavated per unit 
width for laying concrete floor and c4 is cost of excavation including dewatering (Rs/m3); f5 
is the volume of soil required in filling per unit width and c5 is cost of earth filling (Rs/m3); 
SEG is safe exit gradient for a given soil formation on which the hydraulic structure is 
constructed and is function of downstream depth and the length of the floor; 

dd
L=++= ααλ ];11[

2
1 2 ; L is total length of the floor; H is the seepage head ; d1 is the 

upstream sheet pile depth; d2 is downstream sheet pile depth; Ll, d1
l, and dd

l is lower bound 
on L, d1 and dd respectively;  Lu, d1 u, dd u  are upper bound on L, d1 and dd respectively. The 
constraint equation (5) may be written as follows after substituting the value ofλ : 
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In the optimization formulation, for a give barrage profile and seepage head H, f1 is computed 
by estimating thickness at different key locations of the floor using Khosla’s method of 
independent variables and hence nonlinear function of length of floor (L), upstream sheet pile 
depth (d1) and downstream sheet pile depth (d2). Similarly f4, and f5 is nonlinear. The 
constraint represented by equation (10) is also nonlinear function of length of the floor and 
downstream sheet pile depth (d2). Thus both objective function and constraint are nonlinear; 
make the problem in the category of nonlinear optimization program (NLOP) formulation, 
which are inherently complex. Characterization of functional parameters is available in 
literature (Singh, 2007; Garg et al., 2002). 

3.1. Characterizing model functional parameters  
For a given geometry of a barrage and seepage head H, the optimization model functional 
parameters f1, f2, f3, f4 and f5 are characterized for the barrage profile shown in Fig. 1.  

 
Fig. 1. Schematic of barrage parameters utilized in performance evaluation 
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Intermediate sheet-piles are not effective in reducing the uplift pressures and only add to the 
cost of in reducing the uplift pressures and only add to the cost of the barrage (Garg et al., 
2002). In present work, no intermediate sheet piles are considered. 

3.2. Optimization procedure using genetic algorithm 
GA was originally proposed by Holland (Holland, 1975) and further developed by Goldberg 
(Goldberg, 1989). It is based on the principles of genetics and natural selection.GA’s are 
applicable to a variety of optimization problems that are not well suited for standard 
optimization algorithms, including problems in which the objective function is discontinuous, 
non-differentiable, stochastic, or highly nonlinear (Haestad 2003). The GA search starts from 
a population of many points, rather than starting from just one point. This parallelism means 
that the search will not become trapped on local optima (Singh and Datta, 2006). 

The optimization model represented by equations (4)-(10) and the functional parameters 
embedded in the optimization model are solved using Genetic Algorithm on M ATLAB 
platform. The basic steps employed in solution are available in Singh, 2007. Table 1 shows 
physical parameters obtained by conventional methods for Fig. 2. 
 

Table 1.  Physical parameters values of barrage profile 
Physical 
parameters 

Values (meters) 

*L  

H 
*d1 
*d2 

105.37 

7.12 

5.45 

5.9 

* Decision variables to be optimized 

4. Uncertainty characterization in the optimization model 

Real-world problems, especially those that involve natural systems, such as soil and water, are 
complex and composed of many non-deterministic components having non-linear coupling.  
In dealing with such systems, one has to face a high degree of uncertainty and tolerate 
imprecision. There is a high degree of local soil variability, and imprecision in the 
determination of soil parameters and hydrological parameters like seepage head. Statistical 
techniques have been traditionally used to deal with parametric variation in model inputs, but 
these require substantial hydrogeologic explorations data for estimates of probability 
distributions. In the presence of limited, inaccurate or imprecise information, simulation with 
fuzzy numbers represents an alternative tool to handle parametric uncertainty. Fuzzy sets offer 
an alternate and simple way to address uncertainties even for limited exploration data sets. In 
the present work, the optimal design is first obtained assuming a deterministic value of 
hydrogelogic parameter, safe exit gradient, in optimization model. Uncertainty in safe exit 
gradient is then characterized using fuzzy numbers. The fuzzified NLOF is then solved using 
GA. 

Uncertainty in general comes in two forms: aleatory (stochastic, random natural variability or 
noncognitive) and epistemic (cognitive or subjective) (Hofer et al., 2002). Recently, 
Srinivasan et al. (2007) identified these uncertainties in hydrogeological applications.  
Aleatory uncertainty refers to uncertainty that cannot be reduced by more exhaustive 
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measurements or by a better model. Epistemic uncertainty, on t he other hand, refers to 
uncertainty that can be reduced (Ross et al., 2009).  

One of the milestones in the evolution of these new uncertainty theories is the seminal paper 
by Lofti A. Zadeh (1965). He proposed a new mathematical tool in his paper and called this 
new mathematical tool “fuzzy sets.” He proposed the concept of fuzzy algorithms in 1968 
(Zadeh, 1968), and together with Bellman, proposed a new approach for decision-making in 
fuzzy environments in 1970 (Bellman & Zadeh, 1970). Fuzzy set theory has been recently 
applied in various fields for uncertainty quantification (Cho et al., 2002; Hanss, 2002; Kentel 
& Aral, 2004; Mauris et al., 2001). 

The transformation method presented by Hanss, (2002) uses a fuzzy alpha-cut (FAC) 
approach based on i nterval arithmetic. The uncertain response reconstructed from a set of 
deterministic responses, combining the extrema of each interval in every possible way unlike 
the FAC technique where only a particular level of membership (α -level) values (Hanss & 
Willner, 1999) for uncertain parameters are used for simulation.  

Fuzzy modeling of uncertainty for hydrogeologic parameters such as exit gradient and 
seepage head is based on Z adeh’s extension principle (Zadeh, 1968) and transformation 
method (TM) (Hanss, 2002). In present study only seepage head is considered to be 
imprecise. Input seepage head as imprecise parameter, is represented by fuzzy numbers. The 
resulting output i.e. minimum cost obtained by the optimization model is also fuzzy numbers 
characterized by their membership functions. The reduced TM (Hanss, 2002) is used in the 
present study. The measure of uncertainty used is the ratio of the 0.1-level support to the 
value of which the membership function is equal to 1 (Abebe et al., 2000). 

5. Results and discussion 

Earlier (mid 19th century), weirs and barrages have been designed and constructed in India on 
the basis of experience using the technology available at that period of time. Some of them 
were based on Bligh’s creep theory, which proved to be unsafe and uneconomical. 
Comparison of the parameters of these structures with the proposed approach is, thus, not 
justified. Therefore, a typical barrage profile, a spillway portion of a barrage, is chosen for 
illustrating the proposed approach as shown in Fig. 2. The barrage profile shown in Fig. 2 and 
parameters values given Table 1 is solved employing the methodology presented in this work. 
The optimized values of parameters for a deterministic seepage head value of 7.12m are 
shown in Table 2. During the process of optimization, the process of going into new generation 
continues until the fitness of the population converged i.e. average fitness of population almost 
matches with the best fitness. This criterion proves the solution to be optimized. The optimized 
values of parameters for a deterministic seepage head value of 7.12m are shown in Table 2. 

Table 2. Optimized parameters for safe exit gradient equal to 1/8 and minimum thickness of floor as 
1m 
 

 

 

 

 

Physical parameters Values 

L 

d1 

d2 

61 

3.1 

9.2 
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It also resulted in a smaller floor length and overall lower cost. It has shown a savings in the 
barrage cost ranging from 16.73 percent. 

For characterization of uncertainty, seepage head is assumed to vary from 6.0m to 8.19m with 
central value of 7.12m i.e. almost 15 percent in triangular fuzzy numbers representation. The 
result of variation in cost is corresponding different degree of membership for seepage head 
shown in Fig.2. The measure of uncertainty is found to be 22 percent. Since, left and right 
spread from central value of exit gradient is almost 15 percent, it can be concluded that 
uncertainty in seepage head reflects comparatively more uncertainty) more than 15 percent) in 
cost.  

 

6. Conclusions 

The present work also demonstrates the fuzzy based framework for uncertainty 
characterization in optimal cost for imprecise hydrologic parameter such as seepage head. The 
uncertainty in cost is found not to be directly proportional to uncertainty in seepage head. The 
GA based optimization approach is equally valid for optimal design of other major hydraulic 
structures. 
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Abstract: Dust particles play an important role in air quality and environmental health. They affect both solar 
and terrestrial radiation by scattering and absorption and are therefore considered to be a significant climate-
forcing factor.  Dust storms are natural hazards that affect daily life for an interval ranging from a few hours to a 
few days, and they are a very frequent phenomenon in Saudi Arabia, especially in the pre-monsoon season.   
On 10th March 2009 a widespread and severe dust storm event that lasted several hours struck Riyadh (24.9 1° 
N, 46.41° E, 764 m) and represented one of the most intense dust storms experienced in Saudi Arabia in the last 
two decades. In this study, the effect of this dust storm on meteorological parameters was investigated. These 
parameters are relative humidity, air temperature, visibility and atmospheric pressure. Around noon local time on 
the event day, with the arrival of the dust plume, there were dramatic changes in weather conditions.  Air 
temperature dropped by about 6 oC, relative humidity increased dramatically reaching a value of 33 %. The 
visibility deteriorated dramatically to a value of 1 m. These results also, show that the effect of this storm was 
associated with an increase in both atmospheric pressure and relative humidity as well as a r eduction in 
temperature and visibility for the two days following the storm in comparison with conditions before the storm. 
The impact of several other dust storms on meteorological parameters during the year of 2009 were investigated 
and compared to the March 10th storm.  It was found that this storm had a greater effect on the meteorological 
variables than the other storms. 
 
Keywords: Dust Storm, Riyadh, Temperature, Solar Radiation 

1. Introduction 

Atmospheric aerosols are linked to the climate system and to the hydrologic cycle. Depending 
on their composition, atmospheric aerosols can absorb solar radiation in the atmosphere, 
producing further cooling of the surface and warming the atmosphere. Dust particles affect 
both solar and terrestrial radiation and are thus considered a significant climate-forcing factor 
and an important parameter in radiation budget studies [1]. The net effect of atmospheric 
aerosols is to cool the planet by reflecting incoming solar radiation. One of the major 
problems associated with dust storms is the considerable reduction of visibility that limits 
various activities, increases traffic accidents, and may increase the occurrence of vertigo in 
aircraft pilots [2]. Other environmental impacts include reduced soil fertility at the source 
area, damage to crops, a reduction of solar radiation, and, consequently, a reduction in the 
efficiency of solar devices, damage to telecommunications and mechanical systems, dirt, and 
air pollution.  In addition, aerosols have a significant impact on hum an health. Goudie[3] 
recently provided an up-to-date and comprehensive review on dus t storms and their 
significance for many fields. 
 
The frequency of dust-storm occurrence in Saudi Arabia is at a maximum during the pre-
monsoon (March–May) season, when dust aerosols are transported by south-westerly winds 
from the arid and semi-arid regions around the Arabian Sea.  
 
In Saudi Arabia, dust storms are considered among the most severe environmental problems. 
Several investigators have studied desert dust in Saudi Arabia [4]. Most of the previous 
studies have used either surface or satellite observations to characterise the large-scale dust 
loading of the atmosphere over the Arabian Peninsula.  H owever, almost nothing has been 
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done to study the effect of these dust storms on meteorological parameters and solar and 
infrared radiation in this region.  
 
On the 10th of March 2009, a dramatic windstorm moved over Riyadh that was accompanied 
by a strong dust storm.  This short-lived but intense dust storm caused a widespread, heavy 
dust load, greatly affected visibility and air quality, and caused a total airport shutdown as 
well as damage to buildings, vehicles, power poles and trees throughout the city of Riyadh.  
This storm was massive enough to be seen clearly from outer space and is considered to be 
one of the heaviest recorded dust storms in the last two decades. The outbreak of the dust 
storm was associated with a cold frontal passage that coincided with the propagation of a pre-
existing synoptic-scale upper tropospheric jet stream over the northern and central parts of 
Saudi Arabia.    
 
An investigation of the impact of this storm on solar and infrared radiation will be presented 
in another paper. This paper studies the impact of this severe storm on m eteorological 
parameters and shows the variability of these parameters due to the storm. 
 
2. Experimental Site and data:  

The study area of Riyadh lies in the central region of the Arabian Peninsula at 24° 43 ′N; 46° 
40′E, 764 m a.s.l.  Riyadh is the capital of Saudi Arabia and its largest city; its population is 
4500000 according to the 2005 census.  It is a purely urbanised area and is one of the most 
polluted areas in the Kingdom because it is surrounded by industrial areas and traffic arterials, 
with the natural environment of the Empty-Quarter Desert lying beyond.  The arid conditions 
prevailing at this site are responsible for large seasonal temperature differences, providing 
cool winters and very hot summers. The area experiences extremely low humidity, 
particularly in the summer. The climate of the region exhibits four dominant seasons each 
year: winter (December–February), pre-monsoon (March–May), monsoon (June–August), 
and post-monsoon (September–November). The pre-monsoon season, during which the 
present case study was conducted, is characterised by frequent dust storms and long dry 
spells. 
 
Standard meteorological observations such as air temperature, relative humidity, and cloud 
information were used in the current study. These data were obtained using Riyadh Airport 
records provided by the Presidency of Meteorology and Environment.  
 
3. Results and Discussion 

3.1. Event Description 
For the purpose of clarification the discussion of results will include the behaviour of the 
considered variables two days before and two days after the storm along with the event day.  
These will be referred as pre-event, post-event and the event day respectively. 
 
The hourly values of four meteorological variables; relative humidity (RH), temperature (T), 
visibility (vis), and atmospheric pressure (P) for March 8-12, 2009, are plotted in Figure 1.  
As shown in Figure 1a, both T and RH reveal a diurnal cycle throughout, displaying a trend 
opposite to what one would expect. Visibility was in the 8-10 km range on the 8th and 9th of 
March and on t he morning of the 10th, which is the normal maximum visibility found in 
Riyadh at this time of the year. The atmospheric pressure shown in Figure 1b shows a less 
clear diurnal cycle with some variability from one hour to the next on each day.  Through 
most of the period from the morning of the 8th of March until the morning on the 10th, wind 

720



0

5

10

15

20

25

30

35

40

45

50

3/8/ 00 3/8/ 06 3/8/ 12 3/8/ 18 3/9/ 00 3/9/ 06 3/9/ 12 3/9/ 18 3/10/ 00 3/10/ 06 3/10/ 12 3/10/ 18 3/11/ 00 3/11/ 06 3/11/ 12 3/11/ 18 3/12/ 00 3/12/ 06 3/12/ 12 3/12/ 18 3/13/ 00 3/13/ 06

Time (m/d/hh)

T 
(o C

) a
nd

 R
H

 (%
)

0

2

4

6

8

10

12
 

V
is

 (k
m

)

RH
T 
Vis 

938

940

942

944

946

948

950

952

954

956

8/3 00 8/3 06 8/3 12 8/3 18 9/3 00 9/3 06 9/3 12 9/3 18 10/3 00 10/3 06 10/3 12 10/3 18 11/3 00 11/3 06 11/3 12 11/3 18 12/3 00 12/3 06 12/3 12 12/3 18 13/3 00

Time (m/d/h)

Pr
es

su
re

 (h
Pa

)
directions were consistently southerly.  W ind speeds increased during this period from ~10 
m/s on the 8th to ~20 m/s on the 9th.  
 
On the day of the event, before the arrival of the storm, the weather was stable; T was ~28 oC, 
P was 939.8 hP a, RH was 10%, and the local wind was relatively light towards the south.  
Around noon local time, with the arrival of the dust plume, there were dramatic changes in 
weather conditions.  T he wind swung to a northerly direction and wind speed rapidly 
increased to a maximum of 30 ms-1.   
 

Fig. 1.  Day-to-day variations of meteorological parameters (a) relative humidity ,air temperature,  
and visibility ;and(b) atmospheric pressure for the period from March 8th to March 12th 2009. 
 
Because of the wind change and dust storm, T dropped by about 6 oC within an hour to reach 
22 oC.  The temperature continued to decrease until it reached the daily minimum of about 14 
oC at 07:00 a.m. on the 11th.  T he air temperature then resumed its normal daily cycle, 
although temperatures remained cool on the 11th with a maximum of only 23 oC.  It is likely 
that this reduction in the daytime temperature was caused by the reduced heating near the 
surface resulting from shortwave energy extinction by the additional aerosol loads arriving 
with the storm on the 10th.  Relative humidity, on the other hand, increased dramatically with 
the arrival of the dust storm, reaching a maximum of 44 % at 01:00 on the 11th. The change 
in relative humidity is partly due to the cooler air temperatures but is also likely due to the 
moisture brought to the region by the storm. The visibility deteriorated dramatically with the 
arrival of the dust storm and then remained around 1 m for the 3 hours following the event.  It 
then increased to 6 km by 03:00 on the 11th. After another decrease to ~ 2 km in the early 
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hours of the morning, it rose to between 5 km and 6 km and stayed around this mark for the 
rest of the period considered.   
Several investigations on the dust storms in the Arabian Gulf and adjacent Gulf countries [5] 
and other places around the world [6] have reported similar variations and characteristic 
changes in meteorology. 
  
3.2. Comparisons with other events 
Table 1 shows a list of seven storm events during 2009. It summarises the change of the four 
meteorological parameters during these events.  T hese changes represent the difference 
between the measured value immediately before the event and the maximum and minimum 
values reached immediately due to the event. In the last column, the time of maximum change 
occurs after the arrival of the storm is provided.   Three of these events occurred in the pre-
monsoon season, two in spring, one in summer and one in winter. In the last row of the table, 
the changes in the meteorological parameters for the 10th of March are summarised. Apart 
from the 18/9 event, the ranges of the changes in both atmospheric pressure and air 
temperature are confined between 2-4 hPa and 2-3 oC, respectively. The drop in the visibility 
varies between a minimum of 4 to a maximum of 8 km. The maximum changes in the relative 
humidity occurred on 4/6 and 18/9, followed by that on 20/5. For the events on 19/3 and 6/10, 
the RH dropped by -7 and -5 respectively.  This drop may be due to the characteristics of the 
dry air mass that brought the storm to the study region.  T he 4/6 event is considered the 
strongest of the seven events. For this event, two hours after the storm, RH and atmospheric 
pressured increased by 10% and 3 hPa; temperature and visibility dropped by 3oC and 8 km, 
respectively.  Comparisons between the 10th of March event and the seven other storm events 
showed, with the exception of the atmospheric pressure, that the changes in the 
meteorological variables are higher for the 10th March. In addition, although the two hours 
after the event on the 10th are considered to be relatively short, dramatic changes occurred 
during this time.  
 
Table 1 shows the difference between the meteorological variables before the storm and after the 
storm for the storm event in 2009.  The last column is the time when maximum change occurred after 
the arrival of the storm  

DAY/MONTH Δ VIS ( KM) Δ T (OC) Δ P (HPA) ΔRH (%) 
TIME OF 

MAX. 
(HOURS) 

20/5 
28/5 
4/6 
19/3 
6/10 
28/2 
18/9 

4 
7 
8 
8 
5 
6 
5 

2 
3 
3 
3 
2 
2 
4 

3 
2 
3 
2 
4 
3 
5 

9 
7 
10 
-7 
-5 
9 
10 

2 
3 
2 
2 
2 
3 
2 

10/3 9.9 6 4 25 2 

 
The effect of different aerosol loads on bot h the spectral and broadband solar radiation 
components have been investigated extensively both experimentally and theoretically by 
several researchers. It has been found that the aerosols may reduce the solar radiation by as 
much as 50% [7]. Additionally, it was found that dust storms severely affect meteorological 
variables.  T heir impact on these variables is different and becomes severe in some cases, 
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such as the one presented in this paper.  M oreover, because several models have been 
developed to predict the solar radiation components (e.g., global and diffuse), it is important 
to consider the impact of such transient and severe events and study their effects to produce 
the appropriate predictability.    
 
4. Conclusion 

On 10 M arch 2009, a severe and extensive dust storm event struck Riyadh and lasted for 
several hours. The impact of this event on g round–based measurements of meteorological 
parameters was investigated. These parameters are relative humidity, air temperature, 
visibility and atmospheric pressure. The analysis for the behaviour of the considered variables 
two days before and two days after the storm along with the event day were conducted and 
presented.   
The investigations show significant changes in all of the measured parameters as a result of 
this event. Around noon local time on the event day, with the arrival of the dust plume, there 
were dramatic changes in weather conditions.  Air temperature dropped by about 6 oC, relative 
humidity increased dramatically reaching a value of 33 % . The visibility deteriorated 
dramatically to a value of 1 m.   These results also, show that the effect of this storm was 
associated with an increase in both atmospheric pressure and relative humidity as well as a 
reduction in temperature and visibility for the two days following the storm in comparison 
with conditions before the storm. Comparisons between this storm event and seven other 
reported events that occurred in the same year showed that this event was the most extreme 
and the most severe. 
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Abstract: Portuguese policy-makers have adopted ambitious targets for RES promotion until 2020, but there are 
no national targets for the medium to long -term (2050) and it is not clear to what extent which RES can 
contribute to CC mitigation. This paper aims to assess the contribution of RES for the CC mitigation in Portugal 
until 2050, under cost-effectiveness criteria. The TIMES_PT linear optimization bottom-up technology model 
was used to generate six scenarios to 2050 combining GHG emission caps, levels of socio-economic growth and 
share of RES electricity. In order to meet the 2050 energy demand, the share of RES in primary energy 
consumption increases 4 to 6 times from 2005 and in final energy  grows from 15% in 2005 to 56-59% in 2050. 
RES were found to be cost-effective even without a GHG cap. Regarding CC mitigation the high RES shares in 
final energy correspond to less 49-74% GHG emissions in 2050 compared to a baseline without cap. The role of 
renewable electricity is determinant to mitigate CC especially due to hydro and onshore wind. Other important 
deployments of RES technologies are solar water heating and heat pumps in buildings, biomass use for process 
heat in industry and biodiesel in transport.  
 
Keywords: Climate change mitigation, Renewable energy, Energy modeling, Portugal. 

1. Introduction 

Renewable energy sources (RES) play a key-role in climate change (CC) mitigation. 
Moreover, RES have added benefits of reducing external energy dependency and fostering 
economic development. Acknowledging this, Portugal has been pointed worldwide as a 
success case for RES deployment (IEA, 2009, NYT, 2010). National CC & energy policy-
makers have adopted ambitious targets for RES promotion until 2020. The National Energy 
Strategy for 2020 (Cabinet Resolution n. º 29/2010 of April 15) defines the following main 
objectives: i) reduce the external energy dependency to 74% (it was 87% in 2008); ii) ensure 
compliance of commitments within EU climate change policies, allowing that in 2020 60% of 
generated electricity is renewable based (RES-E) and 31% of final energy consumption is 
from RES (respectively 50% RES-E in September 2010 and 20% in 2005), and iii) achieving 
a reduction of 20% final energy consumption in the terms of the Energy-Climate policy 
package. The Portuguese National Action Plan (PNAER) within the Directive 2009/28/EC 
sets even more ambitious policies & measures (P&M) that will allow reaching 70% RES-E in 
2020 and 10% biofuels in transport (update on PNAER by the Decree-Law nº 117/2010 of 
October 25). Other P&M are in place to promote RES heating and cooling and end-use energy 
efficiency, namely through the National Energy Efficiency Action Plan (RCM 80/2008).  
 
Although there is high policy focus on medium-term RES promotion (2020) there are no 
national targets for the medium to long-term (2050). Likewise there are no quantitative 
estimates on avoided GHG emissions due to RES promotion, both in medium and long-term. 
Furthermore, there is no information on which RES (e.g. solar or waves) and which RES 
technologies (e.g. PV panels or biomass boilers) are the most cost-effective for Portugal. This 
is highly relevant to support national policy making, particularly regarding the design of 
incentives to promote the most cost-effective RES. This paper aims to assess the contribution 
of RES for the reduction of GHG emissions in Portugal until 2050 looking into detail into 
which technologies are most cost-effective. 
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2. Methodology 

To assess the role of RES in CC mitigation in Portugal up to 2050, we used the TIMES_PT 
model to generate six scenarios combining different assumptions as presented in Table 1.  
 
Table 1. GHG and RES scenarios for Portugal up to 2050 

Scenario GHG cap Economic Growtha) Minimum fossil electricity  

C None Conservative 30% of total electricity 
F None Fenix 30% of total electricity 

-50C -50% in 2050 / 1990 Conservative 30% of total electricity 
-50F -50% in 2050 / 1990 Fenix 30% of total electricity 
Cefre None Conservative None 
Fefre None Fenix None 

a) Two socio-economic scenarios were developed for Portugal as briefly outlined below.  
 
To assess RES contribution to CC mitigation, we consider a GHG1 emission cap in the -50C 
and -50F scenarios starting from 2015 with +27% of the 1990 (the Kyoto target for 2010-
2012 extended to 2015) and linearly more stringent until -50% of 1990 for combustion and 
productive processes GHG emissions in 2050. (A trend line was then generated from the 2015 
to the 2050 cap to obtain intermediate emission caps for every 5 years. The -50% cap is quite 
severe as it roughly leads to per capita emissions of 2.04 t CO2e in 2050 whereas in 2008 
Portugal had 7.4 t CO2e. The per capita EU 15 average in 2008 was 10.1 tCO2e according to 
EEA data. 
 
Regarding economic growth and demand for energy services, two contrasting socio-
economic scenarios were used: Conservative and Fenix. The Conservative scenario follows 
the current economic and demographic trends (1% GDP annual growth rate and population 
decrease); whereas the Fenix scenario has more optimistic economic and population evolution 
forecasts (2 to 2.26% GDP annual growth rates and more 12% inhabitants in 2050 compared 
to 2005). These scenarios were used to generate two demand projections for materials and 
energy services such as residential lighting or cement which are inputs of the TIMES_PT 
model. More information on the demand projections and can be found on Seixas et al. (2009). 
 
Finally, in four of the six studied scenarios (C, F, -50C and -50F) we assumed a conservative 
requirement to assure the reliability of the power system translated as a minimum of 30% of 
total generated electricity is produced by centralized fossil plants from 2015 to 2050. In 
the Cefre and Fefre scenarios we removed this constraint and the system is free to adopt as 
much RES-E as needed according to cost-effectiveness criteria. Such approach could be 
associated with ensuring security of supply via expanded transmission capacity and increased 
electricity trade. In this paper however, we do not deal with electricity trade. We assumed that 
the net electricity imports are nil from 2025 onwards following the Portuguese transmission 
system operator expectations. If assumed otherwise the entire configuration of the electricity 
system would alter depending on how much electricity could be exported. However, at the 
moment there are absolutely no expectations on amounts of electricity traded after 2025 and 
any scenarios would by highly uncertain and out of the scope of this paper. Thus we have 
focused instead on the cost-effective assessment of maximum potential of national renewable 

                                                      
1 This paper solely refers to energy related GHG emissions, i.e. from fuel combustion activities, 
fugitive emissions from oil, natural gas and other sources and from major industrial processes. These 
were approximately 81% of 2005 national emissions. 
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resources for the national CC mitigation considering nil electricity imports after 2025.  
 
All these assumptions were inputted into the linear optimization bottom-up technology 
TIMES_PT2 model which represents the Portuguese energy system from 2005 to 2050. The 
TIMES_PT is an implementation of the TIMES family of models developed by ETSAP of IEA 
which has been implemented at global, regional or national level (ETSAP, 2008), namely for the 
whole of UE (Pan European Times model from the NEEDS project) or for the countries Spain 
(Labriet, et al., 2010), Belgium (Proost, et al., 2009) or Germany (Blesl, et al., 2007), among other EU 
countries. It considers both the supply and demand sides and disaggregates the energy demand 
sectors. The model is supported by a detailed database, which includes the technical and 
economical characteristics of the existing and future energy technologies and present and 
future sources of primary energy supply and their maximum technical and economic 
potentials (e.g. maximum available biomass or area for solar panels). TIMES_PT finds the 
optimum combination of energy supply and demand technologies to satisfy the demand with 
the lowest possible total costs. More information on the details of the model can be found in 
Simões et al. (2008) and more details on the technology and primary energy assumptions in 
Seixas et al. (2009). The learning curves for RES-E solar and wave technologies are from the 
IEA (IEA, 2010, IEA, 2008) which were validated by national stakeholders. Wind RES-E 
technologies learning curves were supplied by national experts of the National Energy and 
Geology Research Institute (LNEG, 2010). 
 
Other exogenous assumptions are very briefly outlined: 1) 8% discount rate for centralized 
electricity generation, buses and trains; 12% for commercial, industry, decentralized 
electricity generation, CHP and freight transport; and 17.5% for residential, cars and 
motorcycles. 2) maximum of 5000 Gg CO2 carbon capture and storage potential were 
assumed as available since there is no data at the moment available for Portugal. More 
information on CCS cost data can be found at Simões et al. (2008); 3) no nuclear due to 
current policies and the purpose of this work focusing the role of RES; 4) new coal power 
plants without CCS not allowed due to climate policy; 5) RES targets, subsidies or feed-in 
tariffs not considered; 6) cost of oil barrel of 100 USD$2008 for the year 2020, 115 in 2030 and 
145 in 2050. 
  
3. Results 

3.1. RES in primary energy consumption 
In order to meet the 2050 energy demand, the share of RES in primary energy consumption 
can increase to two to three times the 2005 values in the scenarios without GHG emission cap 
(Figure 1) which shows the cost-effectiveness of RES. To meet the CO2 caps (-50C and -50F) 
RES can further increase to 4 to 6 times the 2005 values. The most competitive RES in all 
scenarios are wind and hydro which achieve its maximum potential in 2050. Solar, national 
biomass and, to a lesser scale, geothermal are also competitive but only if a GHG cap is in 
place. Removing the 30% fossil electricity requirement does not lead to significant changes in 
RES in 2020. However, in 2050 the higher RES-E share leads to higher consumption of solar 
especially in the Fefre scenario, where it achieves its maximum potential.  
The increase in RES allows decreasing the external energy dependency from 87% in 2008 to 
70-77% in 2020 and to 58-72% in 2050. The lowest values are not obtained due to the GHG 

                                                      
2  The Portuguese model development was undertaken within the EU FP7 research project NEEDS 
(www.needs-project.org). The NEEDS RS2a research team is responsible for the model structure. The 
authors are responsible for some structural changes, the base-year and new technologies information 
and for calibration and validation of the national model. 
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cap but instead due to 100% RES-E. If a backup of 30% fossil electricity is removed imports 
of natural gas for centralized CCGT plants can be reduced already in 2020. In any case, in 
2050 a new energy import paradigm appears; instead of being dependent on imported fossil 
fuels the energy system will import biomass, particularly biofuels for transports. 
 

 
Fig. 1. Primary energy consumption in the studied scenarios, % of external energy dependency and % 
of RES (in the top rectangle). The lower values for 2020 are due to increase of refinery exports, 
decommissioning of a major coal power plant and slow recovery from 2010-2015 economic crisis. 
 
3.2. RES in electricity generation 
Until 2020 the electricity sector profile will be similar to 2009 since it will rely in recent 
investments both on RES (wind and hydro) and on new gas CCGT. Globally, approximately 
58% of total electricity in 2020 is RES-E, in all scenarios with minimum 30% fossil 
electricity. In 2050 the GHG cap has a significant effect in RES-E technologies profile only in 
the -50F scenario since there is a higher overall demand for electricity (107.16 TWh, in 
comparison with 84.03 TWh in F). In -50C wind and hydro are sufficient to meet the demand. 
The system will firstly use all available hydro and onshore wind resources and in -50F this is 
followed by centralised PV, biomass and biogas CHP, and both geothermal steam turbines 
and hot dry rock systems. These technologies are practically negligible in 2050 in C, F, and -
50C as the demand for RES-E is not high enough also due to the requirement for minimum 
30% electricity from centralised fossil fuel. Without this requirement, in Cefre and Fefre, 
already in 2020 at least 78% of electricity will be RES-E and hydro and wind potentials will 
be achieved (9.7 and 6.5 GW, respectively). In 2050 74-89% electricity is RES and in Fefre 
large PV plants achieve the maximum potential (9.33 GW) and appears 0.50 GW of wind 
offshore. Both in 2020 and 2050 the gas CCGT plants will not work due to higher fuel and 
O&M costs. 
In Cefre and Fefre there is a lower demand for electricity than in the other scenarios due to the 
higher contribution of efficient equipments and appliances in buildings, district heating in 

727



commercial and biomass and insulation in the residential. This means that the 30% fossil 
electricity requirement hampers energy efficiency and RES use in final energy. 
 

3.3. RES in final energy consumption 
Concerning final energy consumption (FEC) in 2020, no significant changes in the energy 
profile are expected, even with the cap, although RES share increases from15% of total FEC 
in 2005 to 30-35%. In the long term (2050) it is clear that the increase in electricity is a major 
strategy to mitigate CC as there are endogenous energy resources used to generate RES-E, 
especially wind and hydro, as mentioned before. In 2050, the FEC in the F scenario is almost 
70% higher than in the C leading to new technologies to meet the cap, such as H2 for 
transports. The share of RES in FEC in 2050 varies from 31-36% in scenarios without the 
GHG cap to 56-59% with the cap (Table 2). The RES share grows more due to the GHG cap 
in the transports (both in C and F) and industry (only in the -50F scenario) sectors. 
 
Table 2. RES contribution in final energy consumption for the six scenarios 

Sector/Scenario 
[PJ] 

2005  2050 

C -50C Cefre F -50F Fefre 

RES Electricity 32 159 188 203 221 300 252 
RES Heath & cold 96 69 68 69 91 206 93 

  Residential 50 34 32 34 39 38 39 
  Commercial 0 11 8 10 14 13 13 

  Industry  45 25 27 25 39 155 41 
RES in Transport 0 36 245 36 98 200 98 

Final Renewable Energy (a) 128 263 501 307 410 707 442 
Total Final Energy (b) 826 863 846 860 1225 1253 1224 
% Renewables (a/b) 15 31 59 36 33 56 36 

 

Other relevant uses of RES are solar for water and space heating in buildings, which in all 
scenarios, regardless of GHG cap and RES-E restrictions; achieve its maximum potential 
already in 2020. In 2050 with the GHG cap, solar panels are also cost-effective to generate 
heat for industry and the potential is also achieved. The role of biomass is reduced in 
buildings as electricity, solar thermal and heat pumps become more appealing. On the other 
hand, biomass will become more cost-effective in CHP to generate heat for industry. In 
transports the share of biofuels is expected to increase above 10% in 2020 in all scenarios and 
in 2050 up to 60-40% due to the GHG cap. Other impacts of the GHG cap in 2050 in the 
transport sector are to create room and need for electric vehicles and for H2 freight trucks. 
 
4. Discussion 

We found that RES technologies are highly cost–effective in the Portuguese energy system 
even without any CO2 cap (36-38% of PEC and 31-33% of FEC in 2050). If an ambitious CC 
mitigation cap is in place, the contribution of RES is even higher to 65-72% of PEC and 59-
56% of FEC in 2050. If the layout of the power sector does not require centralised fossil 
plants, for example by ensuring security of supply via expanded transmission capacity, RES 
contribute with 41-44% of PEC and 36% of FEC in 2050. So, a cap on GHG emissions has a 
larger impact in RES contribution than a reconfiguration of the power system. Although RES 
play a fundamental role in CC mitigation in Portugal it should be noted that it is not possible 
to reduce external energy dependency below 77% in 2020 and below 50% in 2050. Further 
reductions are only possible with stronger efforts on energy efficiency, which were not in the 
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scope of this paper. 
 
Regarding RES technologies, hydro and wind power can achieve the maximum technical and 
economic potential in Portugal in the medium run (2020) and contribute significantly to 
generated electricity. To some extent, this already occurs as in 2009 wind and hydro ensured 
34% of total generated electricity. Until 2050 they can generate 60-80% of total electricity, 
respectively if a GHG cap is in place or if no fossil electricity backups are required. On the 
other hand, electricity generation technologies from solar are still in an early-phase and need 
extra incentives to become competitive before 2050. Nonetheless, policy support to solar 
technologies should be considered from a R&D perspective anticipating future technology 
costs reductions since Portugal already has know-how in this area and some national 
companies manufacture components. Electricity generation from waves and offshore wind 
technologies are competitive from 2035 onwards only if Portugal adopts an aggressive GHG 
cap or no centralised fossil backup is needed. In these conditions and considering the existing 
national R&D capacities and wind parts supply chain, these two technology groups should be 
considered by policy makers as a priority. 
 
Besides RES electricity, solar (both for water and space heating) is highly competitive already 
in the medium term (2020) even without any GHG emission cap. Heat pumps are also 
extremely competitive but only if a cap is in place. On the other hand electric vehicles are 
only cost-effective in 2050 if a cap is in place and the technology evolves to supply long-
distance mobility as existing cars do. Otherwise, biofuels are a cheaper alternative.  
 
Finally, the results presented have the following main caveats: 1) learning curve for energy 
technologies with high uncertainty, especially for the least mature technologies; 2) high 
uncertainty of profile of electricity trade within the Iberian electricity market; 3) high 
uncertainty on the availability of endogenous and imported biomass and biofuels. Moreover, 
the TIMES_PT is a partial equilibrium model and thus does not model economic interactions 
outside the energy sector and does not consider in detail demand curves and non-rational 
aspects that condition investment in new technologies. All of these caveats reflect real life 
uncertainties which policy makers have to deal with especially when thinking of long-term 
policies. An approach to try to handle uncertainty is to perform sensitivity analysis which the 
authors did for the RES electricity technologies learning curve (solar, wind offshore and 
waves) and for available biofuels and biomass. For electricity trade this was no done due to 
lack of any indication of plausible scenarios and involved amount of work considering the 
scope of the paper, as mentioned in section 2. It was found that assumptions on the 
technology learning rate affect the share of the different RES-E technologies in the energy 
system but the total share of RES-E is not altered. Variations on the amounts and prices of 
available biomass significantly affect RES potential for CC mitigation in Portugal, as biomass 
and biofuels are preferable to RES-E in the industry and transport sectors, since they are more 
cost-effective. However, it is not in the scope of this paper to discuss and assess uncertainty in 
detail and thus it is not possible here to present and discuss in detail the performed sensitivity 
analysis, but only to draw attention to the limitations of the results, which serve to illustrate 
that in Portugal RES are very effective for CC mitigation goals.  
 
5. Conclusions 

This paper’s objective is to assess the contribution of RES for CC mitigation in Portugal until 
2050 looking into detail into which technologies are most cost-effective. We have found that 
the RES share in final energy consumption can increase from 15% in 2005 to 31-33% in 2050 
in a baseline scenario without an emission cap. This illustrates that RES are cost-effective 
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regardless of the goal of CC mitigation, especially in the electricity generation sector (mostly 
hydropower and wind onshore technologies). To meet the GHG cap of-50% in 2050 this share 
can further increase to 56-59% of total final energy consumption. This represents a growth of 
more than 200% of 2005 values. Although the increase of energy efficiency is an alternative 
cost-effective strategy to CC mitigation, the GDP energy intensity in 2050 is only less 32-
40% of 2005 values. This seems to suggest that RES can contribute more significantly to the 
emission targets than energy efficiency improvements.  
 
Regarding GHG emission reduction, a49-74% emission reduction is achieved in 2050 for the 
-50% cap compared to the baseline. Electricity generation is the most relevant sector for 
abatement. This sector can be responsible for up to 98% of all abatement in 2050 if the 
constraint of a minimum of 30% total generated electricity is produced by centralized fossil 
plants is not present. In this situation all electricity will be renewable. In the scenarios where 
this minimum fossil electricity is required the electricity sector is not completely renewable 
and the transport sector is the most important sector for total GHG abatement (up to 57% of 
total GHG emission reduction in 2050 compared to baseline). In both sectors RES are the 
main reason for emission abatement, both hydropower and onshore wind technologies, 
followed to a lesser extent by solar PV and geothermal electricity generation technologies, 
and biofuels for individual cars and freight trucks. 
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Abstract: Renewable energy is one of the key drivers for reducing CO2 emissions in the future. In order to 
support effective policy-making relating to renewable energy, estimation of available potentials mixed with all 
energy resources including fossil fuels is needed. However, previous research has sometimes focused on only 
one particular approach. Therefore, a diversified analysis of potential renewable energy contributions to energy 
supply in Asian regions was carried out in this paper. In order to estimate physical potential, a grid cell approach 
using geographical information system (GIS) data was adopted. Once the physical and technical potential had 
been estimated, the economic potential was then calculated. Socio-economic potential was analyzed using 
energy outlook data collected and reviewed from various publications in order to assess trends in energy demand 
and supply. The results indicate that almost all Asian countries will continue to develop and that the demand for 
energy will grow. With the aspect from potential amount, renewable energy supply is effective even though 
fossil fuels will continue to dominate totally energy mixes for the foreseeable future. In renewable energy supply, 
potential of solar is dominated and bears on wide implication compared with that of wind and biomass. To 
ensure the best possible results, further research should be carried out on the optimal schedule for the multi-
phased introduction of renewable energy in long-term policy. 
 
Keywords: Solar energy potential, Wind energy potential, Biomass energy potential, Asian region 

1. Introduction 

Renewable energy is one of the key drivers for reducing CO2 emissions in the future. The 
third annual report (TAR) compiled by the IPCC expresses the relative potential of several 
phases of renewable energy in terms of physical, technological, socio-economic, economic 
and market potentials. In order to support effective policy-making relating to renewable 
energy, estimation of available potentials mixed with all energy resources including fossil 
fuels is needed. However, previous researches have sometimes focused on only one particular 
resource, for instance, solar energy (Hofman et al., 2002), wind energy (Grubb and Meyer, 
1993) and biomass energy (Berndes et al., 2003). In this paper, diversified analysis of 
renewable energy contributions was carried out considering energy mix with fossil fuels and 
trends of energy demand. Renewable energy potentials were estimated in ten Asian regions. 
These regions included Japan (JPN), China (CHN), India (IND), Indonesia (IDN), Korea 
(KOR), Thailand (THA), Malaysia (MYS), Viet Nam (VNM), the Philippines (PHL) and 
Singapore (SGP). 
 
1.1. Renewable energies 
In this paper, three renewable energy sources were selected for investigation: solar, wind and 
biomass energy. It is expected that technologies to make use of these energy sources will be 
introduced into Asian countries in order to create a decentralized energy generation and 
supply system. Solar energy is included in this paper only in terms of the electricity 
generation provided by photovoltaic (PV) cells. 
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1.2. Definition 
According to TAR (IPCC, 2001a), renewable energy can be described in terms of the 
following “potentials”. The physical potential of a renewable energy source is the amount of 
that resource theoretically available in the area in question, and which can be considered 
suitable for production. This includes any constraints imposed by land use considerations or 
local site characteristics such as elevation and slope. The technical potential of a renewable 
energy source is the part of physical potential remaining after all losses due to conversion 
from the extractable primary energy source to secondary energy carriers or other forms of 
energy (electricity, fuel etc.) are taken into account. The socio-economic potential of a 
renewable energy source is the actual capacity for renewable energy use, taking into 
consideration the distribution of energy mixes and the growth of primary energy demand. The 
economic potential of a renewable energy source is the technical potential, based on the 
estimated production cost of a secondary form of energy which is competitive with a 
specified, locally relevant alternative. A flexible way to represent the economic potential is, 
therefore, in the form of energy production potential, expressed as a function of the 
production cost. 
 
2. Methodology 

2.1. Estimation of physical and technological potential 
2.1.1. Data collection 
In order to estimate physical potential, a grid cell approach using geographical information 
system (GIS) data was adopted. The physical potentials were estimated on a global basis 
using previously collected data such as insolation and wind speed measurements, land cover, 
elevation and wilderness area data. After calculation of the optimal inclination angle for solar 
PV cells in each grid cell, the total amounts of generation were estimated per cell and 
aggregated on a country-by-country basis. Table 1 shows the GIS data list that was used in 
this estimation process. (All the data used has been published on websites and made available 
for simulation purposes [5, 6, 7, 8, 9, 10, 11]). 
 
Table 1. Data sources 

Category Data source Original data provider 

Land cover 
MODIS/Terra Land Cover Type Yearly L3 
Global 1km, Land Cover Type 1 (IGBP), 2005 

NASA Land Processes 
Distributed Active Archive 
Center 

Elevation 
The Global Land One-km Base Elevation 
(GLOBE) Data, 1999 

National Geophysical Data 
Center 

Bathymetry GEBCO One Minute Grid Version 2.00, 2006 
General Bathymetric Chart 
of the Oceans 

Wilderness World Wilderness Areas, 1993 UNEP/GRID 

Insolation 
Surface Meteorology and Solar Energy Release 
6.0 Data Set; Monthly averaged insolation 
incident on a horizontal surface, 2008 

NASA Langley Research 
Center, Atmospheric 
Science Data Center 

Wind Speed 
Surface Meteorology and Solar Energy Release 
5.0 Data Set; Monthly averaged wind speed at 
50m above the surface, 2005 
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2.1.2. Solar energy potential 
Monthly and hourly solar energy potential in 3-by-3 arc-minute grid cells was calculated from 
averaged insolation data, averaged wind speed data, land cover type data, and so on. 
Compared with the previous method used (Bert. J. M. de Vries, 2007), extra parameters were 
included in the form of solar elevation angle, solar azimuth angle, land surface slope and 
elevation angle. In addition, the optimum inclination angle of each solar PV cell was 
calculated per grid cell and this information was also taken into account. The inclusion of 
these factors allowed a more accurate estimation to be made of the solar energy potential. The 
available area was determined using a suitability fraction, as shown in Table 2. For technical 
reasons, the area studied was limited to less than 5000m elevation and less than 60% slope. 
Solar energy potential, EPS [kWh/yr], was calculated using Eq. (1). 
 

100,
,,

eAIEPS g
TM

TMgg ⋅⋅= ∑                                                       (1) 

 

where I is the insolation intensity at the optimum inclination angle of solar PV [kW/m2], A is 
the PV cell area [m2], and e is the PV module efficiency (=13%). The subscripts g, M and T 
stand for the grid cell, month and time, respectively.  
 
2.1.3. Wind energy potential  
The wind turbine was assumed to be 80m high with a capacity of 2MW and rotors 90m in 
diameter. The available area was determined using a suitability fraction, as shown in Table 2, 
and restricted to less than 2000m elevation and less than 60% slope. Since the reference wind 
measurements provided by the surface meteorology dataset (NASA, 2005) were for a height 
of 50m, averaged wind speed was adjusted to a height of 80m, equal to that of the wind 
turbine. When the wind energy potential, EPW [kWh/yr], was calculated the probability 
distribution of wind speed v [m/s], the wind power correction factor k, and the availability rate 
j [%] were also taken into account, as shown in Eq. (2). 
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 where l is the loss rate, LC is the land cover, P(v) [kW] is the output of the wind turbine when 
the wind speed is v [m/s], and R(v) refers to the appearance probability distribution of the 
wind speed v [m/s]. Table 2 shows the parameter values for each type of land cover. 
Seventeen land cover categories were consolidated into four land use patterns. The suitability 
fraction values were one of the effective factors used in this estimation method. Therefore, in 
future, adequate suitability fractions should be estimated and modified by comparison with 
other, more precise calculations. 
 
Table 2. Parameter values for each type of land cover 

Land cover 
Suitability 

Fraction [%] 
Power 

Correction 
Factor [%] Solar Wind 

All Forest, Closed Shrublands, Woody Savannas, Permanent 
Wetlands, Snow and Ice, Water Bodies 

0 0 90 

Urban and Built-Up Areas 1 0 90 
Croplands, Natural Vegetation Mosaic 0 30 90 
Open Shrublands, Savannas, Grasslands, Barren or Sparsely 
Vegetated Areas 

1 50 95 
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2.1.4. Biomass energy potential  
In the biomass energy potential calculation, twelve different resources (provided by the FAO 
statistical report, FAOSTAT, FAO, 2001) were taken into account. These resources included 
industrial round wood residues, pulp used for paper, sawn wood, mill residues, paper scrap, 
timber scrap, crop residues, sugarcane residues, bagasse, dung, kitchen refuse, and human 
feces. Each resource was assigned a different residual rate - defined as the fraction of the total 
amount available in production and able to be used for production purposes. Statistical data 
were, therefore, prepared in terms of volume or weight. The residual volumes were then 
converted to calorific values for calculation purposes.  
 
2.1.5. Renewable energy potential grades 
Renewable energy potentials were calculated and classified into three grades. When physical 
potentials were calculated, each grid cell was classified in terms of its renewable resource 
advantage. Grade I had some specific advantage in terms of its use as a renewable energy 
source, while grade III had some specific disadvantage associated with its use, due to location 
or climatic conditions. In the case of solar energy, the grade was determined by the insolation 
intensity received by each solar PV module [kWh/m2/yr]. In the case of wind energy, the 
grade was determined by the utility operation rate, UC [%], defined by the percentage of 
annual electricity [TWh/yr] generated by full load operation throughout the year. The 
classified grades are shown in Table3 and 4. 
 
2.2. Socio-economic potential estimation 
Many institutes have published reports presenting statistical data or perspectives concerning 
the future of the Asian region, and this information is essential in order to estimate the 
contribution of renewable energies. However, because the Asian region is growing so rapidly 
and so dramatically, it is difficult to accurately construct future scenarios. Some reports 
published by international institutes (IPCC, 2001; IEA, 2009; EUROPEAN COMMISION, 
2006; ADB, 2009; Greenpeace, 2008; Shell, 2008; Energy Research Institute, 2009; OECD, 
2008 and so on) present various possible energy outlooks for future scenarios. Consequently, 
in this study, data relating to energy outlook were collected and reviewed in order to estimate 
expected trends in energy demand, supply and energy share in each country. After collecting 
data on the relevant parameters, maximum and minimum values were selected and a range of 
growth rates were established. 
 
2.3. Economic potential estimation 
After the calculations for physical and technical potential were completed, the production cost 
in each grid cell, g, was determined for each energy generation system. The production costs 
of solar energy, CS [USD/kWh], and wind energy, CW [USD/kWh], were calculated using Eq. 
(3) and Eq. (4). 
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where OM is the operation and maintenance cost expressed as a fraction of the investment 
cost, r is the discount rate, and LS or LW is the durable period. EPS and EPW are the energy 
potentials calculated using Eq. (1) or Eq. (2). INVS and INVW represent the cost of the system. 
In the case of solar energy, INVS was set at 780 [USD/m2], which assumes 6 [USD/Wp] 
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included per PV module and BOS. A represents the area of the PV cell [m2]. On the other 
hand, in the case of wind power, INVW was set at 760 [USD/kW], and A represents the 
construction area in each grid cell.  
 
3. Results 

3.1. Physical and technical potentials 
3.1.1. Potential grades 
Table 3 and 4 show the calculated results for physical and technical potential, broken down by 
grade. Comparing the three renewable energies studied shows that the solar energy potential 
is the largest, especially in grade II. China, India and Indonesia have some potential in grade I, 
reflecting good insolation conditions. However, regions such as Japan, China, Indonesia, 
Korea and Malaysia have more potential in grade III, overall, than in grade II. Wind energy 
potential is not as large as that of solar energy. Only China possesses significant potential in 
grade I. However, in the case of biomass energy, both China and India possess large 
potentials because of their large population and large plantation area. This physical potential 
analysis confirms that some countries have suitable renewable energy resources. 
 
Table 3. Physical and technical potential, by grade (Solar Energy and Wind Energy) 

Country 
code 

Solar Energy Potential [TWh/yr]   Wind Energy Potential [TWh/yr]   
Grade I Grade II Grade III  Grade I Grade II Grade III  

2200-2600 1800-2200 0-1800 Total 40-100 30-40 0-30 Total 
[kWh/m2/y

] 
[kWh/m2/y

] 
[kWh/m2/y

] 
 [%] [%] [%]  

JPN 0 465 39,692 40,157 0 38 26 64 
CHN 434 32,845 45,610 78,889 337 1,925 3,318 5,580 
IND 4,255 46,136 169 50,560 0 177 721 898 
IDN 5 1,625 3,699 5,329 0 0 45 45 
KOR 0 3,759 6,604 10,363 0 0 17 17 
THA 0 10,322 881 11,203 0 0 38 38 
MYS 0 1,243 2,361 3,604 0 0 5 5 
VNM 0 1,278 535 1,813 0 3 60 63 
PHL 0 1,304 9 1,313 0 0 42 42 
SGP 0 1,180 776 1,956 0 4 88 92 

 
Table 4. Physical and technical potential, by grade (Biomass Energy) 

Country 
code 

Biomass Energy Potential [TWh/yr]   
Grade I Grade II Grade III Total 

JPN 109 15 15 139 
CHN 735 51 51 837 
IND 577 8 8 593 
IDN 121 7 7 135 
KOR 25 3 3 31 
THA 79 1 1 80 
MYS 47 1 1 48 
VNM 19 5 5 29 
PHL 39 1 1 40 
SGP 1 0 0 1 
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3.2. Socio-economic potentials 
3.2.1. Review of expected energy demand in Asia 
Fig. 1 shows expected total primary energy demand throughout Asia, as reported by IPCC 
(SRES2001, IPCC, 2001b). The curved lines indicate the forecasts simulated by several 
different models. The predicted maximum value in 2050 is approximately 3.84 times larger 
than the minimum value in 2050. The calculated results for physical and technical potentials 
are represented by the horizontal dashed lines in Fig. 1. The solar energy potentials, alone, can 
be seen to be large enough to meet the primary energy demand in all future scenarios. Wind 
energy potentials can also be seen to constitute an effective energy source. On the other hand, 
the biomass energy calculation shows that it is not large enough to constitute a major energy 
supply resource. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Total primary energy forecast in published reports, and renewable energy potential 
 

3.2.2. Renewable energy contributions in each region 
Fig. 2 shows the outlook for primary energy supplies, fossil fuel supplies and renewable 
energies in three Asian regions: Japan, China and India. Each graph includes the maximum 
and minimum trends derived from the various reports collected and reviewed as part of this 
study. It can be seen that the renewable energy share is extremely small, overall. Fig. 2 also 
shows the calculation results obtained for physical and technical potentials (bold dashed lines). 
In the case of Japan and India, the solar energy potential (alone) exceeds the maximum 
predicted primary energy demand. On the other hand, China’s energy growth is more rapid 
and larger than that of other Asian countries. Therefore, the renewable energy potential of 
China is not large enough to meet all of China’s expected primary energy demand in the 
predicted maximum growth scenario. Renewable energy supply is effective even though fossil 
fuels will continue to dominate totally energy mixes for the foreseeable future. 
 
3.3. Economic potentials 
Fig. 3 shows the potential cost curve for three Asian regions: Japan, China and India. The 
horizontal axis (logarithmic scale) indicates the market potential. In the case of Japan, grade 
III solar energy shows most potential but has a high introduction cost. In contrast, the 
introduction cost of biomass energy is very low but the expected potential is small. In order to 
increase its share of renewable energy, Japan should, therefore, focus mainly on the 
installation of solar energy generation systems. In the case of China, the most potential is for 
grade II solar energy. The cost of grade III wind energy is more than 0.9USD/kWh higher 
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than other renewable resources. In India, grade I solar energy shows the most potential. Grade 
III wind energy also has a high cost, even in China and India. Consequently, solar energy 
should receive first priority for introduction and wind energy should be second. The potential 
for biomass energy is not as large, but its cost intensity is lower than either wind or solar 
power. Therefore, the immediate introduction of biomass energy systems could be an 
effective strategy in some Asian regions.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Primary energy trends and renewable energy potentials in Japan (left), China (center), and 
India (right)  
 
 
 
 
 
 
 
 
 
 
Fig. 3. Potential cost curves in Japan (left), China (center), and India (right) 
 
4. Conclusions 

Diversified analysis of potential renewable energy contributions to energy supply in Asian 
regions was carried out. As a result, estimates of renewable energy potential were refined, the 
socio-economic mechanisms associated with the introduction of renewable energy were 
calculated, and the relevant characteristics of each Asian country were analyzed. The results 
suggest that almost all Asian countries will continue to develop and that the demand for 
energy will grow drastically and rapidly. The results indicate that almost all Asian countries 
will continue to develop and that the demand for energy will grow. With the aspect from 
potential amount, renewable energy supply is effective even though fossil fuels will continue 
to dominate totally energy mixes fora the foreseeable future. In renewable energy supply, 
potential of solar is dominated and bears on wide implication compared with that of wind and 
biomass. To ensure the best possible results, further research should be carried out on the 
optimal schedule for the multi-phased introduction of renewable energy in long-term policy. 
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Abstract: This article investigates the impact of various policies on the reduction of CO2 emissions from Iranian 
cement industry using a long range energy alternative planning (LEAP) model. A Business-as-Usual (BAU) 
scenario for the existing Iranian cement industry was applied. Moreover, the current and future demands for the 
cement industry were defined for 2005-2020. The current and future productivity of the cement industry was 
predicted in the BAU scenario. Then, three alternative scenarios were considered: replacement of heavy oil with 
natural gas, implementation of  energy efficiency policies and integrated emission reduction, which includes all 
of the options over a 15-year period. The results indicated that in 2020, CO2 equivalent emissions would reach 
61 million tons in the baseline scenario and  53 million tons in the integrated emission reduction scenario. If fuel 
switching were employed, the emissions would reach 58 million tons (4.9 % reduction) and in the energy 
efficiency scenario, the emissions would reach 55 million tons (9.8% reduction) in 2020. Therefore, the 
integrated scenario reduces the total CO2 equivalent emissions by 8 million tons (13% emission reduction). 
 
Keywords: CO2 emission, cement industry, scenario analysis, energy model  

1. Introduction 

Even though many countries have started to develop climate policies, scenario studies indicate 
that greenhouse gas emissions are likely to increase in the future in most  regions around the 
world [1]. After the energy crisis of the 1970s, many researchers developed models to 
generate accurate predictions. Various models for prediction and the development of policies 
for mitigation can be divided into two groups: those used for mitigation in the energy sector, 
and those used to survey mitigation methods in the agriculture, forest and land use sectors [2]. 
One of the most important energy carriers in the industrial sector is natural gas, which plays a 
significant role in the reduction in the emission of environmental pollutants [3]. A study in 
Iran, evaluated the impacts of price reform and energy efficiency programs on the 
consumption of energy carriers and on GHG mitigation in the Iranian residential buildings 
sector using the LEAP model [4]. Research on substituting biomass with other energy carriers 
in Vietnam using the LEAP model, has shown that this fuel substitution leads to a 10.83 
million-ton reduction in GHG emissions [5]. 
 
Another analysis of the environmental and economic impact of landfill gases (LFG) 
electricity generation in Korea using the LEAP model showed that LFG electricity generation 
would be an effective solution for CO2 displacement over the medium term with additional 
energy profits and will reduce the global warming potential by a maximum of 75% when 
compared to spontaneous emissions of CH4 [6]. Another study in Korea evaluated the 
environmental and economic aspects of chemical CO2 absorption in power plants using this 
model; That study demonstrated that by applying various policies, the rate of CO2 emissions 
will decrease by approximately 15%  by 2014 [7]. Another study was also conducted to show 
the potential reduction in CO2 emissions from oil refineries in Korea. Production analysis 
using the  energy planning model showed that a 48% reduction in CO2 emissions is feasible 
[8]. In this study, the energy demand of the Iranian cement industry is analysed with  an 
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energy planning LEAP model. The effects of various policies on the baseline scenario and 
GHG mitigation scenario are also analysed and surveyed in the cement industry. 
 
2. Methodology 

Greenhouse gas emissions in the Iranian cement industry was surveyed in the format of a 
BAU scenario using the LEAP energy planning model. The  results of employing different 
policies of energy efficiency and fuel switching on GHG mitigation in the format of 
mitigation scenario were then observed. Finally, the effectiveness of each policy applied in 
the cement industry over a 15-year period, from 2005 to 2020, was surveyed. In each 
scenario, the level of technological activity and energy intensity  were specified, and in the 
activity data section, data relevant to consumption in the cement industry and the number of 
factories that use a specific resource, were defined in each scenario. Additionally, data 
describing the energy intensity of each type of fuel in each Factory were determined [9]. 
 
2.1. LEAP model  
 
LEAP is an energy planning model that consists of an end-use structural model. Based on 
procedural analysis of the supply and demand network, the considered model describes 
technological energy carrier utilisation based on energy demand on one hand, and 
technological changes and therefore structural changes and efficiency of energy conversion 
systems as well as the rate and type of available primary energy resources on the other hand. 
This model consists of a hierarchical structure in which energy flows from the last point of 
usage (equipment and technology) toward higher levels. In fact, total energy demand is 
computed from each subcategory and category in a tree structure. In this model, the rate of 
total energy demand is computed according to Eq. 1. 
 

iit ITE ×=∑                                                                                     (1) 
 
where,

 
ERt Ris the total energy demand (J), TRi Ris  the data (i) activity level (ton), and IRi Ris energy 

intensity )( ton
j

 
[6].

 
 
2.2. 7BBAU scenario  
 

In the (BAU) scenario, it is assumed that the current status of the Iranian cement industry will 
be maintained in the future, and that greenhouse gas emission in Iran’s cement industry will 
be predicted by the main variables of  BAU, such as the growth rate of cement production 
from 2005 to 2020, the type and rate of fuel consumption, the rate of technological changes 
and energy intensity.   
 
In this scenario, 2005 was selected as the base year and all relevant information was gathered 
from this year [10]. Then, a BAU scenario was developed according to current plans as well 
as  future policies, changes in cement production capacity, energy intensity, the fuel 
contribution that supplies the energy demand and other factors in the cement industry from 
2005 to 2020. The GHG emission rate was assessed, and analysed. It was predicted that in the 
BAU scenario, the natural gas share of the total energy carriers, will increase from 63.11% in 
2005 to 80% in the 2020 in the cement industry [11]. The amount of energy intensity of the 
whole cement industry in the country can be calculated using Eq. 2: 
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∑= iit IcI
                                                                                                    (2) 

where, It is total energy intensity (j), Ii is  energy intensity of respected technology (J/ton), and 
ci  is the technology (i) share in the total cement production in the country (%).  
 
Energy demand as shown in Eq. 3 is calculated by multiplying cement production 
(activity data) by energy intensity: 
 

∑
=

×=
n

i
ii IAE

1                                                                                                          (3) 
where, E is energy demand (million GJ), Ai is cement production (million tons), and Ii is 
energy consumption for each activity (million GJ/ton).  
 
The LEAP model is used to calculate the equivalent emission of CO2 in the cement industry 
in three forms: (1) emission from direct consumption of energy carriers in cement industry, 
(2) emission from consumption of energy carriers in oil and gas refineries and power plants in 
order to supply the cement industry with  both fuel and electricity (indirect), and (3) emissions 
from consumption of energy carriers in the industry, refineries and power plants to supply the 
energy demand to the  cement industry (total emission).  
 
2.3. Mitigation scenario  
In the mitigation scenario, different policies to mitigate the energy demand are considered as 
input data for the LEAP model. Then, the model is compared with the BAU scenario by 
predicting the demands of energy carriers and the calculated mitigation in emissions. The 
policies surveyed here are fuel switching and more energy efficient technologies. In this 
scenario, it is assumed that all cement production units older than 20 years are replaced with 
new and efficient technologies and that energy efficient improvement plans are implemented 
on units that are 10 to 20 years old [12]. It is also assumed that the natural gas and biomass 
share in the mitigation scenario is 5% more than that in the BAU scenario in 2020. Energy 
carrier demand will increase 139%  in this period.  
 
3. Results and discussion 

In Table 1, the average energy intensity for Iran’s cement industry was calculated and 
presented separately based on the type of process. In the calculations, the average energy 
intensity weight was compared to the capacity of the entire cement industry in the country. 
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Table1. Energy intensity rate in the various  cement industry technologies in  Iran in 2005 [13] 

Technology   

Proportion of 
Total 
Production 
(percent) 

Production 
(ton/yr) 

Capacity 
(ton/day) 

Fuel 
Consumption 
Intensity 
(kcal/kg.clinker) 

Electricity 
Consumption 
Intensity 
(kWh/ton) 

Dry high heater 2T5.14 2T1,600,500 2T4,850 
2T1125 2T111 

Dry pre heater 2T40.51 2T12,606,000 2T38,200 
2T950 2T108 

Dry pre heater &  
precalcinors 

2T51.70 2T16,087,500 2T48,750 
2T890 2T114 

Mid dry pre 
calciners 

2T0.64 2T198,000 2T600 
2T1020 2T110 

Wet process 2T2.01 2T627,000 2T1,900 
2T2000 2T150 

Total / Weighted 
average 

2T100 2T31,119,000 2T94,300 
2T949.6 2T112.1 

 
To evaluate the changes in energy intensity, in addition to recognizing current infrastructures 
in each of the subsectors of the industry, the theoretical potential for increasing the efficiency 
of equipment and energy intensity of industrial products in developed countries is also 
needed. In the BAU scenario, the annual increase in energy demand reaches 11.51% and the 
demand for all energy carriers shows an annual increase of 10.7%.  
 
It is predicted that the share of natural gas in the BAU scenario among all energy carriers in 
this industry will increase from 63.11% in 2005 to 80% in 2020. Meanwhile, the mitigation 
scenario shows a 5% increase in 2020 compared to the BAU scenario in the same year. 
Results from LEAP in Fig. 1 show that in the BAU scenario, emissions of CHR4R, COR2R and NORxR 
have also increased during this period; COR2R has the highest increase. 
 

Sulfur Dioxide
Non Methane Volatile Organic Compounds
Nitrous Oxide
Nitrogen Oxides NOx
Methane
Carbon Monoxide
Carbon Dioxide Non Biogenic

Pollutant loading(Indexed(Base Year=1))
Scenario: Bussiness As Usal

2005 2010 2015 2020

2.40
2.30
2.20
2.10
2.00
1.90
1.80
1.70
1.60
1.50
1.40
1.30
1.20
1.10
1.00
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0.00

 
Fig.1. Prediction of the trends of the emission of pollutants and GHG (dimensionless) in the Iranian 
cement industry  in the baseline scenario. 
 
   Meanwhile, the thermal energy demand in the mitigation scenario in 2020 shows a 33% 
reduction in the thermal energy demand compared to that of  the  BAU scenario. The 
emissions of all pollutants increase until 2010 and then decline because of the  replacement of 
units that are older than 20 years with new and more efficient technologies. It should be noted 
that the emission of SOR2R and NORxR in 2020 are 40% and 10% less than the emission of these 
pollutants in the first year (2005) respectively, whereas, the emission of NORxR and SOR2R in the 
baseline scenario has increased by 40% and 65% , respectively. Therefore, after applying the 
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emission reduction policies (mitigation scenario), the emissions of SO2 and NOx show 80% 
and 75% reduction in  2020 respectively, compare to those of the BAU scenario.Table 2.  
shows the energy carriers in the BAU scenario and the mitigation scenarios.  
 
Table 2. Comparison among the different energy carriers, that  are needed in the  Iranian cement 
industry in the year 2020 in the BAU and mitigation scenarios 

Fuel Share of the total demand (%) 2005 
Share of the total demand (%) 
2020 

 
Mitigation 
scenario 

BAU Scenario 

Fuel oil  36.1 9.21 19.3 
Natural gas 63.11 85 80 
Diesel fuel 0.79 0.79 0.79 
Biomass 0 5 0 

 

As shown in Fig. 2, by implementing  the policy of changing the process on one hand and the 
energy efficiency on the other hand, the amount of required energy carriers decreased from 
340 million GJ in 2020 to 310 million GJ, and consequently, energy demand decreased by 
11.5 percent.  
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Fig. 2. Comparison of energy carriers demand in the  baseline and mitigation scenarios in the Iranian 
cement industry (million GJ) 
 
Results show that employing different policies regarding COR2R emissions reduces these 
emissions from 16 million tons to 11 million tons in 2020. Fig. 3 shows a comparison of the 
COR2R emissions in the BAU and mitigation scenarios in the Iranian cement industry. 
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Fig.3.  A comparison of CO2 emission in the BAU and mitigation scenarios in the Iranian cement 
industry (million tons). 
 
As shown in Fig. 4, GHG emission (COR2R equivalent) is reduced as a result of the efficiency 
policy and the fuel switching policy by 9.8% and 4.9%, respectively. However, emission 
reduction will be up to 13% by employing both policies.  
 
 

Impact of Different Mitigation Policies on CO2 Mitigation
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Fig. 4. Comparison of exerting different policies for GHGs (CO2 equivalent) reduction and 
integration of different scenarios in the Iranian cement industry 
 
4. 3BConclusion 

In this study, the process of technological changes that have improved the energy intensity in 
the Iranian cement industry specifically are used to predict the energy intensity in the BAU 
scenario and the mitigation scenario using LEAP software. To predict the greenhouse gas 
emissions rate in the different scenarios, the effects of the application of these actions on 
energy demand and fuel make-up are specified. A comparison of the effectiveness of different 
policies shows that the energy efficiency is more important than fuel switching in reducing 
COR2R emissions. 
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Abstract: Due to the increased power consumptions in equipment, the demand of effective cooling methods 
becomes crucial. Because of the small scale spherical pores, graphite foam has huge specific surface area. 
Furthermore, the thermal conductivity of graphite foam is four times that of copper. The density of graphite foam 
is only 20 % of that of aluminum. Thus, the graphite foam is considered as a novel highly - conductive porous 
material for high power equipment cooling applications. However, in the commercial market, aluminum and 
copper are still the preferred materials for thermal management nowadays. In order to promote the graphite foam 
as a thermal material for heat exchangers, an overall understanding of the graphite foam is needed. This paper 
describes the structure of the graphite foam. Based on the special structure, the thermal properties and the 
flowing characteristics of graphite foam are outlined and discussed. Furthermore, the application of graphite 
foam as a thermal material for heat exchangers is highlighted for electronic packages and vehicle cooling 
systems. The physical problems and other aspects, which might block the development of graphite foam heat 
exchangers, are pointed out. Finally, several useful conclusions and suggestions are given to promote the 
development of graphite foam heat exchangers.  
 
Keywords: Graphite foam, heat exchanger, thermal management 

1. Introduction 

Nowadays the power of equipment is increased. For instance, the power of computer chips is 
increased, and the power of vehicle engines is also increased. This increased power leads to a 
requirement of an effective cooling method. Currently the thermal management has focused 
on aluminum and copper heat exchangers, because of high thermal conductivity (180 W/(m.K) 
for aluminum 6061 and 400 W/(m.K) for copper). However, when the density is considered, 
the specific thermal conductivity of aluminum or copper (thermal conductivity divided by 
specific gravity) is only 54 and 45 W/(m.K), respectively. Thus, when the weight is a 
significant factor, it is necessary to introduce a thermal material with low density, high 
thermal conductivity and large specific surface area. 
 
An efficient thermal management method is the utilization of microcellular foam materials 
such as metal or graphite foams, based on the enhancement of heat transfer by huge fluid-
solid contact surface area and the fluid mixing. An example of graphite foam application was 
developed at Oak Ridge National Laboratory (ORNL) in 1997. Klett et al. [1] found that the 
thermal conductivity of the solid component of graphite was as high as 1700 W/(m.K), which 
was around four times that of copper. The effective thermal conductivity of graphite foam was 
more than 150 W/(m.K), which was higher than the value of aluminum foam (2 - 26 
W/(m.K)). On the other hand, the density of graphite foam was 0.2 - 0.6 g/cm3, which was 
only 1/5 of that of aluminum. The specific surface area was between 5000 and 50000 m2/m3. 
 
Because of the high thermal conductivity, low density and large specific surface area, the 
graphite foam is recognized as an appropriate material for the thermal management. It is 
primarily focused on the electronic power heat sinks. A large number of studies have been 
carried out to analyze graphite foam heat exchangers. However, in the commercial market of 
heat exchangers, aluminum and copper are still the preferred thermal material. Thus, there are 
several problems blocking the development of graphite foam heat exchangers. Otherwise the 
graphite foam heat exchangers would be easily found in the market. 
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In order to promote the development of graphite foam as a thermal material for heat 
exchangers, this paper will present an overall view or conception about graphite foam heat 
exchangers. Firstly, the structure of graphite foam is introduced in Section 2. Based on the 
structure of graphite foam, the thermal properties and flow characteristics of graphite foam 
are explained in Section 2 as well. After that, the application of graphite foam heat exchangers 
is outlined in Section 3. In Section 4, potential problems blocking the development of graphite 
foam heat exchangers are pointed out. Based on the review and analysis, several useful 
conclusions and suggestions are highlighted in Section 5. 
 
2. Structures and properties of graphite foam 

2.1. Structures 
Carbon foams were first developed in the late 1960s as reticulated vitreous (glassy) foam [2]. 
The initial carbon foams were made by pyrolysis of a thermosetting polymer foam to obtain a 
carbonaceous skeleton or reticulated vitreous carbon (RVC) foam. A blowing technique or 
pressure release is utilized to produce foam of the pitch precursor. Then the pitch foam is 
stabilized by heating in air or oxygen for many hours to cross-link the structure, and 'set' the 
pitch. In this case, the foam does not melt during the further heat treatment. However, 
stabilization can be a very time consuming and expensive process depending on the pore size. 
So ORNL [3] developed a new, little time consuming process to fabricate pitch - based 
graphitic foams without the traditional blowing and stabilization steps. This new foam is 
believed to be less expensive and easier to fabricate than the traditional foams. 
 
Klett et al. [1] gave an overall view of the structure of the new graphite foam. The average 
pore diameter is from 275 to 350 µm in the ARA24 - derived foams. The scanning electron 
micrographs of fracture surfaces, which reveals the pore structure of the ARA24 - derived 
foams heat - treated at 1000 ℃, are shown in Fig. 1. Inside the foam, there are many spherical 
pores with small openings. These pores are three - dimensionally interconnected. 
  

 
Fig. 1. Photomicrographs of the foams produced from Mitsubishi ARA 24 pitch at different densities A 
< B (P1: opening pore; M: microcrack; J: junction; L: ligament)[1]. 

 
2.2. Thermal properties of graphite foam 
Because of the special structure of graphite foam, there are several prominent thermal 
properties in the graphite foam. The graphite foam made by the ORNL process exhibits high 
effective thermal conductivity (up to 182 W/(m.K)) and low density (0.2 -0.6 g/cm3). The data 
in Table 1 show that the thermal conductivity in the z – plane is much larger than the one in 
the x – y plane. It implies that the high thermal conductivity of the graphite foam only exists 
in a certain direction. This is a disadvantage of the graphite foam. Klett et al. [4] found out 
that the heat inside the graphite lattice was transferred down the graphite lattice fast, because 
of the very stiff nature of the covalent bonds (as shown in Fig. 2). Moreover, the position and 
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vibration of atoms in the neighboring planes may impede the vibration of atoms in the plane 
of interest. The crystal perfection controls the thermal performance. In order to achieve high 
thermal conductivity in the graphite crystal, the structure must be comprised of aligned, 
straight grapheme planes, and so on.  
 
Table 1. Properties of various graphite foams made by the ORNL method compared to Poco Foam[4]. 

 Graphitiza
-tion rate 
(℃/min) 

Average 
bulk density 

(g/cm3) 

z -Plane thermal 
conductivity kz 

(W/(m.K)) 

x-y Plane 
thermal 

conductivity kxy 
(W/(m.K)) 

ORNL graphite foam (A) 10 0.45 125 41 
ORNL graphite foam (B) 1 0.59 181 60 

PocoFoamTM - 0.61 182 65 
 

 
Fig. 2. Planar structure of hexagonal graphite [4]. 

 
On the other hand, Yu et al. [5] presented a model which was based on sphere - centered and 
interconnected unit cubes. The effective thermal conductivity was proved to be a function of 
the porosity of the graphite foam. Tee et al. [6] used a tapered, anisotropic strut model to 
predict the overall thermal conductivity of the porous graphite foam. When the size of the 
foam pores was increased, the convective heat transfer coefficient of the foam was reduced. 
By using graphite foams as the heat sinks, the enhancement of the convective heat transfer 
was not only because of its open and inter-connected pores, but also due to its high thermal 
conductivity and the extremely large surface areas. Furthermore, Straatman et al. [7] validated 
that the optimal thickness of graphite foam was 3 mm based on the thermal performance. 
Meanwhile the heat transfer increase was 28 % at low Reynolds numbers (150000). However, 
at high Reynolds number, the increase of the heat transfer was only 10 %.  
 
2.3. Pressure drop of graphite foam 
Graphite foam has a very high thermal conductivity, but it also has very high pressure drop, 
due to the large hydrodynamic loss associated with the open pores in the graphite foam [8]. 
Leong et al. [9] investigated pressure drop of four different configurations of graphite foams 
(as shown in Fig. 3). The pressure drops of these four configurations of graphite heat sinks are 
shown in Fig. 4. For the same inlet flow velocity, the block and baffle foams present the 
highest and the lowest pressure drop, respectively. On the other hand, Lin et al. [10] approved 
that the pressure drop through the corrugated passages could be reduced significantly while 
maintaining a high heat transfer coefficient. As shown in Fig. 5, for forced convection, the air 
is forced to go through a thin porous wall of graphite foam. Due to the short flow length 
inside the graphite foam, the pressure drop could be reduced greatly.  
 
2.4. Advantages and disadvantages 
Based on the special microscopic structures in graphite foams, the advantages of these 
materials can be summarized: 
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(1) High thermal conductivity (thermal conductivity of solid graphite is 1700 W/(m.K), and 
the effective thermal conductivity of graphite foam is more than 150 W/(m.K)); 

(2) Low density (0.2 to 0.6 g/cm3);  
(3) High specific surface area (5000 to 50000 m2/m3); 
 
On the other hand, there are some disadvantages for the graphite foam materials: 
(1) High thermal conductivity only exists in a certain direction; 
(2) Due to the small scale pores and complex structures of the foam, the pressure drop 

through graphite foam is very high. 
 

 
Fig. 3. Tested graphite foam heat sinks of (a) block, (b) staggered, (c) baffle and (d) corrugated 
configurations [9]. 

 

 
Fig. 4. Pressure drop versus inlet flow velocity of air flow through tested configuration [9]. 

 

 
Fig. 5. Flow path inside the corrugated foam [10]. 
 
3. Applications of graphite foams 

Due to the high thermal conductivity, low density and large specific surface area, the graphite 
foam is a good thermal material for heat exchangers or heat sinks. The major applications of 
graphite foam as materials for heat exchangers are: electronic package cooling, vehicle 
cooling systems, energy storage systems, and others. 
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3.1. Electronic package cooling 
Because of the large internal interfaces and the high thermal conductivity, the usage of 
graphite foam is considered as an effective cooling method to dissipate the high heat flux in 
electronic equipment. Furthermore, the coolant of electronic equipment can be air instead of 
water, due to the high thermal conductivity of graphite foam. The removal of water can avoid 
shorting the circuitry of electronic equipment by water leakage. 
 
Gallego et al. [11] demonstrated that the foam-based heat sink can be used to reduce the 
volume of the required cooling fluid or eliminate the water cooling system altogether. In 
terms of thermal performance, the graphite foam is much better than the aluminum. 
Meanwhile, the graphite foam heat sinks respond to transient loads faster than the traditional 
aluminum heat sinks. This response time may be crucial for the power electronics. Williams 
et al. [12] investigated several different channel - insert configurations as mini - heat 
exchangers by using both copper fins and graphite foams. The graphite foam was proved to 
have strong potential as a mini - heat exchanger.  
 
On the other hand, the usage of thermosyphons in the thermal management of electronics is 
established and the methods for evaporator enhancement are of interest. Gandikota et al. [13] 
investigated the cooling performance of graphite foams for evaporator enhancement in 
thermosyphons and in pool boiling with FC-72 as the operating fluid. The exhibited thermal 
resistance was very low, averaging at about 0.024 K/W at low heat flux. The thermal 
resistance rose with increasing heat flux, but still remained very low. Lu et al. [14] used the 
graphite foam as a wick in a vapor chamber. With ethanol as the coolant, the vapor chamber 
(25 mm x 25 mm x 6 mm) had been demonstrated at a heat flux of 80 W/cm2. The results 
showed that the performance of a vapor chamber using graphite foam was about twice that of 
one using a copper wick structure. Furthermore, Coursey et al. [15] found that 149 W heat 
load could be dissipated from a 1 cm2 heated base at the operating temperature of 52 ℃, by 
usage of a graphite foam thermosyphon evaporator.  
 
3.2. Vehicle cooling systems 
Another important utilization of the graphite foam heat exchangers is in vehicle cooling 
systems. Because of the low density and large specific surface area, it might lead to a light 
and compact heat exchanger in vehicles. Meanwhile, graphite foam is considered as a 
potential material to solve critical heat rejection problems that must be solved before fuel cell 
and advanced power electronics technologies are introduced into automobiles. 
 
The graphite foam could be utilized to produce a light and compact radiator in vehicles. In 
this case, the radiator might be placed away from the front of vehicles. If the size of the front 
of vehicles can be reduced, the vehicle does not push so much air in its forward motion. This 
implies less aerodynamic drag and increase of the fuel efficiency in vehicles. Kett et al. [16] 
designed a radiator (as shown in Fig. 6) with the carbon foam. Due to the increase of heat 
transfer coefficients, the number of coolant tubes in the radiator was reduced significantly. A 
typical automotive radiator with cross section of 48 cm x 69 cm might be reduced to 20 cm x 
20 cm at the same heat removal rate. The reduced size will cut down the overall weight, cost, 
and volume of the cooling system. Thereby the fuel efficiency can be improved. Moreover, 
Yu et al. [17] compared a carbon foam fin - tube radiator with a conventional aluminum fin - 
tube radiator. The thermal performance of the carbon foam radiator was increased around 
15 % without changing the frontal area or the air flow rate and pressure drop.  
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Fig. 6. Configuration of graphite foam radiator [16]. 

 
3.3. Energy storage system 
Because of the high thermal conductivities in the graphite foam, the time used for heat 
transfer inside the material will be very short. This is a big advantage for energy storage 
applications. Lafdi et al. [18] investigated the thermal performance of graphite foams 
infiltrated with phase change materials for space and terrestrial energy storage systems. 
Because of the high thermal conductivity of graphite foams, the thermal performance of phase 
change material and foam system was improved significantly. In the phase change material 
related energy storage process, the higher thermal conductivity leads to a shorter time to 
charge or discharge, which implies better system performance.  
 
4. Problems 

Even though the graphite foam is an excellent thermal material, it is still very hard to find 
graphite foam heat exchangers in the commercial market. Thus, there are some problems 
blocking the development of graphite foam heat exchangers. 
 
The most important problem facing the graphite foam heat exchanger is the high pressure 
drop. Because of the complex internal structure of the foam, the flow resistance inside the 
graphite foam is very high. This causes a high pressure drop through the graphite foam. Due 
to the high flow resistance, it is difficult for the cooling air to reach all the inter - faces and 
transfer the heat. Thus, the effective area of heat transfer is reduced greatly, which will result 
in a low thermal performance. Furthermore, the high pressure drop requires large input of 
pumping power to push the air through the graphite foam heat exchangers, which will cause a 
low coefficiency of performance (COP, the ratio of the removed heat to the input pumping 
power). Garrity et al. [19] proved that the graphite foam heat exchanger had lower COP than 
the aluminum multilouvered fin. In order to reduce the high pressure drop, it is important to 
adopt an appropriate configuration of the graphite foams, as discussed in [9-10].  
 
The second problem is that the mechanical properties of the graphite foam are not as good as 
those of the metal foam. The tensile strength of graphite foam with porosity of 75 % is only 
0.69 MPa [20]. However, the tensile strength of nickel foam with the same porosity is 18.44 
MPa, which is much higher than the one of graphite foam [21]. In order to reinforce the 
mechanical properties of graphite foam, it might be useful to introduce some other material to 
the graphite foam. For instance, the compressive strength can increase ten times after the 
graphite foam has been mixed with epoxy resin. However, by changing the fabrication 
process to improve the foam’s mechanical properties, the high thermal conductivity might 
sacrifice [22]. 
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The third problem is the dust block. Most research of the graphite foam focus on the 
electronic equipment heat sinks. Little attention was put to the vehicle radiator applications. 
The major reason is the dust blocking problem. When the open pores in graphite foams are 
blocked by dust, the cold air can not reach all inter - faces and bring away the heat. Thus, the 
effective heat transfer area is reduced greatly and the thermal performance will decrease too. 
Due to the operating conditions, the dust block problem is more serious in vehicle radiators 
than in the electronic equipment heat sinks.  
 
Due to these problems, the development of graphite foams is relatively slow and difficult. 
Much work has to be done before a mature graphite foam heat exchanger appears in the 
commercial market. 
 
5. Conclusions and suggestions 

The graphite foam has very high thermal conductivity, low density and large specific surface 
area. Because of these properties, the graphite foam is considered as a potential thermal 
material for heat exchangers. The graphite foam can be used as heat sinks to cool electronic 
packages. Also the graphite foam can be used as a radiator to cool the vehicle engines. 
Sometimes, the graphite foam can be used in energy storage applications. 
 
However, due to the complex internal structure of the graphite foam, there is a very high 
pressure drop when the air flows through the graphite foams. There are also some other 
problems blocking the development of graphite foam, such as the low tensile strength, and the 
dust block. In order to promote the development of graphite foams as thermal material for 
heat exchangers, adopting an appropriate configuration might be useful to reduce the pressure 
drop through the graphite foam. On the other hand, mixing some other material with graphite 
foam might be helpful to reinforce the mechanical properties of graphite foam. Thus, much 
work has to be conducted before the graphite foam is accepted as a thermal material of heat 
exchangers. 
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Abstract: The low thermal conductivity of phase change material (PCM) leads to low heat storage/retrieval 
rates. The expanded graphite (EG) was used to enhance the thermal conductivity. EG/paraffin composite with 
the 7% mass fraction of EG was prepared as a good candidate for the latent thermal energy storage (LTES) 
system. A shell and tube LTES system built for room heating and hot water supply in a family was 
experimentally investigated. The paraffin and paraffin/EG composite were used as the heat storage material, 
respectively. The experimental results indicated: The utilization of EG/paraffin composite PCM greatly 
improved the heat storage/retrieval rates of the LTES system. The LTES system with paraffin/EG composite 
showed a 44% reduction in heat storage duration and a nearly 69% reduction in the retrieval duration, 
respectively, compared to those for the system using pure paraffin. The most outstanding advantage, for the 
LTES system filled with paraffin/EG composite, was that the outlet temperature of water can be maintained at a 
higher level for a longer term than that with paraffin. However, the LTES system filled with EG/paraffin 
composite did not show an obvious advantage in the step-by-step heat retrieval mode, compared with paraffin. 
 
Keywords: Latent thermal energy storage, Paraffin/expanded graphite composite, Heat storage/retrieval rate 
 
1. Introduction 

In a latent thermal energy storage (LTES) system by solid-liquid phase change, energy is 
stored during melting while it is retrieved during solidification of a phase change material 
(PCM), thus a LTES system with a good performance requires that the PCM possesses the 
appropriate phase change temperature, high heat storage density and high thermal 
conductivity. Besides, a good LTES system also lies on a rational structure design of the 
system which will decide the filling capacity of PCM and the heat exchange surface. 
  
Based on an extensive study by Lane et al. [1] there are about 20,000 substances with the 
melting point in the range 10-90 oC. Majority of them was abandoned for application due to 
improper melting point, melting with decomposition or lack of essential reference data [2]. 
Among these PCMs, normal paraffin of type CnH2n+2 has shown outstanding performance for 
application in LTES systems for solar heating and cooling [3-4]. This is because of its 
appropriate melting point, large latent heat, low cost, high stability and compatibility, and a 
low negative environmental impact. Despite the many desirable properties of paraffin, its low 
thermal conductivity, generally below 0.4 W/(m·K), is one of the major drawback.  
 
The PCM containers with different geometries have their own advantages and disadvantages. 
Various LTES techniques have been developed and various encapsulations have been used in 
LTES systems. Two geometries commonly employed as PCM containers are the rectangular 
and cylindrical containers [5]. In particular, cylindrical containers accounts for more than 
70% in all the used LTES system which commonly involves the three modes. The first is the 
heat storage unit in which the PCM fills the shell and the heat transfer fluid (HTF) flows 
through the central tube [6-8]. In the second mode, the PCM fills the tube and the HTF flows 
parallel to the tube [9]. The third cylinder mode is the shell and tube system [10, 11]. 
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In the present work, expanded graphite (EG), with high thermal conductivity, was added into 
PCM to form a kind of composite phase change material and to enhance the heat transfer of 
the inner PCM. EG/paraffin composite PCM with 7% mass fraction of EG was prepared. This 
ratio was considered as the balance by compromising the heat transfer enhancement and latent 
heat storage capacity [12]. The EG/paraffin composite PCM was filled in the stainless steel 
tubes, and then these LTES tubes were compactly arranged in a tank. As a comparison, the 
paraffin was also used in this system as the heat storage material. The heat storage and 
retrieval performance of this LTES system, filled with EG/paraffin composite and paraffin, 
were experimentally tested, respectively. The influence of the HTF flow rate on the 
performance of the LTES system was also investigated. Moreover, two heat retrieval modes 
viz.: continuous and step-by-step heat retrieval, which were commonly used in the utilization 
of LTES system, were executed respectively for testing the heat retrieval performance of the 
LTES system with two PCMs. 
 
2. Experimental setup and procedure  

The PCM used in this study was technical grade paraffin with the purity of 99% and a melting 
temperature of 62 oC. The EG was prepared by making the raw expandable graphite (mesh 
80, type KP80, from Qingdao Tianhe Graphite Co. Ltd, China) subjected to heat treatment in 
a furnace at 700 oC for a duration of 15 minutes. These paraffin and EG were used to prepare 
EG/paraffin composite. The paraffin was heated to a temperature of 85 oC, in order to be 
liquefied, after which the liquid paraffin was impregnated into EG and was stirred using a roll 
mixer. Then, the EG/paraffin composite with 7% mass fraction of EG was obtained. 
 

 

The schematic diagram of the experimental apparatus is shown in Fig. 1. The stainless-steel 
LTES tank, insulated with thermal insulation material of 50 mm in thickness, had a capacity 
of 166 L (500 mm diameter and 850 mm height), in which 27 heat storage tubes with the 76 
mm in inner diameter and 750 mm in height were uniformly packed and supported by a wire 
mesh. The paraffin and EG/paraffin composite PCM were used as PCMs and water was used 
as the HTF. A hot water tank was used for heating during the heat storage and cold water 
from a cold water tank was used for cooling during the heat retrieval. During heat storage, the 
hot water was supplied from the top of LTES tank and was drained from the bottom, whereas, 
during heat retrieval, the flowing direct for the cooling water was just reversed. The 
temperatures of HTF at the inlet and the outlet were measured by two PT1000 platinum 
resistance temperature sensors. 

  

(a) (b) 

Fig. 1 Experimental setup (a) Photographic view (b) Schematic of LTES system 
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The schematic of the cylindrical heat storage unit, as shown in Fig. 2, was a vertical tube 
(stainless steel, outer diameter of 78 mm and wall thickness of 1 mm) in which the PCM was 
impregnated. Four thermocouples (K-type) were used to measure the temperature of the PCM 
and were fixed near the centre axis of the tube, as shown in Fig. 2 (b). The heat storage unit 
which was equipped with thermocouples was set at the center of the LTES tank. The 
temperature variations of PCM during heat storage and retrieval were monitored and collected 
using a data logger. 
 
Initially, 80% of the tube volume was filled with the solid PCM at a room temperature of 28 
oC. The remaining 20% of the volume was left to accommodate the volume increase of the 
PCM during melting. Water was used as HTF, whose temperature at the inlet of the heat 
storage unit was kept at 85 oC during heat storage and was kept at 28 oC during heat retrieval. 
There were three different flow rates of the hot water (100, 150, 200 L/h) during heat storage 
and three different flow rates of the cooling water (150, 200, 250 L/h) during heat retrieval. 
 

  

                             (a)             (b) 

Fig. 2.  LTES unit (a) and locations of the thermocouples (b) 

After heat storage of the LTES tank, the heat retrieval experiments were carried out in both 
continuous and step-by-step heat retrieval modes. In the continuous mode, the cold water of 
28 oC continuously flew through the storage tank until the temperature of the water at the 
outlet reached 28 oC; while in the step-by-step heat retrieval mode, the cold water at 28 oC 
was impregnated in the LTES tank and had been kept there for one hour. Then, the heated 
HTF was withdrawn and at the same time the temperature was recorded. The above process 
was repeated until the temperature of the withdrawn HTF is below 35 oC. Nearly five batches 
of hot water could be withdrawn from the LTES tank in the step-by-step heat retrieval mode. 
 
3. Results and discussion  

3.1. Heat storage and retrieval performance 
In the experiment for investigating the heat storage and retrieval performance of the LTES 
system, flow rate of the water was kept constantly at 150 L/h and the inlet HTF temperature 
during the heat storage and retrieval was 85 oC and 28 oC, respectively. The heat retrieval is 
in the continuous mode.  
 
Figure 3 shows the temperature evolutions at the tested point C  (as shown in Fig. 2) of pure 
paraffin and EG/paraffin composite during heat storage and retrieval circle. It can be found in 
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Fig. 3 that the tested point in both pure paraffin and EG/paraffin composite experienced three 
steps during melting, viz.: the sensible heat storage where the temperature rose rapidly, the 
latent heat storage (phase change) with the isothermal behavior and the following sensible 
heat storage where the temperature rose rapidly again until it reached the thermal equilibrium. 
The similar analysis was also effective during freezing. However, a discrepancy between the 
measured results of pure paraffin and those of the EG/paraffin composite was observed. The 
heat storage and retrieval durations of the LTES tank with EG/paraffin composite was much 
shorter than those with pure paraffin, i.e., the addition of EG drastically enhanced the heat 
transfer of inner PCM.  
 
It took about 8000 s for pure paraffin to finish the heat storage, whereas, it took only 4500 s 
for EG/paraffin composite to reach the temperature equilibrium with the heating source, 
showing a 44% time reduction compared with that for pure paraffin. It was obvious that the 
heat storage rate of the composite PCM was higher than that of pure paraffin. It can also be 
seen from Fig. 3 that it took about 18000 s for the temperature of pure paraffin to drop from 
85 oC to 30 oC, whereas, it took only 5500 s for EG/paraffin composite to complete the heat 
retrieval, indicating a 69% reduction in the heat retrieval duration. 
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Fig. 3. Temperature evolutions of the LTES unit with pure paraffin and EG/paraffin composite during 
heat storage and retrieval circle  

The heat storage and retrieval durations were both considerably reduced for EG/paraffin 
composite which was attributed to the addition of EG. However, it can also be seen that the 
effect of EG was more significant in heat retrieval than in heat storage. These phenomena can 
be attributed to the melting/freezing characteristic of each PCM: the melting of pure paraffin 
was accelerated during heat storage (melting) because of the intensive natural convection in 
the melted paraffin, whereas the natural convection did not play significant role in the heat 
transfer during heat retrieval (freezing); as for EG/paraffin composite, the natural convection 
could be neglected during both melting and freezing because of the existence of EG.   
 
The outlet temperature evolutions of HTF during heat storage and retrieval are shown in Fig. 
4(a) and (b), respectively. During heat storage, the outlet temperature of the HTF in the LTES 
system filled with EG/paraffin composite was more rapidly raised to the inlet temperature 
(85 oC) than in the system filled with paraffin, as shown in Fig. 4(a),. Moreover, in the earlier 
stage of the heat storage the outlet temperature of the HTF for the LTES system filled with 
EG/paraffin composite was higher than that with paraffin. These phenomena both indicated 
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the system filled with EG/paraffin composite had a better heat transfer performance than the 
system with paraffin. 
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(a)                                                   (b) 

Fig. 4. Outlet temperature evolutions of the HTF during (a) heat storage and (b) heat retrieval 

0 2000 4000 6000 8000 10000

30

40

50

60

70

80

90

 100 L/h
 150 L/h
 200 L/h

 

 

P
C

M
 te

m
pe

ra
tu

re
 (

℃ )

Time (s)  
0 1000 2000 3000 4000 5000

30

40

50

60

70

80

90

 100 L/h
 150 L/h
 200 L/h

 

 

P
C

M
 te

m
pe

ra
tu

re
 (

℃ )

Time (s)  

(a) (b) 

Fig. 5. Temperature evolutions of the pure paraffin (a) and EG/paraffin composite (b) with the 
varying flow rate of the HTF during heat storage 

As well known, for a LTES system, it is important to have a large heat storage capacity; 
however, the most important performance is whether it can supply a high heat retrieval power. 
In an excellent LTES system, the HTF should be heated up rapidly and the temperature of the 
HTF can be raised to a higher value so as to meet the requirement of the user as the HTF 
flows through it during heat retrieval. As can be seen from Fig. 4 (b) for the LTES system 
filled with paraffin/EG composite, the outlet temperature of the HTF could maintain a high 
level in a longer term than that with paraffin, such as the outlet temperature of HTF of the 
LTES system filled with paraffin/EG composite could be maintained above 50 oC for another 
more 1000 s than that with paraffin. Thus, it is indicated the stored thermal energy can be 
rapidly and intensively released in the system filled with paraffin/EG composite, which was 
significant for the utilization of the LTES system. 
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Fig. 6. Temperature evolutions of the pure paraffin (a) and EG/paraffin composite (b) with the 
varying flow rate of the HTF during heat retrieval 

3.2. Influence of the flow rate of the HTF on the heat storage and retrieval performance  
Figure 5 shows the temperature evolutions of PCM when varying flow rate of the HTF during 
heat storage, where Fig. 5(a) is temperature evolutions of the paraffin and Fig. 5(b) is 
temperature evolutions of the paraffin/EG composite. Figure 6 shows the temperature 
evolutions of PCM when varying flow rate of the HTF during heat retrieval. 
 
From Fig. 5 and 6, it can be obviously seen that a higher flow rate of the HTF led to a better 
heat transfer performance and consequently a more rapid heat storage and retrieval. To 
increase the flow rate is always an effective and positive means during heat storage, whereas 
higher flow rate of the HTF may cause lower outlet temperature of the HTF during heat 
retrieval though it can enhance the heat retrieval power.  
 
3.3. Test for the step-by-step heat retrieval mode  
For the utilizations of the LTES system, the heat retrieval mode is not only continuous but 
also discontinuous, for example, the requirement of the hot water is intermittent in the 
domestic hot water system. Thus, the information about the step-by-step heat retrieval mode 
of the LTES system was also necessary and the retrieval performance of the LTES system 
was investigated in such case. Figure 7(a) shows the temperature evolutions of PCM and Fig. 
7(b) shows the temperature evolutions of the outlet HTF during step-by-step heat retrieval. In 
each figure, the performance of the LTES system with paraffin was compared with that with 
EG/paraffin composite. The experimental result indicated: 1. There is a large difference 
between the temperature evolutions of the pure paraffin and EG/paraffin composite. This is 
because the EG/paraffin composite with high thermal conductivity is more sensitive to the 
varying of the HTF temperature and can quickly response this varying; 2. The temperature 
evolutions of the outlet HTF in the two LTES systems are almost the same with each other. 
This is because the waiting duration of one hour in each step is an enough time period to 
allow new temperature equilibrium is reached and maintained between PCM and HTF for 
both two LTES systems. 
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Fig. 7. Temperature evolutions of PCM (a) and the outlet HTF (b) during step-by-step heat 
retrieval 

 
4. Conclusions  

Paraffin/EG composite PCM with 7% mass fraction of EG was prepared for enhancing the 
heat transfer of paraffin. The paraffin/EG composite PCM and the paraffin were used in a 
shell and tube heat storage system and the performance of the LTES system was 
experimentally investigated. The following conclusions were drawn: 
 
1. The utilization of paraffin/EG composite PCM greatly enhanced the heat storage/retrieval 

rates of the LTES system. The LTES system with paraffin/EG composite PCM, under the 
operation condition (flow rates: 150 L/h during both heat storage and heat retrieval; the 
inlet temperature of HTF: 28 oC during heat retrieval and 85 oC during heat storage), 
showed a 44% reduction in heat storage duration and a nearly 69% reduction in the 
retrieval duration, respectively, compared to those for pure paraffin.  

 
2. The most outstanding advantage, for the LTES system filled with paraffin/EG composite, 

was that the outlet temperature of HTF can be maintained at a higher level in a longer 
term than that with paraffin, which was significant for the utilization of the LTES system.  

 
3. A higher flow rate of the HTF led to a better heat transfer performance and consequently 

more rapid heat storage and retrieval. It is positive for heat storage, whereas higher flow 
rate of the HTF may cause lower outlet temperature of the HTF during heat retrieval 
though it can enhance the heat retrieval power. 

 
4. There was a large difference between the temperature evolutions of the pure paraffin and 

paraffin/EG composite PCM in the step-by-step heat retrieval mode, whereas the 
temperature evolutions of the outlet HTF in the two LTES systems were almost the same 
with each other. 
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Abstract: In this research, experiments were conducted to measure the exhaust waste heat available from a 60 
kW automobile engine. The performance of an available shell and tube heat exchanger using water as the 
working fluid was conducted. With the available data, computer simulation was carried out to improve the 
design of the heat exchanger. Two heat exchangers were used: one to generate saturated and the other to generate 
super heated vapours. These two heat exchangers can be arranged in parallel or series. In series arrangement, the 
exhaust gas was first passed through superheated heat exchanger and then through the saturated heat exchanger. 
Whereas, in parallel arrangement, the exhaust gas was divided to pass through saturated and superheated heat 
exchangers. In both cases, working fluid was passed first through saturated heat exchanger and then through 
superheated heat exchanger. Computer simulation was carried out to investigate the effectiveness of the 
proposed heat exchanger for different working fluid like water, ammonia, and HFC-134a. It is found that with 
the exhaust heat available from the diesel engine additional 15%, 13% and 8% power can be achieved by using 
water, HFC-134a and ammonia as working fluid respectively.  
 
Keywords: Waste heat recovery, Organic Rankine Cycle, Diesel engine 

1. Introduction  

Diesel engines represent a major kind of Internal Combustion Engine (ICE). These diesel 
engines have a wide field of applications and as energy converters they are characterized by 
their high efficiency. Trucks and road engines usually use high speed diesel engines with 220 
kW output or more. Earth moving machineries use engines with an output of up to 520 kW or 
even higher up to 740 kW.  Diesel engines are also used in small electrical generating units or 
as standby units for medium capacity power stations. However, Small air-cooled diesel 
engines of up to 35 kW output are used for irrigational purposes, small agricultural tractors 
and construction machines whereas large farms employ tractors of up to 150 kW output.  
 
In general, diesel engines have an efficiency of about 35% and thus the rest of the input 
energy is wasted. Despite recent improvements of diesel engine efficiency, a considerable 
amount of energy is still expelled to the ambient with the exhaust gas. In a water-cooled 
engine about 35 and 30-40% [1] of the input energy is wasted in the coolant and exhaust gases 
respectively. The amount of such loss, recoverable at least partly, greatly depends on the 
engine load. Johnson [2] found that for a typical 3.0 l engine with a maximum output power 
of 115 kW, the total waste heat dissipated can vary from 20 kW to as much as 40 kW across 
the range of usual engine operation. It is suggested that for a typical and representative 
driving cycle, the average heating power available from waste heat is about 23 kW.  
 
Since the wasted energy represents about two-thirds of the input energy and for the sake of a 
better fuel economy, exhaust gas from diesel engines can provide an important heat source 
that may be used in a number of ways to provide additional power and improve overall engine 
efficiency. These technical possibilities are currently under investigation by research institutes 
and engine manufacturers. For the heavy duty automotive diesel engines, one of the most 
promising technical solutions for exhaust gas waste heat utilization appears to be the use of a 
‘‘Bottoming Rankine Cycle”. A Rankine cycle using water as working fluid is not enough 
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efficient to recover waste heat below 640 K [3]. The Organic Rankine Cycle (ORC) is a 
promising process to recover the heat from the exhaust of an engine and generate electricity 
from it [4, 5]. The ORC works like a simple Rankine steam power cycle but uses an organic 
working fluid instead of water. A certain challenge is to choose a suitable organic working 
fluid for the ORC. The working fluid should fulfil safety criteria; it should be environmentally 
friendly, and inexpensive. Another important aspect for the choice of the working fluid is the 
temperature of the available heat source. A question, which also has to be considered for 
using ORC, is whether an organic substance is really better than water as working fluid for a 
given task.    
  
A systematic approach towards using an installation based on the Rankine Cycle in truck 
applications dates back to the early 1970s where a research program funded by the US 
Department of Energy (DOE) was conducted by Mack Trucks and Thermo Electron 
Corporation [6-8]. Under this program, an ORC system was installed on a Mack Truck diesel 
engine and the lab test results revealed an improvement of bsfc of 10–12%, which was 
verified by highway tests. During the following years similar research programs were 
performed by other research institutes and vehicle manufacturers. Aly [9] was able to produce 
16% additional power from the exhaust of a Mercedes-Benz OM422A diesel engine by using 
R-12 as working fluid for the ORC. ORC systems with capacities from 750 to 1500 kWe were 
examined by Koebbman [10].  Recently, the solution of Rankine Cycle Systems has increased 
its potential competitiveness in the market even more [11, 12]. This is a result of technical 
advancements in a series of critical components for the operation of such an installation (heat 
exchanger, condenser and expander) but also stems from the highly increased fuel prices. 
Nowadays, the installation of a Rankine Cycle is not only considered as a feasible solution for 
efficiency improvement in heavy duty diesel engines for trucks [13, 14] but also for smaller 
application such as passenger cars [15].  
 
In this project, experiments were conducted to measure the exhaust heat available from a 60 
kW automobile engine at different speeds and loads. A shell and tube heat exchanger was 
purchased and installed into the engine.  The performance of the heat exchanger using water 
as the working fluid was then conducted. With the available data, computer simulation was 
carried out to improve the design of the heat exchanger. The optimized model of the heat 
exchanger was then simulated to generate super heated vapour. Ammonia and HFC-134a is 
used as working fluids. Water is used as reference for comparison. The thermo physical 
properties of working fluids are compared and presented in Table 1. It is apparent that dry and 
isentropic organic fluids generally have much lower relative enthalpy drops during expansion 
than the water-steam mixture. Unlike water, most organic fluids suffer chemical 
decomposition and deterioration at high temperature and pressure.  Therefore, an ORC system 
must be operated well below the temperature and pressure at which the fluids are chemically 
unstable. Most organic fluids have relatively low critical pressures and are therefore usually 
operated under low pressures and with much smaller heat capacities than water-vapour cycles. 
A suitable organic fluid must have a relatively high boiling point. Based on these features 
ammonia and HFC-134a are selected for the current study. Finally, power output from the 
turbine is calculated considering isentropic efficiency of real turbine[16, 17].  
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Table 1. Thermophysical properties of working fluids.  
Parameter  H2O NH3 HFC-134a 
Molecular weight  18 17 102 
Slope of the saturation vapour line Negative Negative Isentropic  
Enthalpy drop across the turbine (kJ/kg) 1570~900  725~70     55~22 
Max. Stability Temperature (K)  None 750  450  
Critical point (K)   647  405.3  374.15  
Boiling point at 1 atm (K)  373  239.7  248  
Latent heat at 1 atm (kJ/kg) 2256.6  1347  215.52 
 
2. Experimental setup  

The engine used in the current study is a four cylinder Toyota 13B diesel engine which is 
coupled with a water dynamometer. The specification of the engine is given in the Table 2. 
The schematic of the experimental setup is shown in Fig. 1. The engine run at different loads 
with variable speeds and exhaust temperatures were recorded to calculate available heat 
energy from the exhaust. Then the exhaust of the engine was connected to a shell and tube 
heat exchanger to study the performance of the heat exchanger and those data were used to 
improve the design of the heat exchanger by computer simulation. 
 
Table 2. Engine specification. 
Engine model  13B 
Make  Toyota  
Type of engine 4 cylinder charged water cooled diesel engine  
Bore 102 mm 
Stroke 105 mm 
Compression ratio  17.6:1  
Torque  217 N.m @ 2200 rpm 
 

3. Heat Exchanger design  

The data found from the experiment are used to optimize the design of shell and tube heat 
exchanger by computer simulation. Effect of important parameter of heat exchanger like 
radius of the shell, no of tubes, length of the heat exchanger, pressure drop is investigated and 
final model of the heat exchanger is proposed. The specification of the model of the proposed 
shell and tube heat exchanger is shown in the Table 3. Two heat exchangers are used: one 
heat exchanger is used to generate saturated vapor from the liquid working fluid and the 
second heat exchanger is used to generate super heated vapor from that saturated vapor. These 
two heat exchangers can be arranged into two configurations, parallel and series as shown in 
the Fig. 2.  

 
Table 3. Heat exchanger specification. 

Heat exchanger type 
Shell and tube counter flow, hot fluid in tubes and cold 
fluid in the shell 

Shell inside radius   35.4  mm 

No of tube  18 
Tube inside diameter  10 mm 
Length of the heat exchanger  2 m 
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Fig. 1: Schematic diagram of experimental setup. 
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Fig. 2: Heat exchanger arrangement. 
 
4. CFD Model   

The optimized design of the shell and tube heat exchanger is modeled for heat transfer 
between hot and cold fluid in Flow Simulation which is CFD simulation module of 
Solidworks 2009. The computational mesh used to solve the model heat exchanger contained 
109,992 cells. The cold fluid was considered to be liquid phase at 323K with corresponding 
saturation pressure for the second heat exchanger (Fig. 2) and saturated vapor at working 
pressure for the first heat exchanger (Fig. 2). The hot fluid considered as air with mass flow 
rate of 0.10215 kgs-1 and temperature of 938 K.  The operating pressure of hot fluid is set 
to101.325 kPa and the cold fluid supply pressure and mass flow rate are varied. Steady and 
incompressible flow was assumed in all models. The Standard k-ε, a two-equation Reynolds-
Averaged Navier-Stokes (RANS) model that is currently the most widely used for calculating 
flow problems has been used in this model. 
 
5. Results   

To design an effective heat exchanger for heat recovery from the exhaust of an engine, it is 
required to know how much energy is available in the exhaust. So some base line tests are 
performed. The exhaust gas temperature at various speed and engine power is presented in the 
Fig. 3. It is found from the figure that engine power and the temperature of the exhaust gases 
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for all three engine speeds show an approximately linear relationship. Exhaust gas 
temperature increases with increase of power output and speed of the engine. This indicates 
that heat recovery will be more viable for higher powers. 
 
In the relationship between power and temperature there is a definite relationship between 
engine power and the amount of recoverable energy present in the exhaust gases. The 
relationship this time is not linear but there is still a general upward trend, revealing that, as 
the engine power increases, so does the amount of recoverable energy. This is clearly seen in 
Fig. 4. This finding is highly significant section in terms of the focus of this research project. 
 
In particular, the potential applications which formed the original thinking behind this project 
are given credibility, in that the amount of energy which may be tapped is of an order that 
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Fig. 3: Exhaust gas temperature variation with engine power from experiment.  
 
justifies the attempt to capture and exploit it. For example, even if the results of just the 
lowest speed (1400 rpm) are considered, the potential to capture and use what is currently 
wasted energy, is extremely significant - the maximum recoverable energy for this speed is 
approximately 17 kW from the exhaust gas with the engine running at 33 kW (which is half 
the engine’s power). Similarly, at 1800 rpm, a maximum value of approximately 21 kW was 
obtained from the exhaust gases, with the engine running at approximately 39 kW. At 2200 
rpm the results show a maximum recoverable potential of approximately 23 kW when running 
at 45 kW. These results indicate that some 50% of the engine’s running load is currently 
wasted but could be recoverable and converted to a usable form. All the above calculations 
were based on the abilities of a heat exchanger to be able to reduce the initial exhaust 
temperature at any particular speed and load to 50°C. 
 
Based on the available data from the experiment, the heat exchanger design was optimized by 
computer simulation. Fig. 5 shows that the effectiveness of the heat exchanger decreases with 
the larger shell diameter for all three working fluids. Rubaiyat and Bari [18] found that there 
is no significant effect of working pressure on heat exchanger effectiveness. They also found 
that average pressure drop for different parameter of heat exchanger was about 250 Pa[18]. 
Effectiveness is higher for smaller diameter of the shell because of turbulent flow which 
facilitates the heat transfer. Heat exchanger effectiveness increases with the length of the heat 
exchanger as presented in the Fig. 6. It is found from the figure that after 1.6 m length the 
effectiveness increase is not very significant. 
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Fig. 4: Recoverable energy variation with engine power from experiment. 
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Fig. 5: Heat exchanger effectiveness vs. shell radius from CFD simulation. 
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Fig. 6: Heat exchanger effectiveness vs. heat exchanger length from CFD simulation.            
 
Extra power that can be recovered from the exhaust of the diesel engine with the proposed 
shell and tube heat exchanger model is presented in the Fig. 7. It is found that additional 
output power increases as the working pressure increases for both the parallel and series  
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Fig. 7: Additional power output variation for different working fluids with working pressure from 
CFD simulation. 
 
arrangement (Fig.2) of the heat exchangers for all three working fluids. This is because the 
condensing pressure was kept constant and as the working pressure increases the enthalpy 
drop across the turbine also increases. From the figure it is clear that water can recover heat 
most efficiently from the exhaust of the engine than the other organic fluids. This is because 
water has very high enthalpy drop across the turbine (Table 1) compared to other two organic 
fluids. Interestingly, it is found for water that higher power output can be achieved for parallel 
arrangement below 30 bar working pressure than the series arrangement whereas series 
arrangement can achieve higher power output above 30 bar working pressure than parallel 
arrangement. Maximum power output also achieved at the 30 bar working pressure. But other 
working fluids, ammonia and HFC-134a do not show any trend like that. For both ammonia 
and HFC-134a working fluid, parallel arrangement of the heat exchangers gives more 
additional power output. The proposed shell and tube heat exchanger can recover maximum  
15%, 13% and 8% additional power from the exhaust of the diesel engine using water, HFC-
134a and ammonia as working fluid respectively considering 70% isentropic efficiency of the 
turbine [16, 17].  
 
6. Conclusion  

The experimental and simulation results of the current project proved the concept of heat 
recovery from waste heat from the exhaust of diesel engines by using different working fluids. 
This research work shows that ORC can be a good option for waste recovery from diesel 
engines. This technique can increase the overall efficiency of diesel engine. Hence, this 
technology will reduce the fuel consumption and thereby will also reduce Green House Gases 
(GHG) and toxic emissions per kW of power produced. Additional 15%, 13% and 8% more 
power can be achieved with the proposed shell and tube heat exchanger by using water, HFC-
134a and ammonia respectively.  
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Abstract: The selection of suitable organic fluids for use in Organic Rankine Cycle (ORC) for waste energy 
recovery from many potential sources of low-medium temperature (up to 350 ºC) is a crucial step to achieve high 
thermal efficiency. In order to identify the most suitable organic fluids, several general criteria have to be taken 
into consideration, from the thermophysical properties of the fluids leading to the environmental impact and cost 
related issues. The aim of the study is to elaborate a tool for the comparison of the influence of different working 
fluids on performance of an ORC heat recovery power plant installation. A database of a number of organic 
fluids as well as a s oftware (code) which allows the user to select the proper organic fluid for particular 
application have been developed. Calculations have been conducted for the same heat source and installation 
component parameters. The elaborated tool should create a support by choosing an optimal working fluid for 
special applications and become a part of a bigger optimization procedure by different frame conditions.  
 
Keywords: Organic Rankine Cycle, Database, Heat Recovery 

Nomenclature 

inQ heat flux input ........................................ .kW 
m  mass flow rate .................................... .kg⋅s-1 
π pressure ratio 
hi specific enthalpy for process point i...kJ·kg-1 
Thigh high system temperature ......................... °C 
Tlow low system temperature .......................... °C 
phigh high system pressure ............................MPa 

plow low system pressure ............................. MPa 
η turbine internal efficiency of the turbine ........... % 
ηpump  internal efficiency of the pump .............. % 
ηsystem  system  efficiency ................................. % 
Ppump  power used by the pump ...................... kW 
Pturbine  output power of the turbine ............... kW 

outQ  heat flux output in the condenser ........ .kW
 
1. Introduction 

Nowadays, with energy demand rising at an ever increasing rate, efficient use of energy has 
become a m ajor issue. One candidate suitable for improving efficiencies of existing 
applications and allowing the extraction of energy from previously unsuitable sources is the 
Organic Rankine Cycle. Applications based on t his cycle allow the use of low temperature 
energy sources such as waste heat from industrial applications, geothermal sources, biomass 
fired power plants and micro combined heat and power systems. 
 
Waste heat represents the heat produced by machines, electrical equipment and industrial 
processes which has no practical use. Usually it’s generated by fuel combustion or by 
chemical reaction. The difficulty of capturing, distribution or transformation into other forms 
of energy comes from the characteristics of the heat source and the high costs connected to 
the equipment needed to transform the heat into useful energy. Statistical investigations 
indicate that low-grade waste heat accounts for 50% or more of the total heat generated in 
industry [1]. There are several types of industrial waste heat sources, some of which are 
presented in Table 1. 
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Table 1. Waste heat sources and their quality. [2] 
Waste heat source Quality of waste heat and possible use 

Heat in flue gases The higher the temperature, the greater the 
potential value for heat recovery 

Heat in vapor streams As for heat in flue gases, but when condensed, 
latent heat is also recoverable 

Convective and radiant heat loss from 
the exterior of equipment 

Low grade – if collected, may be used for space 
heating or air preheating 

Heat losses in cooling water Low grade – useful gains if heat is exchanged 
with incoming fresh water 

Heat losses in providing chilled water 
or in the disposal of chilled water 

1. High grade if it can be utilized to reduce 
demand for refrigeration 
2. Low grade if refrigeration unit used as a form 
of heat pump 

Heat stored in products leaving the 
process Quality depends upon temperature 

Heat in gaseous and liquid effluents 
leaving process 

Poor, if heavily contaminated & thus require alloy 
heat exchanger 

 
Organic Rankine cycle is a Clausius – Rankine cycle which uses an organic fluid instead of 
water. The replacement of water with organic fluids brings a number of advantages over the 
classical steam process. Due to their thermophysical characteristics, such as low critical point, 
low boiling temperature and high molecular mass, the transformation of low temperature heat 
into useful electrical energy is possible and can be effective (higher efficiency than other 
possibilities). 
 
Because of the low critical point relative to water and because the temperature level of the 
heat input is much lower than in the case of steam processes, the working pressures are lower 
and thus, they lead to a small-scale, low-cost installation which in most cases does not require 
permanent supervision [6]. 
 
Fluid selection for any type of ORC application is a very important step in designing an 
efficient working system. There are many important aspects that need to be taken into 
consideration before choosing an organic fluid. In this context a special fluid database with an 
implemented selection algorithm has been created with the possibility of continuous 
development. 
 
2. Database 

The database has been assembled in MS Excel due to the wide spread of the program and the 
fact that it facilitates the structuring and organization of data sets in an easy and intuitive way. 
Another major advantage of MS Excel is the relative ease with which one can import data 
either from other databases or from experimental data. The characteristics of the fluids have 
been sorted in two major groups, each containing multiple parameters: thermophysical 
characteristics and environmental characteristics. 
 
2.1. Themophysical characteristics 
One of the thermophysical characteristics of the organic fluids is the slope of the saturation 
curve in the temperature-entropy diagram. It can be negative, isentropic or positive, as shown 
in Fig. 1. 
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Fig. 1. Typical T-s diagram for dry, isentropic and wet fluids 
 
In the case of dry and isentropic fluids there is no ne ed for overheating. Because of the 
theoretical isentropic expansion in the turbine, in the case of wet fluids, overheating must be 
applied in order to avoid the creation of liquid droplets during the expansion in the turbine 
which would damage the turbine blades. Due to this characteristic the database contains 
information about the type of saturation curve for each contained fluid. 
 
For practical reasons the low pressure value has been set to just above the atmospheric 
pressure (0.15 MPa). This limit must be imposed in order to avoid infiltration of air in the 
installation which would lead to the damaging of components. Also, for the moment, the low 
temperature value has been set to the value of normal ambient temperature (20 °C). Of course 
the real frame conditions of a real process, especially the temperature of the cooling medium, 
determine these values, which can be varied. 
 
Another important characteristic is the boiling temperature at the low pressure value of the 
fluid. If it’s lower than the ambient temperature then the minimal pressure value at which the 
fluid is in a liquid state at room temperature must be identified and set as the new low 
pressure value. This has to be done in order to maintain the highest possible value for the 
pressure ratio π of the expander, as a higher pressure drop yields a higher efficiency and it has 
been done for each fluid in the database. 
 
There are other thermophysical parameters that must be taken into consideration when 
choosing a working fluid. Some of these are:  
- low freezing point, so that the fluid will not solidify when it’s in the low-temperature area of 
the process;  
- the critical pressure and temperature should be above the highest values of these parameters 
in the process;  
- the vaporization heat and the density of the fluid should be high, as a fluid with these 
characteristics will absorb more energy from the source in the evaporator and thus reduce the 
required flow rate, the size of the facility, and the pump consumption. 
 
2.2. Environmental characteristics 
Although high system efficiency is the main goal when designing heat recovery systems, one 
has to take into account the environmental characteristics for safety and practical 
considerations. For example, as the HCFCs still contain chlorine and have an associated 
Ozone Depletion Potential, they will be phased out in the EU Community from the 1st of 
January 2010 [3]. So, the availability of HCFCs for equipment servicing following the phase-
out may not allow for predictable economical use. 
 
Two main environmental characteristics are the ODP (Ozone Depletion Potential) and the 
GWP (Global Warming Potential). ODP represents the relative amount of degradation that a 
fluid can cause to the ozone layer. The standard of reference has been set for 
trichlorofluoromethane (R11). It has the value of 1 a nd the maximum potential of ozone 
depletion among chlorocarbons because of the three chlorine atoms in its composition. [4] 
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GWP represents a parameter that quantifies the contribution of a given mass of greenhouse 
gas to global warming. The standard of reference in this case is set for carbon dioxide with a 
given value of 1. Another important characteristic is the safety classification. After a careful 
analysis the ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning 
Engineers) classification has been chosen because of the high number of organic fluids 
covered and the relative simplicity of the annotations of the safety classes. These are as 
follows in Table 2: 
 

Table 2. ASHRAE safety classification. [5] 
Flammability Low toxicity High toxicity 

High A3 B3 
Low A2 B2 

Non-flammable A1 B1 
 
2.2.1. Toxicity classification [5] 
Refrigerants are divided into two groups according to toxicity:  
• Class A signifies refrigerants for which toxicity has not been identified at concentrations less 
than or equal to 400 ppm;  
• Class B signifies refrigerants for which there is evidence of toxicity at concentrations below 
400 ppm. 
 
2.2.2. Flammability classification [5] 
Refrigerants are divided into three groups according to flammability:  
• Class 1 indicates refrigerants that do not show flame propagation when tested in air at 21°C 
and 101 kPa;  
• Class 2 indicates refrigerants having a lower flammability limit of more than 0.10 kg/m3 at 
21°C and 101 kPa and a heat of combustion of less than 19 kJ/kg;  
• Class 3 indicates refrigerants that are highly flammable as defined by a lower flammability 
limit of less than or equal to 0.10 kg/m3 at 21°C and 101 kPa or a heat of combustion greater 
than or equal to 19 kJ/kg. 
The database interface allows the user to select the type of installation for which the fluid data 
will be analyzed. Momentarily the installation layouts that are available are:  

- Undercritical single stage; 
- Undercritical single stage with recovery; 
- Undercritical two-stage; 
- Supercritical single stage. 

The major fluid parameters are introduced for each existing fluid in the database, with the 
possibility of adding either other fluids and/or other parameters of interest. The general layout 
of the existing list with some of the parameters present in the developed program can be seen 
in Fig. 2: 

 
Fig. 2. Fluid list with selected available fluids and parameters 
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Each fluid has a series of static parameters, such as ODP, GWP, molar mass, boiling point at 
atmospheric pressure and others, which are introduced when the fluid is added to the database 
and which never change. The dynamic parameters such as the cycle efficiency, the mass flow 
rate and the pressure ratio are calculated and are modified with the alteration of the input 
parameters which will be described in the following section. 
 
Because the program is developed in MS Excel the interface and the fluid data are stored in 
the same document on different worksheets. Fig. 3 presents captions from both the interface 
and the database and the flow of data through them: 
 

 
Fig. 3. Flow of data through the program  
 
For each fluid from the database there are three worksheets. One contains the liquid and vapor 
enthalpy and entropy and other parameter values for the fluid along the saturation curve, one 
contains temperature, enthalpy and entropy values for the different process points and the 
third worksheet contains the calculation interface for the fluid and all the functions needed to 
implement the calculation procedure in the program.The user introduces the values for the 
input parameters, marked by the red rectangles, and the program returns the output 
parameters, marked with the green rectangles. For example, the program reads the 
temperature value introduced by the user and, by using the ”MATCH” function from Excel, it 
extracts the values for the enthalpy, entropy and pressure from the first data worksheet 
(saturation property curve) for each fluid. With these values, the program calculates and 
extracts values for the parameters for each process point and, finally, it returns the cycle 
efficiency. This value is introduced in the fluid list and it is updated whenever the input 
parameters are modified. From here the program returns a list of the fluids which yield the 
highest efficiencies (the top 4 in example from Fig. 3) for this set of input parameters.  
 
3. Calculation procedure 

As mentioned above, beside the general and environmental properties, the program returns the 
cycle efficiency for each fluid. This is done by employing a set of functions embedded in 
Excel which interrogate, search, match and return the desired data. 
 
For the moment, the program executes calculations for a standard single stage cycle without 
recovery. The general layout of the installation, the process points and the T-s diagram (in this 
case for R114) can be seen in Fig. 4. 
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Fig. 4. T-s diagram and installation layout for a simple one-stage process 
 
At the current state, the major input parameters for the program are the heat flux transferred to 
the system and the temperature at the inlet of the turbine (process point 3 in this case). The 
program calculates the efficiency of the cycle without overheating. So after introducing the 
heat flux and the turbine inlet temperature, the program chooses the corresponding pressure 
from the saturation curve for each fluid. The low pressure value is set to just above the 
atmospheric pressure (at 0.15 MPa) and the low temperature is set to the standard ambient 
temperature (20 °C). 
 
With the value of the heat flux, the program calculates the mass flow rate: 
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where h2 and h3 represent the enthalpy values for process points 2 and 3. 
By obtaining the high pressure value from the saturation curve, the program calculates the 
pressure ratio which is a good indicator for the system efficiency. 
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The internal efficiencies of the turbine and the pump are also input values. They can be 
selected from a drop-down list within the range of 0% to 100%, leading to a number of four 
input parameters. The expansion in the turbine is theoretically isentropic. The values for the 
irreversible process are obtained from the internal efficiency of the turbine. 
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where the enthalpy values are obtained from the database for each fluid by matching the 
temperature and entropy values. By obtaining the value for the enthalpy in process point 4 the 
other parameters are extracted from the database. The power required for the pump is 
calculated with the following formula: 
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The output power of the turbine is calculated with the help of the internal efficiency of the 
turbine and by extracting the enthalpy values for process points 3 and 4 from the database: 
 

)hh(mP 43turbineturbine −⋅⋅= η    (5) 
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The heat flux extracted in the condenser is calculated with the following formula: 
 

)hh(mQ 14out −⋅=     (6) 
 
After obtaining the values for each of these parameters, the program calculates the system 
efficiency as follows: 
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The program returns the value for the system efficiency for each fluid in the database. If the 
input parameters lead to data that is outside the set conditions it w ill return “N/A” which 
signifies that the fluid is not suitable for the given input parameters. 
 
In the current version the program returns a list of fluids which allow the highest system 
efficiencies for the input data set. In the following months more data and calculation 
procedures will be introduced so the program can calculate efficiencies of other types of 
installations, as shown in Figures 5, 6 and 7. 
 

 
Fig. 5. T-s diagram and installation layout for a one-stage with recovery process 
 

 
Fig. 6. T-s diagram and installation layout for a two-stage process 

 
Fig. 7. T-s diagram and installation layout for a supercritical one-stage process 
 
Further steps will consist of introducing the possibility of overheating and thus moving away 
from the saturation curve, the possibility of modifying the set values for the low pressure and 
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temperature as well as different sorting criteria such as cost, environmental aspects, 
availability and others. 
 
4. Conclusions 

Fluid selection is a major step in designing heat recovery systems based on t he organic 
Rankine cycle. Although at this moment the sorting criterion for the fluids is the system 
efficiency, further development of the proposed program will create the possibility for 
different sorting criteria.  
 
Developing this application has revealed that a program dedicated to fluid selection for heat 
recovery systems has a high degree of complexity. Although this application can give an idea 
to the user about the performance of different fluids applied to the same type of installation, 
one has to remember that the data still has to be compared to experimental data.  
 
While the program is a good indicator for the influence on t he system performance of 
different organic fluids, returning other fluid parameters in the process, the final decision of 
selection of an organic fluid for a given set of frame conditions remains to be made by the 
engineer designing the system. Costs related to fluid purchase, lifetime costs, taxes and 
availability may lead the designer to choose a lower efficiency yielding fluid. 
 
To increases the level of complexity of the program and to bring the results, from theoretical, 
closer to real, measurable values, the interface from the heat source and the system will be 
investigated.  
 
Another task that needs to be considered within the next steps is the investigation of energy 
and exergy losses in the expansion machine and exergy losses in the heat exchangers. 
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Abstract: Small power plants of cogeneration of power, heat and cooling are good solutions of increasing the 
efficiency of energy consumption for fossil fuels in order to protect natural resources and the environment. 
However, at moments when heat demand is lower than the heat production of the CHP module, the excess heat 
has to be rejected to the environment and this fact results in waste of energy. Also, since CHP modules are 
basically heat driven, when heat demand is lower than a certain value, the module will be switched off just to be 
switched on later when heat demand increases. This cycle of switching on and off is harmful for the CHP 
module if it happens repeatedly. A solution is to use heat storage and an alternative control method. In this paper, 
a CHP system is chosen for an educational building and the design is carried out in two forms, with and without 
heat storage and the results are compared and judgment is made about the optimal system.  
 
Keywords: CHP, optimization, environment, heat storage  

1. Introduction 
When power is produced traditionally, a large portion of original energy of the fuel is wasted 
as heat and hardly more than 40 pe rcent of this energy is transformed into electricity.  
Moreover, usually consumers are located far away from the power plant and this distance 
causes more waste of energy in distribution of electricity. One way to tackle these problems is 
using local cogeneration. In this modern method of power generation, power is produced at 
the location of consumption and the majority of lost heat is recovered to supply heat demands 
of the user. This results in a considerable improvement in efficiency. Furthermore, since 
power is generated at the same location where it is consumed, distribution losses will be 
avoided. The total efficiency of cogeneration power plants amounts up to 90%, while the 
electrical efficiency of a traditional power plant hardly reaches 40%.  
 

Among different options of power generation in the form of cogeneration, reciprocating 
engines seem to be the most suitable for buildings which essentially have small demands. 
They have high power to heat ratios compared to gas turbines and due to advances made in 
automotive industry, enjoy a higher degree of modernization [9]. Although stationary 
reciprocating engines have traditionally been diesel engines but some issues like 
environmental issues and good access, have been promoting the users in recent years to use 
natural gas as the fuel instead. In Iran, a Persian gulf country with the second largest resource 
of natural gas in the world, even automobiles are increasingly using gas burning and dual fuel 
engines.  
 

X Q Kong et al (2004) optimized a trigeneration system (cogeneration of heat, power and 
cooling) based on gas turbine. In their research a trigeneration system was modeled and then, 
after specifying constraints and an objective function, the solution was optimized using a 
linear modeling program [2]. In another work, they examined a co generation system and 
presented the results as graphs and tables [3]. In 2005 P . Arcuri et al designed optimally a 
trigeneration system using a mixed integer model. They optimized a trigeneration system for a 
hospital employing a reciprocal engine as its prime mover [4]. In 2006 E . Cardona and A. 
Piacentino designed and optimized a trigeneration system for a hospital application from the 
thermoeconomic point of view [5]. The same researchers carried out another analysis for an 
apartment building using the thermoeconomic method [6]. In 2008, Behbahani Nia et al. [7] 
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optimized a cogeneration system based on gas turbine with the aim of minimizing the capital 
cost in which they considered electricity, heat and cooling demands for each month.  
 

In this paper, a cogeneration system is designed and optimized for the building of mechanical 
engineering faculty of K.N. Toosi University of technology in Tehran, Iran, using two 
different strategies, with heat storage and without heat storage.  First, energy simulation is 
carried out using the software Carrier HAP 4.2 resulting in values of electricity and heating 
demands in all 8760 hours of the year. Later, based on these demands, the main components 
of the CHP system are designed based on products of the Austrian manufacturer, Jenbacher®. 
Products of this company are cogeneration modules including the reciprocating engine, heat 
recovery system and electrical generator all in one, covering a range of capacities from 
400kWth to 3MWth.  
 

2. A description of the building 
The building of mechanical engineering faculty of K.N. Toosi University of technology is a 
ten-floor building, including 3 unde rground floors and covering about 20 thousand square 
meters of area. The second and third floors contain classes, fourth and fifth floors contain 
administrative rooms, almost all of which benefit from natural light during daytime. The sixth 
floor is dedicated to professors’ rooms about half of which have access to natural light. The 
library and some laboratories are placed on the first floor. Ground floor primarily contains 
public places like the big lobby, the pray place, computer services hall and so forth. The floor 
-1 contains laboratories, cafeteria, the big restaurant and the amphitheatre. The floors -2 and -
3 are for workshops and labs and also sport activity salons. Table 1 shows a l ist of areas of 
these floors. 
 

Table 1. Area of each floor of the building 
Floor Area (m2) Floor Area (m2) 

Ground floor 2561.6 Fifth 1005 
First 2500 Sixth 1007 

Second 1006.9 -1 3100 
Third 1005.99 -2 3100 
Fourth 1004.36 -3 3100 

 

3. Calculation of loads 
Thermal and electrical loads have been calculated using the energy simulation function of the 
software Carrier HAP 4.2. All parts of the building were modeled and wattages of lights, 
electrical equipments, geometrical and heat transfer features of rooms were entered in the 
software. A total of 270 s paces were defined in the process. Another important issue in 
determining loads is the presence of people in different spaces. Schedules were defined for 
presence of people in different types of spaces including classes, amphitheatre, computer 
services salon, corridors, administrative rooms, pray place, restaurant and security 
compartments, and also for lighting for each of these types of places, based on percentages of 
full presence or full lighting in different hours of the day and different days of the year. 
National holidays and weekends were considered based on t he year 2009 which covers 
portions of Persian years 1387 a nd 1388. T he difference of intensity of natural light in 
summer and winter days and different levels of presence of students and employees in 
different months of the year and different hours of the day were all considered based on 
personal observation of the second author who has been a studying in the same building for 
two years. The monthly distribution of heating and cooling loads resulting from this energy 
simulation is as shown in figure 1. 
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Fig. 1.  Heating and cooling loads throughout the year. 
 

The weather conditions were defined based on simulation information of www.Carrier.com of 
Tehran including hot and cold bulb temperatures and sunlight situation throughout the year. 
 

4. Selection of cogeneration modules  
Selection was carried out based on pr oducts of Jenbacher, including 13 m odels of CHP 
modules. The manufacturer did not reply requests of price quotation and purchase equipment 
costs and O&M charges were estimated using the information in [9] and by curve fitting. The 
cost of natural gas and electricity were taken 690 Rials per m3 and 773 Rials per kWh, equal 
to Iranian unsubsidized rates.  
 

Another issue which was considered in this optimization was the environmental issue. 
According to [9], emission of pollutants imposes costs which are in fact costs of reduced 
performance of human beings caused by these pollutants. This fact is considered as costs 
assigned to pollutants CO, CO2 and NOx. According to catalogs of the manufacturer, using 
the lean combustion system and SCR catalysts, emissions of CO and NOx caused by their 
products are limited to 100 mg/Nm3 for Nox and 300 mg/Nm3 for CO. CO2 emission from 
natural gas combustion is equal to 1.15m3/1m3 Natural Gas according to [11] which by 
considering the density of carbon dioxide in normal conditions equals to 20420mg/Nm3. 
Values of emissions of CO and NOx for small boilers are 641mg/Nm3 and 1506 m g/Nm3 
respectively, according to [12]. As calculated in [9], the social cost associated with these 
emissions is 81750 Rials/kg for carbon monoxide,  240 Rials/kg for carbon dioxide and 64240 
Rials/kg for Nitrogen oxides. Therefore, the social costs for burning of each cubic meter of 
natural gas for Jenbacher® reciprocating engines and the boiler are as shown in tables 2 and 
3. 
 

Table 2 Emissions and their costs for natural gas-burning boiler 

 (mg/m3) kg/kWh Unit cost($/kg) Unit cost ($/kWh) 
NOx 1506 0.014843136 6.424 0.095352306 
CO 641 0.006317696 8.175 0.051647165 
CO2 20420 0.20125952 0.024 0.004830228 

  Total emission cost($/kWh) 0.151829699 
 

Table 3 Emissions and their costs for natural gas-burning engine 

 (mg/m3) kg/ kWh Unit cost($/kg) Unit cost($/kWh) 
Nox 100 0.0009856 6.424 0.006331494 
CO 300 0.0029568 8.175 0.02417184 
CO2 20420 0.20125952 0.024 0.004830228 

  Total emission cost($/kWh) 0.035333563 
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5. Choosing capacities of components and optimization  
5.1. The case without heat storage 
In this section, sizing is carried out in two different strategies, one is the absence of heat 
storage and the other is its presence. In both strategies, modules of cogeneration and their 
annual working durations are determined so that the total annual cost is minimized.  
 

For the case where there is no heat storage system, the CHP system is designed based on load-
duration curves. These curves are constructed using the hourly load data taken from energy 
simulation, i.e. first values of heating and electrical loads for all 8760 hours of the year are 
taken from outputs of Carrier HAP and then, those numbers are put in descending order and 
plotted against duration, from  1 hour to 8760 hours. According to [13], the largest rectangle 
which can be circumscribed in that curve represents the optimal choice of the CHP system, in 
terms of capacity (on the vertical axis) and number of total working hours throughout the 
year, on the horizontal axis. Here, the basic idea is quiet similar. However, this curve is used 
here to determine the capacity of the supplementary boiler which is the difference of 
maximum load with the heat production of the CHP module and its total heat production 
throughout the year being equal to all heat demand not satisfied by the module.  
 

Electricity is considered as a bi-product of the system that can be used locally or sold to the 
network. The rates of buying and selling power to the network are very close to each other in 
Iran [20] and both are assumed to be 773 Rials. If a CHP system is independent from the grid, 
it can employ batteries to store excess electricity to be used later but when selling power to 
the grid is possible, using storage of electrical energy is not economical [9].  
 

The control strategy used for the case where there is no he at storage system is as follows: 
When the number of working hours of the CHP module determined from optimization is plot 
with load-duration curve, the point where it intersects that curve shows the value of minimum 
load for operation of the module, i.e. when the thermal load is lower than that value, the 
module will be switched off and when the load exceeds that value, the module will be 
switched back on.  
 

In manufacturer’s catalogs, two heuristics are suggested:  
• The thermal power of the cogeneration power should be between 30 to 50 percent of 

the peak value of thermal power demand.  
• The module of cogeneration should work at least 4000 hours during a year.  

 

Figure 2 shows an example of load-duration curve.  

 
Figure 2. Load duration curve for heating load 
 

Naturally there will be times when the heat demand is higher than the production of modules 
and at these times this heat shortage is covered by the auxiliary boiler.   
 

Load-duration curves for heating, and electrical loads of our building are shown in figures 3 
and 4.  
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Figure 3. Load-duration curve for heating load 
 

Figure 4. Load-duration curves for 
electrical load 
 

 Now, the objective function for the optimization is defined as the total annual cost of the 
system. To calculate the total annual cost, first we should annualize capital investments using 
the capital recovery factor (CRF) .  
    

Where ir , the interest rate, according to [14] is taken 12 percent, and n is the number of years 
of life time of the system, here taken 20 years. Thus, the objective function is: 
 

      (1) 
Where CAnn is the total annual cost, CTCM is the total capital investment for the CHP module,  
CTCAB is the total capital cost for the auxiliary boiler, CTCST  Is the total capital cost for the 
storage tank (if included), CO&M Module  is yearly O&M plus fuel costs for the cogeneration 
modules, CO&MAB  is the yearly O&M plus fuel costs for the auxiliary boiler, CEmi is the yearly 
emission cost and Cel is yearly cost of electricity production which is the profit of the system 
and therefore appears with a negative sign in the total annual cost. The optimization is carried 
out using the direct search method. For this optimization, decision variables are taken to be 
capacities of CHP modules and their durations of operation throughout the year. Constraints 
are defined based on heuristics provided by the manufacturer, namely each module should not 
operate less than 4000 hours in the year, and the values of capacities of modules and the 
boiler, naturally may not be negative and the values of working hours of each of modules 
cannot be more than 8760 hours. Results are as presented in the next section.  
 

5.2. The case with heat storage 
If we decide to employ heat storage in our system for more smooth operation and less waste 
of energy, a different design and operation strategy has to be used. Heat is stored as hot water 
(90oC) in a well insulated storage tank. Its cost data is taken from [14] and (1) is also used for 
cost estimation, using two different values of the exponent α (0.3 and 0.65) based on t he 
calculated volume. The cost data is available in terms of volume of the storage tank while in 
the optimization, the capacity in terms of energy storage is considered. As mentioned in [15], 
the CHP module receives cooling water at 40oC and sends it out at 90oC. Thus, in order to 
determine the volume of the storage tank conservatively, we take the unit volume energy of 
the water stored in this tank as the difference of enthalpy of water in those input and output 
states.  
 

Thus, by storing each cubic meter of water in the storage tank, we have stored 58.167kWh 
thermal energy.  
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After calculating the Purchased Equipment Cost (PEC) in terms of energy storage capacity, 
we calculate the Total Capital Investment (TCI) based on the Fixed Capital Investment (FCI) 
and the PEC using the factors listed in table 4. The data in this table are based on results 
reported in [14]. For costs having upper and lower bounds of the range of value, in absence of 
other data, the average of the two bounds mentioned in table 4 is used in calculations.  
 

Table 4. Components of total capital investment 
I -  Fixed Capital Investment (FCI) 

A- Direct costs 
1- Costs associated with the site 

• Purchased Equipment Cost  (15-40% FCI) 
• Installation cost (20-90% PEC) 
• Piping (10-70% PEC) 
• Instrumentation and control equipments (6-40% PEC) 
• Electrical Equipments (10-15% PEC) 
2- Off-site costs  
• Land (0-10% PEC) 
• Civil, architectural and structural costs (15-90% PEC) 
• Service facilities (30-100% PEC) 

B- Indirect costs 
1- Engineering and supervision (25-70% PEC) 
2- Construction cost including the profit of the contractor (15% of direct cost) 
3- Contingencies (8-25 % the sum of the above costs) 

II- Other costs  
A- Start up cost (5-12% FCI) 
B- Working capital (10-20% TCI) 
C- Research and development (not considered in this paper) 

 
When designing the cogeneration system with heat storage, we need to use load-time curves 
instead of load-duration curves. These curves show the value of thermal/electrical load at 
every hour for all 8760 hours of the year. Load-time curves for thermal and electrical loads 
are shown in figures 5 and 6.  
 

 
 

Figure 5. Load-time curve for heating load  Figure 6. Load-time curve for electrical load 
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As a r esult of the above mentioned strategy, there will be fewer start-stop cycles and 
probably, less heat rejection to the surroundings. When optimizing the system in this case, 
working duration of the module will no longer be a decision variable but instead, the volume 
of the storage tank will be searched for its optimal value and working duration of the module 
will be determined from the volume of the storage tank and load-time curve. The other 
decision variable will be the size of the CHP module, as before. The results of optimization of 
this case are presented in the following section.  
 
6. Results 

Table 5. Optimization results for a CHP module without heat storage 

  Capacity 
Duration/amount 
of yearly 
operation 

Capital 
investment cost 
(Rials) 

O and M +Fuel 
costs (Rials per 
year) 

Emission 
cost 
(Rials per 
year) 

CHP 
Module 497kWth (J 312L) 4011h 8.63E+09 5.79E+08 1.55E+09 

Boiler 786.6kW 439843kWh 3.44E+09 4.25E+07 9.21E+08 
Value of yearly electricity production of the CHP module (Rials) 1.35E+09  
Maximum load (kW) 1284  
Total annual cost (Rials) 3.36E+09  
Yearly heat dissipation to surroundings(thermal energy waste)(kWh) 450306   
 
Table 6. Optimization results for a CHP module with heat storage 

  Capacity 
Duration/amount 

of yearly 
operation 

Capital 
investment cost 

(Rials) 

O and M +Fuel 
costs (Rials per 

year) 

Emission 
cost (Rials 
per year) 

CHP 
Module 497kW(312L) 8550h 8.63E+09 1.24E+09 3.31E+09 

Boiler 994.1kW 292966  kWh 3.44E+09 2.83E+07 6.14E+08 
Storage 
Tank 3.474mP

3 202.1kWh 3.36E+08 - - 

  (Max storage)    
Value of yearly electricity production of the CHP module (Rials) 2.88E+09 
Maximum load (kW) 1284 
Total annual cost (Rials) 4.06E+09 
Yearly heat dissipation to surroundings(thermal energy waste) 
(kWh) 1.95E+06 

 
As it is evident from tables 5 and 6, heat dissipation to surroundings and total annual cost are 
both higher for the case with heat storage than the simple case. Moreover, as illustrated in 
results, curves of electrical and thermal loads have more consistency with curves of energy 
production of the module in the simple case. However, in the case with the possibility of heat 
storage, more electricity is produced and the module works for a longer total duration, 
representing a smaller number of switching off and on cycles which is better for durability of 
the reciprocal engine and the whole module.  
 
7. 6BConclusion 

Heating and electrical loads were calculated for a 10-floor educational building using energy 
simulation of Carrier HAP®, and based on those loads, cogeneration systems were designed 
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to provide electricity and heating needs of the building. The CHP module was selected among 
13 models of a globally renowned manufacturer.  
 
Firstly, a simple CHP system was designed containing a CHP module and an auxiliary boiler. 
Secondly, the possibility of heat storage was taken into account using a storage tank as heat 
accumulator.  Two different control strategies were considered for these two cases and 
consequently, design and optimization were also carried out differently.  
Comparison of results showed that the simple system excluding heat storage had a lower total 
annual cost and heat dissipation to surroundings. On the other hand, it had a lower work 
duration for the CHP module and consequently, a larger number of switching on a nd off 
cycles representing its disadvantage to the system with heat storage.  
 
References 

[1] X. Q. Kong، R. Z. Wong، X. H. Huang، Energy optimization model for a CCHP system 
with available gas turbines، Applied Thermal Engineering 25 (2005) 377–391.  

[2] D. W. Wu، R. Z. Wang، Combined cooling، heating and power: A review، Progress in 
Energy and Combustion Science 32 (2006) 459–495. 

[3] P. Arcuri، G.  F lorio، P.  F ragiacomo، 2007، A mixed integer programming model for 
optimal design of trigeneration in a hospital complex، Energy 32، 1430–1447. 

[4] E. Cardona، A. Piacentino، A new approach to exergoeconomic analysis and design of 
variable demand energy systems، Energy 31 (2006) 490–515. 

[5] E. Cardona، A. Piacentino، Optimal design of CHCP plants in the civil sector by 
thermoeconomics، Applied Energy 84 (2007) 729–748.  

[6] Karimi Alavijeh, Saeed. Behbahaninia, Ali. Amidpour, Majid, Modeling and 
optimization of energy in a CHCP system with gas turbine prime mover, International 
Conference of Nonlinear Problems (ICNPAA 2008), 24-26 June 2008, Italy. 

[7] Feasibility study of private sector’s investment in development of local cogeneration 
systems in Iran, The department of power and energy of Iranian ministry of power, 2008, 
Tehran, Iran,24-26 

[8] Technology characterization, reciprocating engines, Energy and Environmental analysis, 
Arlington,Virginia, December 2008, 12-16 

[9] Mahdi Ali Ahyayi, Sharif University of technology, Tehran, Iran, Design and 
optimization of cogeneration of power, heating and cooling in different climate 
conditions of Iran, 2007, 41-45 

[10] S.K. Sadr Nezhad, A. Kermanpour, Fuel and Energy, 2001, Tehran, Iran 

[11] www.epa.gov/ttnchie1/ap42/ch01/final/c01s04.pdf 

[12] S.S Bernow, D.B.Marron “Valuation of Environmental Externalities for Energy planning 
and Operations”, May 1990, Tellus Institute, Boston, Mass., 1990 

[13] Dries Haeseldonckx, Leen Peeters, Lieve Helsen, William D’haeseleer, The impact of 
thermal storage on the operational behaviour of residential CHP facilities and the overall 
CO2 emissions, 26 September 2005 

[14]  Adrian Bejan et al, Thermal design and optimization, 1996  

[15] A.D. Hawkes a, P. Aguiar b, B. Croxford c, M.A. Leach a, C.S. Adjiman b,d, N.P. 
Brandon Solid oxide fuel cell micro combined heat and power system operating strategy: 
Options for provision of residential space and water heating, 28 November 2006 

787



Low exergy heat recovery for sustainable indoor agriculture 

Anthony Goncalves1, Daniel Rousse1,*, Julien Milot2 

1 t3e Industrial research chair, École de technologie supérieure, Montréal, Canada 
2 Energy Solutions Associates, Lévis, Canada 

* Corresponding author. Tel: +1 (418) 833-2110, Fax: +1 (418) 396-8950, E-mail: daniel@t3e.info 

Abstract: With improved greenhouses, farmers have to ventilate.  An air-to-air multi-tube counter flow heat 
exchanger unit was installed in a greenhouse used for the experimental cultivation of hydroponic tomatoes and 
cucumbers. This 24m long unit involves a 12” O.D. external shell used to exhaust moist air and five inner tubes 
to bring fresh air inside.  The tests, carried out between March and May in a 576 m3 enclosure, demonstrated that 
average efficiencies of η=84% and η=78% were obtainable with air volumetric exchanges rates of 0.5 and 0.9 
change per hour, respectively.  Latent heat was found to play a major role in the overall heat transfer, 
contributing about 40% of the total energy exchanged in some situations.  The exchanger could be buried 
underneath the ground or suspended above the crops. The unit made of plastic is durable, rot and rust resistant, 
affordable, and is ice and frost compliant. A pre commercial implementation with an improved design is now 
considered in collaboration with Gaz Metro. This paper presents the original prototype that help in reducing the 
consumption of natural gas, fuel, bunker, or propane. 
 
Keywords: Heat exchanger, Latent heat recover, Sensible heat recovery, Plastic. 

Nomenclature  

A  Surface area..................................................  m2 
cp specific heat .......................................  J.kg-1  
f friction factor .......................................... m2 
D diameter of the tubes ................................ m 
h heat transfer coefficient ..................... W.m-2 
k thermal conductivity  ..................... Wm-1K-1  
L contribution of latent heat ......................  % 

l length of the tubes .................................... m 
m  mass flow rate ....................................... kg.s-1 
Nu Nusselt number, hD/k ................................ -  
Re Reynolds number  ...................................... - 
T temperature .............................................. K 
i specific enthalpy ................................. J.kg-1  

 
1. Introduction 

1.1. Context 
In recent years, passive infiltration of air into greenhouses has been reduced from three or 
more air changes per hour to less than one half [1].  The reduction of air infiltration into 
greenhouses leads to significant reductions in heating costs.  However, this may be achieved 
to the detriment of the crops being grown.  Very low air exchange rates can lead to 
abnormally high levels of humidity both during the daytime and at night.   
 
The characterization of the influences of humidity on plant response has not yet been 
thoroughly investigated unlike those of light, temperature, and carbon dioxide [2].  This may 
be, in part, due to the difficulty in measuring and controlling humidity in large enclosures and 
to relate the humidity measurements to the transpiration rates of the crops [3].  Nevertheless, 
an afternoon above 95% RH may kill or damage a whole harvest.  Furthermore, even when 
the crops are producing at high levels of humidity without any damage, their production rate 
is much lower than in a controlled environment. 
 
To avoid excessively high humidity levels, venting and heating often remains the only 
solution to the farmer and this may annihilate the gains achieved by the reduction of 
infiltration.  Traditional heating and ventilation systems result in an inefficient and expensive 
use of energy, especially during winter in cold regions of the world. To keep sustainable 

788



 

development strategies, this exchanger should be low cost, user friendly, rot and corrosion 
resistance, efficient even when ice and frost are present, and, obviously, save energy.  The 
purpose of this study is to design, build, and test such an exchanger to be used in greenhouses 
located in Northern countries. 
 
1.2. Economics in cold regions 
The Syndicat des Producteurs en Serres du Québec (SPSQ) [4] lists the problem of humidity 
control in greenhouses as a top priority for this industry.  Table 1 [5] indicates the average 
annual energy requirement per unit area and its corresponding unit cost of operation, for a 
greenhouse located in Quebec (Canada), as a function of its dehumidification strategy.  The 
data for unit costs are updated for 2011. 
 
Table 1. Energy requirements and costs as a function of the ventilation strategy in greenhouses. 

Dehumidification 
Strategy 

Energy 
Requirement 

(MJ/m2) 

Cost* 
($/m2) 

Difference with/without 
($/m2) 

Gas Oil Electricity Gas Oil Electricity 
None 1672 29,14 44,13 35,76 - - - 

1 vol/h 1883 32,81 49,70 40,28 3,68 5,57 4,51 
Proportional 1980 34,50 52,26 42,35 5,37 8,13 6,59 

Cost estimates based on: 37.3MJ/m3@0.48$/m3 and 80% efficiency for natural gas 
 38.9MJ/L@0.54$/L and 75% efficiency for oil no.2 
 3.6MJ/kW-h@0.077$/kW-h for electricity 
 
In Table 1, the first row corresponds to unit heating costs when dehumidification is due to 
exfiltration of moist air only (balanced by infiltration of cold air), while most of the vapour 
condenses on the roof and the walls of the greenhouse.  This situation is mostly found in old 
installations where passive infiltration is important.  The second row shows figures for a 
situation where a whole change of air is made in the greenhouse in an hour.  The last results 
presented in the third row of Table 1 pertain to the situation where the farmer ventilates to 
maintain an adequate level of humidity all the time. Table 1 shows that in cold climates: (1) 
about 13% to 18% of the heating costs of a standard greenhouse are due to humidity 
management; (2) proportional ventilation is about 5.4 (for natural gas) to 8.1 CDN$/m2 (for 
Oil, indeed electricity is cheaper than oil in Québec) per year more expensive than no 
ventilation.  This is twice as much as in the 1990s for which this cost varied from about 2.5 
(for natural gas) to 4.7 CDN$/m2 (for electricity).  This represents a minimum extra cost of 
about 800$/y for a small 144 m2 unit which results in millions of dollars for the 110 hectares 
of crops and 134 hectares of ornamental plants being grown in Quebec only.  Hence, one of 
the objectives of the work is to provide an equipment with a low payback period to be used by 
most farmers.  At last, it should be stated that the critical periods for ventilation are fall and 
spring for which crops are growing and a fast rate and condensation on the walls is not as 
important as in winter. 
 
2. Methodology 

2.1. Description of the prototype 
After a feasibility study, it was decided to build a multi-tube counter-flow heat exchanger.  In 
view of the restrictions formulated in the introduction, corrugated and flexible thermoplastic 
drainage tubing [6] was selected to serve as the core of the multi-tube exchanger, four 
thermoplastic tubes 76 mm I.D. wrapped around a central 101 mm I.D. tube were used.  The 
external kernel or shell of the exchanger that carries the warm and moist air was a tube 305 
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mm I.D. with a corrugated outer surface (361 mm O.D.) and a smooth inside surface to permit 
ease of assembly [7], see Fig. 1. 
 
Due to the unlimited amount of space available within greenhouses and because the major 
part of the exchanger could be buried or suspended, compactness [8] was not a critical 
parameter here.  As a result the heat transfer area density of the first prototype was about 27 
m2/m3.  The first exchanger prototype was 24.3 m long and involved about 66.9 m2 of direct 
exchange area.  In the calculation of the exchange area, the effects of the corrugations have 
been taken into account.  This yields about 100% increase over smooth tubes. The surface 
increase for the 76 mm tube is the same. Fig. 2(a) shows the warm end of the unit: the four 
gray tubes are carrying the warm moist air which is injected in the external shell.  Fig. 2(b) 
shows the cold end of the prototype. 
 

 
Figure 1:  Schematic of the prototype: (left) cross-section; (right) longitudinal cross-section and 
geometrical details of the 101mm I.D. tube 
 
It can be seen in Fig. 2b that the ventilator is built into the plenum and that the tubes are 
isolated to prevent condensation in the greenhouse.  The overall cost of this prototype, 
excluding the fans, is much below 2000 CDN$. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: (a) The warm end of the unit; (b) The cold end of the unit 
 
The size of the prototype is justified by the requirement to operate at subzero temperatures for 
which accumulation of ice should not significantly increase the pressure drop and decrease 
the overall efficiency.  In addition to having a low area density, the original unit has been 
designed to permit a maximum volumetric exchange rate of one volume per hour in a 576 m3 
greenhouse located at the Institut des Technologies Agro-alimentaires de St-Hyacinthe, 
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Québec.  The greenhouse is part of a larger complex involving several units.  It is entirely 
covered by polyethylene films on the top and on its sides.   
 
2.2. Numerical design tool 
Brundrett et al. [1] proposed a simple model to design heat exchangers to be used as 
dehumidifiers in greenhouses.  In [1], the authors proposed to carry out energy balances along 
the axis of the exchanger from one volume to the next.  In dry and wet zones, the overall heat 
transfer coefficient is calculated differently while the external kernel is assumed to be 
adiabatic.  These researchers validated their model with respect to results obtained from two 
prototypes.  The prototypes involved two air streams separated by a polyethylene film on 
which condensation occurred as the warm and moist stream reached its dew point. In [1], the 
comparison between experimental and predicted performance is reported to be excellent.  In 
that study [1], the discrepancies are believed to be due to heat transfer to the outer shell of the 
exchanger which is neglected in the model. Nevertheless, based on the model of Brundrett et 
al. [1], a one-dimensional basic numerical design tool was developed and implemented to 
allow for the design of the above-described prototype. The correlation that was used for the 
internal and external surfaces of the five tubes that constitute the core of the unit is the 
acknowledged relation proposed by Gnielinski [9,10] with the entrance correction factor 
derived by Hausen [11,12]. For the internal Nusselt number this yields: 
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where ReDi is the Reynolds number, based upon the tube diameter Di, Pr is the Prandtl 
number, and f is the friction factor [8]. For corrugated drainage tubes, there are no data 
available to quantify the relative roughness, ε/D.  Hence, after a series of pressure drop 
measurements, ε was approximated to an average of 0.001m. 
 
The outer shell was assumed to be adiabatic.  The predictions then have to include the 
specifications of the psychometric properties of the hot air, with wet and dry bulb air 
temperatures and absolute pressure being required.  The prediction model thus determines 
where the warm fluid will experience condensation of moisture by dropping below its dew 
point temperature.  The calculation of the overall exchanger is then divided into two sections: 
the first where heat transfer occurs exclusively by sensible transfer and the second where heat 
transfer involves latent as well as sensible heat. The overall heat transfer between the hot and 
cold fluids is given by: 
 

( ) ( )inletioutletiioutletoinletoo iimiimq ,,,, −=−=   (2) 

 
An iterative procedure is employed in the two sections until a balance is obtained in the 
calculation of the heat transfer with Eq.(2) and that with UA LMTD [8]. The contribution of 
latent heat to the total heat transfer was estimated with: 
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where subscript i refers to the stream inside the tubes and subscript o refers to that outside the 
tubes or into the kernel. The efficiency is defined as: 
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3. Results 

3.1. Global results 
In this section overall results are provided for the period extending from March 21st to May 
21st.  Spring is selected as it corresponds to a critical period as the plants are active and 
condensation rates on the walls very low due to higher temperatures than those found in the 
winter. At a rate of Q =0.5 air change per hour, the average efficiency based on temperature 

for the whole period of investigation was about : η =84% with a 5% standard deviation.  For 
the results obtained with Q =0.9 air change per hour, the average efficiency decreased to 

η=78% with a 3.5% standard deviation. 
 
The experimental results carried out over the two months period indicate that for Ti,inlet varying 
between 1 and 3°C with RH varying between 63% and 70%, the contribution of the latent 
heat to the overall heat transfer fell within a 39 to 43% range.  To obtain such results, the 
amount of condensation recovered is measured (to estimate latent heat recovery) as well as 
the overall temperature differences. 
 
The amount of water that condenses on the walls is calculated based on the variation of the 
absolute water content of the warm moist fluid along the exchanger.  A typical rate of 
condensation is about 1680 mL/h.  The maximum condensation rate was found to reach 3200 
mL/h when the external temperature was –10oC and the internal temperature 20oC with 85% 
RH. The maximum power used by the Delhi fans was 637 W, and the rate of heat gained by 
the cold fluid varied from 874 W at Ti,inlet = 14°C to 3 089 W at Ti,inlet = -10°C.  This indicates a 
variation in the COP such that: 1.4 < COP < 4.8.   
 

The first day was March 26th, when the volumetric flow rate of warm fluid, hv  , was 0.099 

m3/s and that of the cold fluid, cv , was 0.079 m3/s.  The profile presented in Fig. 3 (a) is 
typical of what was observed when the prototype operated at 0.5 air change per hour.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: Temperature distribution. (a) March 26th: 8h10, 0.5 air chg / h; (b) April 5th: 4h50, 0.9 air 
chg / h 
 
For this case, the relative humidity at the warm exit of the cold stream was 15.7% while it was 
almost completely saturated at 93.5% at the cold exit of the warm stream.  The efficiency was 
89%.  The heat recovery was excellent: 1948W.  And at that time of the day, provided that the 
fans needed 355W, the COP was 5.51. 
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Fig. 3(b) shows results for April 5th, when hv  was 0.148 m3/s and cv was 0.141 m3/s.   Similar 

trends can be observed.  For this second case, the relative humidity at the warm exit of the 
cold stream was 18.9% and the efficiency was 81%.  2856W were recovered while 637W 
were used: the COP was 4.48. 
 
3.2. Psychometrics results 
The relative humidity was also monitored to assess the ability of the unit to fulfil the needs of 
the plants.  It is worth noting that 0.9 air chg/h is not enough to maintain an adequate level of 
humidity in the complex all year long: it should be adequate about 80% of the time.  But for 
this design, only general characteristics were to be obtained.  The test was carried out in the 
critical period of growth for a greenhouse in Québec.  As a result, it was expected that the 
humidity level would be very high in this period even under operation: traditional ventilation 
had to be used as a complement.  Fig. 4 shows the relative humidity distribution for March 
26th.    
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Fig. 4: Relative humidity distribution in the greenhouse on March 26th  
 
The results for the humidity in the greenhouse (diamonds) show a first peak early in the 
morning:  March 26th was sunny and the plants were active early.  The humidity had to be 
lowered with standard ventilation as the unit was not able to deliver a sufficient flow rate to 
evacuate a sufficient amount of moisture.  A second peak appears at about t = 900 min, that is 
when the sun sets.  At that time, the greenhouse had to be closed as the external temperature 
became too low to maintain an adequate temperature level inside.  The interesting part of the 
curve is that the unit was able to lower the humidity level rapidly after sunset.  In brief, a 
bigger unit would have been needed only in the morning for that day.  The inlet stream 
humidity results (squares) show the period in the day when it stopped: the unit operated 
almost continuously.  The last results (crosses) show that air was saturated in the warm stream 
except when additional ventilation was used.  In these conditions, the humidity level in the 
greenhouse was below 75%. 
 
Fig. 5 presents typical results obtained for a period ranging from April 5th to April 9th.  This 
sequence demonstrates the performance of the prototype as a dehumidifier over an extended 
period.  At that time, about 300 mature plants of tomato and cucumber were growing.  During 
this period, the exchanger was operated continuously with a RH threshold of 75%.  The 
transpiration cycle of the plants can be interpreted as follows.  The photosynthesis activities 
diminish after sunset.  As shown in the figure, the relative humidity then reaches peak lows of 
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about 79 to 82%.  The high peaks occur at about noon with maximum relative humidity of 
about 90 to 91%.  On an average, the relative humidity was about 85% in the greenhouse.   
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Figure 5: Relative humidity distribution in the greenhouse between April 5th and 9th  
 
Again, it is shown in Fig.5 that the prototype is too small to permit a total compensation for 
the needs of the plants: the threshold of 75%RH is never reached.  This was predicted as the 
capacity of the exchanger is about 5 times lower than the maximum greenhouse requirement.  
However, these results are interesting as they permit one to compare the humidity 
management using the undersized unit with traditional ventilation techniques.  Here, the 
cycles never reach 100% relative humidity which would sometimes be nearly the case with 
manual ventilation.  This indicates that although two to five air changes/h may be needed in 
critical periods, the smaller unit of about one air change/h can nevertheless permit preventing 
relative humidity to shoot above 91%.  Results from Fig.4 and 5 were used in the design of a 
second generation of pre-commercial units that are now undergoing a more thorough 
experimental testing procedure.  Knowing both incoming and outgoing volumetric flow rates 
in conjunction with their relative humidities and temperatures, a mass balance can be 
performed for water vapor in the greenhouse. 
 
3.3. Payback period 
Here the payback period is estimated with no account for the improvement of the crops 
growth with adequate level of humidity: the “real” performance of the exchanger should be 
better. The integrated heat recovery is used to estimate the payback with no account of the fan 
power as if they were used anyway to extract the moisture from the greenhouse.  It has been 
found that the units were able to recover 9840 kW-h over the whole year which corresponds 
to a cost of 617$ for gas heating and 935$ for oil heating.  As the experimental unit costs 
1140$ (calculations carried out for a production and installation of 100 per year), the simple 
payback period is about 1,5 year (from 1,2 to 1,9 years, without subsidy). 
 
4. Conclusion 

A prototype air-air counter-flow multi-tube heat exchanger has been designed and built to 
meet the specific greenhouse requirements of operating in a cold climate.  The uncompact 
design involving plastic components was retained so as to meet the following requirements: 
(1) low cost, CDN$ < 2000 (1,5 year pay-back period); (2) ease of assembly, maintenance, 
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repair, and operation; (3) corrosion and rottenness resistance; (4) satisfactory operating 
efficiency when frost present. 

 
The prototype was designed using a basic numerical tool.  Drainages tubing were retained as 
they readily permitted one to meet the design requirements.  One of the goals was to convince 
producers that such a simple design could spare them a substantial part of their yearly heating 
costs.  The unit was assembled and calibrated in a greenhouse used for the experimental 
cultivation of hydroponic tomatoes and cucumbers during winter.  The first series of tests, 
carried out between March to May, demonstrated that average efficiencies of η=84% and 
η=78% were obtainable with air volumetric exchanges rates of  0.5 and 0.9 change per hour, 
respectively, in a 576m3 greenhouse.  Latent heat was found to play a major role in the overall 
heat transfer, contributing about 40% of the total energy exchanged in some situations. 
 
In conclusion, with sufficient exchange area, simple heat exchangers can be economically 
used as dehumidifiers in several applications.  The encouraging results presented and 
mentioned here demonstrate that yet other applications could be found for heat exchangers in 
sustainable development strategies. 
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Abstract: To complete the study on harnessing the biogas produced by a UWTP as an energy source, using 
cogeneration with motor-generators and phosphoric acid fuel cells, in this paper we present the results of the 
environmental study. This completes the study made of both systems, enabling us to conclude which of the two 
methods is best in terms of obtaining the largest amount of energy, at the lowest cost, and with minimum impact 
on the environment. 
 
For the environmental analysis we compared, amongst other parameters, the contaminating gas emissions 
produced by each cogeneration device, and assessed the financial cost of the environmental damage caused by 
these emissions. We also bore in mind the emission levels created by the emissions from each system, both 
immediately around the plant and in the surrounding areas affected by prevailing wind directions. Finally, we 
compared the noise levels of the two devices and determined the financial cost of applying corrective acoustic 
insulation where necessary. 
 
The overall study of both systems has made it clear that to evaluate them correctly, it is necessary to internalize 
all the costs that are currently externalized. This is the only way to find the true cost of each system. 
 
Keywords:  Cogeneration, UWTP, Motor-generators, Phosphoric acid fuel cell, Environmental analysis,  
Emissions. 

 
1. Introduction 

In the first part of this study [1], it was found that both systems showed substantial differences 
in terms of their energetic, exergetic and thermo-economic performance. The irreversible 
factors of both systems are shared out among their components in different ways but, overall, 
there are fewer of these factors in the phosphoric acid fuel cell system. However, if we take 
the energy analysis alone into account, the total year-on-year costs are lower for the motor-
generation system, and this is the option that would normally be chosen. 
 
In this second part of the study it becomes apparent that if we add up the costs of both thermo-
economic analysis and environmental analysis, i.e.: by internalizing all the costs of both 
systems, cogeneration with phosphoric acid fuel cells is an investment that can be eventually 
be recovered. However, this is not the case with cogeneration using motor-generators. 
 
2. Methodology 

The environmental analysis compares the two cogeneration systems on the basis of the 
following features: 
 
Emission levels of atmospheric pollutants and greenhouse gases, along with their financial 
cost. 
Emission levels in surrounding and sensitive areas, and their environmental impact. 
Noise levels and their financial cost. 
Once the environmental impacts have been assessed, they must be assigned a financial cost 
and this must be internalized with the rest of the system’s costs. The cost of externalities has 
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been evaluated by various international organizations. Two studies are fundamental if we 
wish to make an assessment of the costs of the externalities of the systems studied in this 
paper: one is European [2], and was subsequently developed in [4, 5], and the other is 
American [3]. The American model basically uses resolution algorithms, which are in turn 
based on the same concept: the cost of environmental damage attributable to each unit of mass 
or volume of pollutant.  
 
However, we decided to use the European model [2, 4, 5], because its conclusions are better 
suited to the environment in which this study took place, but mainly because it is a more 
conservative model insofar as the numeric values that are obtained are always higher than the 
real ones. This provides us with a safety margin that is always appreciated by technicians. 
 
In order to assign costs to the externalities, it is first necessary to decide which of these should 
be taken into account. In this study, we considered those that are due to the emission and 
noise levels produced by the systems. 
 
We also calculated the levels of emission of chemical pollutants (gaseous compounds and 
particles), depending on the location’s various climatic conditions, so as to compare the final 
environmental impact of the emissions from each system. No cost was assigned to them, 
however, because taking into account the costs of the irreversible energy factors and the 
emissions alone was sufficient proof of the financial difference between the two systems. 
 
From the results obtained in the studies mentioned [2, 4, 5], the emission costs for various 
scenarios can be inferred, as shown in Table 1. These differ depending on the financial 
valuation of the emissions. 
 
Table 1. Costs of the emissions of pollutants in various scenarios (euros/ton) 

ATMOSPHERIC 
POLLUTANT 

LOW 
LEVEL (€/t) 

MEDIUM 
LEVEL (€/t) 

HIGH LEVEL 
(€/t)  

CO2 9.90 26.40 41.60 
CO 506.23 1,055.87 2,494.26 
SO2 1,635.98 1,869.77 4,933.99 
NOX 1,049.27 7,919.03 10,030.77 
PM 3,128.55 4,839.41 13,616.33 
VOC 1,113.06 5,265.79 6,489.20 

 
In this study, we have chosen the medium-level costs of emissions shown in Table 1, as we 
consider them to be the most representative. The nomenclature used for the financial costs 
that have been developed and used in this study (set-up and operation, energy inefficiency,  
emissons) is as follows:  
 
C1 (€/year): Set-up and operating costs during the first year. In subsequent years only 
operating costs will be taken into account. 
C2 (€/year): Costs of energy inefficiency derived from the thermo-economic analysis. 
C3 (€/year): Costs of noise emissions and atmospheric pollutants. 
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3. Results 

The results of the emission and noise levels for each of the two cogeneration systems studied 
are shown below. 
 
3.1. Level of emissions from the cogeneration system using motor-generators 
The combustion reactions of the motor-generators were modelled on the basis of the excess of 
air n = 1.5 that was considered. Using the formula created with the EES programme [10], we 
obtained the motor-generator emission results shown in Table 2, and these were compared 
with those of the phosphoric acid fuel cells. 
 

Table 2. Comparison of gases emitted by biogas cogeneration 
by motor-generators and in fuel cells, in grams per second. 

NOx 
EMISSIONS(g/s) 

SO2 
EMISSIONS 
(g/s) 

CO2 
EMISSIONS(g/s) 

CO 
EMISSIONS(g/s) 

Motor-
generator 

PAFC 
Motor-
generator 

PAFC 
Motor-
generator 

PAFC 
Motor-
generator 

PAFC 

4.51364 0.00214 0.03482 0 731.13516 244.66268 24.48778 0.00497 

 
3.2. Level of emissions from the cogeneration system using phosphoric acid fuel cells. 
Using the available data [7, 8], the emissions from fuel cells were modelled on the basis of the 
level of working power. With the formula created by the EES programme [6], we obtained the 
emission results that are also shown in Table 2, above. 
 
The SO2 emissions for fuel cells are negligeable and have not been taken into account. To 
make a financial assessment of the emissions, we used the average value of emission costs 
shown in Table 1. Using these values as a reference, we were able to determine the emission 
costs of all the compounds mentioned in the study.  
 
Table 3 shows the costs resulting from the emissions from each cogeneration system and 
compound, whereas Table 4 shows the sum of all the costs for each case. 
 
 
Table 3. Financial comparison of emission costs for NOx, SO2, CO2 and CO emissions, from 
both cogeneration systems (€/year). 

COST OF  NOx 
EMISSIONS 
(€/year) 

COST OF  SO2 
EMISSIONS 
(€/year) 

COST OF  CO2 
EMISSIONS (€/year) 

COST OF  CO 
EMISSIONS 
(€/year) 

Motor-
generator 

PAFC 
Motor-
generator 

PAFC 
Motor-
generator 

PAFC 
Motor-
generator 

PAFC 

539,285.94 256.02 981.63 0.00 291,219.64 97,452.22 390,071.85 79.25 
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Table 4. Financial comparison of total costs (C3) from emissions of NOx, SO2, CO2 and CO, 
 from both cogeneration systems (€/year). 

 

 

 

 

 

 
As can be seen from Table 4, the total costs of atmospheric emissions from the motor-
generators are 5.64 times higher than those of fuel cells. 
As shown by the figures in Table 1, the financial cost of emissions is considered to be 
included in the cost of emissions shown in the previous section. However, in this study, we 
took into account the dispersion of pollutants according to the atmospheric conditions of the 
location, and emission maps were subsequently made. This was because the way in which 
emissions are financially assessed - which currently includes the effects of immissions - needs 
to be improved. It should be requisite for a device’s emission levels to be used simultaneously 
with emission maps calculated for the device’s various weather scenarios. This study will 
make it possible to achieve a more accurate financial assessment of the environmental impact. 
 
 Level of emissions from the cogeneration system using motor-generators. 
We show below a summary of the results of the emission level calculations for each pollutant 
and each cogeneration system. We used the DISPER 3.0 programme [9] and an Excel 
spreadsheet [10], introducing the emission data calculated in Table 2 into the programme’s 
user interface (except for the CO2 figures). By also introducing the weather and other relevant 
location data, we obtained the CO results shown below, in Figure 1, as well as each kind of 
atmospheric stability for the profile on the XZ plane of the central line of the plume (X axis). 
 

Carbon monoxide levels (µg/m3)from the motor-generation cogeneration system 
at ground level and on the central line of the plume. For all atmospheric stabilities
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Figure 1. Carbon monoxide levels from the motor-generation cogeneration system at ground level and 
on the central line of the plume. For all atmospheric stabilities. 
 

TOTAL COST OF C3 

EMISSIONS (€/year) 
Motor-
generator 

PAFC 

1,221,559.06 97,787.49 
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As can be seen in Figure 1, the maximum concentration of carbon monoxide immission for 
the most unfavourable atmospheric stability is: 
 
1800 µg/m3 = 1,8 mg/m3 < 6 mg/m3 (legal limit). 
 
This in no case exceeds the legal limits in force since January 1, 2005 [11]. 
 
Level of emissions from the cogeneration system using phosphoric acid fuel cells. 
 
Carbon monoxide is mainly produced in the fuel cell during the process of reforming the 
biogas vapour to obtain hydrogen. This carbon monoxide has to be removed from the fuel 
flow into the cell to avoid poisoning the catalyst. 
 
This CO has to be removed from the reformed gas flowing into the fuel cell, because carbon 
monoxide concentrations as low as 1% in the input flow of these cells can poison the platinum 
catalyst. Although the operating temperature of the cells is between 150-200ºC, the effects of 
catalyst poisoning can be detected at concentrations of 10,000ppm of CO in the input flow. 
The main effect of such poisoning is either an increase in the input flow required to produce 
the same power, or a drop in the power output [12].  
 
The results of the levels of carbon monoxide emission calculated in this case provide a 
maximum concentration figure for the most unfavourable atmospheric stability of: 
 
2.5 µg/m3 = 0.0025 mg/m3 <<< 6 mg/m3 (legal limit) 
 
If the above figure is compared to the concentration level of CO emissions from motor-
generator emissions for the least favourable atmospheric stability, it can be seen that 
emissions from the motor-generators are around 720 times higher than those of the set of fuel 
cells. 
 
Similar results were obtained for the rest of the polluting gases considered in this paper. As 
for emission and emission levels, the motor-generator cogeneration system is at a clear 
disadvantage when compared to the phosphoric acid fuel cell system. 
 
The noise level of the motor-generator cogeneration system. 
 
For the calculations in this section, we used the data provided by the manufacturers – which, 
in both cases, dealt with emissions into the indoor (rather than outdoor) atmosphere of 95 
dBA for motor-generators, and 60 dBA for fuel cells [13, 14], as well as current regulations. 
  
To check that the noise level limits set by the current legislation were not exceeded, we used 
the CUSTIC 1.0 application, by Canarina Software Ambiental [15], to calculate the noise 
emission levels. These were viewed on isophonic layout maps, for both the installation using 
motor-generators and the one using phosphoric acid fuel cells. 
 
In the case of the motor-generators, the noise levels calculated in the simulation would exceed 
the 60dBA day-time limit, beyond the walls of the motor-generation building, unless 
appropriate corrective measures were put in place. In order to comply with the law, it would 
be necessary to take corrective measures amounting to 43,500 Euros. With fuel cells, no 
corrective measures are required 
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4. Conclusions 

By considering environmental effects in our analysis of the two cogeneration systems, we 
were able to reach the following conclusions. 
  
The most important aspect of this second part of the study is that the environmental cost of the 
phosphoric acid fuel cell cogeneration system has been valued at 97,787.487 €/year, whereas 
that of the motor-generator cogeneration system was 1,221,559.061 €/year. As you can see, 
the latter is far higher than the phosphoric acid fuel cell system. 
 
Furthermore, in the case of motor-generators, acoustic insulation would need to be provided 
for the building in which they are installed, so as to comply with current legislation on noise 
emission levels. In the case of the fuel cell cogeneration system, however, no corrective 
measures are needed to comply with these regulations. 
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Abstract: In this paper, exhaust gas emissions were compared between conventional gas-phase combustion in 
both forced exhaust gas concentration of hot-water burner & premixed natural gas/air burner with heater and the 
catalytic combustion in catalytic honeycomb monolith burner.  Test proved that the pollutant emissions of gas-
phase combustion were higher than that of catalytic combustion. It is shown that the conversion of conventional 
gas-phase combustion was lower than that of catalytic combustion by measured experimental data. It indicated 
the advantages of energy-saving and environmental protection for the catalytic combustion. 
 
Keywords: catalytic combustion, exhaust gas analysis, near zero pollutant emissions, energy-saving      

1. Introduction 

Catalytic combustion of natural gas has received considerable attention in the last decades due 
to its practical applications in both power generation and pollutant abatement[1-4]. This 
reaction has been shown to be effective in producing energy in gas turbine combustors. 
Compared to the conventional thermal combustion process, using a heterogeneous catalyst 
can remarkably decrease the reaction temperature, thereby reducing the noxious emissions of 
nitrogen oxides[5-6]. By enabling the combustion of extraordinarily lean fuel/air mixtures, the 
catalytic combustion of natural gas provides a low-emission alternative to gas-phase flames[7-
9]. 
 
In this paper, exhaust gas emissions were compared between conventional gas-phase 
combustion and the catalytic combustion in catalytic honeycomb monolith burner VI. In order 
to study the exhaust gas of  both forced exhaust gas concentration of hot-water burner  & 
premixed natural gas/air burner with heater and catalytic combustion burner VI, their 
composition and content were measured, respectively. Meanwhile their combustion efficiency 
were calculated.   
 
2. Experimental set-up and steps 

Figure 1 illustrates the exhaust gas analysis system of catalytic combustion burner VI, The 
square honeycomb monoliths were 150mm in side of the square and 20mm long, with square-
shaped cells which sectional area was 1mm×1mm. The support for all the monoliths tested 
here was cordierite. The four square catalytic honeycomb monoliths were installed in the 
burner VI each time. The lengths of catalytic honeycomb monoliths were 20mm for the 
catalytic combustion burner. In order to decrease the temperature of mixtures in chamber 
connected with the monolith’s entrance, the 20mm long blank monoliths were inserted 
between the chamber and the Pd based catalytic monolith’s entrance as assembly of monolith. 
In the experiment, the reactant gas feeds of natural gas and air were regulated via 
GMS0050BSRN200000 natural gas meter and CMG400A080100000 air meter with 0~50 
L/min and 0~80m3/h of full-scale range , respectively. The two meters were provided electric 
current through manostat. 
 
In the process of ignition, we need to swept the inside of burner VI by air for five minutes to 
ensure that there was no residual natural gas. In order to warm the honeycomb monoliths, the 
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burner VI must be ignited by gas phase combustion with the excessive air coefficient at 1.3. 
When the catalytic surface came to be red, the excessive air coefficient should be adjusted to 
2.0. Until it came into the steady state of catalytic combustion, the exhaust gas could be 
measured by the analyser. At the same time we observed and recorded the data. 
 

 

Fig. 1. Exhaust gas analysis system of catalytic combustion burner VI.  
 
Figure 2(a) illustrates the exhaust gas analysis system of premixed natural gas/air burner with 
heater. This burner was ignited by gas phase combustion with the excessive air coefficient at 
1.1 and 1.3. When the water heater came into the steady state of gas phase combustion, we 
observed and recorded the experiment data from its chimney. Also the Figure 2(b) illustrates 
forced exhaust gas concentration of hot-water burner with the excessive air coefficient at 1.3. 
and the exhaust gas concentrations were measured above the burner. 
 

 
Fig. 2. Exhaust gas analysis system of premixed natural gas/air burner with heater and forced exhaust 
gas concentration of hot-water burner .  
 
3. Results and Discussion 

3.1. Emission characteristics of catalytic combustion and conventional gas-phase 
combustion  

Form figure 3(a) plots the content of NOx was very low , because the temperature(T around 
1000℃) of catalytic combustion and gas-phase combustion did not reach the degree which 
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could generate a large number of heat-type NOx. But the emission of NOx in gas-phase 
combustion ascended gradually with the increase of natural gas flow rate. 
 
The content of CO in catalytic combustion was very small (closed to 0). From the data of CO 
[figure 3(b)] we got that the combustion efficiency of catalytic combustion burner VI is very 
high and its heat had been released fully. However, the content of CO of gas-phase 
combustion was higher than that of catalytic combustion. The maximum of CO emission 
reached about 150 ppm. It was shown that natural gas of gas-phase combustion did not 
oxidized completely.  
 

 
Fig. 3. The exhaust gas content of catalytic combustion and conventional gas-phase combustion
（premixed, α=1.3 and 1.1） under the condition of different natural gas flow rate (α is the excessive 
air coefficient). 
 
The figure 3(c) also shows that there was no CnHm from the exhaust gas of catalytic 
combustion. It was evidenced that the catalytic combustion efficiency was almost closed to 
100%. It was seen that the content of CnHm in gas-phase combustion was 39.3 ppm～428 
ppm. At the same time, CnHm was increased quickly with the increasing natural gas flow rate. 
It proved that the conversion of gas-phase combustion was lower than that of catalytic 
combustion.  
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When the excessive air coefficient decreased from 1.3 to 1.1 in premixed natural gas/air 
burner with heater the conversion of gas-phase combustion increased dramatically, saturating 
at near 100%, the CO decreased with very lower value (about 8 ppm ) in the cases of  the high 
temperature chamber of furnace under certain conditions. But the exhaust gas temperature and 
heat loss increased from its chimney with the same water flow rate. The emission of NOx 
was increased quickly with the increase of natural gas flow rate. Simultaneously, the nosie 
happened during the combustion of premixed natural gas/air burner and the blue flame 
changed gradually into dark red one. 
 

 
Fig. 4. The exhaust gas content of conventional gas-phase combustion（forced, a=1.3） 
under the condition of different natural gas flow rate. 
 
The NOx、CO and un-burnt CH4 concentrations in forced exhaust gas concentration of hot-
water burner existed more with the excessive air coefficient 1.3. Its exhaust gas 
concentrations have been significantly diluted in large space by measured CO2 data as shown 
in figure 4. Otherwise, the percentage of CO2 should remain about 7-8% without vapor by 
CO2 analyser. 
 
For all tested of the catalytic combustion, only extremely small amount of  CO, 
unburned fuel and  NOx were detected inside the monolith channels and over the open 
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end of the burner VI. A catalytic combustion process can achieve ‘near-zero’ pollutant 
emissions. 
 
3.2. Calculation of combustion efficiency in gas-phase combustion 
It was evidenced that the catalytic combustion efficiency was almost closed to 100%. But 
there were a lot of CnHm and CO from the exhaust gas in gas-phase combustion. It proved 
that gas-phase combustion had not oxidized completely and its combustion efficiency should 
be calculated. As the main composition of natural gas was methane, so the chemical reaction 
equation is (1) in the following: 
 

OHCOOCH 2224 22 +=+               (1) 
 
CO was a kind of intermediate which was generated during combustion of hydrocarbons. The 
number of C atom remained unchanged in the reaction process. The total volume of CO and  

CO2 were the same as that of CH4 via the reaction equations (1) ( 42 CHCOCO VVV =+
). Given the 

volume of methane was 1 Nm3 (VCH4=1). According to equations (2), the volume of CO was 
calculated as: 
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Where 

COV and 
2COV are the volume of CO and CO2 in exhaust gas(m3), respectively. dVf   is  

the total volume of exhaust gas. 
COγ   and 

2COγ  are ratio of CO volume and CO2 volume to that 

of exhaust gas, respectively. 1
CH 4

V  is the volume of  unburnt CH4 in exhaust gas(m3). 1

4CHγ   is 

ratio of CH4 volume to that of exhaust gas. 
COγ ,

2COγ , 1

4CHγ are measured by the analyser. 

 
According to equation (3): For 1m3 CO oxidized completely to CO2 could generate 12644 kJ 
heat (H2=12644 kJ). It proved that the content of CO had an important influence for 
utilization of thermal energy of the fuel. 
 

2 2CO 0.5O CO T+ = + ∆                  (3) 
 
So, the heat released of unburnt CH4 and CO were calculated as:  
 

1
1

44
HVQ CHCH ×=                            (4) 

2HVQ COCO ×=                              (5) 

 
Where Hl is net calorific value of methane under standard conditions which is 33.70MJ/Nm3. 
H2 is calorific value of CO which is 12644kJ/m3. 
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The following equations(6) for heat released percent of unburnt CH4 and CO to reactant 
(natural gas) was derived: 

     
14

4

HV
QQ

K
CH

COCH

×
+

=                     (6) 

 
The combustion efficiency of gas-phase was calculated by equation (7): 
 

     
4

44

21

1
CH

CHCH

V
VV +

−=η                 (7) 

 
Where 2

4CHV is the volume of CH4 which has been used in generating CO, which was 
2

4CHV = COV . 

 
According to above equations and experimental data, table 1 shows ratio of heat released of 
unburnt CH4 and CO and combustion efficiency under the condition of different natural gas 
flow rate. It was seen that part of the energy were wasted in gas combustion which did not 
oxidized completely.  
 
Table 1. Ratio of heat released of unburnt CH4 and CO and combustion efficiency 

Natural gas flow rate L/min 18 22 26 30 34 

forced, a=1.3 
k1 % 0.58 0.63 0.65 0.66 0.67 

η1 % 98.82 98.7 98.63 98.55 98.51 

premixed, a=1.3 
k2 % 0.078 0.17 0.27 0.41 0.62 

η2 % 99.88 99.76 99.66 99.49 99.27 

premixed, a=1.1 
k3 10-2 % 0.94 1.00 1.05 1.10 1.20 

η3 % 99.987 99.986 99.984 99.983 99.981 

 
4. Conclusions 

Exhaust gas emissions were compared between gas-phase combustion and catalytic 
combustion in catalytic honeycomb monolith burner VI. It proved that the concentration of 
pollutant emissions of gas-phase combustion were morehigher than that of catalytic 
combustion. It was shown that the conversion of gas-phase combustion was lower than that of 
catalytic combustion by calculated data. It can be concluded that catalytic combustion was 
completed oxidation combustion of the heterogeneous reaction. The emissions of NOx, 
unburnt CnHm, CO was very small, so the catalytic combustion would not cause serious 
environmental pollution. Therefore, High combustion efficiency and near zero pollution 
emissions of catalytic honeycomb monolith burner VI were its advantages which should be 
applied for industry.  
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Abstract: A Whispergen Mk Vb 1KWe Stirling Engine mCHP unit was integrated into a test rig simulating a 
typical UK domestic hydronic heating system and tested implementing derived heat demand profiles in the house 
over the yearly period. The obtained experimental performance was used as input data for static simulations in 
CANMET Energy RETScreen software to calculate economical and environmental benefits from deployment of 
the mCHP instead of a condensing boiler. Simulation results show that a 16% annual monetary savings can be 
achieved due to the introduction of new UK feed–in tariffs.  The payback period when using the mCHP system 
instead of a condensing boiler is about 8 years. These results can be used for determination of strategy for  
further improvement of the performance of the unit. 
 
Keywords: Domestic mCHP, Fuel combustion, Energy conversion efficiency 

1. Introduction 

mCHP is a promising on-site generation technology which, under particular conditions, can 
provide energy, carbon and cost savings. The installation of large scale CHP systems 
(hospitals, airports etc.) has been already proven beneficial due to the high combined 
efficiency. Those have made the installation of CHP for much smaller applications (domestic) 
an attractive option and have led to the development of a number of  mCHP systems with 
some being already commercially available.  
 
For small scale domestic applications the Stirling Engine based mCHP systems are considered 
more suitable due to their quiet operation and high heat/power ratio. The aforementioned, 
combined with the newly introduced UK feed-in tariff, can have a significant impact on 
domestic sector carbon emissions and energy consumption. 
 
The scope of this research is to obtain a thorough understanding of the parameters that affect 
the performance of domestic Stirling Engine mCHP systems and engineer solutions for their 
feasible deployment. The evaluated deployment scenarios differ mainly in the house size, age 
and occupancy pattern. These are very important factors which affect the magnitude of the 
energy demand [1]. 
 
2. Methodology 

2.1. Experimental Apparatus 

All experiments were carried out with a 1 kWe Whispergen Mk Vb Stirling Engine gas fired 
unit integrated with a test rig which simulates a conventional hydronic space heating system 
with four panel radiators. The mCHP unit is equipped with two gas burners; the main burner 
has a heat generation capacity of 6 kWth with no part load operation capability and provides 
the heat to run the Stirling engine. The auxiliary burner generates an additional 5 kWth and its 
operation is controlled by the system’s electronics. A 150 l tank has been retrofitted to the test 
rig to allow simulation of Domestic Hot Water (DHW) heating-up and consumption. A three-
way valve has been installed to split the water circulation to the two water circuits. The 
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auxiliary burner is controlled by a Honeywell Outside Temperature Compensator (OTC) 
sensor. A number of meters are used for data acquisition. These include a gas meter, two 
ultrasonic heat meters and a data logging system for obtaining the mCHP operating 
parameters during experimentation via a computer interface. The operation of the mCHP unit 
is controlled by a programmable thermostat-controller device. Unlike pre-commercial 
prototype Whispergen Mk III system Mark Vb mCHP system does not have a modulation 
capability, e.g. it can operate only at a full load or is switched off  when the heat demand is 
satisfied.   
 
2.2. Experimental Procedure 

The procedure followed for the performance evaluation of the Whispergen Mk Vb mCHP 
includes dynamic and steady state performance analysis and efficiency calculations and 
carbon emissions analysis, similar to [2, 3]. Heat demand is modeled by determining an 
occupancy pattern and programming the thermostat-controller to signal it. For the analysis, 
data is logged every minute [4]. The most important information is provided by the flow and 
return temperatures, the power generated and the exhaust temperature. The heat meters 
installed on the water pipes provide information about the water flow rate and the heat 
generated by the unit. This is sufficient for steady state efficiency calculations. However, 
since their output cannot be logged to the computer, the temperatures are taken from the 
engine log for transient state calculations. Then, the generated thermal energy (in kWhthermal) 
is calculated as 

0

( )( )

60

n

water flow return CH DHW
i

gen

Cp T T m m
Q 

 

  

  (1.1) 

where n is the cycle duration in minutes, Tflow and Treturn are the cooling water outlet and inlet 
temperatures respectively and  CHm  and  DHWm  are the mass flow rates of the heating and the 

hot water circuits, respectively. 

The heat input to the engine is calculated by recording the fuel consumption and using its 
Low Heating Value. Then efficiencies are calculated as 

gen
thermal

fuel

Q
n

Q
  (1.2) 

and 

gen
electrical

fuel

E
n

Q
  (1.3) 

where Qgen is the heat generated from the mCHP, Egen is the electricity generation and Qfuel is 
the energy content of the fuel. 

The total fuel utilization efficiency is the sum of the thermal and electrical efficiencies.   

Another area of interest is the engine’s time response to heat demand signals. Therefore, once 
heat and power generation values have been obtained, they are plotted against time. 
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2.3. Domestic Operation Modeling  

For modeling procedures CANMET RETScreen [5] and EnergyPlus [6] software packages 
are used in this work. These packages use algorithms based on application of energy balance 
equations. For example, EnergyPlus uses energy balance equations for a number of zones in 
the simulated dwelling. Software  contains library with a set of material properties used in the 
structure of the building, data on the climatic conditions and experimental and theoretical 
correlations to calculate heat losses and the temperature rise inside the house.   
 
Data collected from experiments are used as input to CANMET RETScreen software. This 
software is a useful tool for comparing a proposed energy plant (mCHP) to a conventional one 
(grid electricity and gas fired condensing boiler). The user can provide parameters such as the 
house size and location, the fuel and electricity prices and the operating characteristics of the 
systems such as their efficiency. Software estimates the annual energy demand and 
performance of the systems in terms of carbon emissions and economics. There are, however, 
indications that this software cannot take into account the transient character of the energy 
demand and of plant operation. Such coarse temporal analyses are likely to lead in over-
prediction of the systems’ performance [7, 8]. Therefore, the results from RETScreen are used 
for initial estimations. Then, more detailed models are built in  EnergyPlus, which is capable 
of modeling energy performance on a more detailed basis by considering the transient 
operational states of the systems under investigation. The results from EnergyPlus are 
validated by comparing theoretical data obtained with information derived from gas and 
electricity bills for real houses. The modeled houses are of the semi-detached or detached type 
which represent a large farction of the UK housing stock [9]. The chosen location was 
London, UK. Electricity demand data and appliance wattage ratings are found in [10]. Finally, 
the mCHP unit is programmed to run to meet the demand profile generated  by the domestic 
energy modeling process. For example, table 1 presents a mCHP running schedule for a 
design day during a winter. The operation strategy was based on heat-led mode and focused 
on minimizing heat generation surplus.   
 
Table 1. mCHP running operation schedule for a typical winter day. 

Type of Day  Weekday Weekend 
Morning  2–hours run  6-hours run 
Evening 6-hours run  6-hours run 
 
3. Results and Discussion 

The performance of the conventional heating system throughout the year was modeled in 
EnergyPlus software. The results for a design day during the cold season are presented in Fig. 
1. 
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Fig. 5 Breakdown of Whispergen Mk Vb run-down characteristic. 

The results presented above were used as input data for RETScreen software and a 
comparison between the mCHP system and a conventional energy scenario including a 
condensing boiler and grid electricity was carried out. The results are presented in table 2 for 
two houses with different heat demands. 
 
Table 2. Annual performance of mCHP compared to a conventional system for 2 houses. 

House Type  5 kWth semi -detached 9.5 kWth detached 
Annual Benefits  £-54 £87 
Annual carbon savings -500 Kg 300 Kg 
 
Results obtained using RETScreen indicated that the particular mCHP system would be 
unfeasible for a relatively new semi-detached house with a low heat demand. The feasibility 
of the system was considerably improved for a larger house with a higher heat demand. 
Similar results can be found in literature [12]; however, different methods and models were 
used. It is believed that the particular software neglects the transient performance of both the 
mCHP unit and the heating boiler, as well as the dynamics of domestic energy demand and 
energy pricing. Furthermore, the estimated electricity demand does not include the electricity 
consumption of the heating boiler which may add up to the  electrical about 10% of the boiler 
rated output [11].  Additionally, the software sizes the conventional heating boiler based on 
solely heat demand (5 kWth). In reality, this demand would be met by a 15 kWth boiler. This 
over sizing limits the efficiency of the boiler. The software prediction is more encouraging for 
the detached  type house as the mCHP displaces more grid electricity by operating for longer 
periods to meet the higher heat demand. The economic savings are attributed to the recently 
introduced feed-in tariff (10 pence per every kWh of electricity) [13] and the carbon savings 
are associated to the carbon intensity of the displaced grid electricity.    
 
The mCHP was tested using the programmer controller to set conditions for typical days 
during the annual period. The transient characteristics of its performance including the hot 
water consumption and reheating were included in all calculations and the yearly performance 
was modeled. The heat generated from the mCHP is plotted in fig. 6. The temperature line 
illustrates the increase of the heat load when the hot water consumption occurs. This 
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additional heat load is met by the auxiliary burner. It can be seen from fig. 6 that the total heat 
generation for approximately two hour period is equal to 11.5 kWth.  
 

 
Fig. 6. Heat generation during the evening of a winter weekday 

 
The annual performance of the mCHP compared to the dynamic simulation results of the 
conventional heating system is presented in table 3. The price of the mCHP unit and 
condensing boiler installed is about £3500 and £750, respectively.  The simple payback period 
is calculated taking into account the  difference in the capital cost, fuel consumption and the 
feed-in tariff.  
 
Table 3. Annual performance of MCHP compared to a dynamically modeled conventional system. 

Heating Plant mCHP 
Annual monetary savings  16% 
Annual carbon savings 0.17% 
Simple Payback Period 8  years 
 
4. Conclusions  

The feasibility study demonstrates that the mCHP compared to a condensing boiler in 
conventional domestic energy scenario can provide  annual monetary benefits of up to 16% 
(taking into account new feed-in tariff, difference in the fuel consumption  and assuming the 
same level of maintenance  costs).    
 
The performance of the mCHP is enhanced by a hot water consumption. This additional heat 
load caused the cooling water temperature to drop at around 50 oC where condensation is 
believed to take effect. This improved the mCHP thermal efficiency from 66% to 73%. This 
improvement however was associated with marginal carbon savings (0.17%) compared to a 
conventional energy scenario. This is believed to be caused by the low electrical and thermal 
efficiencies of the particular unit along with the electricity generated during the pre-heating 
period which is not consumed and therefore does not displace any grid electricity. To support 
this conclusion, research on the previous Whispergen Mk III mCHP unit [9] with 10% higher 
overall efficiency indicated higher carbon saving potential. The difference between the 
current results and those obtained by RETScreen is believed to be due the the deficiencies in 
electricity demand modeling, energy pricing variations and the thermal efficiency of the 
mCHP varying with the heat demand.  
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Abstract: In this paper performances of different combinations of integrated RE systems are analyzed and 
compared for various suitable locations in India for a load demand of 1.5 MW. These combinations of 
integration of REs are wind energy system (WES) and photovoltaic (PV) system; PV system and biomass energy 
system (BES); and BES and WES. Maximum annual electricity generated by integrated PV system and BES 
8,672 MWh while maximum annual income from electricity export is $ 561,078 from integrated BES and WES 
system. Reduction in net annual greenhouse gas (GHG) emission is found highest of 8,850 tonnes of CO2 in the 
case of integrated BES and WES with income from the GHG reduction of $ 177,013 and total annual 
saving/income of $ 738,091. Equity payback period of integrated BES and WES is estimated as minimum of 2.7 
years when cash flow becomes positive. 
 
Performance analyses and cash flows of the integrated RE systems are carried out using RETScreen software 
tool. It is concluded from the results that integration of BES with another RE is more feasible than without BES 
in terms of electricity generation, electricity export income, GHG emission reduction, income from carbon 
trading and equity payback period.   
 
Keywords: Emission, Renewable Energy Integration, World Renewable Energy Congress 2011 

1. Introduction 

Integration, which is also referred as hybridization, of renewable energy (RE) sources 
involves combining two or more systems of energy resource that naturally over a period of 
time. This time scale is derived directly from sun (such as for thermal, photochemical, and 
photoelectric), indirectly from the sun (such as for wind, hydropower, photosynthesis, energy 
stored in biomass), from other natural movements and mechanisms of the environment (such 
as for geothermal and tidal energy).  The depletion of fossil fuels reserves, the increasing 
demand for electricity and the harmful effect of CO2 output on the climate force nations - 
especially developed countries and their governments - to find new ways of generating the 
sufficient amount of energy in demand. The integration of alternative energies to reduce 
emissions and to conserve available fossil sources is a well known fact. 
 
Like other developing countries, India faces a formidable challenge in meeting its energy 
needs and providing adequate and affordable energy to all sections of society in a sustainable 
manner. The country today faces an energy demand-supply gap of 8% with peak shortages to 
an order of 11%-12%. The hospitality industry is one of the major energy and water intensive 
sectors and to deal with the situation, the utilization of RE sources has to maximize for 
meeting energy demands [1]. 
 
An evaluation of integrated system of PV and wind energy sources of those systems has been 
done to study reliability of the systems [2]. The supply pattern of different RE sources can be 
intermittent with different patterns of intermittency. It is often possible to achieve a better 
overall supply pattern by integrating two or more sources, sometimes also including a form of 
energy storage system. In this way the energy supply can effectively be made more secure, 
less intermittent, or more firm. [3]. A comparative study has been made for energy security of 
the two locations for the same load demand by simulating hybrid renewable energy systems 
(HRESs) [4].  
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Some of the reasons of using integrated/HRES are outlined as under:   
• Reduction of greenhouse gas (GHG) emissions through increased use of RE and other 

clean distributed generation  
• Increase in use of integrated distributed systems and customer loads to reduce peak load 

and thus price volatility  
• Enhancement in RE system (RES) and energy efficiency  
• Increase in reliability, security, and resiliency from microgrid applications in RES to 

improve system 
In this analysis integration of wind energy system (WES), photovoltaic (PV) system and 
biomass energy system (BES) are carried out for the purpose of analysis to achieve the 
objectives. 
 
2. Methodology and Objectives  

The following objectives of the paper are achieved by using Renewable Energy Technology 
Screen (RETScreen) Version 4 software simulation tool. The RETScreen International Clean 
Energy Project Analysis Software is a unique decision support tool designed with the 
contribution of numerous experts from government, industry, and academia. The software can 
be used worldwide to evaluate the energy production and savings, costs, emission reductions, 
financial viability and risk for various types of Renewable-energy and Energy-efficient 
Technologies (RETs). The software also includes product, project, hydrology and climate 
databases, a detailed online user manual, and a case study. RETScreen International is getting 
financial support from Natural Resources Canada's (NRCan) CANMET Energy Technology 
Centre - Varennes. The software is developed in collaboration with a number of other 
government and multilateral organisations, and with technical support from a large network of 
experts from industry, government and academia [5]. 
 
For this purpose of simulation, weather data of various places is taken from drop down list 
and used for analysis purpose so that suitability of integrated RE system may be judged. The 
software provides simulation by Method 1 and Method 2. Second method is an extension of 
Method 1 providing more detail analysis. The main inputs used in the analysis are multiple 
technologies options from drop down list, power capacity required, initial cost, type of fuel, 
selection of RE system from drop down list, rate of energy export, transmission and 
distribution loss, rate of inflation, project life, rate of interest and debt term etc. Energy 
models are prepared using above mentioned input data to obtain the following outputs: 
   
• Calculation of energy exported to grid from RE sources 
•  Income from energy export 
• Gross and net GHG emission reduction  
• GHG reduction income 
• Total annual cost  
• Total annual saving and income 
• Financial viability including simple and equity payback 
• Cumulative cash flow 
 
3. Integration of RE systems 

A large-scale integration of optimal combinations of PV, wind and wave power into the 
electricity supply has been carried out by Lund (2006) using computer software namely 
EnergyPLAN [6]. In another paper a load balance model has been suggested to evaluate 
economic and environmental effects of integrating wind power into three typical generation 
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mixtures. The results have been indicated that the system operating cost increased by 83%–
280% (depending on generation mixture) at a wind penetration of 100% of peak demand and 
system emissions decreased by 13%–32% (depending on the generation mixture) [7]. In the 
present paper RE integration of WES, PV system and BES are carried out. Costs of RES per 
kW are taken as $ 1,900, $ 9,100 and $ 467 for WES, PV system and BES respectively. Cost 
of energy to be exported from the microgrid of the proposed system is taken as $ 70/MWh [5, 
8]. The following combinations of integration are chosen: 
 

• WES and PV system  
• PV system and BES  
• BES and WES  
 

3.1.  Integration of Wind and Photovoltaic Energy Systems 
Weather data of Jaisalmer found suitable for integration of wind and PV energy systems 
which is used to develop energy model and cash flow curve of the integrated RES. The place 
is situated in the western state of Rajasthan, India at latitude of 26.9° N, longitude 70.9° E and 
elevation of 130 m. The daily average radiation of the place is 5.16 kWh/m2/d and average 
wind speed of 3.9 m/s, maximum 4.9 m/s in June and minimum 3.4 m/s in Oct. Government 
of India has an elaborate program to install 1000 MW PV system at a nearby place in the 
desert of Rajasthan Thar desert in the coming decade. The area is selected for a proposed 
distributed generation from integrated WES and PV system to study the feasibility of 
integrated system. A load demand of an area Manak Chowk of Jaisalmer is chosen, having a 
load of 1.47 MW, say 1.5 MW to install an integrated system of WES and PV system [9].   
 
Before building a system with several intermittent energy sources and variable consumption, 
guidance on selecting the dimensions of the individual components should be obtained by 
simulating the system operation under the local conditions like weather, insolation, wind 
speed etc. In general, a key objective of such a system is to use the maximum proportion of 
RE as mentioned above, but other factors including the financial investment, social aspects, 
local infrastructure, durability etc. must also be considered.  
   
3.1.1.  Results of Performance and Emission Analysis of Integrated 750 kW Wind and 750 

kW Photovoltaic Energy System at Jaisalmer  
Although the behaviour of wind and PV energy systems are different, equal power capacity of 
750 kW each considered shown in Figure 1. Simulation results are obtained indicating total 
energy export to the grid 3,285 MWh giving an income $ 229,950. The results are shown in 
the energy model in Table 1 achieving net GHG emission reduction 3,730 tCO2 (tonnes of 
CO2), GHG reduction income $ 74,607 giving a total annual saving and income of $ 304,557. 
Complete GHG emission analysis, total annual cost, and financial viability are also shown in 
Table 1. The detail specification, manufacture and models are suggested by the tool itself. 
Wind turbine 15 units of Atlantic Orienet make with Model No. AOC 15/50-23m and PV 
system 3000 units of Uni-Solar make with Model No. a-Si-SSR-256W are chosen from the 
drop down list of the software tool. Other options of wind turbines and PV systems are also 
available in the list which may be selected depending upon requirement of the site and load 
demand. Cumulative cash flow graph is illustrated in Figure 2, showing equity pay back starts 
after 6.9 yr when cash flow becomes positive [9, 10].   
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Table 1. Results of Energy Model of 1.5 MW integrated energy project of WES 750 kW and PV energy 
system 750 kW indicating detail of proposed case power system, GHG emission analysis and financial 
analysis 

Proposed power case system Financial parameters 

Technology  1                        Wind turbine Inflation rate                           2.0 % 

Power capacity                                  750 kW Project life                               20 yr 

Capacity factor                                       30% Debt ratio                                  70% 

Manufacturer                       Atlantic Orienet 

Model                  AOC 15/50 -23m – 15 units 

Debt interest rate                   5.00% 

Debt term                                  14 yr 

Electricity exported to grid         1,971 MWh Annual savings and income 

Total initial costs                        $ 1,384,666 Fuel cost - base case                      $ 0 

Technology 2                                              PV Electricity export  income         $ 229,950 

Power capacity                                    750 kW GHG reduction income -14 yr     $ 74,607 

Manufacturer                                     Uni-Solar 

Model                                                 a-Si-SSR-
   

Total annual saving & income   $ 304,557 

Capacity factor                                        20% 

Electricity export rate                            $ 70 

Emission analysis 

Electricity exported to grid          1,314 MWh GHG emission propose case                 0 

Country-Region                                      India GHG credits transaction fees          2.0% 

Fuel type                                                   Coal Net annual GHG emission reduction                 
3,730 tCO2 

GHG emission factor           0.927 tCO2/MWh 
Excl. T&D losses 

Acres of forest absorbing carbon     1,283 

T&D losses                                             20% GHG reduction credit rate     20  $/ tCO2 

GHG emission factor          1.159 tCO2/MWh  
Incl. T&D losses 

GHG reduction credit duration       14 yr 

GHG emission base case               3,806 tCO2  GHG reduction credit  escalation 
duration        2.0 % 

Annual costs and debt payments Financial viability 

O&M (savings) costs                                  $ 0  Pre-tax IRR – equity                      16.3 % 

Fuel cost - base case                                $ 0 Pre-tax IRR – assets                          2.8% 

Debt payments - 10 yrs                    $ 203,994 Simple payback                               9.5 yr 

Total annual costs                            $ 203,994 Equity payback                                6.9 yr 
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 Fig. 1.  Basic block diagram of integrated wind and PV energy systems  
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Fig. 2. Cumulative cash flows graph of integrated WES 750 kW and PV energy system 750 kW  

3.2.  Integration of other RE Systems   
Minambakkam, a suburb of Chennai, India is selected for a project of integrated of PV energy 
system and BES suitable for a comparable load demand of 1.5 MW as in the case of section 
3.1. Rice is one of the main agricultural products in this area; hence availability of rice husk is 
sufficient to supply any biomass gasifier generating electricity. Simulation by RETScreen 
software is based on specific fuel consumption of rice husk 2.096 kg/kWh with heat rate of 
22,200 kJ/kWh [11, 12]. Sufficient amount of solar insolation is also available at the site. The 
place is located at a latitude 13.0° N, longitude 80.2° E and elevation 16.0 m. The daily 
average solar radiation is 5.49 kWh/m2/d with maximum 6.78 kWh/m2/d in April and 
minimum 4.17 kWh/m2/d in December and average temperature 28.8° C [13]. All these 
weather and agricultural data are used to develop energy model, the results of which shown in 
Table 2 and cash flow curve as shown in Figure 3.  
 
 
  

 

 

 

 

Fig. 3. Cumulative cash flows graph of integrated PV energy system 750 kW and BES 750 kW  

Year

C
um

ul
at

iv
e 

ca
sh

 f
lo

w
in

 m
ill

io
n 

U
S 

 $

 -1.0

-0.5

0

0.5

1.0

1.5

822



  

Integration of BES and WES suitable for the same load demand of 1.5 MW is proposed to 
carry out at a coastal area Veraval in western Indian state of Gujrat, located at latitude 20.9° 
N, longitude 70.4° E at an elevation of 8 m. Mean temperature of the area is 26.6° C, average 
daily radiation 5.94 kWh/m2/d and average wind speed 4.3 m/s, maximum wind speed 7.1 m/s 
in July and minimum 2.7 m/s in Nov. Rice is the main foodstuff of the people of Veraval; 
hence rice husk is available in abundance around the vicinity of the place suitable to supply 
rice husk based gasifier for the proposed BES. Uninterrupted flow of wind is available in the 
coastline area, making WES option feasible particularly during summer days, when the wind 
speed is high [13]. Energy model of the system prepared, the results of which are shown in 
Table 2 and cash flow of the project shown in Figure 4. 
 
 

 

 

 

 

Fig. 4. Cumulative cash flows graph of integrated BES 750 kW and WES 750 kW  

4. Comparative results obtained from energy models 

Comparative results of analysis of integrated systems on annual basis are tabulated from the 
energy models data of the various integrated systems, i.e. WES 750 kW with PV energy system 
750 kW, PV system 750 kW  with BES 750 kW and BES 750 kW with WES 750 kW   shown in 
Table 2. 
 

Table 2. Comparative results of Energy Models of 1.5 MW integrated energy project of WES, PV 
system and BES each of 750 kW indicating detail energy generated, GHG emission analysis and 
financial analysis 

Integration systems                   WES+PV system             PV system +BES              BES+WES 

Electricity generated MWh           3,285                                 8,672                               8,015 

Income from electricity export $   229,950                             515,088                           561,078 

Total annual cost $                        203,994                             677,523                           546,779 

GHG emission reduction tCO2         3,730                                 8,105                               8,850 

Income from GHG emission       74,607                             162,092                           177,013 
reduction $ 

Total annul saving /income $       304,557                            677,180                            738,091 

Equity payback period yr                 6.9                                   13.7                                   2.7 

Feasibility/remarks          Not so feasible             Not so feasible                           Most feasible  
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5. Conclusions and recommendations 

• Maximum energy 8,672 MWh generated and exported annually from integrated PV 
system and BES whereas nearly half energy 3,285 MWh is generated in the case of 
integrated WES and PV system. Therefore, the integrated system of PV system and 
BES is recommended for energy generation rather than using other integrated RES of 
similar power rating.     

• Annual energy export income $ 561,078 is highest in the case of integrated BES and 
WES and less than half $ 229,950 from integrated WES and PV system. The 
integrated system of BES and WES is economically most feasible. Hence, this system 
is recommended for a windy place where biomass is cheaply available.    

• Total annual cost $ 677,523 is highest in integrated PV system and BES and lowest of 
$ 203,994 (nearly less than one third) in integrated WES and PV system. The high total 
annual cost is due to consumption of biomass (rice husk) used with the BES gasifier. 
Hence, integrated system of PV and BES not feasible to opt for generation purpose if 
low annual cost is the preference. Integration of WES and PV system is suggested 
where lesser annual cost is desirable for a windy place.   

• Annual reduction in GHG emission is least of 3,730 tCO2 in case of integrated WES 
and PV energy system whereas highest of 8,850 tCO2 (nearly 2.5 times) in case of 
integrated BES and WES. Annual GHG emission of 8,105 tCO2 is found in case of 
integrated PV system and BES. In the present scenario of the world growing air 
pollution, GHG emission reduction is the prime factor while considering electricity 
generation options. Therefore, integrated system containing BES should be given 
preference over other integration of RE systems without BES.  

• Annual income from GHG emission reduction $ 177,013 is highest in integrated BES 
and WES and lowest of $ 74,607 (nearly less than half) in integrated WES and PV 
system. Whereas the annual income is $ 162,092 in integrated PV system and BES. 
The analysis results show that income from integrated systems containing BES with 
other RES is more than any other RE integration running without BES because of 
higher reduction in GHG emission. Therefore, integrated system BES with WES 
should to be preferred over other integrated systems to get more annual income from 
carbon trading.    

• Total annual saving /income $ 738,091 is also maximum from integrated BES and 
WES and nearly less than half $ 304,557 from integrated WES and PV system. Total 
annual saving/income is estimated as $ 677,180 in case of integrated PV system and 
BES. It is found that results are in favour of integration of BES with other RES. 
Hence, integration of BES with WES and PV system with BES is suggested to use in 
any part of the world wherever biomass available.  

• Equity payback period is shortest of 2.7 years in case integrated BES and WES and 
longest of 13.7 years (nearly more than 5 times) in case of integrated PV system and 
BES. A major portion of cash flow curve of integrated of PV system and BES lies in 
the negative side and positive cash flow starts after 13.7 years indicating non-
feasibility of the system; hence this system of RE integration is not suggested to opt. 
Integrated BES and WES is estimated to be the best option since a major portion of 
cash flow curve lies in positive side and system starts giving return just after 2.7 years. 
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Therefore to get quickest positive cash flow, integrated system of BES and WES is 
recommended.  

• Comparing all positive and negative aspects of combinations of integration, best 
system for integration is BES with WES. Moreover, this integration of RE has 
minimum environmental impact while generating electricity. That also provides huge 
income from carbon trading.  

• The not-so-feasible combination of integration is PV system with BES due to high 
total initial annual cost. But it may be also suggested for use because of more 
generation, high GHG emission reduction and total annual saving. WES and PV 
system may be opted where less total annual cost required.     
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Abstract: Shortage of electric power is a serious problem in Ethiopia. As recently as the year 2009 electric 
power supply in the country including the capital Addis Ababa, was at best every other day for several months. 
Until recently, the sole power producer in the country, Ethiopian Electric Power Corporation (EEPCo) produces 
a total of 800 to 900 MW of power for a country with a population of about 80 million. This clearly shows as to 
what the shortage would look like.  
 
In this regard, this study investigates the possibility of providing electricity from solar/wind based hybrid 
standalone system for remotely located people detached off the main grid line. Within the hybrid system setup 
PV panels, wind turbines, a bank of batteries and for a backup diesel generator is included.  
The wind potential of the area has been assessed in a previously published article. The solar potential has also 
been investigated in another article awaiting publication. It is based on the findings of the solar and the wind 
energy potential that this study is carried out.  
 
A model community of 200 families, comprising of approximately 1000 to 1200 people in total is considered for 
the study. A community school together with a health post is also included. The electric load comprises of 
lighting, water pumps and other small appliances.  
 
For the techno-economic analysis in the feasibility study of the hybrid system the National Renewable Energy 
Laboratory’s (NREL) HOMER software is used. Given all the necessary inputs to the software, the results 
showed a list of feasible electric supply systems, sorted according to their total net present cost (NPC). Cost of 
energy (COE in $/kW), penetration level into the renewable resources (renewable fraction), the number of liters 
of diesel oil used by the generator and also the generator working hours is also given out in the results table. The 
greenhouse gas emission level of the system is also incorporated within the results.  
 
Furthermore, a sensitivity analysis is carried out for the major sensitive components of the hybrid system. The 
major sensitive components of the system recognized are the changing price of PV panels and the ever hiking 
price of diesel oil. From the results it is concluded that the solar energy potential is the most promising resource 
that can be utilized. 
 
Keywords: Wind Energy potential; Solar Radiation potential; Primary Load; Deferrable Load; Net Present Cost 
(NPC)  

1. Introduction 
Power generation in Ethiopia started at the end of the 19th century, during the then king 
Minilik time. The first generator was used in the palace around 1906 and in 1912 the first 
hydropower plant at a place called Akaki, very close to the capital, Addis Ababa. Ever since, 
the country could produce only 814 MW (until recently) in its over 100 years long history.  
Currently shortage of electric power is a serious problem in Ethiopia. As recently as the year 
2009 electric power supply within Addis Ababa, the capital of the country, was at best every 
other day for several months. Even in the same year we are electricity supply with in the 
capital is intermittent.  
 
As mentioned in previous articles [1] [2][3], the Ethiopian Electric Power Corporation 
(EEPCo), the only proprietor of the electric power production corporation with total 
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management control (issue license, set tariff, supervise the generation, transmission, and 
distribution, sales, import export, etc.), currently produces between just over one MW of 
power. It is only this amount which is available for a country with a population well over 75 
million. Over 95% of the resource for electricity generated is Hydropower. Although the 
country is endowed with enormous resource of solar energy there is no solar or wind energy 
contribution in the EEPCo’s system.  
 
The total countrywide coverage of the generated electricity is estimated to be some 15%. With 
only so small coverage, electricity supply in the deeper rural regions is unthinkable. This 
clearly indicates that something has to be done and the responsibility should all lie on the 
shoulders of the engineers within the country. The depletion of fossil fuel and the climbing up 
of the oil price with its involved politics, the pollution associated with the use of fossil fuel is 
are all left for the reader of this piece of work to consider as additional motivation.  
 
“That the human race must finally utilize direct sun power or revert to barbarism because 
eventually all coal and oil will be used up. I would recommend all far-sighted engineers and 
inventors to work in this direction to their own profit, and the eternal welfare of the human 
race” Frank Shuman -1914  
 
2. Methodology 
The location under investigation is Debrezeit, 08″44′N, 39″ 02′E 1850 m. Wind and solar 
energy potential of the location is studied and have been given in previously published articles 
and a book [1][2][3]. As it is clearly shown in the references the wind energy potential is not 
so promising. However, the solar energy potential is absolutely usable. Figure 1 shows the 
monthly average wind speed at a height of 10 m. At a certain height, Z, the wind speed 
increases according to equation (1). It has been shown in [1] that average annual wind speeds 
of 3 to 4 m/s may be adequate for non-grid-connected electrical and mechanical applications 
such as battery charging and water pumping. 
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Where: Zr is the reference height (10 m); 0z , is the roughness length. 

 
The solar energy potential of the location is given in figure 2. As can be seen from the figure 
the solar energy potential is more than 6 kWh /m2 for almost the whole time of the year.  It is 
only in the rainy season, July and August the potential falls to between 5 and 6 kWh/m2. This 
is indeed excellent situation for working on this resource. 
 

 
Figure 1: Monthly average wind speed 
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Having determined the solar and the wind energy potential energy of the location under 
investigation, a model community of two hundred families is considered for which the 
necessary basic load of electric lighting and water pumping system is suggested. 
 

 
Figure 2 Monthly average daily solar radiations 

 
HOMER software is used for the analysis. HOMER is a micropower design tool developed in 
1992 to simulate and optimize stand-alone and grid-connected power systems with any 
combination of wind turbines, PV arrays, run-of-river hydro power, biomass power, internal 
combustion engine generators, micro-turbines, fuel cells, batteries, and hydrogen storage, 
serving both electric and thermal loads (by individual or district-heating systems) [4]. 
HOMER can perform a ‘what-if’ analysis to investigate uncertainties or changes in the input 
variables such as price variation of: fuel, PV panels, turbines or others in the one hand and 
wind speed, solar radiation, etc. on the other. The simulation results are economically and 
technically optimal and feasible solutions of hybrid setups listed according to their net present 
cost (NPC).   
 
The net present cost (or life-cycle cost) of a component is the present value of all the costs of 
installing and operating that component over the project lifetime, minus the present value of 
all the revenues that it earns over the project lifetime. HOMER calculates the net present cost 
of each component of the system, and of the system as a whole.[5] 
 
3. Electric Load 
As mentioned earlier, the assumed 200 family community is nothing but a model community. 
It is to be noted that this number can shrink or expand if need be. Five to six family members 
are considered in each family. Two load types are suggested:  primary load, load that must be 
met immediately, and deferrable load, load that must be met within a certain time (exact 
timing is not important).  
 
A community school and a health post are also included within the community. Electric load 
suggested are lighting, water pumping, radio receiver, and some clinical equipment. It is to be 
noted that the load suggested here is estimated by considering the poorest people in the 
remotest corners of the country with no access to any of the modern energy supply types, not 
even a kerosene lamp or a candle light. A typical daily load pattern is presented in table 1.  
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The primary load consists of 2 to 3 light bulbs and a radio receiver per household and also 
some more light bulbs for the for the community school and the health post. Limited clinical 
equipment such as vaccine refrigerators, communication VHF radio, microscope, and AM/FM 
stereo are also considered.  
 
Table 1 Monthly average daily electrical load [kWh] 

Months Jan Feb-May June July Aug Sep Oct-Dec 

Deferrable Load 6 6 5 4 4 5 6 

primary load 139 141 141 139 139 141 141 
Total Load 145 147 146 143 143 146 147 

 
The deferrable load is mainly water pumping. Four to five family members per house hold 
and about 100 liters of water per day is suggested.  Water Pumps of a 150 W power rating and 
pumping capacity of 10 liters per minute is chosen. Six pumps at six convenient locations are 
to be installed. Additional pump for the School and the clinic is also to be installed. A four 
day storage system is considered. The resulting total load is as given in Table 1. 
 
4. The Hybrid Setup and the Findings 
The hybrid system studied is one combining solar and wind energy conversion system, with 
diesel generator(s) and a bank of batteries included for backup purposes. Power conditioning 
units, such as converters, are also a part of the system. The operational concept of the hybrid 
system is that renewable resources are the first choice for supplying load and any excess 
energy produced is stored in the battery. The diesel generator is a secondary source of energy. 
Electronic controller circuitry is used to manage energy supply and load demand. A schematic 
diagram of the standalone hybrid power supply system sought is shown in figure 3. 
 

 
Figure 3:  Schematic diagram for the standalone hybrid power supply system 

 
HOMER requires input information in order to analyze the system and to give the feasible 
solutions. The main input to the software is the load. After carefully determining the hourly 
community electric load for both the primary and the deferrable load types the monthly 
average of the daily load is supplied to the software. The load profiles are shown in figure 4 
and figure 5. 
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           Figure 4 Primary load profile                                 Figure 5 Deferrable load profile  
 
 Additional data supplied to the software is summarized in table 2. 
 
Table 2 Input data to HOMER 
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Size (kW) 1 20 44 1156 Ah 1 

Capital ($) 1200-6000 45,000 11,000 833 700 

Replacement cost ($) 1200-6000 30,000 7,000 555 700 

O & M cost ($/yr) 0 900 0.4 ($/hr) 15 0 

Sizes considered (kW) 
0, 5, 10, 15, 
20, 30, 50, 

70, 100 
 0, 44, 88  

0, 20, 40, 60, 
80, 100 

Quantities considered  0, 1, 2, 3  
0, 40, 60, 
80, 100, 

200 
 

Life time 25 yrs 25 yrs 40,000 hrs 9,645 kWh 15 yrs 

 

5. Results 
Having fed the necessary input data given in the earlier section to the software the software is 
run. The resulting list of optimal combinations of realizable setups obtained is given in both 
overall and categorized forms. Table3 shows extracted part of the long list from the complete 
overall table. The extraction is based on the contribution made by renewable resources in the 
realizable set-ups. 
 
As can be seen in the table the first row contains a system with no contribution (0 %) from the 
renewable resources. The next row contains a PV-Gen-battery-Converter set-up. For just a 
16.7 % increase in total NPC over the first set-up ($201,609 to $235,177), the percentage 
contribution made by renewables increased from 0 to 58 %. This can be an attractive solution 
for implementation. Of course, there is no wind turbine involved in the system; the wind 
energy potential at this location is quite low, as can be seen from figure 4-19 and also from 
previous investigation [1]. 
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Table 3 Extracts from the overall optimization results list 
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  44 40 20 CC $ 58,320 $ 201,609 0.322 0 18623 1785 
20  44 40 20 LF $ 130,320 $ 235,177 0.376 0.58 12078 1909 
15 1 44 40 20 LF $ 157,320 $ 276,081 0.441 0.53 12550 1947 
20  44 80 20 LF $ 163,640 $ 276,560 0.442 0.62 10617 1729 
30  44 40 20 CC $ 166,320 $ 278,443 0.445 0.66 13037 2127 
30  44 60 40 LF $ 196,980 $ 279,851 0.448 0.77 7048 1062 
20 1 44 40 20 LF $ 175,320 $ 285,862 0.457 0.62 11339 1811 
30  44 80 40 LF $ 213,640 $ 290,597 0.465 0.83 4883 716 
20 1 44 60 20 LF $ 191,980 $ 305,266 0.488 0.64 10417 1701 
30  44 100 40 LF $ 230,300 $310,604 0.497 0.85 4053 590 

 
Figure 6 shows the monthly average electrical production and table 4 the overall system 
report. 
 

 
Figure 6: Electricity production for a 58 % penetration of the renewable 
 
The maximum contribution by renewables, 85 %, is achieved by the set-up given in the last 
row of the table. For this set-up the NPC is $310,604, which is a 32 % increase in the total 
NPC over the setup with a renewable contribution of 58 %. This setup can also be seen as an 
alternative for implementation despite the higher cost. It is understood that a system is 
considered as renewable system if the renewable contribution is about 27% or above. Hence, 
if the renewable future is to be given its merits then this system will be the option.  It should 
be noted that this set-up once again does not include a wind turbine as the wind potential of 
the location is minimal.  
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Table 4 System report for the 58 % renewable penetration 

System architecture Sensitivity case 

PV Array 20 kW Solar Data 
5. 81 

kWh/m2/d 

Wind turbine  Wind Data 2.51 m/s 

Gen. 44 kW Diesel Price 0.5 $/L 

Battery 
40 Surrette  

6CS25P 
PV Capital Cost 

Multiplier 
0.6 

Inverter 20 kW PV Replacement Cost 
Multiplier 

0.6 
Rectifier 20 kW 

 

 

 

 

 

 
 
 
 
 
 
 
 
The 

cost breakdown for the set-up of 58% penetration of the renewable supported by a pie-chart, 
is also given in figure 7.  
 

 
Figure 7 Cost summary for the 58 % renewable resource contribution 

Annual electric production 
(kWh/yr) 

Annual electric energy 
consumption (kWh/yr) 

Emissions (kg/yr) 

PV array 38,823 58% 
AC primary 

load 
50,772 97% CO2 31,806 

Wind 
turbine 

  
Defferable 

load 
1,306 3% CO 78.5 

Generator 28,152 42% Total 52,077 100% 
Unburned 

HC 
8.7 

Excess 
electricity 

5,591  
 

Particulate 
matter 

5.92 

Cost summary 
SO2 63.9 

Unmet load 0  Total NPC $ 235,177 

Capacity 
shortage 

0  
Cost of 
energy 

0. 376 $/kWh NOx 701 
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The sensitivity analysis given in figure 8 shows the PV capital cost multiplier against diesel 
price. The net present cost of the most cost effective set-ups for a particular set of diesel and 
PV price is shown.  

 
Figure 8 Sensitivity of PV cost to diesel price 

 
6. Discussion and/or Conclusion 
The feasibility study for the hybrid system is based on the findings of the wind and solar 
energy potentials at the particular locations. From the results, the wind energy potential of this 
site, Debrezeit, is not attractive enough for independent wind farm applications. However, it 
can be concluded that the potential in some cases could be a viable option if integrated into 
other energy conversion systems such as PV, diesel generator and battery. The results of this 
study can be considered as applicable to a significant size of the regions in the country having 
similar climatic conditions.  
 
Regarding the solar energy it is definitively conclusive that there is abundant resource. The 
feasibility study, which is based on the findings of the two potential showed a list of possible 
feasible set-ups according to their Net Present Cost (NPC). The level of the renewable 
resource penetration can be said is closely tied with the net present cost. The choice as to 
which feasible system to pick from the list is linked to the choice of whether to consider the 
renewable resource or the net present cost.  This decision is left to the policy makers of the 
country. However, as in the quotation given in the Introduction part Engineers shoed 
persistently press the policy makers to consider the utilization of the renewable resource. 
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Abstract: In order to estimate the amount of electricity that can be produced by a potential wind farm it is 
important to know how the wind resource performs at the site where it is to be installed. Of fundamental 
importance in an analysis of the wind resource is the wind speed parameter. Understanding how this parameter 
behaves over periods of time that cover ten or more years (long-term) is vital for an accurate estimation that will 
span the working life of the wind installation. However, in most cases there is insufficient data available about 
the candidate site to enable a long-term study.  
 
In this work, the long-term wind power density at a candidate site is estimated through the use of a Measure-
Correlate-Predict (MCP) algorithm and an Artificial Neural Network model (ANN). To evaluate the accuracy of 
the estimations different metrics are used, with a comparison of the results obtained for each of them .  
 
The mean hourly wind speeds and directions obtained from twenty-two weather stations located on different 
islands in the Canary Archipelago (Spain) are used for this study. 
 
Among the conclusions that are reached is that the use of one or another metric (or combination of metrics) in 
the wind power density estimation process can lead to differing interpretations and/or conclusions. For this 
reason, it is important that the most appropriate metric (or set of metrics) is chosen at each moment for the study 
that is being carried out.  
 
Keywords: Wind Power Density, Short-Term estimation, Long-Term estimation, Artificial Neural Networks, 
Measure Correlate Predict  

1. Introduction 

The wind speed at any given site varies from one year to another [1]. For this reason, the 
long-term performance of the wind resource (10 years or more) needs to be known as 
accurately as possible to enable precise estimation of the power output of a wind farm over its 
working life [2-4]. In most cases there is insufficient data available about the candidate site to 
carry out long-term analyses. As a general rule, the information available about the wind 
resource at a candidate site only covers short periods of time (not more than one year). 
 
In order to estimate the long-term wind speed at a candidate site, a number of authors have 
used long-term wind data obtained from reference stations in combination with estimation 
models. The traditional Measure Correlate Predict (MCP) algorithms [5-7] and methods 
which use Machine Learning [8-12] are the most commonly used techniques to generate the 
models in the estimation processes. The former generally use a single reference station to 
generate the model. With some exceptions, most of the MCP methods use linear regression 
algorithms to characterise the relationship between the wind speeds at the candidate and 
reference sites. Two different methods will be used in this paper. One employs the theory of 
Artificial Neural Networks (ANNs), and the other a traditional MCP linear regression 
algorithm. 
 
The ANNs used in this paper were comprised of three layer networks with feedforward 
connections. More specifically, multilayer perceptron topologies (MLPs) were used [13]. A 
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single hidden layer with 15 neurons was employed so as not to increase the training time. This 
architecture has demonstrated its ability to satisfactorily approximate any continuous 
transformation [13]. 
 
The models used to carry out the aforementioned estimations are trained, validated and tested 
using the available short-term (one year) wind data from reference and candidate weather 
stations. Using the model thereby obtained and the observed long-term reference station wind 
data, the candidate station long-term wind data can be estimated. In order to evaluate the 
performance of the models generated during the test stage of the study, different authors use a 
wide variety of metrics. Some of these metrics use the ratios between the mean observed and 
estimated values for different parameters of the wind resource [6,10], Eq. (1), while others 
[9,11,12] use point-to-point metrics such as, for example, the coefficient of correlation (CC) 
between the estimated and observed wind speeds, Eq. (2), and the Mean Absolute Percentage 
Error (MAPE), Eq. (3).  
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where Ei are the estimated data; Oi , are the observed or measured data and n is the number of 
data. 
 
2. Meteorological data used 

The meteorological data used in this paper correspond to the mean hourly wind speed and 
directions of twenty-two weather stations located in six of the seven islands that make up the 
Canary Archipelago (Spain).  
The data series used were provided by the State Meteorological Agency (Spanish initials: 
AEMET) of the Ministry of the Environment and Rural and Marine Environs of the Spanish 
Government and by the Canary Islands Technological Institute (Spanish initials: ITC).  
The available wind data are as follows: 
 

• Six (6) weather stations with 10 years of available wind data (1999-2008) 
• Five (5) weather stations with data available for the year 2002. 
• Eleven (11) weather stations with data available for the year 2006. 

 
3. Methodology 

The methodology employed in the analysis undertaken in this paper consisted of: the 
generation of models for short-term (one year) estimation and the generation of models for  
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long-term (ten years or more) estimation. The first type of model generation used data from 
all twenty-two weather stations, while the second (long-term) type used only those stations for 
which meteorological data was available for a ten year period (six weather stations). 
 
As many models (cases) were generated for the short-term study as possible combinations, 
taking as the starting point one station as reference station and another as candidate station. In 
this way, 55 combinations were generated for the year 2002 and 136 for 2006, making a total 
of 191 different cases. On the same basis, and using the six weather stations for which ten 
years worth of data were available, a total number of 15 cases were generated for the long-
term study.  
 
Following is an explanation of the different baseline scenarios used in the study.  
 
Scenario A): Estimation of the short-term wind data using ANNs. 
 
The models are generated from the known wind data for the reference and candidate stations 
(one year). The data available for the reference and candidate stations is randomly divided for 
use in the training, validation and test stages in respective proportions of 60%, 20% and 20%.  
 
Different networks or estimation models are generated using the data from the training and 
validation stages. Using these models and the test data for the reference station (which is not 
used in the generation of the model), data estimation is performed for the candidate station. 
The estimated data is then compared with the observed data to generate the different metrics 
used in the analysis. 
 
The wind speed and direction of the reference station (input weather station) are used as input 
parameters of the neural network. The candidate station (target weather station) wind speed is 
used as the output parameter (Fig. 1). 
 
Scenario B): Short-term estimation using an MCP method  
 
A simple linear regression between the wind speed of the reference and candidate stations is 
used for the MCP method. Wind direction is considered in the generation of the models, with 
the parameters of the model calculated for twelve direction bins of 30º. A simple validation is 
carried out to evaluate the quality of the models. That is, 20% of the data is reserved as a test 
subset, which is not used in the construction of the model. The remaining 80% is used for 
training. The data is randomly allocated to these two groups.  
 
Scenario C): Long-term estimation using ANNs 
 
Only the six weather stations for which data is available for a ten year period are used in the 
generation of the different networks or models in the long-term estimation study. One of the 
available years (in this case 2008) is used for generation of the network. All the data for the 
year is randomly allocated to two sub-groups (80% to training and 20% to validation). As in 
the case of Scenario A), the different models or networks are generated using this 
information. The candidate station long-term data is estimated using these models and the 
data corresponding to the other years of the reference station. By comparing the estimated 
data and the observed long-term data at the candidate station, the different metrics to be used 
in the analysis of the results are calculated. 
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Scenario D): Long-term estimation using an MCP method 
 
The same stations are used as in Scenario C), as well as the same reference year. The models 
are generated in the same way as in Scenario B), except that in this case 100% of the year’s 
data is used in the construction of the models. Once the parameters of the model have been 
calculated, the long-term candidate station data is estimated using the data from the remaining 
years of the reference station. 
 
Matlab software (the MathWorks, Inc) was used to implement the different scenarios.  
 

 
Fig. 1.  ANN Schematic diagram with wind speed (V) and wind direction (D) of a reference weather 

station as input signals, and wind speed (V) of a candidate (target) station as output signal. 
 
4. Analysis of Results.  

Figure 2 shows the results obtained for the mean wind speed ratio in the case of Scenarios A) 
and B). This comparison is performed by representing on the x-axis the existing coefficients 
of correlation R, Eq. (4), between the wind speeds measured at the reference and candidate 
stations.  
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where Vri and Vci are the measured wind speeds at the reference and candidate weather 

stations, respectively. Vr  and Vc  are the mean wind speeds at the reference and candidate 
weather stations. 
 
Based on Figure 2, and for the cases studied, the following conclusions were reached: a) the 
ratio between the estimated and observed mean wind speed is independent of the existing 
coefficient of correlation, R, between the mean wind speeds at the reference and candidate 
stations. This becomes more noticeable for coefficients of correlation greater than 0.4. b) for 
cases where the coefficient of correlation is less than 0.4, the dispersion in the results obtained  
for the different cases analysed is relatively high (in the range between 0.82 and 0.99). For 
coefficients of correlation higher than 0.4, the results are concentrated principally between the 
 values 0.95 and 1.01. 
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Fig. 2.  Variability of the ratio of the mean wind speed with the correlation coefficient between 

reference (input) and candidate (target) weather station wind speed. Scenarios A) and B).  
 
In the same analysis, but using the Mean Absolute Relative Error (MARE) point-to-point 
calculation metric for the wind speed, S. Velázquez et al. [11] found that this was dependent 
on the coefficient of correlation, R, between the wind speeds at the reference and candidate 
stations.  
 
Figure 3 shows the results for the wind power density ratio, for the different cases studied in 
Scenarios A) and B). Unlike the previous results, obtained for the mean wind speed ratio, the 
mean wind power density ratio does depend on R, Eq. (4).  
 
The wind power density Pi, or power per unit of area perpendicular to the direction from 
which the wind is blowing, is given by Eq. (5). Where ρi is expressed in kg m-3 and Vi is 
expressed in m s-1, Pi is obtained in W m-2. Pi, which depends on the air density ρi and on the 
wind speed vi, is the basic unit for measuring the power contained in the wind. 
 

3

2

1
iii VP ρ=  (5) 

 
If the results obtained in Fig. 2 and Fig. 3 are compared it can be observed in many cases that, 
though a good result is obtained for the mean wind speed ratio (values close to 1), the same 
cannot be said for the mean wind power density ratio. This can be seen, for example, in the 
results in the range of coefficients of correlation between 0.4 and 0.8. In the case of the mean 
wind speed ratio, these values are generally between 0.95 and 1.01, while for the mean wind 
power density ratio the results are between 0.5 and 0.8. It can be deduced from this analysis 
that a good result in the mean wind speed ratio is not always equivalent to a good result in the 
estimation of the wind power density. 
 
The coefficient of correlation, CC, between the estimated and observed wind speeds at the 
candidate site, Eq. (2), depends on the existing coefficient of correlation, R, between the wind 
speeds at the reference and candidate stations, Eq. (4) [11]. So, the higher CC is, the closer to 
1 will be the mean wind power density ratio.  
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Fig. 3.  Variability of the ratio of the mean wind power density with the correlation coefficient, R, 

between reference (input) and candidate (target) weather station wind speed. Scenarios A) 
and B).  

 
Figure 4 show the results obtained in the 15 cases analysed in Scenario C) for the mean wind 
speed ratio metric and the mean wind power density ratio metric. Also shown, for each case, 
is the coefficient of correlation, R.  
 

 
Fig. 4.  Results for the ratio of the mean wind speed and ratio of the mean wind power density (long-

term). Scenario C). 
 
The basic conclusions obtained from the results for Scenario C) are the same as for Scenarios 
A) and B). The values, for example, in cases 7, 12 and 15, of 0.9959, 1.0132, and 1.0165, 
respectively, for the mean wind speed ratio are close to the target value of 1. However, the 
results in the same cases for the mean wind power density ratio are, respectively, 0.6141, 
0.7272 and 0.7392, some way off the target value of 1.  
 
If a point-to-point calculation metric like the Mean Absolute Percentage Error (MAPE) is 
used for the same Scenarios C) and D), then the results shown in Figures 5 and 6 are obtained.  
 
If Figures 4 and 5 are compared, cases such as case 1 are observed which, while displaying 
the worst result for the mean wind speed ratio, has the third best result for the MAPE-based 
analysis. Meanwhile, case 7 gives a mean wind speed ratio of 0.9959 (the best of the results 
for this metric), which is practically equal to the target value, but has one of the worst results 
for the MAPE metric of wind speed, with values of 55.90% and 56.41% with respect to the  
 
observed value depending on whether the estimation is conducted using ANNs or MCP 
methods, respectively. Identical conclusions are obtained if the ratio of the mean wind power 
density, Fig. 4, is compared with the MAPE metric of wind power density, Fig. 6. 
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Fig. 5.  Results for the MAPE metric of the wind speed. Scenarios C) and D). 
 

 
Fig. 6.  Results for the MAPE metric of wind power density. Scenarios C) and D). 
 
It can also be concluded from Figures 4 to 6 that the errors calculated when using point-to-
point calculation metrics are much higher than when using metrics such as the ratios between 
the mean values of the entire data series. 
 
5. Conclusions 

The most important conclusions that have been reached in this paper are as follows:  
 
a) The results of the metric of the ratio between mean estimated and observed wind speeds 
are independent of the coefficient of correlation between the reference and candidate wind 
speeds, Eq. (4). This is not the case with the metric of the ratio of the mean wind power 
density which is dependent on this coefficient of correlation.  
 
b) In the estimation of short and/or long-term wind power density, the ratios between the 
mean values of the observed and estimated parameters, Eq. (1) are, on their own, not good 
indicators for decision-taking in analyses of the estimation of the wind resource, since values 
close to the target value of 1 in the ratio of the mean wind speed are not always equivalent to 
good results in the estimation of the wind power density, Figs. 4-6. 
 
If the above metrics are considered for use in analysis of the performance of the estimation 
models, additional metrics should also be used such as the coefficient of correlation, CC, 
between the estimated and observed values of the wind speed. This metric takes into account 
the combined performance over time of the estimated and observed values.  
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c) The interpretations that can be made when using metrics such as the ratio between the 
mean values of parameters and point-to-point calculation metrics such as the MAPE, are very 
different. Case 7, for example (Fig. 4), with a mean wind speed ratio close to 1, gives a 
relative error (MAPE), with respect to the wind speed, higher than 55%, Fig. 5. 
 
d) When the objective is the estimation of the wind power density for a subsequent point-to-
point calculation (as is, for example, an hourly calculation), metrics like the MAPE and the 
CC are considered to be better indicators when it comes to analysing the accuracy of the 
models. 
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Abstract: Electricity is usually supplied by diesel generators in remote communities at costs that can reach up to 
$1.50 per kWh in northern Canada. At these costs, several renewable energy sources (RESs) such as wind and 
photovoltaic (PV) can be cost effective to meet part of the energy needs. Their main drawback, being fluctuating 
and intermittent, can be compensated with either storage units, which are costly, and/or by adapting the electrical 
power consumption (load) to the availability of RESs. Electric water heaters (EWHs) are good candidates for 
demand side management (DMS) because of their relatively high power ratings and intrinsic thermal energy 
storage capabilities. The average power consumed by an EWH is strongly related to the set point temperature 
(Td) and to the hot water draw (Wd). A 5.5 kW, 50 gallon EWH is modeled in MATLAB-Simulink and a typical 
24-hour water draw profile is used to estimate the potential range of power variation offered by an EWH for 
power balancing purposes. Besides, a strategy for controlling the power consumed by the EWH, by means of Td, 
using a grid frequency versus temperature/power droop characteristic is proposed. In this way, the EWH can be 
used for power balancing and for assisting with the mini-grid frequency control. 
 
Keywords: Diesel hybrid system, electric water heater, power balancing, frequency regulation  

Nomenclature  

ton   time period that EWH is ON                     h 
toff     time period that EWH is OFF                   
h   
T total operation cycle of EWH                         h 
Tin incoming water temperature                    °F              
Ta ambient air temperature outside tank        °F 
Td reference temperature for the EWH          °F 
TH temperature of water in tank                      
°F 

ρ    density of water                                    lb/gal 
C   thermal capacity of water the tank   BTU/°F 
B thermal capacity of water usage         BTU/°F 
Q energy input rate                                     Btu/h     
Wd   average water draws per hour           gal/h 
Cp   specific heat of water                 BTU/lb. °F 
SA surface area of tank                                 ft2 
U stand-by heat loss coefficient      Btu/°F. h. ft2  
    
PEWH average power consumed by EWH            kW             

           
 

 

1. Introduction 

Diesel generators sets (gensets) are a relatively expensive way to produce electricity in remote 
areas when connection the main grid is not feasible. Renewable energy sources (RESs) such 
as wind and photovoltaic (PV) are an attractive solution to reduce cost of electricity in these 
systems. They are environmentally friendly and their incorporation into diesel based mini-
grids is relatively simple [1] for low penetration levels. They are usually controlled as passive 
units, injecting as much of intermittent and fluctuating power as possible, while the grid 
forming unit(s), usually gensets, have to match the power generated and consumed in the 
system [2]. This is not an easy task considering that remote communities are characterized by 
highly variable loads with the peak load as high as 5 to 10 t imes the average load. What is 
more, gensets should not operate at low load conditions (~0.3-0.4 pu), due to maintenance 
problems in the diesel engine, and should provide spinning reserve for cases of sudden load 
surges or renewable generation reduction [3]. It should be noted that diesel gensets are usually 
Operated in parallel with frequency x power droop characteristics what facilitates active 
power dispatch. Besides, operation with variable frequency conveys the message of surplus 
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(higher frequencies) or shortage (lower frequencies) of active power in systems with non-
dispatchable renewable sources. 
Power balance issues can be overcome with energy storage units but this is a relatively costly 
solution [4]. Alternatively one can use controllable loads to help with the power balancing and 
frequency regulation in a diesel hybrid mini-grid. Due to their relatively large time constants, 
thermal loads such as electric water heaters (EWH) present an energy storage characteristic 
and are good candidates for power balancing and frequency control [5].  
The use of EWHs in load side demand control was introduced in 1934 by Detroit Edison. 
Timers were employed to cut off energy flow to EWHs during peak periods for four hours [6]. 
Later, many other control strategies were developed.  
 
This paper discusses the use of EWHs to help balance the active power and assist with the 
frequency regulation in diesel hybrid mini-grids. A model of 5.5kW-50gal EWH is 
implemented in Matlab/SIMULIINK in order to observe the impact of varying the set point 
temperature (Td) on the power consumed by the EWH supplying a typical residential water 
draw (Wd) profile. Analytical equations are derived and used for estimating how much power 
an EWH can take or drop during each hour of the day, by varying Td, while keeping the hot 
water temperature (TH) within acceptable values.  
 
2. Methodology 

2.1. Electric water heater (EWH) model: 
The following first-order differential equation, which represents the energy flow in an electric 
water heater [7], was used to implement a simple model of an EWH. 
 

QTTinCWdTTaSAU
dt

dTC HH
H +−+−= )()( ρ                                                                   (1)  

 
The first part at the right side represents the heat losses to the ambient, the second the heat 
needed to heat the inlet cold water, and the last one is the input heat energy from the resistive 
element of the EWH. 
By integrating both sides one gets  
 

dtQRTBTinRGTaRT HH )(1 ′+−′+′= ∫τ                                                                                 (2)                                                                    

 
Where SAUG = , CWdB ρ= , )/(1 BGR +=′ and CR′=τ  
 
By implementing (2) in Matlab/SIMULINK one can see the variation of the temperature of 
the hot water in the tank (TH) for various conditions. The heating element of the EWH is 
turned ON and OFF so as to keep TH within a tolerance band (+/- ∆) of Td. When the heating 
element of the EWH is ON, TH rises until it r eaches (Td+∆). Then the heating element is 
turned OFF and TH decreases until it reaches (Td-∆), when the heating element is turned ON 
again. In this study, the rated power of the EWH (Prated) is assumed to be 5.5 kW and Td for 
the base case (Tdb) is set at 120 °F with ∆ equal to 2.5 °F.  The 24-hour hot water draw (Wd) 
profile used in this paper refers to the hourly profile proposed by the American Society of 
Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [8]. The other main 
parameters used in the simulations are shown in Table 1. 
 

843



In this study, the following assumptions are made: 
• The hot water temperature in the entire tank is the same. 
• The ambient and the inlet water temperature (Ta and Tin) are constant during the day.  
• The variation of Td does not affect Wd.  

 
The variation of TH for one day is shown in Fig. 1(a) using the ASHRAE Wd schedule shown 
in Fig. 1(b).  T he instantaneous power consumed by the EWH is shown in Fig. 1(c). A 
simulation (time) step of 0.0001 h was considered. 

Table 1. Main EWH parameters 
Q(Btu/h) ρ(Ib./gal) V(gal) C(BTU/℉) Ta(℉) Tin(℉) G(Btu/ ℉.h) 

18771.5 8.34 50 417 67.5 60 3.6 

                          

 
 Fig. 1: (a) Variation of TH (°F). (b)Wd schedule (gal/h). (c) EWH power consumption (kW). 

One can see from Fig. 1(c) that ton and toff and the operation period (T = t on + toff) of the 
EWH during the day are not constant. toff, in particular, varies significantly with Wd. Table 2 
shows the maximum and minimum values of ton, toff and T during the one day period 
considered.  

Table 2. Maximum and minimum on, off and operation period of the EWH. 

max−ont (h) min−ont (h) max−offt (h) min−offt (h) maxT (h) minT (h) 

0.1639 0.1143 3.6571 0.3453 3.7714 0.5092 
 
2.2.   Mathematical analysis: 
An equation that describes how TH varies in time can be obtained by solving Eq. (1) as 
 

( ) ]1[)()( ))(/1())(/1(
0 00 tttt

HH eQRTinBRTaGRetTtT −−−− −′+′+′+= ττ                             (3)  

 
With the appropriate modifications, it can be used for obtaining expressions to calculate ton 
and toff. However, exponential equations are not very convenient to use. Alternatively, one 
can derive linear expressions for ton and toff. This can be done by replacing dTH by Thigh-Tlow 
(Tlow - Thigh) in Eq. (1) when the EWH is ON ( OFF) and dt by ton (toff). Besides, TH is 
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assumed equal to Td in order to calculate the average heat losses to the ambient and due to 
inlet cold water replacing the water drawn from the tank. In this case 
 

QTdTinWdCpTdTaG
TTC

t lowhigh
on +−+−

−
=

)()(
)(

ρ                                                                              (4) 

 

)()(
)(

TinTdWdCpTaTdG
TTC

t lowhigh
off −+−

−
=

ρ                                                                                  (5) 

 
With Eq. (4) and (5) one can calculate the operation period of the EWH (T = ton + toff) and the 
average power consumed by the EWH in that operation period (PEWH = D Prated), where 
 

Q
CpTinTdWdTaTdG

T
tD on ρ)()( −+−

==                                                                            (6) 

The value of Wd for the above equations should be the average water draw for the period 
under consideration (T). As shown in Table 2, for Thigh-Tlow=2Δ and with Δ = 2.5 °F, ton is 
always smaller than 1h what allows the use of the hourly ASHRAE Wd schedule for 
validating Eq. (4). By comparing the values of ton obtained with eq. (4) with those of the 
simulations one sees that the error were smaller than 0.01%. On the other hand, toff varies 
more with Wd and can be larger than 1 h, usually for low values of Wd. In this case, an 
average value for Wd valid for that duration needs to be considered. 
 
The values of D obtained from (6), which are equivalent to PEWH in pu, are shown in Table 3 
for different values of Wd and Td. There one sees that PEWH at Td = 140 °F is around twice 
that at Td = 100 °F for all values of Wd. Besides, operation at low values of Wd, limits 
significantly the variation of PEWH one can get by varying Td. Thus, in these cases, the EWH 
will be less effective as a means for balancing active power in the electric system. 
 
Table 3. Variation of PEWH (pu) with Wd and Td.  
     Wd(gal/h) 
Td(°F) 0.25 0.75 1.5 3 6 9 12 

100 0.0107 0.0196 0.0329 0.0595 0.1129 0.1662 0.2195 
108 0.0131 0.0238 0.0398 0.0717 0.1357 0.1997 0.2637 
116 0.0155 0.028 0.0466 0.0839 0.1586 0.2332 0.3079 
124 0.0179 0.0322 0.0535 0.0961 0.1814 0.2667 0.3521 
132 0.0204 0.0364 0.0604 0.1083 0.2043 0.3003 0.3962 
140 0.0228 0.0406 0.0672 0.1205 0.2272 0.3338 0.4404 

 
One important aspect when designing the control scheme of a given system is to identify the 
sensitivity of a quantity of interest to variations in some of its key parameters. This can be 
done by means of partial derivatives. For D, and consequently PEWH, these key parameters are 
Td, taken here as the control parameter, and Wd, assumed as a d isturbance in the system. 
From Eq. (6) one can get 

Wd
Q

CpTinTdTd
Q

CpWdGWd
Wd
DTd

Td
DDpuPEWH ∆

−
+∆

+
=∆

∂
∂

+∆
∂
∂

=∆=∆
ρρ )()(

   
  (7) 
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For the case under consideration assuming that Wd is constant 

TdWdDpuPEWH ∆
+

=∆=∆
5.18771

34.86.3)(                                                                                  (8)  

This equation is very useful when one wishes to compute by how much one should change 
Td, for the EWH operating with a given value of Wd, in order to change PEWH by a cer tain 
value in steady-state. The limit values for PEWH and Td are those shown in Table 3. 
 
Another important aspect of the operation of an EWH for active power balancing is the 
amount of power it can drop or take under transient conditions. Since the EWH operates in an 
ON/OFF mode, its instantaneous power consumption is either rated or zero. This cannot be 
changed. However, one can during transient condition values for ton and toff significantly 
larger than those obtained for steady-state conditions. 
 
Let’s consider first the case where the EWH should take additional load. From Fig. 1(a) one 
sees that TH increases almost linearly when the EWH is ON and ton is the time required for TH 
to increase by 2Δ, 5 °F in this study, when Td remains constant. As shown in (4), ton increases 
as Wd increases but it does not vary significantly with Wd since Q is the dominant element in 
the denominator of (4). If Td is suddenly increased by a value larger than the tolerance band 
(ΔTd>2Δ), the EWH will be turned ON immediately and remain ON until the value of TH 
increases by at least ΔTd. Based on t his, one can estimate that the increase in ton during 
transient conditions, with respect to the previous value in steady state, for a given ΔTd on 
average, for TH = Td, as 

∆
∆+∆

=∆
2

(%) Tdton                                                                                                                  (9) 

Table 4 s hows the maximum values of ton that one can have during each time of the day, 
assuming the ASHRAE Wd schedule, as one changes Td from an initial value, either 120 °F 
or 100 °F, to 140 °F. Tdb = 120 °F is the base case, when one does not expect the need to take 
or drop power during the next few hours. However, if one knows that there will be a need to 
take as much load as possible, due to a typical surge in production of wind power or due to a 
decrease in the regular electric load in the system, then one could operate with Td = 100 °F. 
 
Table 4. ton_max for different values of initial Td using the ASHRAE Wd schedule. Case #1 (Td=120°F, 
ΔTd=20°F, Δton=4.5.) Case#2 (Td=100°F, ΔTd=40°F, Δton=8.5). 

Time (h) 0 1 2 3 4 5 6 7 8 9 10 11 
Wd(gal/h) 6.0 1.6 0.8 0.7 0.7 0.3 0.8 3.0 11.7 8.0 8.8 7.0 

ton(h), Case1 0.646 0.537 0.522 0.519 0.519 0.512 0.522 0.568 0.876 0.712 0.743 0.677 
ton(h), Case2 1.221 1.016 0.986 0.981 0.981 0.966 0.986 1.074 1.656 1.346 1.403 1.280 

Time(h) 12 13 14 15 16 17 18 19 20 21 22 23 
Wd(gal/h) 6.25 5.30 5.30 5.65 3.70 4.20 4.10 5.85 7.73 6.38 6.90 5.30 

ton(h), Case1 0.654 0.626 0.626 0.636 0.585 0.597 0.595 0.642 0.702 0.658 0.674 0.627 
ton(h), Case2 1.236 1.183 1.183 1.202 1.105 1.128 1.124 1.213 1.327 1.244 1.274 1.185 

 
An useful expression for Δtoff cannot be obtained in a similar way because the curve for TH 
decreasing does not resemble a straight line. Nonetheless, one knows that toff is usually long 
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enough for power balancing operation. Therefore, in this case, one can define a worst case 
conditions (Wd =11.7 gal/h) for which toff_min= 2.3337 (4.4081) h when Td = 120(140) °F. 

2.3.   Temperature Control Using Frequency Droop 
Droop control is a well-known technique used for operation and power sharing of power 
generators connected in parallel. The relationship between frequency and power can be 
described by 

 
 )( ffsP nlpg −=                                                                                                                    (9)

                                                                                                                            
 

Where Pg is the output power of the generator (kW) sP is the slope of the curve (kW/Hz), fnl 
is the no-load frequency of the generator (Hz) and f is the operating frequency of the system 
(Hz) [3]. 
 
As the actual loading of the genset is proportional to the frequency, it is proposed that the 
power consumed by the EWH to be controlled by means of the Td, using the frequency versus 
temperature droop function  

)( cb ffmTdTd −+=                                                                                                            (10)
                                                                                                                                                                                             

 

Where m is a slope factor equivalent to sp and fc is the center frequency (Hz). Td is equal to 
half its total excursion. Fig. 2 (a) shows the frequency x temperature droop function with m = 
20 °F/Hz, Tdb=120°F, and fc = 61 Hz. The value of TH will vary within Td ±Δ as shown with 
the dotted lines. The action of droop is limited to when Td is within acceptable limits of 
temperature; in this case it was limited between 100 °F and 140 °F. From Eq. (9), when the 
load increases, the frequency of the generator decreases. This frequency reduction will cause 
Td in the EWH to decrease, while when the generator load decrease the frequency will 
increase making Td increase. Varying Td during steady and transient condition will affect the 
average power consumption, as can be seen on Fig 2 (b) for different values of Wd, for the 
EWH described on Section 2.1. Varying Td between 140° F and 100 °F would result in a 1.13 
kW variation in the average power consumed. However for periods of lower water draw (Wd 
~ 1 gal/h) this variation is limited to 0.15 kW, which makes this control strategy sensitive to 
the water draw condition. It is important to note that have been reported in the literature that 
the electricity consumption is directly related to water consumption [9], what makes the effect 
on peak load shaving improved with this strategy.  
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Fig. 2: (a) Frequency x temperature droop variation (b) Average power consumption variation with 
Td for different average water draw. 

3. Results 

A mini-grid with a genset feeding a network with 20 hous es in a single phase connection 
where only two of the three outputs of the genset are used is presented in [3] and is used in 
this paper to evaluate the impact of the frequency x temperature droop control in the loading 
of the generator and grid frequency. The genset is rated at 95kW on a three phase basis, 
however in practice it means that only about 2/3 of the generator power is available. The 
droop parameter of the genset are sp = 29.4 kW/Hz and fnl = 62.3 Hz.  
 
A residential load profile for a house without EWH based on [10] was scaled to have a daily 
energy consumption of 20 kWh and used as reference for all 20 houses to determine the 24 h 
load profile of the mini-grid. Fig. 3 ( a) presents the single house load profile used and the 
power consumption profile of the EWH with Td = 120 °F. The Wd schedule considered was 
the one presented in Fig. 1 ( b). Two cases are considered, first the EWH operates with 
constant Td, base case, and the second one using the frequency x temperature droop strategy 
(Tdroop) with m = 20 °F/Hz and fc = 61 Hz. Fig. 3 (b) presents the genset load for each hour 
of the day. The load variation is reduced with the droop approach. The peak load from this 
day decreases from 56 kW to 52 kW, while in the lower load region, the load increases from 
8.3 kW to 9.5 kW. This small difference in the low load region is due to the fact that varying 
Td for controlling the power is sensitive to the water profile that during that period was low. 
Fig. 4 presents the frequency variation regarding the change in the genset load (a) and the 
variation on Td due to the frequency droop implemented.  
 

 
(a) 

 
(b) 

Fig. 3. (a)Load Profile and EWH Power Profile for Td = 120° F and (b) Genset power. 
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(a) 

 
(b) 

Fig. 4. (a) Minigrid frequency and (b) individual EWH Td during the 24 h case study. 

4. Conclusions 

This paper presented EWHs as candidates for DMS due to the fact that the average power 
consumed is strongly related to the set point temperature (Td) and to the hot water draw (Wd). 
A mathematical model was obtained for the EWH. It was proposed a strategy for controlling 
the power consumed by the EWH, by means of Td, using a frequency versus temperature 
droop characteristic. A 5.5 kW, 50 gallon EWH was modeled in MATLAB-Simulink and a 
typical 24-hour water draw profile was used to estimate the steady state performance in a 95 
kW diesel based mini-grid. Results showed that with the proposed control strategy power 
variations in the mini-grid can be reduced; however it is strongly dependent on the values of 
water draw from the houses. 
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Impacts of large-scale solar and wind power production on the balance of 
the Swedish power system  
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Abstract: Higher targets for renewable energy and current trends in wind power and photovoltaics (PV) suggest 
that future power systems will include large amounts of renewable and variable power generation. Integration of 
large-scale variable power generation changes the balance and operation of power systems, including scheduling 
of conventional generation units, transmission and use of balancing power. In this paper the Swedish power 
system is studied with the energy system optimisation model MODEST in a number of scenarios involving 
different combinations of large-scale solar and wind power. The model includes a representation of the Swedish 
district-heating systems to determine the effects on combined heat and power (CHP) operation. It is found that 
when renewable power generation is added to the present system, utilisation of investments in CHP plants is 
reduced due to an increased electricity surplus that favours use of heat pumps for district heating. At high 
penetration levels of both solar and wind power, water is spilled from hydropower reserves. 
 
Keywords: Solar power, Wind power, Power system, Optimisation 

1. Introduction 

According to the EU directive on renewable energy, 20 % of the energy use within the union 
is to be covered by renewable energy sources by 2020 [1]. An important part of this goal is to 
transform the power system to include more renewable electricity generation. The power 
source most likely to reach substantial integration levels within this time frame is wind power. 
Although wind power currently covers 4.8 % of the total electricity demand within the EU, 
penetration levels in some individual countries are higher, for example Denmark (19 %), 
Portugal (15 %), Spain (14 %) and Ireland (11 %) [2]. Solar power generation, mainly from 
grid-connected photovoltaics (PV), is also increasing worldwide, although the contribution is 
smaller than for wind power. In Germany, the country with the highest solar power 
penetration, PV electricity covers 1-2 % of the national electricity demand [3]. However, if 
current developments continue, combined with decreasing costs for solar cells, a future 
expansion of solar power does not seem unlikely. The EU directive on energy efficiency in 
buildings, which states that all new buildings must be nearly zero energy buildings by 2020, 
also suggests a future widespread integration of on-site solar technologies [4]. 
 
Solar and wind power are both variable power sources, which means that the output varies 
both systematically and randomly on different time scales. The power generation can be 
forecast to some extent, but not controlled. In the case of wind power, the variation is due to 
moving weather fronts. Solar power has a more predictable seasonal and diurnal pattern, 
although the output during daytime can be heavily fluctuating due to variations in cloudiness. 
Variable power sources have a number of impacts on the balance, operation and reliability of 
power systems. The hour-to-hour varying production pattern alters scheduling of other 
generation units in the system and affects transmission between geographic areas. 
Furthermore, power generation that deviates from the forecast must be handled by system 
reserves. Depending on the power system, an increase in the penetration level of variable 
power sources has to be met by some increase in reserve requirements. For large-scale wind 
power it has been estimated that an increased penetration that corresponds to 10 % of the total 
annual demand increases the reserve requirements by 2-8 % of rated wind power capacity [5]. 
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An important aspect is how addition of volumes generated by wind and solar power affects 
scheduling of other generation units and the total system balance. In this paper, the impacts of 
a large-scale integration of solar and wind power on the balance of the Swedish power 
system, a high-latitude and hydro-dominated system, is investigated. For example, how is 
scheduling of other generation units affected and how do electricity exports and imports and 
CO2 emissions change?  
 
A model of the Swedish power system was built in the MODEST optimisation model [6]. The 
model encompasses and optimises the whole chain of energy flows from sources to end-uses. 
An aggregated but detailed representation of the total Swedish generation capacity, including 
nuclear power, hydropower, combined heat and power plants, etc., is included and the time 
resolution captures important fluctuations in demands and renewable power generation. The 
Swedish district heating systems are also explicitly represented to capture the effects on CHP 
operation. Solar and wind power are integrated in different scenarios as additions to the 
existing system. In these scenarios, it is recognised that wind power will most likely be 
integrated on a large scale before solar power. 
 
The rest of the paper is structured as follows. Section 2 presents an overview of the applied 
methodology, including the optimisation model and the parameters and data used. Section 3 
presents the results from the different studied scenarios. These results are discussed in Section 
4 and some conclusions are drawn in Section 5. 
 
2. Methodology 

Energy system modelling enables important properties of a real system to be varied in a 
controlled environment. Using a validated model with a realistic performance, the impact of 
future changes to the system can be estimated. With an optimisation model, the best 
performance of a system under certain conditions is found. This section describes the applied 
optimisation model of the Swedish power and district heating systems. It also presents the 
studied scenarios for solar and wind power integration. 
 
2.1. The MODEST power system and district-heating model 
MODEST (Model for Optimisation of Dynamic Energy Systems with Time-dependent 
components and boundary conditions) uses linear programming to optimise the energy flows 
of a system to supply demands while minimising the total cost. In MODEST, an energy 
system is modelled as a set of nodes interconnected by energy flows. For each node and flow, 
a set of characteristics can be defined to relate, direct and constrain the flows. Typical such 
characteristics in a MODEST model are energy balances, dimensioning of maximum outputs 
for energy conversion and limitations of supplies. A cost can be associated with each flow and 
node, reflecting for example fuel costs.  
 
Using MODEST, an energy system model of the Swedish power system was created. In the 
model, energy flows from resources (water and fuels) via generation units to distribution 
systems and finally to demand nodes representing the national electricity and district heating 
loads. For electricity, there is also an exchange with Nordic and continental European 
electricity markets. A flowchart showing the energy flows and nodes of the model is provided 
in Fig. 1. In the model, time is represented by a ‘quasi-dynamical’ time division, with a 
variable resolution that is more fine-grained for peak-load or peak-production periods. The 
time division is adapted to capture the relevant variability in solar and wind power generation. 
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Fig. 1. Flowchart showing the nodes and energy flows in the MODEST model of the Swedish power 
and district-heating systems. 
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2.2. Studied scenarios 
Two scenarios are studied. Scenario A represents today's system while Scenario B involves 
large-scale solar and wind power integration. In the latter scenario it is assumed that 30 TWh 
of wind power generation annually has been added to the existing system, which increases the 
total generation capacity of the system and turns the Swedish power system into a net 
producer of electricity. In three cases (B2-B4) besides the base case of today's solar power 
(B1), solar power is added to the system in 10 TWh steps, up to 30 TWh. In the most extreme 
scenario (B4), 60 TWh of renewable power generation are added, which is almost equal to the 
total current nuclear power generation. The main questions are how large volumes of 
electricity from plants with practically no running costs entering the system alter the 
scheduling of other power plants within the country, if the mix for heat production changes, 
how net exports and imports change and how CO2 emissions are affected. 
 
2.3. Input data 
Model parameter values were chosen to make the model correspond to today's power system, 
with the year 2008 chosen as a representative year. All data were collected with the aim of 
reproducing the system performance of this year. Data for system parameters such as 
capacities, conversion efficiencies, resource limitations, prices, emission factors, etc., were 
collected from a variety of sources, including different statistics sources, authorities' reports 
and business reports. Some data, which were still considered sufficiently up-to-date were 
collected from a previous national-level MODEST study. Data for estimating the variable 
components in the system were obtained from empirical time series with an hourly resolution. 
Some variable components are electricity and heat loads, solar and wind power generation 
and electricity market prices. Electricity prices were collected from NordPool and EEX spot 
market data, solar power data from a previous study of large-scale solar power variability in 
Sweden, wind power data from a database with modelled wind power data based on a 
scenario for widespread wind power in Sweden, electricity demand from NordPool's power 
system data and heat demand data scaled up from heat load data for a local district-heating 
system. All data series are from 2008 except the wind power and solar power data, which are 
from 1999, a representative year in terms of annual availability of solar irradiation and wind 
energy. All of these data are reported in detail in [7].  
 
3. Results 

The results of the energy system optimisations for the studied scenarios are shown in Fig. 2 
and Fig. 3. Fig. 2 shows the energy balances for scenarios A and B. The impacts on the 
electricity and district heating production and the fuel use are visualised, as well as 
occasionally spilled energy, electricity imports and exports and CO2 emissions. Fig. 3 shows 
duration graphs for district heating in scenario A and in the extreme case B4. The bold lines in 
the latter figure represent the district heating demand and show the different demand levels 
sorted in decreasing order. The step length corresponds to the length of each individual time 
period in the model. The other curves show plant outputs in the time periods. 
 
As can be seen in Fig. 2 for the electricity production, the total production increases gradually 
in scenario B due to integration of wind and solar (B2-B4) power. This has no significant 
effect on the other parts of the electricity mix, apart from in case B4, where there is a small 
decrease in hydropower production. This is because some water has to be spilled as the 
capacity for electricity export is reached. This can also be seen in the graph for spilled energy. 
In the heat production mix, there is an incrementally larger contribution from heat pumps. 
This is because it is occasionally feasible to use excess electricity in the system for heating, 
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compared to other more costly alternatives. This is generally on the expense of heat-only 
production, but in B4 also of CHP. As seen in the graph for fuel use, the total use of fuels 
decreases accordingly, mainly biofuel but in all cases also oil as compared to scenario A. 
From the heat duration curve in Fig. 3 (case B4) it can be seen that the heat pumps, which in 
scenario A are exclusively used at high loads, are now feasible to use even at lower loads. 
 

 
 
Fig. 2. Energy system characteristics in Scenarios A (base scenario) and B (addition of wind power) 
with cases 1-4 (different solar power integration levels). 
 
Electricity exports increase due to the excess generation (Fig. 2), while imports decrease due 
to wind and solar electricity replacing imported electricity. This is reflected in the CO2 
emissions: emissions are reduced in power systems abroad due to export of electricity, which 
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is assumed to replace coal-fired marginal electricity production. National emissions, resulting 
from fuel combustion in the studied system, and global emissions, being emissions caused or 
replaced by electricity exchange with continental Europe, are shown separately in Fig. 2. The 
reduction of global emissions vastly exceeds the local emissions.  
 

 
Fig. 3. Duration curves for the district heating demand (solid bold staircase line) and contribution of 
different types of heat production meeting this demand. 
  
4. Discussion 

The major impact on the district heating system in scenario B is biomass-fuelled CHP being 
replaced by heat pumps. This is perhaps a questionable system solution because investments 
in CHP plants are utilised to a lesser degree. From an overall systems perspective it may seem 
more reasonable to use CHP in Sweden where the heat can be utilised in district heating 
systems and to install solar cells in countries with less district heating and a higher and less 
seasonally fluctuating insolation. However, on a liberalised electricity market, if solar cells 
become cost-effective, a large-scale integration is possible and would be something that 
district heating utilities would have to adapt to. With a large surplus generation from 
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renewables, the electricity prices would occasionally be very low, which would make it 
reasonable to decrease CHP production because of the low revenues from sold electricity. At 
the same time the low electricity prices would make electric heating, at least with heat pumps,  
cost-effective. It is important to note that neither competition with CHP, nor other impacts 
such as water spillage, pose any definitive limits to the integration of solar and wind power. In 
general, integration of variable power generation is not primarily restricted by any 
fundamental technological limits but is rather determined by economic trade-offs, depending 
on the balance between demand and generation locally and in neighbouring areas, 
transmission capacities, hydropower control and spillage [8]. 
 
Some limitations of the studied scenarios, which are based on today's power and district 
heating systems, have impacts on the results. For example, the increased use of heat pumps 
occurs when transmission capacities restrict the possibilities for electricity export. Therefore, 
increased transmission capacity to neighbouring countries would make it possible to export 
the electricity instead of using it for electric heating. An increased transmission capacity 
would probably accompany an extensive integration of renewable power generation. 
However, if solar and wind power penetration levels increase in other countries, its variability 
will to some extent be correlated to the variability of the Swedish plants. A production surplus 
in neighbouring countries would therefore reduce the possibilities for exports, despite a higher 
transmission capacity. Additional scenarios that take this into account would be needed for 
further studies. 
 
Another possibility that should be included in future scenarios is load management, which 
could help absorbing solar and wind power variability. Increased use of heat pumps could be 
seen as one type of load management, as it occasionally increases the electricity demand. 
Other types of demand response should be included as well. Another possible feature of the 
future power system is a changed electricity demand due to a large-scale introduction of 
electric vehicles. These could also introduce additional storage capacity to the system. A 
large-scale change to the district heating load is also possible, following energy efficiency 
measures in the built environment, which could possibly change the basis for the CHP 
production. But district heating may, on the other hand, also serve new purposes, such as 
industrial heat demand, absorption cooling and washing machines, which reduce seasonal 
demand variations and improve conditions for CHP production. Global warming and its 
effects on the climate could also be taken into account. For example, precipitation will 
probably increase in Sweden [9], which improves the hydropower ability to balance variable 
power generation. All of these possibilities should be included in further research. 
 
Some more fundamental limitations of the applied model should also be mentioned. The 
variability of combined solar and wind power is described in detail, but not the short time-
scale fluctuations that determine the instantaneous utilisation of reserve capacity. Moreover, 
hydropower control is modelled in an aggregated form and does not consider individual rivers 
where the flows between hydropower plants may be coupled. Another simplification is that 
bottlenecks in transmission capacity within the Swedish power system are not included. 
Combined, these simplifications may overestimate the flexibility of the power system. In 
reality, it would be possible e.g. for water spillage to occur for lower penetration levels of 
renewable power generation than the ones in case B4. 
 
5. Conclusions 

The energy system optimisation model MODEST has been used to study the Swedish power 
and district-heating systems with large-scale renewable power integration. It was found that 
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incremental amounts of solar and wind power added to the existing system do not cause any 
spilled energy until they reach the levels in the most extreme case where solar and wind 
power each produce 30 TWh annually. However, the large-scale renewable power integration 
reduces utilisation of investments in CHP plants due to an increased use of heat pumps and, as 
a consequence, leads to reduced use of biofuels for district heating. A major proportion of the 
added generation capacity produces a surplus that is exported. Further research should include 
scenarios for the major influential system components and parameters, such as domestic and 
foreign transmission capacity. 
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Abstract: The sustainable working media selection is one of the most important stages in renewable energy 
technologies. The compromise among such properties as contribution to greenhouse effect, flammability, 
toxicity, thermodynamic behaviour, performance specifications, and the others defines a sustainable decision.  
The aim of present work is to apply a fuzzy set methodology providing sustainability among thermodynamic, 
economic, and environmental requirements. The organic Rankine cycle (ORC) for the class of working fluids 
based on the hydrofluoroethers (HFE) is considered to demonstrate a proposed approach. To select new working 
fluids, which have no information on thermodynamic behavior, artificial neural networks (ANN) approach is 
offered to forecast the ORC energy efficiency. The ANN correlations for coefficient of performance (COP) and 
pressure ratio (output) as functions of critical temperature, critical pressure and normal boiling temperature 
(input) are built via REFPROP database. The validation set has been used to estimate the ORC energy efficiency 
without  of thermodynamic property calculations. The accuracy of ANN prediction for the cycle performances 
does not exceed 4% relative to the training set values. The Bellman – Zadeh model as the intersection of 
membership functions (fuzzy criteria mappings) is applied to sustainable selection of working media.   
 
Keywords: Working Fluids, Organic Rankine Cycle, Coefficient of Performance, Artificial Neural Networks 

Nomenclature  

COP 
K 
Ki 

M 
ni 

p 
RD 
T 
 

coefficient of performance………………… 
generalized criterion……………………….. 
local criterion……………………….. 
molar mass………………… ………gmole-1 

number of atomic species (i) 
pressure…………………………………MPa 
relative deviation………………………….% 
temperature……………………………..….K 
 

Z 
μ 
ρ 
Ψ 
 
C 
B 
opt 
th 
 

compressibility factor………………………... 
membership function………………………….. 
density……………………………..…. kgm-3   3   

flammability index…………………………….. 
Subscripts 
critical 
boiling 
optimum 
thermodynamic 
 

The paradigm of sustainable development considers an integrated solution of the ecological, 
economic, social and cultural problems arising from the design of technical systems. The 
transformation of renewable energy sources into mechanical work mainly is based on the 
application of the Rankine cycle. The Rankine cycle working on organic substances, the Organic 
Rankine Cycle, has found wide application as renewable energy technologies (RET). There 
are many criteria of efficiency of RET and the extreme values are desirable to reach for each 
ones taken separately. Usually, three main goals are involved in the design process: 
thermodynamic, economic and environmental.  The problem of prospective working media 
selection is closely connected with modern technologies based on the concept of sustainable 
development. To  utilize low  potential  heat  source,  the ORC working  fluids  should  
possess  normal  boiling temperature below 350 К,  practically    vertical  right  boundary  
curve  in  the temperature   –   entropy   diagram,     high   heat   of   evaporation,   high   density  
and comprehensible   operational   qualities.   The selection of working fluids with desirable 
combination of such properties as contribution to greenhouse effect, flammability, toxicity, 
thermodynamic behavior, performance specifications, and the others is one of the most 
important stages in RET simulation and design. Working fluid selection problem has been 
tackled using achievements of molecular theory, engineering experience and experimental 
studies [1] - [4]. Clearly, a working fluid that combines all the desirable properties and has no 
undesirable properties does not exist.  
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1. Sustainable ORC working fluids selection 

The aim of present work is to include a fuzzy set methodology in order to meet 
thermodynamic, economic, and environmental goals for working fluid selection in the ORC.  
To solve this problem, achievements of information technologies and the molecular theory, 
technical experience and experimental data are used. There is a multitude of efficiency criteria 
and the attainment of the extreme for each of them is the ultimate goal of the design. Usually 
a compromise among three basic criteria – energy, economic and ecological is considered. 
The generalized criterion of efficiency for all system as a whole is represented by a vector K, 
which includes local criteria Ki that reflect the set of requirements to ORC working fluids by 
the consumer. 
 
1.1. Tailored working fluid concept 

We consider here only such criteria, which are linked by certain relations R to the properties 
of working fluids P, i.e. the system defined by a three-tuple { K, R, P }. The relation R is a 
kind of technological operator and its structure can be determined via the equations of mass, 
momentum and energy balance, supplemented with the characteristic equation of state. It is 
usually impossible to estimate the performance attributes of refrigeration system from target 
properties (physical, chemical, ecological, and etc) correlated with molecular structure 
following to fundamental principles only. So, we need to enlist restricted experimental 
information to define real properties P via their model properties M (X). The set of model 
parameters X, as a mapping of the experimental data containing the observed properties P, 
gains in importance as information characteristics of substance by which its property behavior 
can be restored. A physical meaning is no less important for the vector X and should map the 
working fluid characteristics on the molecular level to select a proper molecular 
configuration. This is very convenient when one needs to be able to predict the properties of 
any molecular structure. The working fluid selection problem can be mathematically 
formulated as the multi-criteria optimization problem: to find 
 
Opt K [K1 (X), K2(X), … , Kn(X)], X ϵ XP                                                  (1) 
 
We assume that Kj(X) = || Pj, Mj(X) || is a "distance" between the desired (ideal) efficiency of 
system jP  and its real model Mj. For thermodynamic criterion, Kth the value jP  corresponds 

to the theoretical maximum of the efficiency objective function, e.g. efficiency of the Carnot 
cycle. Solution of multi-criteria problem is a finding of compromise among all criteria and 
constraints and can be formulated as follows: to construct the function 
 
K = K1 K2   . . . Kn .                                                               (2) 
 
The formal solution of problem is added up to determination of the optimum vector Xopt of 
such kind that |K (Xopt )|   |K (X)| for any  XXopt where  is preference sign. The model 
parameters Xopt identify a trade-off decision possessing to desired efficiency criteria. In our 
case the model parameters Xopt identify an optimum working medium having the desired 
complex of properties ("tailored" working fluid). Critical or/and fixed parameters of working 
fluids are typical examples of the information characteristics of substance linked with its 
molecular structure. 
 
Attainment of the optimum decision corresponds to the compromise among various criteria 
and displays the quality of engineering decisions. Criteria of sustainable development cannot 
be formulated on a strict mathematical basis and always have subjective character. The 
several approaches for finding the compromise between local criteria and constructions of 
generalized criterion function were offered. For example, in traditional thermodynamics 

860



World Renewable Energy Congress 2011 – Sweden 
8–13 May 2011, Linköping, Sweden 

Energy End-Use Efficiency Issues (EEE)

 

analysis, the concept exergy or exergy-ecological costs is introduced for monetary and power 
values. Additive convolution of power (COP) and ecological (Global Warming Potential – 
GWP)  parameters of efficiency has been offered for the analysis of refrigerating systems in 
TEWI criterion [4]. A weak point of such approaches is the implicit assumption about 
conformity of the economic (ecological) and energy efficiency objectives that contradicts a 
real situation. Finding the compromise actually is a non-trivial decision-making problem and 
cannot be formalized. There are some ways of transformation of vector criterion in scalar 
which were discussed earlier [5], [6].  
 
1.2. Multicriteria making decision 

Design objectives usually contradict with each other, so that is difficult to provide sustainable 
solution, which simultaneously satisfies both of them. Meaningful analysis of this ill-
structured situation should include uncertainty conception.  For the multicriteria problems the 
local criteria usually have a different physical meaning, and consequently, incomparable 
dimensions. It complicates the solution of a multicriteria problem and makes it necessary to 
introduce the procedure of normalizing criteria or making these criteria dimensionless. There 
is no unique method for the criteria normalizing and a choice of method depends on statement 
of problem having subjective nature.  In the present study, a next sequence of decision-
making steps is applied [6].  
 

 Determination of the Pareto optimum ( or compromise, or trade off ) set XP as the formal 
solution of  multicriteria problem to minimize uncertainty sources;  

 Fuzzification of goals as well as constraints to represent an ill-structured situation; 
 Informal selection of convolution scheme to transform a vector criterion into scalar 

combination of vector components. 

Sustainable decision is defined by the Bellman and Zadeh model [7] as the intersection of all 
local fuzzy criteria and is represented by its membership function μi(Х) as follows: 
 

C(Х) = 1(Х)∩ 2(Х) …∩ n(X)), i = 1,2,…, n;     XXP                              (3) 
 

The membership function of the objectives and constraints can be chosen linear or nonlinear 
depending on the context of problem. One of possible fuzzy convolution schemes is presented 
below. 

–  Initial approximation X-vector is chosen. Maximum (minimum) values for each criterion

iK  are established via scalar maximization (minimization). Results are denoted as 

“ideal” points { 0
jX  , j = 1…m }.  

–  Maximum and minimum boundaries for criteria are defined: 

.n...i),X(KmaxK;n...i),X(K)X(KminK jj
j

max
iiijj

j

min
i 1     1  000             (4) 

–  The membership functions are assumed for all fuzzy goals as follows 
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A final decision is determined as the intersection of all fuzzy criteria represented by its 
membership functions. This problem is reduced to the standard nonlinear programming 
problem. 
 
1.3. Cycle configurations 

Three main configurations of ORC are considered (Fig. 1) for typical working fluids R717, 
R123, and cyclohexane.   The modeling of characteristics of the ORC is based on the First and 
Second Laws of thermodynamics and described elsewhere [8]. 
 

 

Fig. 1.  ORC cycle configurations for different working fluids 
 
2.   ORC energy efficiency appraisal via artificial neural networks  

Thermodynamic behavior of one-component substances in gas and liquid phases has identical 
topological structure similar to the cubic equations of state. The reliable quantitative 
description of a thermodynamic surface can be achieved via similarity theory. From this point 
of view, critical temperature – TC and pressure – РС together with normal boiling temperature 
– ТB are the most rational parameters which provide correct description of thermodynamic 
surfaces near the saturation curve. 

2.1. Construction of ANN correlations. Results and discussion 

To select the ORC working fluid with better properties we need preliminary estimating 
thermodynamic properties and assessment of different efficiency criteria. To evaluate the 
cycle performance data the artificial neural networks capable to recognize complex input – 
output relationships is applied. At first step the training set was used to calculate the main 
cycle characteristics. In Table 1 temperature boundaries (Т3, Т4) and a range of admissible 
pressures (Рmin, Рmax) which characterize the operating conditions for ORC configurations 
are given. 
 
ANN represents the mathematical tool which during training allows establishing dependences 
between input data and target characteristics of any complexity. The purpose of training is to 
find factors of communications between neurons, which define abilities of a neural network to 
allocation of the latent relationships between input and output values. After training, the 
network becomes capable to forecast new data on the basis of the limited sample of known 
interrelations between input and output values. In this case, we aspire on the basis of the 
known information on the input TC, РС and ТB for restricted set of known substances which 
are connected by complex relationships with output value – COP, to predict energy efficiency 

Configuration A Configuration B Configuration C 
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of the Rankine cycle for little-studied working fluids only from critical parameters and normal 
boiling temperature. The ANN correlations for COP (output) as function of critical 
temperature, critical pressure and normal boiling temperature (input) are built on the 
REFPROP 8.0 database [9]. The training set consists of 15 components (R134a, R123, 
R1270, R717, R600a, R290, R245fa, R245ca, R236fa, R227ea, R142b, R125, R113, R22, 
R32).  
 
Table 1. COP comparison for the organic Rankine cycle with ANN calculations 
Working 
fluid 

Cycle 
Type 

  TC, 
  0C 

PC, 

MPa 
TB, 
0C 

T3, 
0C 

T4, 
0C 

Pmin, 

MPa 
Pmax, 

MPa 
СOР, 
%,[8] 

COP, 
%, ANN 

  RD, 
% 

R32 A 78.11 57.8 -51.7 31.3 30.0 19.3 20.0 0.36 0.38 -4.5
R32 B 78.11 57.8 -51.7 100.0 97.7 19.3 20.0 0.42 0.44 -4.3
R125 A 66.18 36.3 -48.1 40.1 30.0 15.6 20.0 2.32 2.38 -2.3
R125 B 66.18 36.3 -48.1 100.0 91.9 15.6 20.0 2.36 2.36 0.1
RE125 A 81.34 33.5 -35 100.0 79.0 10.1 20.0 5.77 6.02 -4.3
R134a A 101.0 40.6 -26.1 67.7 30.0 7.7 20.0 7.74 7.73 0.1
RE134 C 147.1 42.3 5.5 100.0 41.0 2.5 16.6 12.56 12.48 0.7
R143a A 72.73 37.6 -47.2 43.6 30.0 14.4 20.0 3.14 3.08 1.9
R143a B 72.73 37.6 -47.2 100.0 87.3 14.4 20.0 3.31 2.98 10.0
R152a A 113.5 44.9 -24 72.6 30.0 6.8 20.0 8.82 8.78 0.4
R152a B 113.5 44.9 -24 100.0 53.8 6.9 20.0 9.22 9.27 -0.5
RE170 A 126.8 52.4 -24.8 75.1 30.0 6.7 20.0 9.38 9.29 0.9
RE170 B 126.8 52.4 -24.8 100.0 53.0 6.7 20.0 9.68 9.84 -1.6
R218 C 71.89 26.8 -36.8 58.9 33.6 10.0 20.0 5.22 5.22 0.0
R227ea C 101.7 29.3 -16.4 83.8 44.2 5.3 20.0 9.20 9.22 -0.2
R236ea C 139.2 34.1 6.19 100.0 53.9 2.4 15.7 12.02 12.16 -1.1
R245ca C 174.4 39.2 25.1 100.0 53.7 1.2 9.3 12.79 12.96 -1.3
R236fa C 125.5 32.0 -1.4 100.0 48.6 3.2 19.3 11.63 11.55 0.6
R245fa C 154.0 36.4 15.1 100.0 50.7 1.8 12.7 12.52 12.51 0.1
RE245mc C 133.6 28.9 5.59 100.0 54.5 2.4 14.9 11.84 11.82 0.2
RC270 A 124.6 54.9 -31.5 100.0 41.6 8.2 20.0 8.86 8.62 2.7
R290 A 96.65 42.5 -42.1 57.1 30.0 10.7 20.0 5.91 5.91 -0.1
R290 B 96.65 42.5 -42.1 100.0 76.0 10.7 20.0 6.11 6.18 -1.2
RC318 C 115.2 27.8 -6 98.9 54.7 3.6 20.0 10.97 10.69 2.6
RE347mc C 164.5 24.8 34.23 100.0 56.4 3.6 20.0 11.72 11.22 4.3
R600 C 152.0 38.0 -0.5 100.0 48.4 2.8 15.3 12.58 12.53 0.4
R600a C 135.0 36.5 -11.7 100.0 45.3 4.0 20.0 12.12 12.11 0.1
R601 C 196.5 33.7 27.8 100.0 57.7 0.8 5.9 12.91 12.87 0.3
R601a C 187.7 33.9 36.1 100.0 58.4 1.1 7.2 12.75 12.75 -0.0
R1270 A 92.42 46.7 -47.7 48.5 30.0 13.1 20.0 4.28 4.28 -0.1
R1270 B 92.42 46.7 -47.7 100.0 81.2 13.1 20.0 4.53 4.16 8.2
C5F12 C 148.8 20.4 29 100.0 72.7 1.04 7.6 10.49 10.49 0.0
CF3I A 123.3 39.5 -21.9 85.2 30.0 5.6 20.0 10.63 10.68 -0.5
CF3I B 123.3 39.5 -21.9 100.0 39.6 5.6 20.0 10.93 10.93 -0.0
n-hexane    C 234.7 30.1 341.8 100.0 61.9 0.2 2.5 13.00 13.00   0.0
 
The construction of ANN includes the following sequence of actions: a choice of initial data 
for training; a choice of architecture of a network; dialogue selection of ANN parameters; 
process of training; check of adequacy of training (validation); and forecasting. Calculations 
were performed in Matlab Neural Network Toolbox environment ( http://www.mathworks.com). 
The back propagation algorithm has been used for ANN training. Output values in the initial 
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sample were calculated for various configurations of cycles based on thermodynamic 
properties as reported in [8]. As input values the given TC, PC and TB are used. The various 
architectures of neural networks with different neuron numbers and activation functions in the 
first and second layers were considered. The third layer of a network always contains one 
neuron with linear active function. 
 
For configuration A two hidden layers were used. The first contained two neurons and the 
second – one.  As activation function the hyperbolic tangent was used.  The training sample 
data for working fluids R125, R143a, R32 and R1270 were chosen. Testing was done for 
R152a, CF3I, and RE170. Check of adequacy was done for R290 and R134a. Results are 
listed in Table 1. 
 
For configuration B two hidden layers were used. The first contained five neurons and the 
second – one. As activation function the hyperbolic tangent was used. As training sample data 
for working fluids R125, R143a, R152a, and RC270 were used. Testing was performed for 
RE125, R1270 CF3I and RE170. Check for adequacy was considered for R32 and R290. 
Results are listed in Table 1. 
 
Construction of an artificial neural network for a configuration  C coincides with architecture 
of a network for a configuration B. Training sample included the following working fluids: 
R218, R236fa, RE245mc, C5F12, R600, R601a, and n-hexane. Testing was done on the set of 
substances: R227ea, R236ea, RE134, R245fa RE347mcc, R601, and final verification 
accordingly for RC318, R600a, and R245ca.  
 
Results of COP calculation for different ORC configurations are given in Table 1. Deviations 
of "experimental" values of COP [8] from calculated by means of the trained artificial neural 
network are within the error of calculations via the multi-constant equations of state [10] – 
[12]. Appreciable deviations of a relative error (more than 5 %) are observed for low COP 
values that have no principal meaning because we are interested by the working fluids with 
the maximal power efficiency. 
 
The organic Rankine cycle for the class of working fluids based on the hydrofluoroethers 
(HFE) is considered to demonstrate a proposed approach. Critical properties of HFEs were 
taken from Ambrose et al [13]. Flammability indices correlated to atomic species by simple 
ratio of fluoride (nF) and hydrogen (nH) atoms Ψ = nF/(nF+nH) are given in Table 2. The 
normal boiling points for HFEs were restored from Murata et al. correlations [14]. 
Temperature boundaries were taken for configuration A in range 300…315K.  
 
To select the trade-off working fluid the membership functions (5) for energy efficiency 
(μCOP) and ecological safety (μGWP) as function of critical parameters were calculated at 
following assumptions: COPmax = COPCarnot ; COPmin = 3.64 and GWPmax =500; GWPmin = 0.  
Flammability index (Ψ > 0.7) was considered as constraint. Intersection of membership 
functions defines the compromise solution for each HFEs under consideration. Final decision 
is chosen after comparison of compromise solutions with flammability index.  
 
The COP comparison among the ORC with HFE working fluids (Table 2) shows the 
maximum value 4.1% for C5H2F6O2 and minimum COP – 3.6% for C2HF5O. The energy 
efficiency of HFE – C5H2F6O2 looks more attractive among widespread industrial HFEs: 
HFE-125 (CF3OCF2H), HFE-134 (CHF2OCHF2) HFE-143a (CF3OCH3), HFE-227me 
(CF3OCFHCF3), HFE-245mf (CF3CH2OCF2H), HFE-245mc(CF3CF2OCH3),HFE-254pc 
(CHF2CF2OCH3), HFE-356mec (CF3CHFCF2OCH3), HFE-356mff (CF3CH2OCH2CF3), 
HFE-7000 (HFE-347mcc) (n- C3F7OCH3), HFE-7100   (HFE-449mccc) (C4F9OCH3), (HFE-
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449mccc) (C4F9OCH3), and HFE-7200 (HFE-569mccc) (C4F9OC2H5). The C5H2F6O2 
flammability index is also appropriate (Ψ = 0.75) but near limiting value 0.7.   
 

Table 2.  Critical parameters, COP, and flammability index for hydrofluoroethers  
Working fluids М, gmole-1 Тc, К рс , МPа ρc , g cm-3   ZC   Ψ СОР,%

C2HF5O 136.021 354.49 3.35 0.579 0.267 0.83 3.64 
C2H2F4O 118.030 420.25 4.23 0.529 0.270 0.67 3.94 
C2H3F3O 100.040 498.50 4.82 0.485 0.240 0.50 3.94 
C3F6O 166.022 361.90 3.06 0.610 0.277 1.00 3.64 
C3F8O2 220.018 372.40 2.33 0.610 0.271 1.00 3.65 
C3HF7O 186.028 387.80 2.62 0.550 0.275 0.88 3.75 
C3H2F6O 168.038 428.90 3.04 0.553 0.269 0.75 3.94 
C3H3F5O 150.047 462.03 3.54 0.553 0.259 0.63 3.94 
C3H3F5O 150.047 406.82 2.89 0.500 0.256 0.63 3.92 
C3H5F3O 114.066 449.05 3.51 0.412 0.260 0.38 3.94 
C4F8O 216.029 400.00 2.69 0.680 0.257 1.00 3.89 
C4F10O 254.026 391.70 1.87 0.630 0.232 1.00 3.75 
C4HF7O2 214.038 452.88 2.87 0.597 0.273 0.88 3.94 
C4HF7O2 214.038 435.06 2.65 0.569 0.275 0.88 3.94 
C4HF9O 236.036 412.63 2.26 0.499 0.311 0.90 3.93 
C4H2F8O 218.045 421.60 2.33 0.533 0.272 0.80 3.94 
C4H2F8O 218.045 444.63 2.57 0.581 0.261 0.80 3.94 
C4H2F8O2 234.045 449.81 2.41 0.571 0.265 0.80 3.94 
C4H3F5O 162.058 455.03 2.91 0.486 0.258 0.63 3.94 
C4H3F7O 200.055 455.10 2.77 0.576 0.255 0.70 3.94 
C4H3F7O 200.055 437.60 2.48 0.530 0.257 0.70 3.94 
C4H3F7O 200.055 433.21 2.55 0.542 0.261 0.70 3.94 
C4H3F7O 200.055 463.89 2.71 0.541 0.260 0.70 3.96 
C4H4F6O 182.064 459.60 2.70 0.481 0.267 0.60 3.95 
C4H4F6O 182.064 476.31 2.78 0.500 0.256 0.60 4.03 
C4H5F5O 164.074 431.13 2.53 0.448 0.258 0.50 3.94 
C5F10O 266.037 427.00 1.90 0.600 0.237 1.00 3.82 
C5H2F6O2 208.059 485.10 2.77 0.720 0.198 0.75 4.11 
C5H2F10O 268.053 447.40 2.14 0.582 0.265 0.83 3.84 
C5H3F7O 212.066 476.55 2.58 0.538   0.256 0.70 4.03 
C5H3F7O 212.066 467.64 2.52 0.518 0.266 0.70 4.00 
C5H3F9O 250.062 475.74 2.23 0.563 0.251 0.75 3.90 
C5H3F9O 250.062 462.72 2.37 0.558 0.276 0.75 3.93 
C5H3F9O 250.062 473.01 2.24 0.550 0.259 0.75 3.90 
C5H5F5O 176.085 475.54 2.64 0.494 0.238 0.50 4.05 
C5H5F7O 214.081 481.54 2.38 0.497 0.256 0.58 3.92 
C6H3F9O 262.073 498.97 2.20 0.520 0.267 0.75 3.82 
C6H3F11O 300.070 486.48 1.95 0.567 0.255 0.79 3.89 
C6H5F9O 264.089 482.02 1.98 0.518 0.251 0.64 3.90 

 

2.1. Conclusions 

Fuzzy set approach is powerful tool to finding of compromise among energy efficiency, 
environmental constraints and economic indices of working media in conceptual RET design. 
In this work, criteria of sustainable development for renewable energy technologies of 
transformation low potential sources of heat into work on the basis of the ORC were 
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developed.  For search of new working fluids, which have no information on thermodynamic 
behavior, ANN approach is proposed to forecast energy efficiency of the Rankine cycle. On 
the basis of the limited data about critical parameters and normal boiling temperature of 
substances for various configurations of cycles, the values of COP are determined without the 
calculation of thermodynamic properties. 

This study is one of first attempts to apply methodology of tailored substances to selecting 
optimum working fluid for ORC. Construction of ANN correlations between information 
characteristics of working fluids and criteria of efficiency of Rankine cycle narrows the area 
of compromise search in the space of competitive economic, environmental and technological 
criteria. 
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Abstract: This paper analyzes the interactions between a number of key energy characteristics of German 
industrial plants in 2006, using an exceptionally rich dataset comprising more than 44 000 plants. Already by 
using basic descriptive statistical techniques we find that larger energy users tend to use energy less efficiently. 
This correlation is particularly prevalent in sectors with high energy intensity. We identify an energy mix effect 
as the main driver of this interrelation, since larger energy consumers tend to use less electricity in relation to 
other fuels, and electricity can be deployed more efficiently. The energy mix effect is also one of the reasons 
behind a negative correlation between energy intensity and the emission factor. From the correlation between 
plant-level energy intensity and gross output, we infer on the existence of increasing and decreasing returns to 
energy. We identify increasing returns to energy in most sectors, but decreasing returns to energy in some of the 
particularly energy intensive sectors. 
 
Keywords: Energy intensity, Emission factor, Manufacturing, Microdata 

1. Introduction 

The industry sector1 is a major energy consumer and it is receiving growing attention from 
researchers and politicians, who see it as a prominent battle ground in the fight against climate 
change, resource scarcity and energy insecurity. According to IEA data for 2006 [1][2], the 
German industrial sector Germany is responsible for 22 % of total final energy use and 15 % 
of CO2 emissions. As the industry sector is fundamental for economic growth and 
employment in most countries, politicians are reluctant to cut industrial energy use by limiting 
the overall size of the industry sector. Consequently, policy initiatives mostly aim at boosting 
industrial energy efficiency and reducing the average carbon factor of energy inputs. Recent 
examples of policies in Germany include, amongst others, the “Heat-Power Cogeneration 
Act”, the Ecological Tax Reform and the “Large Combustion Plant Directive”. The effective-
ness of such measures, however, is limited by economic and technological restrictions 
inherent to the industry sector, and a thorough understanding of these restrictions is vital for 
policy design. In particular, energy intensity2 and total energy use are not independent of each 
other. Several effects link a plant’s level of energy use and energy intensity.3 Conceptually, 
these effects can result in either a positive or a negative correlation between the two measures.  
 
For example, if the amount of energy needed to produce the last unit of output decreases with 
rising energy use, larger energy users would on a verage use energy more efficiently. Such 
increasing returns to energy would imply a negative correlation between energy intensity and 
energy use. Conversely, in the case of decreasing returns to energy, the amount of energy 
                                                           
1 We define the industry sector as the mining, quarrying and manufacturing sectors with ISIC codes C and D.  
2 We use energy intensity as an inverse measure of energy efficiency and calculate it as the ratio between total 
energy use (in kWh) of a plant and gross output (in 1000 EUR) of a plant. The use of gross output instead of 
value added which accounts for inputs is dictated by data availability. See Petrick et al. [3] for further discussion 
of this issue. 
3 The existing literature on the interaction between energy use and energy intensity as well as their determinants 
is widely ramified. Since a comprehensive review of the existing literature is beyond the scope of this paper, the 
reader is referred to the excellent review by Gillingham et al. [4] and the references given therein. 
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needed for the last unit of output increases with rising output, and energy intensity and total 
energy use would be positively correlated. Note that in both cases a correlation between 
energy intensity and output is also implied. In the first case, a (ceteris paribus) concave 
demand function for energy implies a negative correlation between energy intensity and 
output, while in the second case the demand function is convex and energy intensity and 
output are positively correlated.4 In either case the effect of returns to energy can be distorted 
by an energy mix effect. We hypothesize that with rising overall energy use, the composition 
of plants’ energy mixes changes and, in particular, the share of primary fuels, such as natural 
gas or coal, rises at the cost of the share of electricity and other processed fuels. Since 
electricity can be used more efficiently than primary fuels (with regards to output per used 
kilowatt hour), overall energy intensity is (ceteris paribus) expected to decrease with a rising 
electricity share and thus to increase with a rising fuel use due to the energy mix effect.  
 
Apart from the interaction between total energy use and energy intensity, we analyze the link 
between energy use, energy intensity and the plant-specific emission factor, i.e. the ratio 
between CO2 emissions (in t) and energy used (in kWh). At first glance it appears that 
exceptionally efficient energy users also try to minimize their carbon footprint (in part in 
response to policy) since plants with advanced technology are more likely to be both efficient 
and clean. At second glance, however, the energy mix effect might distort this picture; 
because the carbon factor of electricity is high due to conversion losses. The energy mix 
effect could thus lower the emission factor with increasing energy use and increasing energy 
intensity. To combine the interactions between efficiency of energy use and the carbon factor, 
we complement this part of the analysis with findings about a plant’s carbon intensity, defined 
as the ratio of CO2 emissions per gross output (in g/1000 EUR).5 
 
In this paper we analyze the impact of returns to energy and energy mix effects on the link 
between energy use and energy intensity by measuring the net correlation between energy use 
and energy intensity. We also analyze the link between energy and carbon intensities as well 
as the plant specific emission factor in order to answer the question whether more efficient 

                                                           
4 To understand why increasing returns to energy imply a negative interrelation between output and energy, 
consider a production function that abstracts from all other production factors. Such a production function 
y=f(e), where y is the output und and e is the production factor energy, exhibits increasing returns to energy if it 
is convex. The implied factor demand function e=g(y) is the inverse of the production function and concave, i.e. 
the second derivative is negative. From the factor demand function, energy intensity (denoted eint) can be 
derived as a function of output:  
 

y
)y(g =eint  (1) 

 
The sign of the derivative of eint with respect to y depends on the sign of the difference between marginal 
productivity and average productivity: 
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Since the second derivative of the factor demand function is negative, average factor demand will always be 
larger than marginal factor demand – which is exactly the intuition of increasing returns to energy (we assume 
that the Inada conditions hold). Thus, in the case of increasing returns to energy, the interrelation between energy 
intensity and output should be negative. In the case of decreasing returns to energy, the implied factor demand 
function would be convex, and the same argument (with exchanged sign) would hold – in the case of decreasing 
returns to energy, the interrelation between energy intensity and output should be positive. 
5 The same caveat as in the case of energy intensity applies, cf. footnote 2. 
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plants are also cleaner. To get a better picture of the differences between sectors, we present 
results not only at the aggregate level, but also for selected sectors of particular interest. 
 
2. Data and Methodology 

This paper is part of a research project that uses an exceptionally rich dataset, parts of which 
have only recently been made available by a r esearch data centre of the German Official 
Statistics. The “AFiD panels”6 are a collection of microdatasets comprising observations at 
the plant and enterprise level for various sectors, including industry. For this paper we use the 
panel “Industrial Plants” [5] in combination with an energy use module [6]. The combined 
dataset contains annual observations for up to 68 000 industrial plants per year from 1995 to 
2006. In this paper we concentrate on the most recent cross section and use 2006 data, 
comprising 44 080 plants. An important feature of the data at hand is that it is  based on a 
mandatory survey that each plant with more than 20 employees is required to answer. Thus, 
the degree of representativeness of our dataset is exceptionally high.7 A more detailed 
description including a list of all variables included in the datasets as well as information on 
the underlying statistics can be found in Petrick et al. [3].8 
 
To analyze the interrelation between the energy and production characteristics, we use basic 
correlation analysis. We calculate Spearman’s rank correlation coefficients for all plants in the 
dataset as well as for selected sectors that are particularly interesting with regards to their 
energy use patterns. We use Spearman’s correlation coefficient instead of Pearson’s in order 
to minimize sensitivity to outliers. However, results based on Pearson’s correlation coefficient 
can be obtained from the authors on request. 
 
3. Results 

To study the link between total energy use and energy intensity as well as the underlying 
mechanisms, we begin with the aggregate effect. For the German industry as a whole we find 
a strong and significant positive correlation between energy use and energy intensity 
(Table 1). This implies a negative correlation between energy use and energy efficiency 
which could be explained either by decreasing returns to energy for energy or by a fuel mix 
effect. 
 
At the aggregate level, it is not clear whether this correlation is driven mainly by differences 
between plants or between sectors. Since energy intensive sectors like the cement, glass and 
ceramics, paper or metal manufacturing industries are responsible for the lion’s share of 
overall energy consumption, plants in these sectors are also large energy users. This is 
confirmed by Petrick et al. [3], who isolated the heterogeneity between different sectors by 
calculating the correlation between the sector medians of total energy use and energy 
intensity.9 To control for cross-sectoral heterogeneity in this paper, we compute correlation 
measures within sectors (see Figure 1). We find that energy intensity and total energy use of 
plants are positively correlated also within sectors. The correlation is particularly strong in 
sectors that are highly energy intensive, like the paper and pulp, glass and ceramics, mineral 
                                                           
6 AFiD: “Amtliche Firmendaten für Deutschland“, English: Official Firm Data for Germany. 
7 In the process of data cleansing we drop plants with an annual turnover below 10 000 EUR and those that 
reported an electricity consumption of zero. In 2006, 3 586 out of 47 666 plants were dropped. 
8 Presentation of results is limited by the legal requirement to preserve the confidentiality of data on individual 
plants. For this reason, all research output has to be approved by staff at the research data centre before 
publication. 
9 Aiming to get results that are robust towards large differences between different plants of different sectors is 
one reason why we use Spearman’s rank correlation coefficient instead of Pearson’s correlation coefficient. 
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processing (incl. cement) or iron and steel sectors. Since energy use and carbon emissions 
(and also energy intensity and carbon intensity) are highly correlated, we also find a positive 
correlation between carbon emissions and energy intensity, as well as between carbon 
intensity and energy use (Table 1). 
 
Table 1. Spearman’s rank correlation coefficients for selected variables at the plant level (2006 data). 
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Energy intensity 
(kWh/1 000 EUR) 

0.60      

CO2 emissions (t) > 0.9 0.58     
Carbon intensity 
(g/1 000 EUR) 

0.59 > 0.9 0.61    

Emission factor 
(g CO2/kWh) 

-0.15 -0.20 -0.02 -0.01   

Share of electricity in 
total energy use (%) 

-0.14 -0.21 (-0.01) -0.03 > 0.9  

Gross Output 
(1 000 EUR) 

0.68 -0.09 0.69 -0.08 (-0.01) -0.01 

Own calculations. In cases of “>0.9” the exact value is not available to ensure confidentiality of the 
data. Coefficients in brackets are not significant at the 1 % level. 
 
While increasing returns to energy should allow larger plants to use energy more efficiently, 
this is obviously not the case in the data, either because there are no increasing returns to 
energy or because increasing returns to energy are outweighed by a counteracting fuel mix 
effect, as described in section 1. To shed more light on this issue, we study the correlation 
between energy intensity and gross output. Aggregated across all sectors, we find a 
statistically significant but very weak positive correlation. This picture becomes more diverse 
as we look at the correlation in specific sectors (Figure 1). In energy intensive sectors, namely 
in the paper and pulp, glass and ceramics, mineral processing as well as iron and steel sectors, 
correlation between energy intensity and gross output is positive, indicating decreasing 
returns to energy. Notable exceptions among the energy intensive sectors are the mining, 
quarrying, chemicals as well as the non-ferrous metals and foundries sectors. In most other 
sectors energy intensity and gross output are negatively correlated, indicating increasing 
returns to energy. Nevertheless, since the correlation coefficient does not usually exceed 0.25 
in absolute value and the correlation between energy intensity and gross output is only a 
rough indicator, the impact of increasing or decreasing returns to energy seems to be limited.  
 
Apart from increasing and decreasing returns to energy, we earlier identified an energy mix 
effect as another potential driver linking energy use and energy intensity. As the negative 
correlation between the share of electricity in the energy mix and total energy use of a plant 
illustrates, excessive energy users tend to use relatively little electricity but rely more on other 
fuels (Table 1 and Figure 1). Natural gas is especially important as an alternative; in certain 
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cases also coal (e.g. in the iron and steel sector, the mineral products sectors or the mining and 
quarrying sectors) or renewables like biomass (the pulp and paper sectors are one example; cf. 
Petrick et al. [3]). Since electricity is already a highly processed fuel, it can be employed very 
efficiently – energy intensity and the electricity share in a p lant’s fuel mix are negatively 
correlated, both at an aggregated and mostly also at the sectoral level (Figure 1). Note that the 
correlation coefficients for electricity share and energy intensity as well as for the electricity 
share and total energy use are much larger than the correlation coefficient for energy intensity 
and gross output, in most sectors and at the aggregate level. From this we infer that the strong 
positive correlation between energy use and energy intensity found at the sectoral and 
aggregate level is mainly driven by the energy mix effect: with rising overall energy use the 
share of electricity in a plant’s fuel mix decreases. Since electricity can be used rather 
efficiently, overall energy intensity is expected to rise accordingly.  
 

 
Figure 1. Spearman’s rank correlation coefficients between selected variables within sectors (2006). 
Only coefficients that are significant at the 1 %-level are shown. The three-digit sector identifiers refer 
to the corresponding ISIC codes. 
 
Apart from the link between total energy use and energy intensity, we also analyze the 
mechanisms linking energy use – and thus energy intensity – and the emission factor. The 
emission factor (or carbon factor) is the ratio of emitted CO2 from fuel combustion per unit of 
energy (in g CO2/kWh). We find a statistically significant negative correlation between 
emission factor and energy use as well as energy intensity (Table 1). The link between energy 
intensity and emission factor stands out in particular. Contrary to intuition, more energy 
efficient plants actually use a dirtier fuel mix in the sense of a higher carbon factor. This result 
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not only holds for all sectors in general, but also for most individual sectors, especially for the 
energy intensive ones, with the exception of the rubber and plastics sector (Figure 2).  
 

 
Figure 2: Spearman’s rank correlation coefficients between emission factor and selected variables 
within sectors (2006). Only coefficients that are significant at the 1 %-level are shown. The three-digit 
sector identifiers refer to the corresponding ISIC codes. 
 
To understand this paradox, it is vital to understand the role of electricity. As mentioned 
before, electricity can be used very efficiently, but at the same time its emission factor is high 
due to conversion losses in the energy conversion sector. In fact, the 2006 carbon factor for 
electricity was 2.9 times the carbon factor of natural gas and still 1.7 times the carbon factor 
of hard coal.10 Consequently, a production technology that uses a lot of electricity may be 
very energy efficient, but since the carbon factor of electricity is very high, the carbon 
efficiency advantage of that technology may be smaller than the energy efficiency advantage 
relative to a technology less intensive in electricity. These two opposing effects also account 
for a low correlation between the emission factor and carbon intensity for some sectors and 
for the aggregate of all sectors (Figure 2). Some particularly energy intensive sectors, like the 
glass and ceramics sector, the mineral processing sector or the paper and pulp sector, are 
exceptional here. In these cases energy intensity and emission factor are especially highly 
correlated, implying that the energy efficiency advantage of using electricity is particularly 
large (cf. also the correlation between energy intensity and electricity share for these sectors 
from Figure 1). In fact, it is large enough to outweigh the carbon factor disadvantage, leading 
to the paradoxical situation of a high emission factor together with low carbon intensity. 
                                                           
10 The carbon factor of electricity in 2006 was 585 g per kWh. It is calculated for the average German electricity 
mix as the ratio of all direct CO2 emissions from fossil fuel combustion divided by the available electricity 
supply. Thus, different emission factors for the primary fuels used by the power plants are accounted for, but 
indirect emissions through production and transport of the primary fuels are not accounted for (own calculations 
on the basis of AGEB [7] and Umweltbundesamt [8]).  
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The same argument explains why larger energy consumers have lower emission factors, both 
across and within sectors. Since plants that use more energy tend to rely less on electricity, 
they do not have to shoulder the burden of conversion losses in their specific emission factor. 
At the same time, their energy intensity tends to be higher. The two effects partly offset each 
other and the effect of the emissions factor on t otal CO2 emissions is small, although still 
negative, with the same aforementioned exceptions (Figure 2). 
 
4. Discussion and Conclusions 

In this paper we use new microdata on 44 000 industrial plants to analyze the use of energy in 
industrial production in Germany. Our dataset allows for the analysis of plant-level energy 
use and emission patterns with extraordinary detail, accuracy and representativeness. Since 
the dataset also includes information on the plants’ monetary gross output, we are able to 
draw conclusions not only about the level, but also about the productivity of industrial energy 
use in Europe’s largest economy.  
 
We find that energy use and energy intensity are positively correlated, both at the aggregate 
level and within specific sectors, i.e. larger energy users tend to use energy less efficiently. 
This correlation is especially high for sectors with high energy intensity. We identify an ener-
gy mix effect as the main driver of this interrelation, since larger energy consumers tend to 
use less electricity in relation to other fuels, and electricity can be deployed more efficiently. 
Increasing and decreasing returns to energy are of less importance and not uniform across sec-
tors. By means of the correlation between energy intensity and gross output, we identify in-
creasing returns to energy in most sectors, but decreasing returns to energy in some of the par-
ticularly energy intensive sectors. The energy mix effect is also one reason for a negative cor-
relation between energy intensity and the emission factor, since energy efficient plants tend to 
use more electricity, which has a comparably high emission factor. The efficiency advantage 
of electricity is outweighed by a carbon factor disadvantage, at least for industry as a whole.11  
 
Our paper sheds light on the crucial role of electricity. Despite the fact that electricity is often 
seen as a climate friendly alternative in industrial production in the public discussion, we find 
that the carbon burden from conversion inefficiency in the power producing sector usually 
leads to higher emissions in end use. Nonetheless, it would be hasty to discard the emission 
saving potential of electricity in industrial final energy use in future policies because the emis-
sion factor of electricity is decreasing over time (Figure 3). In 1995, t he emission factor of 
electricity was 694 g CO2/kWh, i.e. 110 g more than in 2006. Once the share of low-carbon 
fuels and renewables in electricity generation is sufficiently high, their emission-reducing 
effect might outweigh the detrimental effect of conversion losses. Technological progress is 
also working in favor of electricity, enhancing not only end use efficiency but also conversion 
efficiency in the power sector. This adds to the many other arguments for using electricity in 
the industrial sector, such as the high flexibility of use, resilience towards supply insecurities 
because of substitutability of primary fuels and ease of handling. 
 
On balance, this paper has shown that the plant-level energy mix, energy intensity and level of 
energy use are not independent of each other. Hence, it is important to take into account the 
energy mix when designing policy measures targeted at reducing energy intensity.  

                                                           
11 A note of caution is advised with regard to the methodology. We focus on absolute correlations that should not 
be interpreted as causal relationships. Analysis of partial correlations, e.g. via regression analysis, is left as a task 
for future research. 
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Figure 3: Development of average emission factor of electricity in the German public grid (in g CO2/ 
kWh). Source: 1995-2005:Umweltbundesamt [9], 2006: own calculations based on the same source. 
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Abstract: This study proposes a reliable way of distribution and transfer of electricity cost to both the urban 
and rural consumers in Ghana. While the Robin Hood principles borrows the essence of the strategy used in this 
model by a British folklore character by the same name, in providing resources for the deprived and in this 
context an equitable demand and supply of electricity. The Donkey principle highlights the strategic billing 
policy used in Ghana, which suggests that urban communities should carry some of the cost burden of energy 
used by rural communities. The study aims at promoting strategies and educating the public on realistic solutions 
to the energy crisis. In Ghana, people in the rural communities lacks credit to afford almost any form of 
renewable energy system due to irregular source of income, although the bulk of consumables (agro based) are 
produced by them. Infrastructure in some rural communities is inadequate. In contrast, majority of the urban 
dwellers have access to credit and spend a reasonable amount of their earnings on electricity primarily focused 
on business and leisure. The study also addresses cost, motive, frequency and reasons for acquiring and using a 
secondary source of energy (SSE). The results of the study suggest a more just and equal system of distribution 
and billing of electricity cost.  
 
Keywords: Robin Hood, Donkey, Secondary Source of Energy (SSE), Distribution, Ghana 

1. Introduction 
 

Rapid increase in population and increased material consumption always has its toll on the 
general resources of any given economy. Energy seen as the bedrock of every society is vital 
for a growing economy to flourish. In Ghana, many rural sectors do not have access to 
electricity1, 4, and 8. The government often spread out the hope of embarking on an extensive 
electrification project. However, lack of capacity, quality planning and sound framework 
always turns up to become the “Achilles´ heel” in economic development and environmental 
sustainability.  For those rural areas that are accessible to the national electricity grid, lack of 
technical and economic capacity undermines the efficiency and reliability of systems; these 
are plagued with unauthorized excessive power failures making it impossible for the citizens 
in these communities to be able to utilize the full potential of the energy to increase 
productivity. 
 
Over the years, there have been advocacy for a solar home solution (SHS) for the rural 
communities of developing countries. As thoughtful as some of these arguments and proposed 
models might sound, they most often than not miss the point in their generalization of 
systematically unproven panacea for the entire energy situation in all rural communities in 
developing countries. These experts end up re-grouping at the theory-formulation table to 
either revise their theories or come up with newer perceived solutions convinced that it would 
work the next time round. 
 
For instance, Srinivasan7 proposed pre-payment system as a way to curb SHS acquisition 
defaults as well as enhance the degree of acquisition in the rural communities.  As laudable as 
the proposal is, it seems to ignore or did not anticipate some factors that have direct or 
indirect influence in such systems. To date, many energy service providers in developing 
countries have battled the complex nature of the process of prepayment and its collection 
system, thus meriting a careful scrutiny. It is noteworthy to examine some of the impacting 
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factors, which include but not limited to a country´s infrastructure (accessibility to internet 
and related mobile service that are essential support systems for pre-payment mode as well as 
reliable banking and financial institutions willing to provide credit for the needy), economic 
and social configuration, per-capita income with special emphasis on individual/household 
income, the reliability of such income and its purchasing power as well as levels and 
classifications of such income and its determinants in developing countries. Moreover, 
administrative logistics and its bottlenecks which includes cost of personnel to inaccessible 
rural communities’ makes pre-payment difficult and inaccessible for many people.  
 
2. Definitions and Limitations 

The social background of the principle:  In most developing countries, the urban 
communities enjoy a relatively large percentage of the national cake in the forms of basic 
amenities and infrastructures like roads, access to good drinking water, affordable housing, 
and a reasonable access to modern health care unlike their rural counterparts. The situation 
compounds with an ongoing problem in that most of the rural communities have to contend 
and be content with an under-developed agro-based industry. This agro-based industry lacks 
proper incentives to help them add value to their produce. Inadequate infrastructure in the 
context of storage facilities as well as good transport network exposes these rural dwellers to 
opportunist intermediaries who offer to take their produce at less than the realistic market 
price. Consequently, rural economic development often stalls since they lack enough 
compensation for their hard work resulting in their inability to save some of their earnings – 
thus the typical cyclical nature of poverty. 
 
The Robin Hood principle: This principle denotes taking from the rich and giving to the poor 
thus becoming a proposed model recommended by this study to help policy makers to resolve 
energy distribution for both urban and rural sectors of the Ghanaian economy2, 3. The concept 
of ‘taking’ in the principle denotes 1) weaning the urban dwellers off the main grid to help 
allocate the excess capacity to the rural areas. The urban dwellers are then encouraged to 2) 
adapt to renewable energy systems. Since there are few industrial activities in the rural areas 
and the need of the energy are simple, the benefits of this proposal become sound because the 
rural communities get the needed opportunity to develop the agro-base sector, creating jobs 
and mitigating the rural – urban migration influx. The Robin Hood principle also presumably 
suggests that most urban dwellers are in better position to afford renewable energy arguably 
due to access to credits and loans from financial institutions6.  
 
The Donkey principle: Donkeys have the potential of easily carrying 20 to 30 percent of their 
own body weight and thus suitable as beast of burden; other use of donkeys includes farming 
and transportation. Donkeys have the tendency to resist any form of force or intimidation if 
for whatever reason they consider submitting to such demand to be dangerous to them9

. The 
Donkey principle is an allegory used in promoting the practicality and transparency required 
to ensure a fair billing system of electricity usage. The Donkey principle is coined from a 
billing policy in Ghana, where a government directive through levies makes it possible for 
corporate firms and urban communities to carry some of the cost burden of the electricity used 
by the poor rural communities. The same policy suggests that the extra cost paid by the urban 
citizens covers rural electrification projects as well as setting up streetlights at strategic 
locations across the country. Since the core idea is to promote social fairness, the noble 
assumption will be for the administrative aspects including methods for collecting, managing, 
monitoring and executing that the required projects are made public. On the contrary, 
everything concerning rural electrification and other related projects are usually activities 
initiated under cloak and dagger. Giving power to the people in essence should include some 
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measure of openness and this usually aims at building trust. The people paying these monies 
often feels cheated since there is no formal accountability from the authorities that are 
supposed to be in charge of providing this vital service for the nation. Thus, the donkey 
theorem recommend a clear-cut system, where an institution is set up to monitor and report all 
the monies accumulated from this strategic billing as well as give a clear framework and 
timeline as to how the monies are disbursed for the projects that they are collected for. 
 
Social responsibility: The adoption of a photovoltaic system often reduces pollution. Thus 
photovoltaic system promises clean sources of energy especially the reduction of carbon 
emission. The conventional energy systems on the other hand, use other types of fuel (gas, 
diesel, petroleum products and wood) in generating energy, thus depleting the natural 
resources and causing environmental harm. For these reasons, adapting green energy sources 
promotes social responsibility. 
 
For this study, the term energy refers to both conventional and renewable systems for 
generating or providing electricity.  
 
Secondary source of energy from this point cited as SSE; is the sum total of all sources of 
energy and light generating systems readily available to end user both in the urban and rural 
communities. The list includes but not limited to candles, kerosene lamps, torch and flash 
lights, generators.  
 
Distribution of photovoltaic energy identifies all the efforts made to deploy the technology to 
the end user. The processes involved in the distribution details down to where and how to 
make the photovoltaic technology available to the end user. These include profiling of end 
users energy needs, packaging, transportation and installation among others.6 

 
Ghana is a West African country with a population of about 24 million with an approximately 
1.9 percent population growth rate. Ghana´s electricity production and consumption and 
exports as at the year 2007 were 6.7 billion kWh (kilowatt hours), 5.7 billion kWh and 2.49 
billion kWh respectively. Since the demand of energy outweighs it supply, availability and 
accessibility to alternative sources of energy would be preferred by the over 9.2 million 
citizens in Ghana without electricity6. 
 
This research does not take into consideration issues like the per-capita income of the rural-
urban population. Nevertheless, it mentions the minimum income of the people in Ghana and 
figures out the percent of such income that goes to energy consumption.  Furthermore, there 
were practically no individual volunteers ready to divulge their actual income as well as the 
percentage they spend on SSE. In addition, there proved to be virtually no relevant secondary 
sources of reference in relation to this parameter. Information gathered and used to develop 
the principles, is primarily based on covert questions asked under friendly atmosphere and 
mainly through acquaintance, which involves among others some speculative responds and 
pure approximations. Furthermore, omitted in this research, justifiably for future study, is the 
mechanism to map up a profitability ratio of how much savings is actually attainable from the 
use of renewable energy systems.  
 
The study does not include any discussion on the potential of a feed in tariff system, since 
Ghana, as a developing country, has not yet implemented a full-scale de-regulated energy 
system. Feed in tariff would have required an economic system to have a pure privatization of 
its energy industry as well as market-regulated prices of energy. This study is designed to 
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serve as part of a series of proposals (1. diffusion of photovoltaic technology for developing 
countries and 2. financing alternatives for renewable energy systems for renewable energy 
systems) intended to act as a ´wakeup call´ and support for the energy regulatory bodies in 
Ghana (Ministry for Energy, Ghana Energy Commission, etc).  
 
This paper attempts to answer the following questions: 
 
How can the Robin Hood (RH) theorem be applied to disseminate energy to rural and urban 
communities and what benefits can be derived from it?  
 
How can policy makers adopt and adapt the Donkey theorem; in helping reduce cost burden 
of especially low-income earners in the rural communities? 
 
The primary objective of this study is to develop and justify a proposal on an efficient energy 
distribution protocol as well as flexible billing system, with the aim of helping especially the 
energy administrators of Ghana to re-structure the current energy policies and justify the 
proposed principles. Although the principles proposed would have their own specific set of 
limitations, the findings of this study could serve as a preliminary framework for further 
studies in addition to its potential for future replication in other developing economies faced 
with similar energy crisis. 
 
3. Methodology 

To help promote and justify the adoption of the Robin Hood and Donkey principles, this 
paper discusses types of SSE available and in use. Knowledge about the cost, purpose, 
frequency and reasons for purchasing and using a particular SSE by both rural and urban 
communities would help address a realistic payment plan for renewable energy systems such 
as photovoltaic or SHS. It is noteworthy that, the idea of availability, affordability and 
reliability of the renewable energy systems was part of the focus group discussion that helped 
generate simple questions for the interview6

. For each of the SSE under consideration, a 
random sample size of 5 - 10 retail outlets at different towns in different regions (Accra 
municipalities and Tema all in the Greater Accra region, Cape Coast, Apam, Winneba all in 
the Central region, Takoradi in the Western region and Kumasi in the Ashanti region) 
responded favorably to the interview. The questions used to derive at the objective were 
simple and given in the local language - Akan, similar questions were used for the different 
form of secondary energy source. The questions were as follows:  
 

1. What type of SSE do you prefer and why? 
2. What triggers the purchase of a SSE?  
3. How often is the purchase of an SSE made?  
4. What are the main uses of any specific SSE? 

 
4. Results  

Table 1 below, represents a summary result of the study. When the question on an individual 
or household preference of a SSE was asked, the answers varied greatly. Two main reasons 
were identified - the household income and the purpose for which the secondary energy is 
needed. In Ghana, the current minimum income effective February 2010 is 3.11 Ghana cedis, 
a 17 percent increment from the previous level of 2.65 Ghana cedis5. The assumption is that, a 
household had to carefully consider their net income and consider as to how much of such 
income could be set aside for such emergencies related to power outages very prominent in 
the life of a Ghanaian. Although the purpose was clear and easy to understand, the issue of 
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household income proved to be very difficult to ascertain. This is due to the fact that, most 
Ghanaians are reluctant to reveal how much they actually earn for two main reasons: 
reluctance to expose themselves to rigorous scrutiny if found to be hiding some other source 
of household income as well as fear of being over taxed. Furthermore, Ghana´s gross 
domestic product (GDP) as at January, 2011 is estimated at $ 38.24 billion with an average 
per capita income of $ 1,600. It is important to mention that, GDP is not the only viable index 
to adeptly measure the collective household’s decision on energy consumption6,10. The 
household income of the urban dwellers in Ghana varied heavily based on academic 
qualification and the nature of work under consideration. Meanwhile, an extrapolation of the 
lowest to the highest income levels based on the minimum wage is considered. The monthly 
income level within the urban dwellers ranged from as low as 50 euro to about 2,000 euro per 
month (approx. 100 - 4000 GHc). Upon this finding, one can easily assume the type of SSE 
affordable to the people. Based on this premise the conclusion is that, the higher the income 
the more expensive the type of SSE considered.  
 
Nevertheless, the frequency of power outages per location would also easily affect the type of 
SSE adopted despite the price factor. A typical situation in the urban communities of Ghana is 
found in numerous high and low capacity generators and rechargeable lamps in contrast with 
those living in the poorer communities using candles, kerosene lamps, flash light, low priced 
rechargeable lamps as well as low capacity car batteries. Future field studies aims at 
unraveling aspects of the aforementioned points to help present a model for calculating the 
percentage of household income used on any specific secondary source of energy. 

 
As to the reasons for the need of a SSE, the findings revealed yet two more underlining 
motives: what triggered the purchase and why the particular purchase. The finding concludes 
that regular power outage, brownout and inaccessibility to grid were the main triggers. Power 
outage affects both rural and urban dwellers that have access to the national grid. For this 
reason, lack of electricity supply appears to be the major cause for the need of a SSE. 
Moreover, there are situations whereby there is power, yet with insufficient voltage 
(brownout) to power basic devices like TV and refrigerators among others. For the 
aforementioned reasons, the need of a reliable SSE increases at such times. At the extreme 
end of the situation are sections of both the urban and rural dwellers that do not have power at 
all due to inaccessibility to the national grid. The situation leads such citizens without any 
other choice than a SSE, thus the need of these sources becomes a daily concern. There are so 
many people who are into petty trading especially at night selling almost anything from a 
home cooked meal to simple household items like toilet tissues.  
 
Apparently, these household and petty traders’ resort to the purchase of specific types of 
secondary energy source most suitable for varied needs. Popular among such purchase 
includes candles, portable flashlights and generator to take care of immediate household needs 
or to power such facilities used for petty trading, thus answering the underlining motive on 
why a particular secondary source of energy is purchased. The positive aspect of this is that 
the energy is sometimes acquired and used for productive activities that generates income 
other than merely using it for relaxation or recreational activities like watching television or 
listening to the radio. Nonetheless, these two underlining reasons are applicable to both urban 
and rural people.  
 
A probe into the uses of a SSE also varies greatly based on the type of SSE available to the 
user. Candles are primary needed for lighting, batteries for powering radios and lamps, 
whereas car batteries are used to power TV sets and other smaller appliances. Generators are 
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on the other hand really used for various needs based on their capacities. Therefore, the issue 
of usage type and rate enormously triggers the purchase of any of these SSE. 
 
The situation in the rural communities is relatively different compared to the urban dwellers. 
Within the rural communities, the main source of income comes from peasant farming 
generated from seasonal sales of crops. The study established that some rural citizens’ 
livelihood is highly dependent on their farming activities with virtually no source of extra or 
other income to save. It therefore leads to yet a more positive conclusion that, their need of a 
SSE highly varies. The basis for the usage of both primary (conventional) and SSE is for 
powering lights, radios, TV sets and in some circumstances refrigerators. In view of the fact 
that most food stuffs come from the rural areas the implications was obvious: Most rural 
communities are instrumental in serving one of the basic necessities in life: sustenance. It is 
thus socially justifiable if some of their energy needs are met and supplementary financed by 
people in the urban communities. Nevertheless, the donkey principle tries to emphasize the 
need for transparency in all the activities for which such extra levies are collected, thus 
justifying the extra load they have to carry on behalf of the rural communities.    
 
Table 1. Secondary sources of energy production in Ghana 

Source of 
energy 

Fuel Capacity Usage Price Range 
(GHC*) 

Consumer 
Category 

 
Candle 

 
Paraffin 

 
Unknown 

 
Light 

 
.20 - .50 

The product 
is available 
to both rural 
and urban 

communities. 
 

Lamps/Torch/ 
Flash Lights 

Kerosene and 
Dry cell 
batteries 

1 – 9 Volts Light .50 - 3 The product 
is available 
to both rural 
and urban 

communities. 
 

Car Battery  12 – 24 Volts Light, Radio, 
Television 

50 – 200 
depending on 

brand and 
ampere 

Higher 
percentage 

by some rural 
communities 

 
 

Generator Petrol / 
Diesel 

2-7.5 Kva1 General 
household 
appliances 
including 
fridge and 

other 
portable 

equipments 

 
 

590 

Urban 
households 
and small 

and medium 
sized 

enterprise 
(SMEs) 

c. 1 dollar = 1.5 GHC as at 1st March 2010, *GHC – Ghana Cedis, 1Kva – kilovolt-ampere 
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5. Conclusions 

Considering these parameters and the configuration of energy usage give a glimpse into 
reasons why political decisions and state-based activities are needed for a reasonable 
distribution and billing of energy systems in the country.  It is noteworthy to mention that 
people often adopt and adapt different forms of energy systems due to desperation and the 
unreliability of the national grid. Although the purpose for using these SSE might not often be 
seen or directed to productive activities, it was observed that the bottom line of the quest for 
acquiring such systems is for the end user to have their peace of mind. 
 
Interestingly, the research discovered a different sense of sharing. During an earlier focus 
group discussion leading to this supplementary research, one of the participants explained an 
interesting scenario involving how generators are used in the country; this was confirmed by 
others present. Apparently, households who own generators developed their own distributed 
energy solution, in that they share excess capacity of their system with their neighbor for a 
small fee. Although the original objective was to avoid being a nuisance to one’s neighbor 
due to the noise made by generators, the individual/household have found a mutual way to 
share both the pain and gain from this specific energy system.  
 
Evidently, the study helps in identifying certain shortcomings of the SSE discussed and it was 
applicable to both the urban and rural dwellers. The disadvantages were as follows: 
 

1. Variable cost factors (regularity of refueling and recharging car batteries etc) 
2. Environmental pollution and unfriendliness (noise from generators, burning of fuels, 

disposal of batteries etc) 
3. The unreliability of supply 

 
From the aforementioned points, it is apparent that following the Robin Hood principle in 
electricity distribution has the inherent possibility in bringing an end or reducing immensely 
the purchase of SSE like candles, generators, batteries etc. This is possible since the diverted 
energy weaned from the urban to the rural communities will help improve the agro-base 
industry by helping them to add value to its production and distribution cycle. Furthermore, 
these SSE that is erratic at best, with seemingly shorter life span cannot be compared to a 
lasting solution (photovoltaic or any renewable energy systems) which in itself could promote 
tremendous amount of savings on energy over a realistic period.  Since patronizing tendencies 
are rampant in developing countries whose government, NGO, and other advocates tend to 
propose, build and launch laudable but limited energy programs to the few only to repeat the 
phenomenon at their political whims, makes consideration to the Robin Hood theorem a 
paramount issue. It is obvious that giving power to the people promotes individual and social 
responsibility as well as fosters a conscious effort to building a viable platform for economic 
development and growth. 
 
Furthermore, the Donkey principle suggests that urban dwellers should carry some of the 
burden of energy costs of the rural communities. Moreover, policy makers should promote 
transparency and to implement policies that uphold trust among the people. Since taxpayers’ 
money is involved, accountability goes a long way to foster mutual understanding of the 
direction and developmental objective of the authorities. The principle also suggests an 
educational platform where all parties involved (policy makers, service providers, households 
and individuals) gain access to relevant information by any medium available to not only be 
aware but also be concern about the needs of the people and how to serve them better. 
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Abstract: This paper presents an algorithm developed in C language that aims to help roadway illumination 
designers to create an illumination system that meets the standard’s limits with minimum electrical energy 
consuming. As a secondary function, the program allows the user to get approximate luminance and illuminance 
values for a specific system without field measuring. The algorithm was created to fit into a hardware prototype 
based in ARM7TDMI architecture, with no need for complicated and heavy software running in PC machines. 
The main system variables regarded by the optimization function are pole height (H) and pole spacing (S), 
putting the luminaries as far from each other as possible, in order to use the minimum power per km. Through 
calculation of the system’s luminance, the algorithm starts with S and H in their maximum values, decreasing 
every loop, subtracting the results from the standard limit (NBR5101-Brazil, CIE 118, EN 13201 or other 
standard loaded into the program) seeking for zero. Once the zero is found, the H and S values are put on a LCD 
or USB port, as algorithm results. 
 
Keywords: Roadway illumination algorithm, ARM application, Illumination energy efficiency 

Nomenclature 

L roadway average luminance .............. cd/m2 
E roadway average illuminance................ lux 
H pole height ............................................... m 
S pole spacing ............................................. m 
I luminous intensity ................................... cd 
Ir relative luminous intensity ................ cd/klm 
φ luminary luminous flux ........................... lm 
ψ Luminary azimuth angle ............................ ° 
θ Vertical luminary angle ............................. ° 

β Horizontal observer angle ......................... ° 
Pa active power ............................................ W 
W roadway wideness .................................... m 
Uo overall uniformity ........................................ 
n lanes number ............................................... 
Pr distance relative power .................... kW/km 

 

 
1. Introduction 

One of the main problems in developing countries regarding electrical energy waste is the 
roadway illumination design, as the majority is over or under dimensioned, using old 
technology luminaries and with pole height and spacing in such values that the standard’s 
limits are rarely achieve, which increase car accidents and criminality rate and decreasing the 
system’s efficiency [1,2]. 
 
In order to develop a new roadway illumination system or evaluate an existing one, 
simulation software (Dialux, Lumisoft, Calculux) are used to calculate the main parameters 
required by standards such as NBR 5101, CIE 115, CIE 180, EN 13201 and others, running in 
PC platforms. 
 
Another way to evaluate an existing illumination system is by field measuring, which implies 
in marking the grid on the ground level and taking an illuminance or luminance measure for 
each grid point, demanding time and a roadway free of traffic [2-4]. 

883

mailto:fausto.libano@senairs.org.br


Therefore, facing these problems, the hypotheses of a small, low cost, device which could run 
an algorithm to simulated the main parameters needed to evaluate a roadway illumination 
system (in case of an existing system) or calculate how far away the poles could be spaced in 
order to consume less power (in case of a new system), was tested. It is important for the 
algorithm to be autonomous, that is, no computer aid. 
 
2. Methodology 

The main result variable for the algorithm implemented is Pr which is directly connected with 
energy consuming, therefore, it has to be as low as possible and still allows lighting 
parameters to meet the chosen standard’s limits. For that to happen, the space between poles 
(S) is loaded with 50m and decreased gradually until the required value is reached. The same 
is done to the luminary height (H), as presented in Fig. 1. 
 

 
Fig.1 Block diagram of the optimization algorithm. 
 
2.1. Hardware 
The first thing to choose in the hardware design is the microcontroller where the algorithm 
will be running. The ARM7TDMI architecture, more precisely the Analog Device’s 
microcontroller ADUC7026, was chosen by its processing capability of 32bits, low clock 
frequency (32.768kHz) with high internal speed (41MHz), the I/O pin quantity (ADCs, 
DACs, GPIOs) and the flash memory space of 62kB and the long multiplication and thumb 
mode support, allowing the process to run much faster than 16bits architecture or even 
standard ARM7 devices. 
 
The hardware must have a display capable of reporting to the user of the algorithm variable 
results, such as: E, L, Emin, Emax, Lmin, Lmax, Uo, H, S, number of grid columns, number 
of grid rows and the active power consumed by kilometer (Pr). 
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2.2. Virtual grid creation 
To calculate the system main parameters, a grid must be created on the roadway, between two 
luminaries with interference of, at least, one luminary after and one later, with rows spacing 
1m maximum from each other and columns spacing 5m maximum [2,3], as shown in Fig. 2, 
where Sx is the space between grid points on a line parallel to the curb line and Sy is the space 
between grid points on a line orthogonal to the curb line. It was stated the symbol Nx for the 
total number of rows (x axis) and Ny for the total number of columns (y axis). 

 
Fig.2 Creation of the calculation grid. 
 
In order to keep the grid centralized on the space between two luminaries, the first point must 
be located at Sx/2 from the x axis and Sy/2 from the y axis. Sx and Sy are set by the user from 
the beginning and Nx and Ny are calculated dividing space between luminaries (S) by Sx and 
road wideness (W) by Sy. 
 
After finding the rounded values of Nx and Ny, Sx and Sy have to be recalculated. 
 
Each calculation point has two coordinates (x,y) that correspond with its place in relation to 
the grid. The real distance for each point in relation to the system’s origin (Luminary 1) is 
calculated by Eq. °(1). 
 







 ++= Y

Y
X

X SySSxSPyxP *
2

,*
2

),( 0
 (1) 

 
where P0 is the coordinates of P in relation to the system’s origin. 
 
E.g. a point located at P(2,3) with a S of 35m and a W of 9m has an Nx equal to 8 and a N y 
equal to 9 (using initial Sx = 5 and Sy = 1), therefore the real values of Sx and Sy are 4.375m 
(S/Nx) and 1m (W/Ny), respectively, and its coordinates in relation to origin, calculating from 
Eq. °1, are represented by P0(10.938m,3.5m). These coordinates are used to calculate the 
system’s main angles. 
 
On this first part, the algorithm creates eight 10x10 matrixes based always on the same grid: 
one matrix for azimuth angle (ψ) and one matrix for inclination angle (θ) for each luminary in 
relation to every grid point. Later, the observer matrixes will be created as well, for the 
observer angle (β). All angles used to execute the main calculations (L and Uo) are presented 
in Fig. 3. 
 
The γ is the angle between the roadway horizontal plane and the observer’s eye, used to find 
the reduced luminance coefficient in the r-tables [2,4-6]. 
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Fig.3 Main angles used to calculate E and L. 
 
The angles represented in Fig. 3 can be calculated using straight trigonometry or algebra and 
are very important for the calculus, as the luminous intensity tables and r-tables are based on 
them. For study sake, both methods were used on this work, as the following description. 
 
2.2.1. Azimuth angle (ψ) 
The azimuth is the angle between the luminary plane and the calculation point on a horizontal 
plane (road plane) and is used together with the vertical luminary angle (θ) to find the 
luminous intensity module in the calculation point direction [2,6]. 
 
In this work, ψ was calculated based on the triangle formed by the luminary position and the 
calculation point position on t he road plane, as presented in Fig. 4, where a is the boom 
length, X0 is the real coordinate (in relation to the origin) of the calculation point on the X 
axis and Y0 is the real coordinate of the calculation point on the Y axis. 
 

 
Fig.4 Triangle formed by the luminary position and the calculation point position. 
 
The angle must be calculated in relation to each luminary (four luminaries, as previously 
stated) in two cases: for Y0 < a and for Y0 ≥ a. 
 
For the first case, ψ can be calculated for the four luminaries using Eq. °(2-5). 
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In the second case, ψ can be calculated for the four luminaries using Eq. °(6-9). 
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The azimuth matrixes are generated using Eq. °(2-9) for each grid point. 
 
2.2.2. Vertical luminary angle (θ) 
The vertical luminary angle is the angle between the luminary and the calculation point on the 
vertical plane, as it is shown in Fig. 3, forming another rectangle whose base is the 
hypotenuse of the triangle presented in Fig. 4. The angle can be calculated using Eq. °(10). 
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where H is the pole height. 
 
2.2.3. Observer angle (β) 
The observer has two angles, as it can be seen in Fig. 3: the angle in relation of the road plane 
(γ) and the angle in relation to the luminary-point vector (β). 
 
The first is fixed in 1° to 1.5° interval [1-6] and the second is calculated using algebra, 

assuming two vectors 
→

AP  and
→

LP , as presented in Fig. 5: 
 

 
Fig.5 Angle β formed by vector 

→

AP and
→

LP . 
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Both vectors are defined by two points and the angle between them is β, which is calculated 
by the arccosine of the vectors scalar product over the multiplication of their modules [7], as 
represented in Eq. °(11). 
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After this part, all angle matrixes are ready and stored in the microcontroller’s memory and 
the parameters calculation can now start. 
 
2.3. Illuminance calculation (E) 
The illuminance is calculated using the traditional cosine equation published in several studies 
[2,6,8,9] represented by Eq. °(12). 
 

2

3cos*
1000

*),(

H

I
E

r θϕθψ
=  (12) 

 
where ),( θψrI  is the relative luminous intensity taken from the luminary I table and φ is the 
luminary luminous flux. 
 
2.4. Luminance calculation (L) 
For the luminance calculation, the r_tables where used to find the approximate result. The 
equation used is represented in Eq. °(13) [2,6]. 
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where ),( θβr  is the reduced luminance coefficient taken from the r_table. 
 
2.5. Optimization function 
The calculation functions were designed to calculate E, L and Uo starting from six variables: 
a, W, luminary type, pavement type (R1, R2, R3 or R4), S and H. The first four variables are 
defined by the user, leaving only two variables to be calculated through optimization: H and 
S. With S been the most important as it is directly connected to energy consuming. 
 
The optimization algorithm start placing the luminaries 50m (S) away from each other and 
30m (H) high and begin to decrease S and H, calculating L (E was not used in the 
optimization function) and Uo every iteration, subtracting the result from the standard value 
(loaded into the memory) until it reaches zero, when the optimum values of S and H, together 
with other secondary results, are displayed on a LCD or sent through USB to a computer. 
 
The optimization function was implemented in two ways: proportional and difference-based. 
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2.5.1. Proportional form 
In the proportional form, both S and H are decremented in one unit each iteration making the 
process very simple but taking a long time to converge, as the decrement doesn’t depend on 
the difference from the parameter being calculated (L and Uo). 
 
Process is done using two loops: an outer loop for S decrementing and an inner loop for H 
decrementing. Then, for each meter taken from S, all H range is tested. 
 
2.5.2. Difference-based form 
This form was called this way for the variable decrease is based on the difference between the 
last parameter (k-1) calculated and the standard’s limit, following Eq. °(14) and Eq. °(15). 
Therefore, the farther the parameter is from the standard, the bigger the decrease will be, 
resulting on a faster algorithm conversion. 
 

( )[ ]stkkk LLKHH −∗−= −− 111
 (14) 

 
( )[ ]stkkk LLKSS −∗−= −− 121

 (15) 
 
3. Results 

All algorithm results were compared with simulations on Dialux software which was taken as 
reliable CAD lighting software, used in several international projects. 
 
The graphic of the algorithm conversion are presented in Fig. 6 and Fig. 7, using a = 1m, W = 
8m, n = 2 lanes, SRC 612 Philips sodium-vapor luminary with Pa = 443W and road pavement 
R3. 

 
Fig.6 Algorithm graphic conversion for proportional optimization. 

 
Fig.7 Algorithm graphic conversion for difference-based optimization. 

K1 = 10 
K2 = 2 

K1 = 10 
K2 = 10 

K1 = 10 
K2 = 2 

K1 = 10 
K2 = 10 
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On Fig. 6, t he graph shows that the algorithm takes about 96 i terations to convert to the 
desired pattern, using proportional optimization and on Fig. 7 i t takes about 22 i terations 
using difference-based optimization with K1 = 10 and K2 = 2 (green) and 12 iterations with 
K1 = 10 a nd K2 = 10 (black). The continuous lines indicate the EN 13201-1 standard 
recommendation (L = 2 cd/m2 and Uo = 0.4) for ME1 class. 
 
The final results, comparing with Dialux, are presented on Table 1. 
 
Table 1. Final algorithm results. 

Parameters Proportional 
optimization 

Difference-based 
optimization 

K1 = 2, K2 = 10 

Difference-based 
optimization 

K1 = 10, K2 = 10 

Dialux 
(validation) 

L (cd/m2) 1.969 2.009 2.058 2.0 
Uo 0.406 0.404 0.422 0.4 

S (m) 47 46.72 45.28 47 
H (m) 11 10.9 11.25 11 

Pr (W/km) 9.4k 9.5k 9.8k 9.4k 
 
4. Conclusions 

The final results confirmed that the optimization algorithm is able to calculate a distance 
between luminaries which meets the standard limit w ith minimum power consuming and a 
pole height to guarantee the uniformity, being sufficiently light to be run on a  simple 
hardware (formed by the microcontroller ARM7TDMI ADUC7026, some keys to enter data 
and a LCD) with no need for an external memory or any other device, becoming an easy-to-
use tool to new or existing roadway lighting designs, even though the algorithm secondary 
function, simulation, was not presented in this work due to space restrictions. 
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Abstract: Engine waste heat recovery represents one of the main advantages of a gas engine heat pump (GEHP) 
as compared to conventional heat pump system. Engine waste heat can be recovered to heat the supply water (at 
high ambient air temperature) or to evaporate the refrigerant in the refrigerant circuit (at low air ambient 
temperature). At the middle range of ambient air temperature (10:15°C), the two possibilities are valid but the 
GEHP performance is different. The present work is aimed at comparing the performance characteristics of the 
gas engine heat pump with waste heat recovery subsystems for supplying the hot water demands. In order to 
achieve this objective, a test facility was developed and then experiments were performed over a wide range of 
condenser water inlet temperature (34°C to 48°C) and at ambient temperature of 13°C. Performance of the gas 
engine heat pump was characterized by the supply water outlet temperature, heating capacity, gas engine energy 
consumption and primary energy ratio. The results showed that a water outlet temperature up to 70°C is obtained 
when the recovered engine heat is transferred to the supply water circuit. On the contrary, a higher condenser 
heating capacity (13%) and higher gas engine energy consumption (12.8%) are obtained when the recovered 
engine heat is transferred to the refrigerant circuit. Furthermore, primary energy ratio of the gas engine heat 
pump is increased by 17.5% when recovered engine heat is transferred to the supply water circuit. Also, GEHP 
incorporated with heat recovery subsystems can be used for utilizing the waste heat to provide efficient supply of 
hot water.  
 
Keywords: Gas engine heat pump, Heating mode, Water heating, Primary energy ratio, Engine waste heat 
recovery.  

1. 0BIntroduction  

In Europe, more than 50% of the total final energy consumption depends on fossil fuel [1]. 
However, environmental pollution problems increase with consumption of fossil fuels. In 
order to solve these problems, a development for alternative energy sources and improvement 
of energy utilization efficiency are required. Heat pumps (HPs) play an important role in 
solving energy and environment problems as they can improve the overall energy utilization 
efficiency and can work with environmentally friendly refrigerants [2-4]. 
 
Heat pumps can be divided into many categories according to energy sources, namely electric 
driven heat pumps (EHPs), ground-source heat pumps (GSHPs), solar-assisted heat pumps 
and gas engine driven heat pumps (GEHPs). A GEHP usually consists of a reversible vapor 
compression heat pump with an open compressor driven by an engine. In recent years, the 
GEHP has been paid more attention due to its advantage of reducing the energy consumption, 
especially in the heating process. Another two advantages of the GEHP are (1) the ability to 
recover the waste heat released by the engine cylinder jacket and exhaust gas and (2) the easy 
modulation of compressor speed by adjusting the gas supply. Therefore, the GEHP has a 
better performance than that of the electric driven heat pump (EHP), especially in the heating 
mode [5].  
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Performance characteristics of the GEHP during heating mode were evaluated by many 
investigators using theoretical modeling [5-7] and experimental approach [8].  Regarding to 
theoretical modeling of the GEHP, Zhang et al. [5] analyzed the effect of both ambient 
temperature and engine speed on t he heating performance of air to water GEHP based on 
steady state model. Their results proved that the engine speed had a remarkable effect on both 
the engine and the heat pump, but ambient air temperature had a little influence on the engine 
performance. Yang et al. [6] reported an intelligent control simulation model for the GEHP 
system in heating mode to study the dynamic characteristics of the system. The results 
showed that the model was very effective in analyzing the effects of the control system. The 
steady state accuracy of the intelligent control scheme was higher than that of the fuzzy 
controller. Sanaye and Chahartaghi [7] predicted the performance of the GEHP under cooling 
and heating operating modes and then compared the simulation and experimental results for 
various amounts of suction and discharge pressures, fuel consumption and coefficient of 
performance. They noted that error percentages of suction and discharge pressures, fuel 
consumption and coefficient of performance are 3.4%, 4%, 6.7% and 7.2% for cooling mode, 
respectively, and 3.7%, 5.4%, 8.1% and 7.8% for heating mode, respectively. 
 
Regarding to the experimental studies of the GEHP, Lazzarin and Noro [8] evaluated the 
performance of ‘S. Nicola’ plant in Vicenza during three years of operation. Plant heating 
loads are supplied using the GEHP and two condensing boilers. Recovered engine heat is used 
in water heating. The economic analysis was taken into account while the energy efficiencies 
were not taken into considerations. 
 
The above review revealed that various investigations on m odeling of the GEHPs are 
available in the literature while there is a lack of experimental data on the GEHPs working 
with R22 alternatives such as R410A. Thus, the present work is carried out with the aim of 
evaluating the performance characteristics of the GEHP used in water heating incorporated 
with different heat recovery sub-systems. In order to achieve this aim, a test facility of the 
GEHP is constructed and equipped with the necessary instrumentation. This paper is 
organized as follows. The experimental apparatus to predict the performance of characteristics 
of the GEHP is described in Section 2 while the data reduction manipulation is given in 
Section 3.  This is followed by the experimental results and discussion in Section 4. Finally, 
conclusions based on the present work results are reported in Section 6.  
 
2. Experimental apparatus 
Fig. 1 shows a s chematic diagram of the experimental apparatus, which includes three 
circuits; namely primary working fluid circuit, engine coolant circuit and secondary working 
fluid circuit. R410A is used as a primary working fluid while both air and water are used as 
secondary heat transfer fluids at the heat source (evaporator) and the heat sink (condenser). In 
the engine coolant circuit, both ethylene-water mixture (65% by volume) and propylene-water 
mixture (45% by volume) are used as cooling mediums. Pre-calibrated PT100 sensors are 
used to measure operating temperatures while digital pressure gauges are used to determine 
the operating pressures at four locations in the refrigerant circuit of the heat pump. The mass 
flow rate of refrigerant is measured using KROHNE Optimass 7000-T10 while engine coolant 
and water flow rates are measured using Ultego-II flow sensors. The measurement locations 
are shown in Fig. 1. All the measuring instruments have been installed and connected to 64 
channels in the data acquisition cards (FP-1000). The control system has been established 
using PRIVA software which provides several possibilities for indoor unit selection and 
consequently system operation. All the measured data are recorded using DIAdem software 
and analyzed using an EES program [9] to evaluate the system performance. Performance 
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characteristics of the system in both cooling, heating and combined modes were published by 
Elgendy et al. [10-12]. 
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Fig. 1. Schematic diagram of the experimental apparatus with measuring point locations.  
 
2.1. Primary working fluid circuit   
The primary working fluid circuit is a vapor compression heat pump. It comprises an 
expansion device, an evaporator, an open compressor and a condenser followed by a sub-
cooler. The expansion device is an electronic expansion valve whereas the compressor is a 
scroll open type with swept volume of 104cm3/rev. The type of condenser is a plate heat 
exchanger with a heat transfer area of 4.6m2. Two pressure-stats, one on the suction side and 
the other on t he discharged side, are used to protect the compressor from under and over 
operating pressures. If the pressure exceeds its limits, the compressor would be automatically 
disconnected. In order to reduce the heat transfer to and from the surroundings, the primary 
fluid circuit is thermally insulated.  
 
As the refrigerant flows to the compressors (state point 1), the compressors raise the pressure 
of the refrigerant and deliver superheated vapor (state point 2) to the condenser (state point 5) 
through an oil separator and a reversing valve. The condensation heat of refrigerant vapor is 
released to the water flowing through the condenser. Thus, R410A vapor gets condensed 
(state point 6) and its mass flow rate is measured using flow-meter F1 before it flows to the 
sub-cooler. The liquid refrigerant in the sub-cooler is sub-cooled (state point 8) by transfer its 
heat to the throttled refrigerant flowing through valve V2. Then, the refrigerant is throttled 
using expansion devices V3 and V4 and evaporated inside either the evaporator or the sub 
heat exchanger using the heat transferred from either ambient air or the recovered heat from 
the engine, respectively. Superheated refrigerant coming out of sub-cooler (state point 10), 
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sub heat exchanger (state point 12) and outdoor unit (state point 13) are mixed (state point 15) 
before entering the accumulator and then returning back to the compressors (state point 1). 
 
2.2. Secondary fluid circuit 
The experimental apparatus has two secondary heat transfer fluid circuits; namely hot water 
circuit and outdoor air circuit. The hot water circuit contains a hot water tank of 1m3 capacity, 
a hot water pump, a condenser and control valves. The water pump (single phase, variable 
speed) is used to suck and pump the hot water through the condenser and hot water pipeline. 
The hot water flow rate is adjusted via pump speed. The hot water circuit is thermally 
insulated to minimize heat loss. The outdoor air circuit consists of an air filter, a fan and an 
evaporator. The hot water coming out of the condenser (state point 17) is pumped to a storage 
tank (1) using variable speed water pump WP1.  Storage tank (1) is used for hot water coming 
from the engine heat recovery while storage tank (2) is used for the hot water coming out of 
the condenser. The volume flow rates of hot waters are measured using ultrasonic flow meters 
F2 and F5, respectively. 
 
2.3. Engine coolant circuit 
The engine coolant circuit includes a gas engine, a coolant tank, a coolant pump, valves and 
coolant pipeline. Coolant discharged from the coolant pump (state point 20) is heated by the 
heat released from the engine block and exhaust gas (state point 21). The heated coolant 
returns to the coolant pump by making a shortcut via a thermostat valve when the coolant 
temperature is low (lower than 53°C) at engine start-up. When the coolant temperature is high 
(higher than 53°C) the coolant flows into sub heat exchanger while it flows through all of sub 
heat exchanger, radiator and heat recovery heat exchangers when the coolant temperature is 
very high (higher than 67°C). The outlet coolant from both heat recovery heat exchanger 
(state point 25) and radiator (state point 26) is mixed (state point 27) and its volume flow rate 
is measured using ultrasonic flow meter (F3) before returning back to the coolant pump. Heat 
gained in the heat recovery heat exchanger is supplied to the water in the tank (1) using 
propylene-water mixture as a working medium (state points 18 and 19). According to engine 
heat recovered utilization (from the engine block and exhaust gas), the system can be worked 
in two sub modes: 
 
Mode-I: in which the recovered engine heat is transferred to the secondary water circuit in 
order to reach higher hot water supply (using the heat recovery heat exchanger). So, valves V3 
and V5 are closed while V6 is open. 
Mode-II: in which the recovered engine heat is transferred to the primary refrigerant circuit to 
evaporate the working fluid, especially at low ambient air temperature (using the sub heat 
exchanger). Hence, valves V3 and V5 are open while V6 is closed. 
 
3. Data reduction 

Using the measured data of operating pressures and temperatures of R410A, ethylene glycol-
water mixture, propylene glycol-water mixture and water, the specific enthalpy values at the 
inlet and outlet of each component (h1→h27) are estimated. Then, energy and mass balances 
are carried out for the main components of the gas engine heat pump to compute their loads in 
addition to the overall system performance. Condenser heat load ( conQ ) can be written based 
on either primary working fluid (Eq. 1.a) or secondary working fluid (Eq. 1.b) as follows; 

)h(hMQ 65pref,con −=   (1.a) 
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)h(hρVQ 1617wwcon,con −=   (1.b) 

Applying energy balance around sub-cooler, the secondary refrigerant mass flow rate ( sref,M ) 
flowing through sub-cooler can be calculated as follows;  

)h(h
QM

910

sub
sref, −
=


  (2.a) 

where, 

)h(hMQ 87pref,sub −=   (2.b) 

pref,M is the primary refrigerant mass flow rate, which is measured using flow meter FR1R. Gas 

engine heat recovery ( HRQ ) can be calculated using Eq. (3); 

)h(hρVQ 1819whwHR −=  . (3) 

Ultrasonic flow meters FR2R and FR5R are used to measure condenser water ( wcon,V ) and hot water 

( hwV ) volume flow rates through the condenser and heat recovery heat exchanger, 
respectively. Primary energy ratio (PER), gas engine heat consumption ( gasQ ) and total 

heating capacity ( totQ ) are the main parameters to be considered in the performance 
evaluation of the GEHP [13]. PER and gasQ can be expressed as follows;  

gas

tot

Q
QPER 


= , (4) 

HRcontot QQQ  += , (5) 

LHVVQ gasgas
 = , (6) 

where LHV is the gas lower heating value and gasV is the measured gas volume flow rate using 
diaphragm gas meter.  
 
4. 3BResults and discussions 

Fig. 2 shows comparison of performance characteristics of the GEHP for the prescribed 
mode-I and mode-II and at ambient temperature of 13°C. In mode-I, recovered engine heat is 
transferred to the water supply while recovered engine heat is transferred to the refrigerant in 
mode-II.  The system hot water outlet temperature was adjusted between 35°C and 70°C to 
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Fig. 2. Effect of condenser water inlet temperature on the performance characteristics of the GEHP 
for Mode-I and Mode-II. (A) outlet water temperatures, (B) heat loads and (C) PER. 
  
provide heating requirements for several applications like shaving, residential dish washing 
and laundry [14].  
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4.1.  Effect of condenser water inlet temperature 
Measured condenser and heat recovery water outlet temperatures against the condenser water 
inlet temperature are presented in Fig. 2.A, which indicates that condenser and heat recovery 
water outlet temperatures increase when condenser water inlet temperature increases. 
Variations of actual heat loads with condenser water inlet temperature are shown in Fig. 2.B. 
It is evident from this figure that total heating capacity and gas engine heat recovery decrease 
while gas engine energy consumption gasQ increases as condenser water inlet temperature 
increases. It is observed that both of the condenser and heat recovery water temperature 
differences decrease causing the decrease of total heating capacity. In general, as the 
condenser water inlet temperature changes from 37°C to 48°C, total heating capacity 
decreases by 8.3% and 4.7% while gas engine energy consumption increases by 14.1% and 
11.9% for mode-I and mode-II, respectively. The effect of condenser water inlet temperature 
on PER can be predicted from Fig. 2.C. A higher condenser water inlet temperature yields a 
lower PER. This trend is mainly due to both decrease in total heating capacity and increase in 
the gas engine energy consumption as shown in Fig. 2.C. Clearly, primary energy ratio of the 
GEHP decreases by 27.2% and 17.3% as the condenser water inlet temperature varies from 
37°C to 48°C for mode-I and mode-II, respectively. 
 
4.2. Comparison between mode-I and mode-II 
Comparison of the measured condenser and heat recovery water outlet temperatures for 
mode-I and mode-II are presented in Fig. 2.A. In the two modes, the condenser water outlet 
temperature lies between 35°C and 50°C.  For mode-I, a higher hot water temperature (up to 
70°C) can be achieved as a result of recovered engine heat transfer. Variations of actual heat 
loads for the modes are shown in Fig. 2.B. It is evident from this figure that condenser heating 
capacity and gas engine energy consumption are high when recovered engine heat is 
transferred to refrigerant. In general, both condenser heating capacity and gas engine energy 
consumption increase by 13% and 12.4% as an average values, respectively. So, it is better to 
transfer recovered engine heat to the refrigerant when one needs a large amount of heat at 
lower range of temperature (35°C:50°C) while it is  better to transfer engine heat to water 
when a higher water temperature (up to 70°C) is required. The effect of the condenser water 
inlet temperature on the PER for the two modes can be predicted from Fig. 2.C. A higher PER 
can be reached when the recovered engine heat is transferred to the water. This can be 
attributed mainly to the higher gas engine heat recovery. Clearly, primary energy ratio of the 
GEHP increases by 17.5% as an average value over the entire range of the condenser water 
inlet temperature (from 37.2°C to 48°C). 
 
5. Conclusion  

In the present work, performance characteristics of R410A gas engine heat pump have been 
experimentally compared under two different modes of heat recovery utilization. In mode-I, 
recovered engine heat is transferred to the water supply while recovered engine heat is 
transferred to the refrigerant in mode-II. Based on t he reported results, the following 
conclusions are drawn: 
- Hot water outlet temperatures between 35°C and 50°C are obtained during the considered 
modes. 
- Water outlet temperatures up to 70°C can be reached in a separate tank when recovered 
engine heat is transferred to water. 
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- As the condenser water inlet temperature varies from 37°C to 48°C, total heating capacity 
decreases by 8.3% and 4.7% while gas engine energy consumption increases by 14.1% and 
11.9% for mode-I and mode-II, respectively.  
- Primary energy ratio of the GEHP increases by 17.5%, when recovered engine heat is 
transferred to water. 
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Abstract: With increasing liability for builders, the need for evaluation methods that focuses on the building's 
performance and thus excludes the impact from residents' behavior increases. This is not only of interest for new 
buildings but also when retrofitting existing buildings in order to reduce energy end-use.  
 
The investigation in this paper is based on extensive measurements on two fairly representative type of 
buildings, a single family building in Ekerö, Stockholm built 2000 and two apartment buildings in Umeå (1964) 
in order to extract key energy performance parameters such as the building's heat loss coefficient, heat transfer 
via the ground and heat gained from the sun and used electricity.  
 
With access to pre-processed daily data from a 2 -month periods, located close to the winter solstice, a robust 
estimate of the heat loss coefficient was obtained based on a regression analysis. For the single family building 
the variation was within 1% and for the two heavier apartment buildings an average variation of 2%, with a 
maximum of 4%, between different analyzed periods close to the winter solstice.  
 
The gained heating from the used electricity in terms of a gain factor could not be unambiguously extracted and 
therefore could only a range for the heat transfer via ground be estimated. The estimated range for the transfer 
via ground for the two apartment buildings were in very good agreement with those calculated according to EN 
ISO 13 370 and corresponded to almost 10% of the heating demand at the design temperature. For the single 
family building with an insulated slab and parts of the walls below ground level, the calculations gave slightly 
higher transfer than what was obtained from the regression analysis. For the estimated gained solar radiation no 
comparison has been possible to make, but the estimated gain exhibited an expected correlation with the global 
solar radiation data that was available for the two apartment buildings. 
 
Keywords: Regression analysis, Heat loss coefficient, Heat transfer via ground, Gained heat  

Nomenclature  

C thermal mass  ........................................ J/◦C 
F heat loss coefficient ............................ W/◦C 
GL heat transfer via ground .......................... W 
P        power ....................................................... W 
T temperture ................................................ ◦C 
α gain factor .............................................. (-) 
 
 Indices 
d dynamic heat storage 
el electricity 

g ground 
h heating system 
i indoor 
o outdoor 
p      heat from persons 
s sun 
t total purchased energy 
v ventilation 
w water 
 

 
1. Introduction  

Energy performance assessment [1] is normally done by energy consumption calculations, 
estimations based on energy bills, extensive measurements [2-4] or a combination of these 
methods. Assessments that are based on extensive measurements are often done by 
identifying the parameters of the used model The used models may basically be divided in 
two groups, dynamic or static, and where the overall heat loss coefficient is a commonly used 
performance parameter. 
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With increased demands, that new or renovated building meet promised performance, the 
demands on va lidation but also on t he used energy consumption calculations in the design 
stage increases. Today, in Sweden, a buildings energy performance usually is expressed in 
terms of energy use per square meter heated area. The problem with this performance measure 
is that only a part of the supplied energy is considered, i.e energy directly used for space 
heating and domestic hot water preparation together with electricity used for the buildings 
technical systems and common areas. Contributions related to user behaviors such as 
household electricity, indoor temperature and personal heating are not included together with 
the contribution from solar radiation.  
 
The objective behind this work is to investigate the possibility to, based on extensive 
measurements, extract the thermal performance parameters that describes the building itself 
and where the contributions from the users and the sun are filtered out. This has great 
significance for a buyer or seller/manufacturer from liability point of view, since the behavior 
of the building itself is the only thing a seller/manufacturer can guarantee. 

2. Methodology 

Measurements have been carried out during a year (March 2009-March 2010) in two types of 
buildings, a single family building outside, Stockholm (built 2000) and two apartment 
buildings in northern Sweden, Umeå. The apartment buildings (#1 and #2), were built 1962 
with 12 a nd 9 apartments, respectively. Common for all studied objects, are an exhaust 
ventilation system with a fan operating at a constant speed and no heat recovery and that they 
are connected to district heating.  

Extensive measurements of indoor and outdoor temperatures, used district heating for 
domestic hot water and heating as well as the total electricity use (households and electricity 
for the technical systems). In addition, the global solar irradiation has been measured in the 
near vicinity of the two apartment buildings located in Umeå. 
 
To analyze the energy use, we have used average daily values together with a simplified 
power balance of a building. In the results presented here, the indoor temperature was taken to 
be the exhaust air temperature. The main simplification lies in the fact that the effects of wind 
are not considered together with any impact from humidity and that the heat loss coefficient 
between indoor and external temperature has been taken to be constant. The latter assumption 
is based on a constant operation of the exhaust fan in each building. Based on t hese 
simplifications the power balance of a building could be described by 
 
𝑃ℎ + 𝛼𝑃𝑒𝑙 + 𝑃𝑝 + 𝑃𝑠 + 𝑃𝑤 = 𝐹(𝑇𝑖 − 𝑇𝑜) + 𝐺𝐿 + 𝑃𝑑   (1) 
 
with  𝑃𝑑 = 𝐶 𝑇𝑑

𝑑𝑡
  and where 𝑇𝑑 is the temperature of the thermal mass.  

 
The contributions to heating from the sun, Ps, gained heat or heat loss due to domestic hot and 
cold water usage Pw, contribution from body heat, Pp, together with the dynamic heat storage, 
Pd, is very difficult to measure. These parameters of Eq. 1 have been treated in the following 
way. 
 
Ps: Experimental data from periods around the winter solstice has been used, in order to 
minimize contribution from solar radiation when determining the heat loss coefficient, F  
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Pw: Assumed that the heat transfer from the domestic hot water circulation equals the heating 
of domestic cold water. 
Pp: Based on data from a survey, the contribution to heating was assessed from the number 
family members and their presence at home. 
Pd: Two different approaches A and B for pre-processing measured data have been used to 
minimize this contribution.  
 
A) Averaging over a time period longer than the estimated time constant of each building. 
B) Averaging over two days, that has an estimated equal change of Td in magnitude but in 

opposite direction. For an ideal building that has a constant indoor room temperature and is 
not exposed to solar radiation, the dynamic heat storage could be eliminated by taking the 
average over two days for which the change in outdoor temperature are equal but opposite, 
for instance +5 and -5 ◦C.  Based on t his approach, an estimate of the change in the 
temperature of the buildings thermal mass, Δ𝑇𝑑, was taken to be represented by the change 
in 𝑇𝑖+𝑇𝑜

2
+ 𝜔𝑇𝑖  be tween two consecutive days. The weight factor, ω, between the two 

terms should be used in relation to the thermal mass the two terms represent. 
 
The advantage with B) is that the number of data is only reduced by approximately half, 
whereas an averaging over a time period longer than the time constant of a heavy building 
may reduce available data to a degree that a regression analysis becomes hazardous.  
 
Thermal performance measures, such as the heat loss factor, ground transfer and contribution 
from solar radiation and gained heating from electricity has been estimated by a l inear 
regression analysis but also the sensitivity of these parameters to the choice of indoor 
temperature, length of analyzed period, variation in ambient temperature etc. For a full 
description, see [5]. 
 
3. Results 

A basic approach in this work is to use the period of the year when the contribution from the 
solar radiation is smallest, in order to simplify Eq. (1). In Figure 1 below, the measured global 
solar radiation is shown. The measurements are made at Umeå University which is in the 
close vicinity of the two apartment buildings, less than one kilometer. 
 

 
Fig.1. Global solar radiation, measured at Umeå University 
 
When analyzing data from periods around the winter solstice (December 21: st), the 
contribution Ps is negligible according to Figure 1. Together with Pw = 0 and using pre-
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processed data to minimize the dynamic heat storage, Eq. (1) simplifies to 
 
𝑃ℎ + 𝛼𝑃𝑒𝑙 + 𝑃𝑝 = 𝐹(𝑇𝑖 − 𝑇𝑜) + 𝐺𝐿    (2) 
 
With access to measured data of Ph and Pel together with Pp based on a survey, Eq. (2) 
becomes 
 
𝑃𝑡 = 𝐹(𝑇𝑖 − 𝑇𝑜) + (1 − 𝛼)𝑃𝑒𝑙 + 𝐺𝐿    (3) 
 
Where  𝑃𝑡 = 𝑃𝑒𝑙 + 𝑃ℎ + 𝑃𝑝 . 
  
The total electricity use, Pel, is a parameter of Eq. (3) and in Figure 2 below, data from the 
period 1 November to February 6 is presented versus (Ti – To). The data have been pre-
processed according to B).  
 

 
Fig.2. Pel  versus (Ti-To) for building #1 together with a linear regression 
 
As seen from Figure 2 the measured total use of electricity is fairly constant and may, with a 
fairly good accuracy be represented by a linear function of (Ti – To). The pre-processing of 
data (according to B) reduces strongly the daily variation of Pel and yields similar results as 
pre-processing by averaging daily data over a period longer than the time constant. This 
behavior is found for both apartment buildings as well as the single family building. 
 
If Pel may be described as 
 
𝑃𝑒𝑙 = 𝑃𝑒𝑙,0 + 𝑘(𝑇𝑖 − 𝑇𝑜)     (4) 
 
a linear regression according to 
 
𝑃𝑡 = 𝐹𝑡(𝑇𝑖 − 𝑇𝑜) + 𝑃𝑡,0      (5) 
 
would, based on Eq. (3) yield the following relation between F and Ft according to 
 
𝐹 = 𝐹𝑡 − (1 − 𝛼)𝑘     (6) 
 
based on t he assumption that the heat transfer via ground is constant during the analyzed 
period and that gain factor, α, also is fairly constant. Since k in Eq. (4) is small (Figure 2), the 
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impact on the value of Ft, determined by a linear regression according to Eq. 5 is very small. 
This means that α may be treated as constant, but also that 𝐹 ≅ 𝐹𝑡 since k is small and α is 
expected to be closer to unity than zero. 
 
The following alternatives for pre-processing data according to A) and B) were investigated. 
An: Average over n consecutive days, where n is between four days (A4) for the single family 

building and six days (A6) for the apartment buildings.  
B1: Apartment buildings: Since the estimated thermal mass is fairly equal for the climate shell 

and the internal walls, ω was taken to be equal to 1 and thus was ΔTd taken as the change 
of (Ti + To)/2 + Ti between two consecutive days. 

B2: Single family building. Since the internal walls were light, ω was taken to zero, and thus 
ΔTd was calculated as the change of (Ti + To)/2 between two consecutive days. 

 
A linear regression according to Eq. (5) (Building #1 for the period 1 November to February 
6) are presented in Figure 3. Data has been pre-processed according to B6. 
 

 
Fig. 3. Pt versus (Ti-To) for building #1. The data are from the period, 1 November to 6 February 6, 
and the data has been preprocessed according to B6. 
 
The results in Figure 3 support the assumption of a constant heat loss coefficient. In table 1, 
the results based on a regression analysis (Eq. 5) for all investigated buildings are compiled 
for time periods of two month around the winter solstice using different pre-processing 
techniques. 
 
For the two apartment buildings, as seen in table 1, t he variation in the estimate of Ft  is 
reduced when using pre-processing of data according to B1 than compared to A6, with an 
average variation of 2%, and a maximum of 4%, between different analyzed periods close to 
the winter solstice. For the single family building the variation is within 1% for both methods 
of pre-processing data. 
 
Besides Ft, the regression analysis also gives the intercept, see Figure 3, w hich could 
correspond to the heat transfer via ground during that period. But Pt includes the total 
electricity use, Pel, and the contribution to heating is only αPel, where 0≤ α ≤1. This means 
that the for the case shown in fig. 4, the intercept Pt,0 = 4.9 kW should be reduced  with (1-
α)·Pel,0 to obtain an estimate of the heat loss via ground, GL. 
 
Besides Ft, the regression analysis also gives the intercept, see Figure 3, w hich could 
correspond to the heat transfer via ground during that period. But Pt includes the total 
electricity use, Pel, and the contribution to heating is only αPel, where 0≤ α ≤1. This means 
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that the for the case shown in fig. 4, the intercept Pt,0 = 4.9 kW should be reduced  with (1-
α)·Pel,0 to obtain an estimate of the heat loss via ground, GL. 
 
Table 1. Compilation of the results based on a two month period, with different schemes for 
preprocessing experimental data. The relative deviation from the average value is given within 
brackets. For the apartment buildings the results are also given for the longest period when the 
measured global radiation was less than 20 W/m2. 
  Ft [kW/˚C] 
  Building  #1 Building #2 
Pre-processing A6 B1 A6 B1 
2-month 21/11-21/1 1.34  (6%) 1.23  (1%) 1.04  (4%) 1.01  (1%) 
 1/11-31/12 1.22 (-3%) 1.24  (2%) 1.01  (1%) 1.02  (2%) 
 1/12-31/1 1.22 (-3%) 1.19 (-3%) 0.95  (-5%) 0.96  (-4%) 
𝐹𝑡�  2-month  1.26 1.22 1.00 1.00 
   
 1/11-6/2 1.26 1.22 1.00 0.98 
   
 Single family building  
Pre-processing A4 B2 
2-month 21/11-21/1 0.150  (1%) 0.148 (-1%) 
 1/11-31/12 0.146 (-1%) 0.150  (1%) 
 1/12-31/1 0.149  (0%) 0.149  (0%) 
𝐹𝑡�2-month  0.148 0.149 
 
The value of α, is difficult to determine from available data. Method by using multivariate 
regression (PLS) [6,7] have been examined, but due to the fact that Pel behave very "nice" and 
is correlated to (Ti – To), the uncertainty in the determination of α becomes very large and no 
clear estimates could be obtained. Of the actual electricity use in building #1, hous ehold 
electricity constitutes about 70% and the remaining 30% for lighting outdoors and for 
common areas and for the exhaust fan that is situated under the roof and thus out-side the 
climate shell. An approximate estimates of α, yield a value between 0.6 and 0.8. Based on 
this, the heat transfer via ground is estimated to be in the range of 2.9 and 3.9 kW . With 
access to measurements of the basement temperature of building #1, t he design of the 
building and the fact that the building is situated on a former sea bottom, calculation of the 
heat transfer via ground was performed according to EN-ISO-13370, se Figure 5.  
 

 
Fig.4. Calculated monthly heat loss via ground according to EN-ISO-13370, clay soil. 
 
Figure 4 shows that the calculated heat transfer via ground both on an annual basis and for the 
periods analyzed are relatively constant and in good agreement with the estimated transfer of 
2.9-3.9 kW for the time period closed to the winter solstice. 
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If the heat transfer via ground are constant over the year, the utilized solar radiation for 
heating, Ps, may be estimated, based on a  constant heat loss coefficient, F. The results for 
building #1, are displayed in Figure 6 for the entire measured period assuming a constant 
level of the heat transfer via ground. The data presented in Figure 5 consists of daily data 
from 1 January to 31 March of 2010 and 1 April to 31 December 2009 and hence the step in 
the graph. 
 

 
Fig. 5. Estimated gained heat from solar radiation, building #1. 
 
At the beginning and end of the year, Ps fluctuates around zero. The main reason behind this 
is the use of daily data, and the variation thus reflects dynamic heat storage. If data were pre-
processing according to B6, these fluctuations would be reduced, but at the same time, data 
could not be present in this way since time loses its meaning. The fact that Ps is lower than 
expected around the summer solstice is probably explained by the Swedish tradition to have 
open doors and windows during our short but cherished summer.  
 
Since the theoretical calculations of the monthly heat transfer via ground, for the single family 
building indicated a fairly large variation over the year, a similar analysis is not possible. But 
based on an estimate of 0.6≤ α ≤ 0.8], an estimated range for the heat transfer via ground, 
during the 2-month period of 0.22 t o 0.39 kW was obtained, to be compared with the 
calculated 0.5 kW for this split level building. Since the heat transfer via ground has a strong 
variation over the year, could only the difference between gained solar radiation and heat 
transfer via ground be estimated, (Ps - LG), if α is known and constant. With α = 0.7, the 
results shown in Figure 6 was obtained. For the single family building, only incomplete data 
was available for the summer period and are thus missing in Figure 6. 

 

 
Fig. 6. Estimated Psol – LG over the period where measured data was available. 
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Figure 6, indicates that the contribution to heating from solar radiation exceeds the heat 
transfer via ground until the beginning of October and this situation is reversed in the end of 
March. 
 
4. Discussion 

In this work we have used experimental data from time periods close to the winter solstice 
and data has been pre-processed to reduce dynamic heat storage effects. Based on this and 
with access to extensive measurements, the heat loss factor has been determined with a high 
precision for the investigated buildings. Unfortunately, a f undamental problem remains; no 
correct answer is available for the heat loss coefficient as reference.  
 
However, based on the high precision and the fact that the obtained estimate of the heat 
transfer via ground are in good agreement with calculations based on ISO-EN-13370 indicates 
that the used approach gives consistent results. In addition, the estimated gained solar 
radiation, of Figure 4, increases in a basically linear way when plotted versus the global solar 
radiation. This means that the obtained results could be used as feedback to energy 
calculations. 
 
The buildings investigated in this study have a simple HVAC-system and the next step is 
therefor to extend this work to more energy efficient buildings with complex systems and also 
to focus on methods to obtain an estimate of the gain factor α for the electricity use. This 
could be achieved by a close survey of where and for what the electricity has been used or 
using multivariate methods or artificial neural networks [8,9]. 
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Abstract: The University of Sonora as a sustainable higher education institution has been committed for almost two 
decades to continuously increase its involvement with society by helping in their transition to more sustainable 
lifestyle and recently by implementing and maintaining a Sustainability Management System (SMS) on Campus 
which it is actually certified under the ISO 14001:2004 international standard. One of the sustainability programs 
within the SMS is the Sustainable Management of Electrical Energy (SMEE) that comprises not only energy 
efficiency initiatives but also energy conservation initiatives. This paper is aimed at describing the experience of the 
University of Sonora in fostering changes on attitudes and behaviors that result in energy conservation. Before the 
implementation of the SMEE was common to find lack of interest among students, professor, and employees for 
energy conservation behaviors such as shutting down air conditioners or turning off lights when they were not 
necessary given as a result a repeatedly energy wastage and consequently, the generation of CO2 emissions that 
increase climate change. Findings presented in this paper indicate that changes on attitudes and behaviors can 
generate good practices for conserving energy and reduce the environmental burden of universities. Sustainability 
indicators have proven the efficacy and efficient of the SMEE; at the financial dimension, the SMEE has reached 
savings of over 5, 840 USD in three years; from the environmental dimension, the SMEE has avoided the emissions 
of 33,287 kg of CO2, but the most important indicator come from the social dimension where wasting behaviors 
have been modified by increasing community awareness. Positive trends on the SMEE indicators suggest the 
increasing of awareness of the impact of energy wastage among the university community who act in consequence of 
this in favor of the environment. Additionally, an awareness survey was conducted to 650 members of the university 
community such as faculty, students, administrative staff and service personnel to reveal which energy conservation 
initiatives would be willing to follow, such as: turn off the lights at the term class, turn off the air conditioned when 
the classroom is not in use, close doors and windows to avoid that the air-conditioning air leakage, etc.  Findings 
show that most of participants are becoming aware of the impact of the energy wastage and they are willing to 
participate in the SMEE in order to reduce those environmental impacts. Findings also show that willingness of the 
university community for participating or supporting more than one energy conservation initiatives on campus; the 
behavior of turn off lights and air conditioners when finishing the class is the preferred option.  
 

Keywords:  Energy conservation, Sustainable management system, Climate change 

 

1. Introduction 

The dependence of petroleum and coal has had terrible consequences for the planet, such as 
global warming, pollution, and the dependency of some countries over other countries [1]. On 
global scale, climate change has raised lots of concerns; international initiatives such as the UN 
Framework Convention on Climate Change have raised alertness about the role of energy in 
human’s impacts reflecting on the environment and the same manner effecting for sustainable 
development [2]. There is no doubt that human activities alter the climate mainly where CO2 is 
emitted to the atmosphere producing the greenhouse effect [3]. Clearly, this situation has forced 
individuals and organizations to put into practice efforts to reduce energy consumption and in 
particular energy wastage. According to EPA, opportunities for energy conservation are 
increasingly available in almost every application in any setting such as homes, schools, offices, 
and industrial environments [4].   
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The University of Sonora in its intent to become a more sustainable higher education institution 
has been committed for almost two decades to energy conservation by implementing and 
maintaining a Sustainability Management System (SMS) on Campus [5]. 
 
After more than 5 years of its implementation, the SMS succeed, in July 2008, an ISO 
14001:2004 external audit and as a consequence it got the ISO certification; two years later, the 
SMS was challenged again by two follow-up audits that were conducted and approved with 
success.  So far, this accomplishment has not been mirrored by any other public university in 
Latin-America.  
 
The goal of the SMS is the protection of natural resources and the prevention, reduction and/or 
elimination of environmental and occupational risks generated by the members of the university 
community when using resources in order to carry out its substantive functions of teaching, 
research, outreach & partnership, and stewardship. 
 
One of the sustainability programs within the SGS is the Sustainable Management of Electrical 
Energy (SMEE) that comprises not only energy efficiency initiatives but also energy 
conservation initiatives with the purpose of reducing energy consumption and in particular, 
energy wastage.   For the University of Sonora, energy conservation is related to human behavior; 
therefore, the SMEE strives to changes negative lifestyles of its community. 
 
Before the implementation of the SMEE was common to find lack of interest to energy 
conservation initiatives among students, professor, and employees; hence, electrical bills and 
CO2 emissions were out of control; however, this situation has gradually changed. 
 
Under this context, this paper is going to be aimed at describing the experience of the University 
of Sonora in fostering changes on attitudes and behaviors that result in energy conservation.  
 
2. Methodology 

The Sustainable Management of Electrical Energy (SMEE) Program has several steps that work 
integrated to reach the strategic objective of changing of attitudes and behaviors and energy 
efficiency initiatives. These steps can be summarized as follows: 

2.1. SMS Scope 
The scope of the SMS is the engineering college; this means that energy conservation efforts are 
focused on facilities within this college.  The engineering college is located at block five of the 
campus which includes eleven typical buildings of a higher education institution such as 
classrooms, laboratories, and administrative offices.  

2.2     Inventory of electrical equipment and accessories  

Commonly, energy is used in lighting, computers and peripherals; science equipment and office 
devices. The inventory of electrical equipment and accessories is conducted annually and 
involves not only the accounting but also the physical shapes of equipment and installations 
within the scope of the Sustainability Management System (SMS). The minimum information 
required by equipment and / or accessory is their power consumption on watt, or its equivalent, as 
well as their physical condition at the time of conducting the inventory.  
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2.3   Monitoring procedure.  
The monitoring procedure is intended to verify if the electricity is being used efficiently and 
rationally by the university community. This procedure is done each day, but reporting is on a 
weekly basis; this consists on certain number of visits made by the reviewers assigned to specific 
areas in buildings to record if there is a waste of energy. Each wasteful behavior is considering a 
failure and, if it is possible, interventions on situ must be conducted to timely eliminate and / or 
reduce energy wastage.  

2.4       Indicators  
Sustainable indicators are calculated based on weekly records. There are several factors to 
consider for measuring performance. Wastages are expressed in financial, environmental, and 
power metrics. Indicators from 2008 to 2010 are shown in tables 2 to table 4. 

2.5     Dissemination of information 

Increasing energy conservation awareness among the university member is imperative in order to 
reduce energy wastage behaviors. A key requirement of the SMS is the divulgation of indicators 
on a quarterly basis. This is done throughout flyers, brochures, and emails. 

2.3       Sustainability Management System (SMS) Survey 

A survey was conducted to faculty members, students, administrative staff and service personnel 
to indicate  which energy conservation initiatives would be willing to follow, such as: turn off the 
lights at the term class, turn off the air conditioned when the classroom is not in use, close doors 
and windows to avoid that the air-conditioning air leakage, etc.  The surveys were applied to 650 
members of the university community.   The selection of individuals was selected by a simple 
random sampling method. The sampling Eq. (1) is following showed:              

𝑛 =     𝑍 ²   𝑝 𝑞  𝑁
N E² + Z² pq

   (1) 

Where n is the sampling size, Z is confidence level,   p is positive variation, q is negative 
variation and N is population size. 

3. Results 

3.1        Awareness Survey 
The results of the SMS survey are presented in Table 1. In general, most of participants are 
becoming aware of the impact of the energy wastage and they are willing to participate in the 
SMEE in order to reduce those environmental impacts. Findings also show that willingness of the 
university community for participating or supporting more than one energy conservation 
initiatives; the behavior of turn off lights and air conditioners when finishing the class is the 
preferred option.  
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                 Table 1 Awareness survey 
 

Item Yes No 
Support the SMS  75 25 
Energy Wastage 
Awareness 

70 30 

Willingness to 
participate in the 
SMEE 

90 10 

Participation on 
more than one 
initiative 

95 5 

Turn off the lights/ 
classrooms/room 

38 62 

Turn off the AC 35 65 
Closing door or 
window/ AC 

18 82 

Turn off the PC 
Monitor 

9 91 

 
 
3.2       Calculations of electrical energy metrics 
Table 2 shows the monitoring records for  2008, there were recorded 1759 energy wastage 
events, denominated failures; however; it was possible to intervene an avoid the impacts 
associated with  in 882 out of those 1759. Thank to these interventions, there were avoided the 
wastage of 10,188 kw; and consequently, the emissions of 9271 kg of CO2. In monetary terms, 
savings were 1,626 USD.  
 
Table 2. 2008 Sustainability Indicators 

 
Indicator Units Amount 

Failures events 1759 
Interventions events 882 
Avoided Energy Wastage kw 10,188 

 
Avoided CO2 emissions kg 9271 
*Savings USD 1,626 
 
* Exchange rate:  US$ 1.00 = MX$ 12.53 at December 14, 2010. 
  Source: Banco Nacional de México, S.A. 

Records for the entire 2009 are shown in Table 3.  During this year, there were 446 interventions 
that avoided the wastage of 11,579 kw and the emissions of 1265.63 kg of CO2. This represented 
a saving of 1,848 dollars for the institution.  
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Table 3. 2009 Sustainability Indicators 
 

Indicator Units Amount 
Failures events 2,322 
Interventions events 756 
Avoided Energy Wastage kw 11,579 

 
Avoided CO2 emissions kg 10,536 
*Savings USD 1,848 
 
* Exchange rate:  US$ 1.00 = MX$ 12.53 at December 14, 2010.  
 Source: Banco Nacional de México, S.A. 

Table 4 shows records for 2010; the energy wastage avoided was 14,812 kw that represents 
13,479 kg of CO2. Figure 1 illustrates the 2008-2010 trend of each indicator; it is possible 
observe on it the improvements per year of each indicator which suggest that SMEE is fulfilling 
its goal. 

Table 4. 2010 Sustainability Indicators 
 

Indicator Units Amount 
Failures events 3,467 
Interventions events 936 
Avoided Energy Wastage kw 14,812 

 
Avoided CO2 emissions kg 13,479 
*Savings USD 2,364 
 
* Exchange rate:  US$ 1.00 = MX$ 12.53 at December 14, 2010. 
  Source: Banco Nacional de México, S.A. 

 

Fig 1. Sustainability Indicators Trend 
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4. Conclusion 
The University of Sonora, through initiatives like the Sustainable Management of Electrical 
Energy (SMEE) Program, shows that it is possible for universities to reach important economic, 
social and environmental outcomes.  
 
Findings presented in this paper indicate that changes on attitudes and behaviors can generate 
good practices for conserving energy and reduce the environmental burden of universities. 
 
Sustainability indicators have proven the efficacy and efficient of the SMEE; at the financial 
dimension, the SMEE has reached savings of over 5, 840 USD in three years; from the 
environmental dimension, the SMEE has avoided the emissions of 33,287 kg of CO2, but the 
most important indicator come from the social dimension where wasting behaviors have been 
modified by increasing community awareness. Positive trends on the SMEE indicators suggest 
the increasing of awareness of the impact of energy wastage among the university community 
who act in consequence of this in favor of the environment.  
 
Result from the 2010 survey indicated the willingness of the community to support and fully 
commitment to the SMS and in particular with the SMEE. 
   
Become a more sustainable university is a hard task that cannot achieve without the participation 
of the community, mainly students; they need to get a better understanding of human health 
exposures and environmental impacts generated because energy wastage. 
  
Turning off lights when the classrooms are not being used or by closing doors when the air 
conditioned equipment is in use, it can be very helpful for sustainability on campus; yet, before 
the operation of the SMEE, these events were very common in university lifestyle. Although 
today those practices still are present, they are not the common denominator. It is clear that the 
path to sustainability is full of obstacles; yet, there is no other way. 
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Abstract: Data centers have become an essential operational component of nearly every sector of the economy, 
and as a result growing consumers of energy and emitters of greenhouse gases (GHGs). Developing strategies 
for optimizing power usage and reducing the associated life cycle GHG emissions are critical priorities for 
meeting climate policy objectives. We investigate data center power management through virtualization, a 
technique that consolidates data center workloads onto fewer computing resources within a data center and 
deploys computing resources only as needed. Based on an experimentally validated dynamic resource 
provisioning framework applied to a small scale computing cluster at Drexel University that employed 
lookahead control, a control scheme using virtualization demonstrated a 25% reduction in power consumption 
over a 24-hour period.  Using the power savings results from the virtualization experiments, and extrapolating 
those savings to a medium-sized data center that hosts 500 servers, we estimate the avoided life cycle GHG 
emissions for implementing a virtualization strategy in hourly time-steps for marginal and average electricity 
units over a 24-hour day during the month of August, when electricity loads are typically highest for the year. 
Results from this work show virtualization could avoid the emission of approximately 0.8 to 1.2 metric tons 
CO2e/day.  
 
Keywords: Energy, Power management, Buildings, Information technology, Life cycle assessment 

1. Introduction 

Data centers have become an essential operational component of nearly every sector of the 
economy, and are additionally growing consumers of energy, and as a result, a burgeoning 
source of greenhouse gas (GHG) emissions.  In 2008, data centers worldwide emitted 170 
million tons of CO2, an output on parallel with the total GHG inventory of countries such as 
Argentina and the Netherlands.  Moreover, data center GHG emissions are expected to grow 
four-fold by 2020 and surpass those of the airline industry [1].  Therefore, developing 
strategies for optimizing power usage and reducing the associated life cycle GHG emissions 
are critical priorities for meeting climate policy objectives.  
 
This paper investigates use of new techniques for server power management and validates 
them using a small-scale computing testbed. The validation experiments are integrated with 
environmental life cycle models that evaluate the consequential reduction in life cycle GHG 
emissions of computing equipment and data centers as a whole as a result of the power 
management strategy in combination with expected input sources of electricity and regional 
electricity mixes. We accomplish this by coupling the data center power optimization strategy 
with a life cycle model of electricity supply that examines the average electricity mix and 
marginal units of power supply over a 24-hour period. The power management strategy we 
examine is known as virtualization, a technique that consolidates multiple online services onto 
fewer computing resources within a data center and deploys computing resources only as 
needed.  
 
1.1. Background 
Energy management in data centers involves three main components of computer hardware, 
building, electricity infrastructure:  power load distribution of the data operations; cooling 
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systems employed to control ambient conditions in the buildings that house the computers 
(the HVAC systems); and the electric power supply system (the electricity grid) and sources 
that make up each composite unit of electricity (measured in kWh) delivered to the data 
center, consisting of hydro-electric, nuclear, coal, natural gas, oil, and renewable sources (e.g., 
wind power, biomass, geothermal, etc). In addition to the in-use consumption of energy and 
emission of GHGs, the three components of a data center (building, hardware, electric utility 
infrastructure) carry “upstream” energy and GHG emissions owing to the processes and 
resource inputs and capital equipment used to produce (mine, manufacture, transport, and 
construct) a data center. 
 
A typical data center serves a variety of companies and users, and the computing resources 
needed to support such a wide range of online services leaves server rooms in a state of 
“sprawl” with under-utilized resources. Moreover, each new service to be supported often 
results in the acquisition of new hardware, leading to server utilization levels, by some 
estimates, at less than 20%. With energy costs rising and society’s need to reduce energy 
consumption, it is imprudent to continue server sprawl at its current pace.  
 
Virtualization provides a promising approach to consolidating multiple online services onto 
fewer computing resources within a data center. This technology allows a single server to be 
shared among multiple performance-isolated platforms known as virtual machines (VMs), 
where each virtual machine can, in turn, host multiple enterprise applications. Virtualization 
also enables on-demand or utility computing, a dynamic resource provisioning model in 
which computing resources such as the central processing unit (CPU) and memory are made 
available to applications only as needed and not allocated statically based on the peak 
workload. By dynamically provisioning virtual machines, consolidating the workload, and 
turning servers on and off as needed, data center operators can maintain service-level 
agreements (SLAs) with clients while achieving higher server utilization and energy 
efficiency. 
 
In this research paper, we apply an experimentally validated dynamic resource provisioning 
framework for integrated power and performance management in virtualized computing 
environments developed by Kusic and Kandasamy [2,3,4].  Prior research by the authors 
demonstrated the novelty of the application of advanced control, optimization, and 
mathematical programming concepts to provide the necessary theoretical basis for this 
framework. The authors posed the power/performance management problem as one of 
sequential optimization under uncertainty and solve this problem using limited lookahead 
control (LLC), an adaptation of the well-known model-predictive control approach [2]. The 
framework solves an online optimization problem that maximizes the performance objective 
over a given prediction horizon, and then periodically rolls this horizon forward. The LLC 
approach allows for multiple objectives (such as power and performance) to be represented as 
optimization problems under explicit operating constraints and solved for every control step. 
It is also applicable to computing systems with complex non-linear behavior where tuning 
options must be chosen from a finite set at any given time (such as the number of physical 
machines and/or VMs to power up/down). Experimental results obtained using a small-scale 
cluster show significant promise that LLC can systematically address performance/power 
problems within the highly dynamic operating environment of a data center. Table 1 
summarizes results from prior research that demonstrated that the server cluster, which hosted 
six heterogeneous servers that host multiple online services, when managed using LLC saved, 
on average, 26% in power consumption costs over a 24-hour period, when compared to the 
uncontrolled case when no servers are ever switched off. 
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Table 1 Control performance, measured as average energy savings and SLA violations, for different 

workloadsa 
Workload Total Energy 

Savings (%) 
% SLA Violations 

(Silver) 
% SLA Violations 

(Gold) 
Workload 1 18 3.2 2.3 
Workload 2 17 1.2 0.5 
Workload 3 17 1.4 0.4 
Workload 4 45 1.1 0.2 
Workload 5 32 3.5 1.8 

a Notes: The cluster hosts two services, termed “Gold” and “Silver” enabled by the Trade6 and DVDStore 
applications. The services generate revenue as per a non-linear pricing scheme that relates the achieved response 
time-300 ms for each Gold request and 200 ms for each Silver request-to a dollar value. Response times below 
the threshold result in a reward paid to the service provider, while response times violating the SLA result in the 
provider paying a penalty to the client. 
 
2. Methodology 

We apply life cycle assessment (LCA) methods following ISO 2006 [5] procedures to 
examine the potential for reducing life cycle greenhouse gas (GHG) emissions when 
employing power management via virtualization. We examine avoided electricity 
consumption and GHG emissions based on hourly marginal units of electricity in the 
Pennsylvania-New Jersey-Maryland (PJM) power mix, and in this way use a consequential 
LCA approach to the problem [6]. The system boundary investigated consists of the data 
center work load management on 500 central processing units (CPU), overhead building 
HVAC needs, and the power grid mix that comprises power supply to the data center (Figure 
1). A complete LCA model of the system performance outlined in Figure 1 would normally 
account for the “upstream” energy and associated GHG emissions of the building, computer 
hardware, and electric utility infrastructure) in addition to their contributions during operation. 
However, in this paper we limit our scope to operation related energy and environmental 
performance to isolate the performance of the virtualization strategy independent of system 
attributes, but we evaluate the changes in life cycle performance induced on the system by the 
virtualization strategy. 
 

CPU load managementBuilding/HVAC 
system operation

Power supply

 
Figure 1: Systems boundary comprising data center and power supply 

 
2.1. Power Management by Virtualization 
As noted above, experiments conducted on a cluster of Dell PowerEdge servers indicate that 
the controller achieves a 25% to 46% reduction in power consumption costs for six different 
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workloads over a 24-hour period when compared to an uncontrolled system while achieving 
the desired QoS goals.  
 
Figure 2 shows the LLC scheme where we obtain the control actions governing system 
operation by optimizing the forecast system behavior for the performance metric over a 
limited prediction horizon [3]. The controller obtains the sequence of control actions that 
results in the best system behavior over this horizon and applies the first action within this 
sequence as input during the current time instant. It then discards the rest and repeats this 
process at each time step. Thus, in a predictive-control design, the controller optimizes the 
performance metric at each sampling-time instance, taking into account future variations in 
the environment inputs and their effects on system behavior. 
 

 
Fig. 2: Structure of the limited lookahead controller 

 
The computer testbed cluster, when managed using LLC saves, on average, 26% in power 
consumption costs over a 24-hour period, when compared to the uncontrolled case when no 
servers are ever switched off. Also, when the incoming workload is noisy, the risk-aware 
controller provides superior performance compared to a risk-neutral one by reducing both 
SLA violations and host switching activity. 
 
2.2. Life Cycle Inventory Analysis 
We constructed a life cycle assessment (LCA) model focused on the consequential GHG 
emissions avoided through implementation of the virtualization experiments scaled to a small-
medium sized data center hosting 500 CPUs.  We applied tests from workload simulations 
that achieved a 41% energy savings relative to the uncontrolled case noted in section 2.2 and 
assume that power savings scale linearly from the testbed cluster experiments to the 500-CPU 
data center.   For the LCA model that we construct here, we consider the reduced demand for 
power to the data center resulting from consolidating workloads onto fewer machines.  
Therefore with respect to unit processes considered in the LCA model, we take into account 
only the power supply needed for the CPUs in the data center, and do not take into account 
optimizing the HVAC system shown in Fig. 1. However, we note that a control scheme that 
seeks to minimize overall energy consumption can include inputs from the building cooling 
systems and environmental ambient conditions. 
 
3. Results 

A systematic analysis of energy savings allowed through optimization of power management 
in a data center requires consideration of the electricity supplying the data center and the 
upstream fuel/resource extraction and transport of energy sources to individual power plants 
(e.g., coal, nuclear, natural gas, and fuel oil).  Typically LCA models employ life cycle 
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inventory (LCI) data that describe electricity grid mixes averaged over time.  Over a year, the 
national U.S. electricity grid tends to average out to approximately 51% coal, 21% nuclear, 
16% natural gas, 7% hydro-electric, 3% petroleum, and 3% other, including renewable 
sources [7].  However, around the different regions of the U.S., regional averages are known 
and can be used to estimate net life cycle emissions related to power consumption.   
 
LCA attempts to quantify the resource intensity and damages associated directly with the flow 
of resources and wastes associated with products, processes, and activities, or more generally,  
“systems”.  Analysts have tried for some time to track inputs and outputs across different 
economic sectors in order to capture actual energy and materials consumed for those systems.  
The structure of electric power distribution within a regional grid does not make it possible to 
trace individual electrons from source to sink, which is why analysts use average electricity 
mixes.  In the case of data centers, a better approach for understanding power consumption by 
source, is to track electricity consumption by time of day, as this would show how the data 
center consumes electricity during peak and off-peak times, and thus the implications for 
using coal, the highest carbon emitting power sources, versus natural gas, the more efficient 
of the carbon-emitting sources.   
 
Another debate in LCA literature regarding the trace of electricity usage is the question of 
whether to count the marginal or the average unit of electricity output.  Some argue that each 
additional unit of demand placed into an electricity grid should correspond to the marginal 
unit consumed.  For example, if a new data center is constructed and it sources its power from 
the Northeast electricity grid, the marginal unit approach would assume that electricity 
consumed came from the last kWh of output, the marginal source, since the overall mix at any 
given time is already meeting existing demand.  Analyzing the problem this way, we would 
expect that a new data center built into a region and relying on electricity supply, would 
therefore use the marginal unit at each time step during the day. Put another way, any savings 
in energy from the data center would save GHGs from the marginal unit of output.  For the 
majority of the peak hours, of the day, this could reduce coal-sourced power. At mid-peak 
hours this may reduce lower-GHG emitting natural gas sources, and in off-peak hours it may 
save coal-GHG emissions.  Approaching the problem this way, we took data from a typical 
power supply curve on a peak August month, approximated the electricity mix based on peak 
load distribution curves (Figure 3), and then approximated the mix and GHG savings or 
avoided coal power based on a data center optimization strategy.   
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Figure 3: Peak load distribution in August 2006 (source: PJM) 
 

917



The energy savings over the 24 hour day allow up to 61% power savings during late hours 
and early afternoon, when marginal sources shift between coal and natural gas.  Figure 4 
shows the energy savings over the 24-hour period resulting from optimizing workloads in the 
data center (see References [3] and [4] for further detail on the workload trace and 
optimization scheme applied).  The largest energy savings occur during hours 3 to 15 of the 
day, corresponding largely with peak power demand times. Accordingly, there could be 
significant savings in net life cycle GHG emissions from fossil energy sources.   
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Figure 4: Energy Savings over a 24-hour period estimated in 2-minute intervals 

 
We combined the hour-by-hour energy savings estimates with the life cycle electricity supply 
measured in average and marginal units based on the PJM electricity grid. Figure 5 shows the 
avoided GHG emissions from deploying the virtualization strategy.  We see that counting the 
marginal unit of electricity results in a larger estimate of avoided GHG emissions.  This is 
especially evident between hours 4 through 11, and is the result of an expected reduction in 
GHG emissions from coal-based electricity, the marginal unit used during that time interval.   
 
When we sum up the avoided GHG emissions over the day by integrating over the two curves 
shown in Figure 5, we find that a medium sized data center can avoid 0.8 metric tons CO2e 
day-1 and 1.2 metric tons CO2e day-1 when counting the average and marginal units of 
electricity avoided, respectively.  
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Figure 5: Estimated avoided greenhouse gas emissions resulting from Energy Savings over a 24-hour 

period estimated in 2-minute intervals 
 
4. Discussion 

This research demonstrates the usefulness of LCA models to estimate the full set of resources 
saved and environmental damages avoided by power management in data centers.  We 
focused on energy savings enabled through power management.  During runtime, the data 
center is typically managed to reduce resource consumption from the computing, power and 
cooling infrastructures, and SLAs are used to define the operational requirements of the 
infrastructure based on the desired performance. The life cycle approach builds in the 
upstream resources that supply the data center, and time-of-day analysis further delineates 
specific resources consumed coupled with typical demand patterns of internet resources.  
 
The model tested herein describes performance of one data center located in a particular 
climate zone during summer peak power demand times, with electricity supply from that 
zone. This may not be the case in practice since data centers are located throughout the world 
and different data centers may be deployed as coupled systems when needed in order to 
optimize performance constraints other than energy/environmental.  Knowing this, there may 
be opportunities to migrate workloads to data centers around the globe to take advantage of 
latitudes and climates that have the ability to employ passive cooling, and thereby reduce 
further the need for energy demand on data center HVAC. Design and control of the data 
centers may also create synergies with renewable power such as wind that tend to go online at 
night or potentially other day-time renewable energy sources such as photovoltaic for 
electricity supply. Through scenario analysis that uses LCA, novel building and locating 
strategies can be identified to further reduce the energy and carbon intensity of this sector. 
Understanding the interaction between data center location and real time power consumption 
is critical to optimizing computer cluster usage, since demand during peak hours tends to 
source marginal sources of power (coal), which tend to be the highest CO2 emitting sources, 
rather than low-emission alternative sources of energy.  These aspects will be investigated in 
relation to data center design, resource planning, and operation in future work. 
 
There is much opportunity to improve data center performance as part of building design for 
specific climate zones and in selecting power aware computing hardware. Addressing 
building design, cooling strategies may include locating the data center on the ground floor or 
in underground spaces. Certain design approaches for passive cooling of the data center 
include use of underfloor air distribution systems with natural convection to create zoned 
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ecosystems around equipment, localized air-handling units to redirect warm air from 
equipment rooms to other building zones, and outside air for cooling. Much additional energy 
savings can be achieved through coupling building/architectural design components into the 
power management and control strategy. Temperature sensors, embedded in the physical 
infrastructure, can be used to guide resource-provisioning decisions that consider the data 
center as a whole rather than at the level of an individual cluster(s). Workload can be 
dynamically managed taking into account the impact of provisioning decisions on the overall 
operating cost of the data center (for example, cooling costs). Automated migration of a 
virtualized workload from one set of servers located in a hot zone to a cooler zone in the data 
center (or one that costs less to cool) has potential to significantly reduce cooling costs and 
overall energy and GHG emissions. 
 
Building on the preliminary results discussed here, our future work will aim to develop a 
control framework wherein power/performance criteria can be applied to all aspects of data 
center operation. Such a framework would aim to analyze the three critical components, 
hardware, building, and electric utility infrastructure (Figure 1) for designing “green” data 
centers on a life cycle basis, along with operational control and location choice.  
 
Acknowledgements 

This research was supported by the Drexel Engineering Cities Initiative (DECI) at Drexel 
University. Spatari thanks A.E. Huemmler of the University of Pennsylvania for comments 
and discussion on this manuscript. 
 
References 

[1] McKinsey & Co., Report: Revolutionizing Data Center Efficiency, 2008. 

[2] D. Kusic and N. Kandasamy, "Risk-Aware Limited Lookahead Control for Dynamic 
Resource Provisioning in Enterprise Computing Systems," Cluster Computing: Special 
Issue on Autonomic Computing, v. 10, n. 7, Kluwer Academic Publishers, Dec. 2007, pp. 
395-408. 

[3] Kusic, D., J. O. Kephart, J. E. Hanson, N. Kandasamy, and G. Jiang, “Power and 
Performance Management of Virtualized Computing Environments via Lookahead 
Control,'' Cluster Computing, vol. 12, no. 1, pp. 1-15, Springer Netherlands, March 2009. 

[4] D. Kusic, J. Kephart, J. Hanson, N. Kandasamy and G. Jiang, "Power and Performance 
Management of Virtualized Computing Environments via Lookahead Control," Proc. 
IEEE Conf. on Autonomic Computing (ICAC'08), Chicago, IL, Jun. 2008, pp 3-12. 

[5] ISO, 2006. ISO 14044: Environmental management — Life cycle assessment — 
Requirements and guidelines. International Standards Organization, Geneva. 

[6] Ekvall, T., Weidema, B.P., 2004. System boundaries and input data in consequential life 
cycle inventory analysis. International Journal of Life Cycle Assessment 9, 161-171. 

[7] Kim, S.; Dale, B., “Life Cycle Inventory Information of the United States Electricity 
System,” (11/17 pp). The International Journal of Life Cycle Assessment 2005, 10, (4), 
294-304. 

920

http://www.pages.drexel.edu/~dmk25/CC_07.pdf
http://www.pages.drexel.edu/~dmk25/CC_07.pdf
http://www.pages.drexel.edu/~dmk25/ICAC_08.pdf
http://www.pages.drexel.edu/~dmk25/ICAC_08.pdf


An Intelligent Knowledge Representation of Smart Home Energy 
Parameters 

Mario J. Kofler*, Christian Reinisch, Wolfgang Kastner1 

 Vienna University of Technology, Automation Systems Group, Vienna, Austria 
* Corresponding author.  E-mail: mjk@auto.tuwien.ac.at 

Abstract: Homes in today’s world tend to include more and more electrically powered devices. Much effort is 
put on improving these facilities, but their integration towards a smart home often remains unconsidered. While 
there are some promising approaches to integrate devices with the help of knowledge bases, they are still not 
fully convincing. In all cases they fail to cover the energy behavior of installed devices which is a severe 
shortcoming with respect to the increasing energy demand of a home. As most residents are still unaware where 
the energy is consumed and which actions eventually lead to a lower demand, an energy related knowledge 
representation is of importance. This paper proposes such an energy knowledge base modeled as ontology. This 
artifact comprises a comprehensive collection of miscellaneous energy related information and allows home 
automation systems to make intelligent decisions upon this knowledge. Using the ontology, energy consumption 
in the home itself can now be optimized by executing intelligent control strategies that incorporate and exploit 
the additional knowledge in their algorithms. Likewise, also renewable energy suppliers are represented and may 
be considered by a smart home system in order to reduce the overall ecological footprint of the residents and 
provide additional services for home control.  
 
Keywords: Energy Parameters, Smart Homes, Ontologies 

1. Introduction 

The deployment of automation technology in the home offers several attractive benefits, 
among them most prominently increased energy (or even resource) efficiency, improved 
residential comfort and peace of mind for the home owner. As private households are 
undoubtedly one of the main energy consumers today, also a positive effect for the 
environment can be expected if energy consumption is reduced. In the last decade, smart 
homes have emerged as the keyword for such automated dwellings. The vision is a house 
populated by a multitude of devices (actuators and sensors) that cooperate in an intelligent 
way to control different domains of the home such as lighting/shading, heating/ventilation/air-
conditioning but also home appliances and consumer electronics. While in building 
automation well established solutions have already existed for a longer time, additional 
challenges arise for systems that need to be tailored to the needs of private households: In this 
domain, integration of diverse appliances into a homogeneous system is far from trivial due to 
different interfaces, usage paradigms and operation modes. Additionally, the intelligence 
promised by smart homes requires tailored use cases and scenarios to be developed and 
offered by the future systems. Consider, for example, a smart home system automatically 
scheduling a dishwasher to start when energy from renewable energy sources becomes 
available, e.g., when the sun is shining on a photovoltaic installation or once some energy 
provider offers cheap energy. Such a system could also be the central point to integrate 
demand side management [1] applications into the house, e.g., by shifting energy intensive 
operations to a more convenient point in time. These use cases require not only all devices to 
be interoperable but also demand some understanding of the current state of the affected 
environment. Information about the building, its embedded devices, its tenants and their 
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behavior as well as of the inside and outside conditions must be available and represented in 
some way for the smooth and successful operation of the smart home system. 
 
2. Motivation 

More and more energy facilities in modern buildings become interlinked in order to allow 
advanced control over various parts of the house. Up to now, however, only basic services are 
featured: lights and shutters can be linked via pre-configured scenes, or, for example, a central 
“OFF” function can be provided. More intelligent functions like ensuring comfort in a 
residential home while at the same time behaving energy efficiently are not feasible yet. The 
reasons for this are manifold, but one of the most important issues is the interoperability of 
devices. This integration is often not guaranteed due to the heterogeneity of underlying 
technologies. An orchestration of their services can often just be achieved through 
interconnection using gateways which are difficult to configure and may still limit inter-
device services [2]. Once integrated, all devices may be controlled and operated through a 
central home control system. However, this does not automatically imply that also all data of 
the devices becomes available throughout the integrated system. Based on these current 
shortcomings of smart homes, two main challenges can be identified: the need for an 
integrated system where all devices can equally participate, and some storage facility that 
provides pervasive access to all kinds of data originating from devices, the smart home or 
other sources. Thus, an abstract view on the underlying technologies is desirable to facilitate 
the integration of different building automation devices and also home applications. Further, 
often it is not known to a resident how much energy certain devices in the household 
consume. Many devices also waste energy when they are currently not in use e.g., during their 
stand-by times. To reduce these idle times it would help a smart home to know about the 
occupancy of rooms and during which times facilities in the home are mainly used. Especially 
in the case of consumer electronics like TVs it makes sense to unlink them from the power 
grid during times when the residential home is not occupied and just turn them back into 
stand-by mode when usage is expected. For household appliances like dishwashers or 
washing machines it would be beneficial to know how to schedule tasks with respect to the 
energy supply side. This way, peak loads on the power grid can be reduced and at the same 
time the environmentally friendliest energy provider can be chosen. The definition of energy 
tariffs and providers in the knowledge base of the smart home therefore allows yet 
unconsidered improvements with respect to energy consumption. The representation of such 
facts needs to be sophisticated and open to changes, because it is not only likely that new and 
probably unknown devices are added to the smart home, but also information about energy 
providers and their tariff schemes are changing frequently. These difficulties are addressed by 
the realization of a knowledge base for smart homes that is proposed in the following chapter.  
 
3. Methodology: An Ontology for Smart Homes 

The intelligent information representation in smart homes is necessary, not least because of 
the vast amount of influences to be considered for an energy efficient operation of the 
building. To model the data dependencies in an expressive way, the representation as OWL 
ontology is proposed. OWL is a recommendation of the World Wide Web Consortium (W3C) 
[3] and its Semantic Web Initiative. The Web Ontology Language bases its form and 
representation on a formal logic called Description Logic (DL) [4]. With this formal 
grounding, relationships and concepts existent in DL as well as the possible logical 
implications can be used in OWL for modeling the represented domain in a sophisticated 
manner. This way, more complex structures can be expressed than in alternative possibilities 
like relational database systems. Opposed to classical database schemes, the well-defined 
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logics of DL further allow reasoning over explicitly modeled facts in the knowledge base. 
This way, the inference of new information out of existing data becomes possible, and queries 
can be already stated in the knowledge base itself (cf. Sect. 4.2). Also the consistency of the 
knowledge representation can be assured automatically by the reasoning mechanism, when 
considering for example the addition of new concepts and relationships. In the case of smart 
homes, all knowledge can therefore be well organized and brought into an intelligent structure 
that subsequently can be accessed by the smart home system.  
 
3.1. Ontology Overview 
The proposed knowledge base consists of several modules which contain different kinds of 
parameters important for an energy efficient operation of smart homes (Fig.1).  
 

 
 

Fig. 1.  Smart Home Ontology Main Modules 
 
These different parts are, for example, a building representation including information about 
architecture and building physics, a user part with preferences as well as an exterior 
influences module holding for example weather data. In this work, focus is put on the 
resources and energy parts of the knowledge base: The resource representation describes the 
available facilities and their characteristics. The entire home environment and equipment has 
to be modeled in the knowledge base for a control system to have a complete view of the 
operable world, i.e., the building and its devices. The energy representation is an important 
source of information about energy demand and energy supply of the smart home. One of its 
purposes is to allow a software system to base its operational decisions on the status of the 
connected facilities in the smart home. Further, a representation of energy providers and 
energy tariffs enables an ecological and economical use of different energy forms such as 
electricity or district heating, with respect to renewability and energy costs. The next section 
describes these two parts in detail and explains the benefits of expressing facility and energy 
parameters as a linked knowledge store.  
 
3.2. Facilities and Home Automation Systems 
In home and building automation (HBA), the interaction of numerous kinds of devices is 
desirable. In most cases integration is not directly possible because of the heterogeneity of 
different home automation network standards. With DomoML [5] and DogOnt [6], there 
already exist two approaches that propose the use of ontologies in this context. DomoML is 
one of the first proposals structurally modeling household appliances with the help of 
ontologies. While DogOnt reuses certain ideas of this taxonomy, it tries to overcome 
limitations of DomoML. As ontology reuse [7] is highly recommended in ontology design, 
the DogOnt ontology was chosen as a starting point for the resource module of the proposed 
knowledge base. While not perfectly suitable for reuse, the DogOnt implementation provides 
an extensive and sophisticated representation of building facilities, functions and possible 
modes of operation. The authors of DogOnt put the focus of their knowledge base on the 
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intelligent integration of home facilities and automation components and aim at building 
automation service interoperability [6]. However, energy related issues like energy supply or 
demand of mapped home automation systems and home appliances have not been considered. 
Also, building information has only been rudimentarily treated. These facts make the DogOnt 
ontology a good candidate for integration into the proposed smart home ontology. Referring 
to Fig.1, the DogOnt ontology can represent the resource part, while interfacing with the more 
detailed building information branch as described in [8] and the newly developed energy 
representation module presented in Chapter 4. However, the ontology of the DogOnt project 
contains several severe design flaws, especially with respect to ontology normalization. 
Among others, important ontology normalization steps like avoiding asserted polyhierarchies 
and instead using hierarchical tree structures have been ignored by the creators of DogOnt. 
Nevertheless, as stated in [9], a normalized ontological representation significantly raises the 
reusability and is therefore considered as key requirement for large ontologies. As a 
consequence, the DogOnt representation is first adapted into a semi-normalized form by 
reformulation of comparatively weak parts of the ontology while making a tradeoff between 
fully normalized form and practicability. The key design focus of this reformulation is to keep 
the original hierarchy as far as possible, but, for example, to only allow polyhierarchies to be 
automatically asserted by a DL reasoner (e.g., Pellet [10]). This normalized version of 
DogOnt is subsequently integrated into the proposed knowledge base.  
 
4. Results: Energy Information Representation 

In order to describe information from the energy domain for a smart home system, some 
important concepts need to be modeled. These so-called top-level concepts contain the 
following necessary classifications: 
 

• Energy providers: This concept comprises all external energy suppliers providing 
some form of energy for the residential home.  

• Energy tariffs: The tariffs that are charged by an energy provider to supply a certain 
energy type. 

• Energy types: The different energy types that are available and are either supplied by 
energy providers, or used as source of energy to produce some secondary energy. 

• Energy facilities: All energy consuming or energy producing applications that are 
installed in a smart home. 

• Energy properties: This concept contains information needed to model energy demand 
and supply as well as energy costs. 

 
Energy representation, as module of the proposed smart home knowledge base (cf. Fig.1), 
therefore keeps a wide variety of different parameters useful for the energy efficient operation 
of a home. To provide the system with a general notion of energy, a classification of energy 
types is needed. This classification has to be tailored to the needs of a smart home with 
respect to modeled energy types. Therefore, a distinction between final energy, energy 
sources and useful energy was taken (Fig. 2). This distinction reflects the varied usage of 
energy types viewed from the providing side as well as from the consuming side. 
 
The concept EnergySource is used to classify different energy providers as explained in 
Section 4.1 and follows the general definition of sources of energy. Two distinctions are 
made: The first distinction is into primary and secondary sources of energy. Electricity, for 
example, is a secondary energy source because it has to be gained through some primary 
energy source. The second distinction into renewable and non-renewable sources is especially 
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important for resource-efficient energy consumption in a smart home. These two concepts are 
finally super-concepts of the actual energy sources. Some design decisions are made in order 
to classify sources of energy: For example, nuclear power is assigned to the non-renewable 
branch as concept Nuclear, because also nuclear waste is taken into account as some type of 
environmental pollution. 
 
The other two main concepts are FinalEnergy, and UsefulEnergy which both represent energy 
that is available for consumption in the smart home. A distinction between these two concepts 
is realized such that final energy contains energy types that can still be transformed to other 
energy forms inside the smart home while useful energy types are inconvertible. For example, 
gas as final energy can be used directly by a gas oven or, with the help of a gas heater, can be 
transformed to heat, which can subsequently be seen as useful energy. 
 

 
Fig. 2.  Types of Energy 

 
These two classifications of energy types do not have subclasses like the energy source 
branch, but merely contain concrete values which correspond to different forms of energy. 
This modeling technique is chosen, because for the appliance it does not make a difference if 
a green or non-green provider supplies the energy, however for the ecological footprint of the 
smart home user it does (cf. Sect. 4.2). The concrete members of the concept FinalEnergy are 
for example Coal, ElectricEnergy, Gas and Wood, while the concept UsefulEnergy has the 
members Heat, Cold, Light and Water. These groups can always be enlarged or narrowed, 
according to which end energies should be covered by the smart home system. As can be 
seen, some energy types occur twice in the knowledge base: once as energy sources and 
secondly as members of one of these two concepts (cf. Fig.2). The reason for this is that 
basically two viewpoints are being represented in the energy ontology: The demand side and 
the supply side. These two sides need to have a different idea of energy, because there exist 
energy sources that can be used by an energy provider to generate secondary energy but can 
also be directly used for consumption in the smart home as final energy. Also for the 
UsefulEnergy concept such a special case can be found: the specific resource Water on one 
hand acts as a source of energy to generate hydroelectricity, on the other hand it can be 
directly seen as useful energy in the smart home with different water providers and tariffs. 
Therefore, the classification shown in Figure 2 is considered as the one with least 
redundancies and most practical use. The benefits of the realization of final energy and useful 
energy types as individual values instead of concepts are further discussed in Section 4.2.  
 
On one side it is important to model the demand and supply facilities which are available in 
the smart home itself. Certainly, it is a better choice to use energy produced by home facilities 
from solar radiation and geothermal heat than having to rely on the supply of energy from 
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energy providers. On the other side it is also necessary to keep knowledge about different 
energy providers and their conditions in case energy demand exceeds homemade supply. 
Therefore, energy information representation is divided in two main axes which contain 
facilities in the smart home itself, i.e., the demand side and energy producing facilities, and 
the supply side like energy providers and tariffs, respectively. The following two sections go 
into detail and describe the certain constructs that have to be modeled for these two main 
parts. Although a description of the whole energy knowledge representation would go beyond 
the scope of this paper, important constructs and design paradigms are discussed in order to 
demonstrate the representation of energy demand and supply in the proposed knowledge base. 
 
4.1. Energy Providers and Supply Side 
With the ongoing liberalization of energy markets, knowledge about different energy 
providers and their tariffs are a valuable addition to the smart home ontology. It is assumed 
that like in the electric energy market also other markets will be liberalized in the future and 
therefore a variety of energy suppliers is classified in the proposed knowledge base (Fig.3). 
 

 
 

Fig. 3.  Classification of Energy Providers 
 
This conceptualization of energy providers comprises different energy forms as well as the 
distinction between green and non-green suppliers. Reasoning on this hierarchy with a DL-
reasoner, makes inferred hierarchies possible as shown in Figure 3 for district energy 
providers. Furthermore, reasoning can classify newly added individual energy providers and 
associate them with the respective subclass. This quality of an ontological representation can 
aid the characterization of green and non-green energy providers with respect to the way they 
supply energy. For example, some electricity provider which provides electric energy only 
through hydropower will become a member of the classes ElectricEnergyProvider and 
GreenEnergyProvider. In case this energy provider adds some non-green way to provide energy 
(e.g., nuclear power), the classification will be automatically corrected by the reasoning 
mechanism and the company will further be listed as NonGreenEnergyProvider. In addition to 
the way how suppliers generate energy, it is needful to know the different kinds of energy 
tariffs. Of course not every company has the same rates for energy supply and also different 
tariff switching times can exist which have to be considered in the knowledge base too. 
Therefore, a general notion of time is required which is achieved by integrating the OWL-
Time ontology for time representation [11]. With the reuse of this time ontology, 
characterization of tariffs according to their active times becomes possible. Together, energy 
provider and energy tariff form the main concepts of the supply side. They can further be used 
by a smart home control system to choose the environmentally friendliest and monetarily 
optimal energy supply at a specific point in time. 
 
4.2. Energy Facilities and Demand Side 
Energy facilities with respect to the smart home are all appliances which either consume or 
produce energy. For the facilities represented in the ontology, the actual energy consumption 

926



as well as the maximum energy consumption per defined state of operation is stored. Further, 
it is important for an autonomous system to know if a certain facility needs permanent power 
supply. With this information, an intelligent system can for example unlink appliances from 
the power grid when they are not immediately needed. 
 
The connection between energy demand side and energy supply side is made via an ontology 
design pattern called class-individual mirror described in [12]. For this design pattern, the 
final energy types already explained at the beginning of this chapter act as pivotal elements. 
The example in Fig. 4 shows the application of the pattern for these two parts of the ontology.  
 

 
 

Fig. 4.  Connection between Energy Providers and Energy Facilities  
 
The benefit of using this pattern is that the pivotal ElectricEnergy element holds information 
from the energy supply side. This can be used for choosing the electricity provider on an 
appliance level: If the depicted washing machine is scheduled to start at a certain point in 
time, the home automation system just needs to know which energy type it consumes. The 
ElectricEnergy element already holds information about which energy providers supply the 
energy by the energyProvidedBy relation that has been inferred by the DL-reasoner. Energy 
tariffs and other properties of the energy providers like if they are green or non-green 
suppliers can subsequently be retrieved from the ontology by the properties that have been 
defined for each electricity company. This way, important queries have already been modeled 
in the knowledge base, which represents a clear advantage over classical database systems. 
Among other things, this leads to a higher independency between the data representation and 
the software system.  
 
5. Conclusion and Outlook 

This paper proposed a central knowledge base which is mandatory to enforce novel energy 
efficiency control strategies in smart homes. It was shown that ontologies are a well suited 
technology to use as smart home knowledge representation. The ontology constructs as well 
as the formal grounding in Description Logics allow the depiction of more detailed and 
interconnected information than known from classical information representation systems. 
Additionally, because of the foundation in logics, reasoning on stored facts becomes possible 
which allows inference of new information and guarantees the knowledge model’s 
consistency. As a proof of concept, the part of energy related data was modeled as OWL 
ontology. Special focus was given to the domains demand side and supply side, where in 
particular the interrelations between the parts were discussed extensively. 
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A practical example of the application of the energy knowledge base is the energy efficient 
operation of household appliances and consumer electronics. Information about scheduled 
programs and desired finishing times can, for example, be used by a software system to derive 
which renewable energy provider offers the optimal tariff for the planned task. Furthermore, 
time slots for the execution of tasks give the system the ability to wait until off-peak 
electricity is offered, thus on one hand saving money for the customer, while on the other 
hand behaving environmentally friendly by consuming excess energy.  
 
Next steps regarding the presented resource and energy ontologies will concern their 
integration into a software framework as well as the definition of an interface that allows 
autonomous smart home control systems to easily access the knowledge store. Finally, other 
important parts of the comprehensive knowledge base for smart homes will be defined, 
modeled and constantly refined.  
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Abstract: In a recent meeting of IEA’s Annex 23, several members presented their conclusions on the modeling 
of phase change materials behavior in the context of building applications. These conclusions were in agreement 
with those of a vast review, involving the survey of more than 250 journal papers, undertaken earlier by the 
group of École de technologie supérieure. In brief, it can be stated that, at this point, the confidence in reviewed 
models is too low to use them to predict the future behavior of a building with confidence. Moreover, it was 
found that overall thermal behaviors of PCM are poorly known, which by itself creates an intrinsic unknown in 
any model. Models themselves are most of time suspicious as they are often not tested in a very stringent or 
exhaustive way. In addition, it also appears that modeling parameters are somewhat too simplified to realistically 
describe the complete physics needed to predict the real life performance of PCMs added to a building. As a 
result, steps are now taken to create standard model benchmarks that will improve the confidence of the users. 
Hopefully, following these efforts, confidence will increase and usage of PCM in buildings should be eased. 
 
Keywords: Phase change material, PCM characterization, Mathematical model, Model validation 

1. Context 

The ever increasing level of greenhouse gas emissions combined with the overall rise in fuel 
prices (although fluctuations occur) are today’s main reasons behind efforts devoted to 
improve the use of various sources of energy. Economists, scientists, and engineers 
throughout the world are nowadays in search of: 1) strategies to reduce the demand; 2) 
methods to ensure the security of the supplies; 3) technologies to increase the energy 
efficiency of power systems; and 4) new and renewable sources of energy to replace the 
limited and harmful fossil fuels. 
 
One of the options to improve energy efficiency is to develop energy storage devices and 
systems in order to reduce the mismatch between supply and demand. In this context, latent 
heat storage could be considered. Indeed, it is particularly attractive since it provides a high-
energy storage density and has the capacity to store energy at a constant temperature – or over 
a limited range of temperature variation – which is the temperature that corresponds to the 
phase transition temperature of the material. For instance, it takes 80 times as much energy to 
melt a g iven mass of water (ice) than to raise the same amount of water by 1°C. For the 
interested reader, excellent global reviews that pertain to phase change materials and their 
various applications were proposed by Zalba et al. [1], Farid et al. [2], Zhang at al. [3], Tyagi 
and Buddhi [4], Regin et al. [5], Mondal [6], Mehling & Cabeza [7], Sethi & Sharma [8], 
Verma et al. [9], Sharma et al. [10], Dutil et al. [11] and Cabeza et al. [12]. 
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2. Modeling in building applications 

A better management of the fluctuations of the external temperatures, wind, solar load, and 
heating or cooling needs is possible by the use of phase change materials. In building 
applications, these materials undergo a phase change close to the desired room temperature, 
which allow storing a large amount of heat in a relatively small volume compared to liquid 
water, brick or concrete. This results in direct energy savings as the solar gains can be used 
when needed, thus reducing the energy consumption for heating in the winter and cooling in 
the summer. Moreover, in many countries, these materials could also be used to reduce the 
peak consumption leading to money savings in this particular case.  
 
Nevertheless, high fidelity models are needed to guide the decisions of the architects and/or 
HVAC engineers in choosing optimum designs. Unfortunately, to formulate, implement, and 
validate such models is a rather difficult task mainly due to the non-linear nature of the 
problem. In addition, other technical issues add complexity to this problem. Here, we will 
discuss two of the most significant problems that should be addressed by the scientific 
community: phase change material characterization and model validation [11].  
 
2.1. PCM characterization 
The first problem faced even before beginning the modeling process is the characterization of 
the phase change materials (PCMs) themselves. In building applications, composite PCMs are 
the favored packaging method for inner walls applications. In this form, PCMs can be 
integrated into a building using the same techniques used for gypsum panel, which would 
provide a seamless integration. However, this type of material is rather difficult to 
characterize.  
 
The key problem comes from the interaction with the substrate and the PCM in confined 
pores. This interaction affects both the melting and freezing temperatures as their respective 
enthalpy. To our knowledge, this phenomenon was first observed in building application by 
Hawes et al. [13], when they noted a drift in thermal properties of a PCM laced concrete over 
time. They attributed this effect to a migration of PCM in smaller pores. Their interpretation 
was supported by a previous work of Harnik et al. [14] on icing behavior of concrete.  
 
Many physical models have been proposed to explain this behavior [15-25]. The 
thermodynamic properties of PCM composites are related in complex way to the size of the 
pores and to the chemical properties of the matrix and of the PCM. Mechanical confinement 
shifts the phase transition to higher temperatures due to increased pressure. Chemical 
interaction including dissolution between the compounds can shift up or  down the 
melting/freezing temperature. The stochastic nature of the nucleation process means that 
supercooling is favored in small volumes. In consequence, melting and freezing phase change 
occurs at different temperatures. The phase change range is also broadened. This has the 
practical consequence that it is necessary to measure both melting and freezing curves and 
this over a wide range of temperature. 
 
Even then, adequate characterization of PCM is a d ifficult task. For example, we have 
observed that reported enthalpy of melting and freezing can differ by more than as 15% in 
composite PCMs (ex: construction material [26-28] and polymer [29-31]). This is obviously 
unphysical since conservation of energy imposes that both values should be equal if the 
energy is stored in the PCM. Still, there is a possibility that some energy might be stored 
mechanically by the deformation of the matrix as a consequence of the PCM dilatation. To 
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our knowledge, this hypothesis has never been tested. While, if proven true, this phenomenon 
might provide new approaches to fine tune composite PCM thermal behavior.  
 
In practice, the broad width of the composite PCM freezing/melting curve impairs the 
separation between latent and sensible heat. In addition, in some cases, there is an indication 
in many published measurements that at least a part of the PCM stays in supercooling state 
during the whole thermal cycle. In addition, heat capacity value and conductivity are different 
between liquid and solid phases. All these problems make very difficult to define a 
meaningful baseline to extract the latent heat curve.  
 
In addition, hysteresis in the cooling/heating curve has been observed [32-36]. This behavior 
is not fully explained but is likely to be related to a complex interaction between the 
stochastic nature of the nucleation process (heterogeneous or homogeneous), progressive 
dissolution, glass transition or metastable crystalline phases. This has for consequence that 
each DSC curve is dependent on t he history of temperature and its rate of change. 
Measurement procedures for this effect are still in development.  
 
In general, thermophysical properties measurements are done on a small sample. However, 
due to the non classical behavior of composite PCM, it is unclear whether these measurements 
are representative of the macroscopic thermal properties of the material. A more detailed 
study is under investigation, which consists on the consideration of the heat transfers within 
the calorimeter cells. The goal is to determine the true value of specific enthalpy regardless of 
experimental conditions (sample mass, heating and cooling rates) [38]. This method also 
allows the determination of thermal properties by inverse methods [39]. In addition, potential 
drift in the thermophysical properties overtime are not always taken into account in the 
experimental protocol. Through a literature review, we have observed that tests of the stability 
of PCM composite extend from a few cycles to 5000 t hermal cycles! Since, for building 
applications, lifetime of components are decades long the latter value is certainly more 
suitable. 
 
In conclusion, improved thermal characterisation procedures are needed and will be certainly 
welcomed by modellers.  
 
2.2. Model validation 
The validation of modelling algorithms is also troublesome. While not restricted to building 
applications [11], it is  more critical in this case due to the relatively small temperature 
changes involved in a typical building application. In surveyed papers on modeling, all older 
models for PCMs behavior had experimental counterparts to validate the modeling of the 
problem. This was done to adequately validate the appropriateness of the set of equations and 
that of the subsequent formulation of a numerical method to solve the relevant sets of 
discretized equations. Many of these early studies also involved analytical solutions used to 
validate the model for selected problems that admit closed form solutions [11].  
 
However, as time went by, the authors relied more and more on ot her studies, mostly 
numerical ones, to validate their own numerical results. Many of the recent studies discuss 
their results qualitatively only, as the comparison with a graph taken from a publication may 
be somehow hazardous. And, interestingly, among the numerous – more than 250 – 
references and studies reported in [11], in only one the authors stated that the results were not 
“in good agreement with those found in the references”. In recent studies, the proportion of 
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analyses which rely on commercial codes increases and the discussions that pertain to 
stability, convergence, grid independence and other related numerical issues decrease. 
 
Statements are almost never made on t he agreement or disagreement with previous results. 
This may be explained partly by the engineering scientific culture, where challenging or 
trying to duplicate previous works is not a common practice. As an illustration of this 
observation, we noticed that the work of Heim and Clark [40-41] predicts accumulation of 
heat on a seasonal basis. This is certainly an extraordinary claim that would open door to new 
applications. Nevertheless, up to now, nobody has either duplicated or refutated it.  
 
However, engineering sociology merely reflects the practical constraint of doing such cross-
validations. Materials, geometries, testing conditions and models are almost always different 
from one study to another. In such conditions, even for the most dedicated researcher, it is 
very hard to validate previous work. In our mind, this is a serious issue. Without a common 
ruler, it is impossible to formulate a meaningful recommendation about a technology.  
 
Finally, we found that there is little comparison between various models and experiments. 
Every research group seems to have its own numerical model. To our knowledge, all these 
models were claimed to work well. Nevertheless, recent works [32-37] indicate that the 
presence of hysteresis creates some problem in the modeling itself since the thermal behavior 
of the PCM will depend on t he history of heat loading. At this moment, solution to this 
problem is an open question. While this is a very new concern and might not be that 
important, this raises some doubts on previous results. 
 
2.3. Further steps 
To address some of these problems, the IEA annex 23 has prepared two standard cases to test 
numerical models [29-30]. The first of these tests was a simple unidirectional wall, with 
inclusion of a classical phase change material within the wall. Three teams developed a model 
for this case. While two of those models were closely predicting the same results, a third 
model presented a significant discrepancy with the other two. At this moment, not enough 
models are available to find the root cause of the observed difference. The main suspect is a 
small variation in the numerical description of the latent energy curve.  
 
The existence of such divergence with a simple situation is by itself a strong warning about 
the models reliability. A second benchmark is now proposed. This benchmark is based on a 
small cubicle using PCM in its walls. In that case, high quality experimental data are used as a 
reference. To populate a database of benchmark, members of the annex 23 are invited to 
submit there own experimental data.  
 
These initiatives are certainly a step in the right direction. Their use as a validation tool should 
be considered by any researchers working into application of PCM in building. Nevertheless, 
results are too fragmentary at this point to produce general guideline for researchers. 
 
3. Conclusion 

While the applications of PCM in building are promising as a tool to reduce energy 
consumption, there are still many roadblocks on the widespread utilization. To optimize their 
utilization in buildings, reliable models are needed. At this point, the confidence in models is 
too low to be use to predict the future behavior of a building. However, thermal behavior of 
PCM themselves are poorly known, which by itself create a huge unknown in model. Models 
themselves are suspicious as they are rarely tested in a very stringent way. 

932



 
In addition, it a lso appears to us that modeling parameters are somewhat too simplified to 
realistically describe the real life performance of PCM addition into buildings. For example, 
seldom complete meteorological information (solar irradiation, external temperature and 
wind) are used as inputs. However, correlation and anti-correlation between these factors 
could strongly affect the results. In addition, in most systems modeled, thermal loads are 
restricted to solar heating. Additional heat from appliances will certainly affect the results. 
Also most of the time modeling is done on individual rooms or few rooms aligned in a perfect 
east-west alignment and empty. In real life, most houses are not perfectly oriented, have 
additional room with little solar heating, are equipped with furniture, and are occupied by 
people. This will both modify the thermal loading and the effective storage mass of the 
building. From our analysis of the literature, typical gain in energy efficiency by the 
utilization of PCM is expected to be roughly about 10-15%. In consequence, the factors not 
included in models could easily change the overall conclusion about the pertinence of PCM in 
building application.  
 
The steps taken now by the IEA ECES IA Annex 23 to create standard model benchmark will 
improve the confidence of the users. Phase change material characterization is still an 
unresolved issue, but many research teams work on it. Hopefully, following these efforts, 
confidence will increase and usage of PCM in building will be more straightforward.  
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Abstract: This paper explores the energy efficiency learning and practices of youths aged 18–25 years. The 
studied youths are involved in a project, initiated by a municipally owned housing company, to educate residents 
and change everyday behaviour, making it more sustainable and energy efficient. This project, which forms our 
case study, covers socio–technical features such as energy systems and the individual metering and billing of 
heating, electricity, and hot and cold water. How did the youths perceive and use the systems? Have their 
attitudes and behaviours concerning energy-related practices changed during the project? The results indicate 
that a combination of technology (e.g. metering and visualized energy use) and social activities (e.g. educational 
activities and meeting neighbours and housing company staff) changed some practices involving what was 
perceived as energy wasting behaviour (e.g. using stand-by modes and taking long hot showers), while other 
practices (e.g. travelling and heating) were harder to change due to socio–technical barriers. The youths 
displayed knowledge gaps in relation to the energy system and their basic understanding of energy (the 
difference between heating and electricity). 
 
Keywords: Everyday life, youths, housing, socio–technical systems 

1. Introduction 

A common notion is that children and youths represent our future hope in terms of changing 
unsustainable behaviour. Sustainability is now integrated into Swedish pre-school and 
primary school curricula and covered in secondary school and university courses. 
Environmental awareness might also be important in working life, for example, if an 
employer is involved in an environmental certification scheme. However, for most people, 
learning about sustainability and, for example, energy conservation and low-energy lifestyles 
is not included in their everyday activities. As an adult, education is voluntary, and it can be 
assumed that few people intentionally seek a deeper understanding of environmental issues. 
Many are exposed to information from various sources, such as their energy supply company 
or local municipal energy advisors. However, mere information provision is considered a soft 
and perhaps weak policy means, and research finds that it has little or no effect on behaviour 
[1], while learning can reach deeper into people’s values and might even change behaviour 
[2–4]. One key difference between learning and information provision is that learners receive 
feedback on their thoughts and actions, as learning often involves communicating with other 
people (possibly using various information and communication technology tools) [1]. 
Information provision is one-way and, by definition, is not communication at all. Published 
research into intervention and energy conservation behaviour is mostly found in the areas of 
psychology and social psychology [1,5–7], while the present research focuses on another level 
of behaviour, namely, socio–cultural and socio–technical behaviour; consequently, we chose 
learning and practice as our central areas of research [8–13].  

The starting point of this research was to explore the learning of youths and young adults in 
an after-school setting outside conventional formal learning facilities. Specifically, we 
examine learning about sustainable energy-use behaviour and energy conservation in the 
homes of 18–25-year-olds. We use a qualitative case study methodology, the overarching aim 
of which is to understand energy learning among youths and young adults in a project 
targeting energy conservation attitudes and behaviour. The main objectives are to explore 
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stated energy-use behaviour from the end-user perspective and to assess the success or failure 
of a project aiming to change behaviour through learning. We would also like to suggest ideas 
for improving the learning approach that may be useful to stakeholders and policy-makers.  

2. Theory and methodology 

The analyses presented here will be based on our understanding of social learning; this 
concept stems from research into the learning in action approach [14] and practice theory 
[15]. Under certain circumstances, knowledge can be assimilated by an individual and put into 
action, possibly leading to change [16]. Liedman [17] stresses that knowledge must be put in 
a wider context and be put to the test. This is also the basis of Säljö’s situated learning 
approach [14], according to which learning is not a harmonious occurrence but the result of 
individual struggle and commitment, hence, a process. Practice theory takes a similar 
approach to understanding human action, which is seen as resulting from a combination of 
structural prerequisites and individual and social processes. Instead of making situations the 
centre of analysis, Gram-Hanssen [8] emphasizes people’s practices and activities when 
performing everyday tasks. We take this approach here, starting our analysis with how the 
studied youths and young adults do things. Practices are complex phenomena and can extend 
outwards from the home or the places where they usually occur. Gram-Hansen quotes 
Schatzki when defining practices as our “doings and sayings” [15]. Gram-Hansen has 
developed Schatzki’s theories by introducing physical features and technology, making the 
approach more socio–technical. 

Given the qualitative approach of this research and our aim of understanding a socio–
technical phenomenon, case study methodology is suitable. Case study research focuses on 
real-life phenomena, and the inclusion of various contexts is encouraged when relevant [18]. 
Qualitative research aims at making detailed descriptions and creating in-depth understanding 
of phenomena. The boundaries of a case study can either be well defined in advance [19] or 
gradually be defined during the research [20]. The present research is a small case study based 
in a well-defined geographical area, the Ringdansen development, but the boundaries of the 
examined social learning extend beyond the neighbourhood.  

The case study focuses on the “Youth Housing” project in the Ringdansen development in the 
town of Norrköping, Sweden. Since 2008, Linköping University has collaborated with the 
owner of this development, Hyresbostäder i Norrköping AB (HNAB), a housing company 
owned by Norrköping municipality. In 2009, HNAB initiated a project to attract a “new 
group” of tenants to the Ringdansen neighbourhood and enhance its green profile. The 
concept and organization of the project were not created in collaboration with Linköping 
University but were HNAB’s own initiative and design; the collaboration merely gave 
Linköping University researchers easy access to the neighbourhood. HNAB has recently been 
promoting Ringdansen using the Climate-Clever Living programme, and a new logo has been 
launched. The programme offered a 50% rent discount to people aged 18–25 years, who could 
earn two-year leases for two- or three-bedroom flats in one of the residential buildings. To 
earn a lease (20 in total), one had to commit to involvement in a programme including various 
activities, for example, meetings and practical outdoor actions such as picking up litter in a 
recreational area near the neighbourhood. The meetings the housing company organized for 
the youths typically included a presentation on an environmental issue, such as global 
warming or global food consumption, supported by a movie or guest lecturer, followed by 
discussion of practical actions for reducing one’s environmental impact, as related to the issue 
presented. The meetings were independent of each other and entailed no homework or 
reflections between the meetings. It was our initiative to ask permission to evaluate the project 
after one year.  
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Various data collection techniques can be used with case study methodology [18]; for our 
objectives, however, we chose to conduct focus group interviews. Focus group interviews 
produce primary data on the thoughts and understandings of people talking with each other in 
the same situation [21,22]. In the focus groups for the present research, we concentrated on 
issues related to energy and the environment. The analyses of interviews are our own; the 
results of the analyses were presented to housing company representatives, who gave us 
feedback on them. Since only 20 households participated in the Youth Housing project, 
yielding a small number of possible respondents, we invited all members of these households 
to attend the focus groups. Fifteen household members participated, representing almost 50% 
of the total, comprising nine women and six men. Four focus groups were organized by two 
researchers, one responsible for recording the interviews and taking notes and the other for 
keeping the conversation going and introducing new topics when the current topic seemed to 
be exhausted. The topics were presented using six pictures depicting the neighbourhood, 
energy, and the housing company. The youths responded to and understood what the pictures 
visualized in quite similar ways, even though divergent practices were related to the pictures 
during discussion; these results will be presented in the next section. The interviews were 
digitally recorded and transcribed, resulting in 50 pages of text. The relatively small amount 
of text made it possible to manually organize the primary data into various themes in 
accordance with the energy and environmental focus of the research project. The analyses 
were inspired by the hermeneutic research tradition and the hermeneutic circle [23]. There is 
always a risk of “going native” relative to the object of study and when interpreting the 
results. However, the researchers did not participate in conceiving or organizing the “Youth 
Housing” project and had no vested interests in whether or not the results of the project could 
be considered fulfilled. 

3. Results 

The results of the focus group interviews can be organized into three themes: stated behaviour 
in relation to heating, stated behaviour in relation to electricity and stated behaviour in 
relation to the individual metering and billing system (IMB) of the Ringdansen 
neighbourhood.  

3.1. Stated behavior in relation to heating 
Chilliness and technical issues were central when the youths talked about their behaviour in 
relation to heating. All apartments are equipped with a thermostat for temperature control 
device which should allow occupants to set indoor temperatures of 18-22° C and each flat 
pays individually for its use of heath. However, most youths found the indoor temperature too 
cold, with the thermostat set at its highest level, compared with earlier living experiences and 
with what they were used to in earlier homes (this was the youths’ own impressions and does 
not reflect measured values). A common observation was that the insulation performance was 
inadequate due to a design flaw concerning the windows. One interviewee thought that the 
sealing around the windows was not good enough, and many youths experienced air ingress 
around windows and draughty flats. All flats are equipped with a ventilation outlet under the 
windows and many youths created their own solutions to prevent cold air coming into the flats 
through these outlets, for example, by using towels to block the ventilation outlet to raise the 
indoor temperature. Another practice was to put on slippers and more clothes if the indoor 
temperature was perceived as too cold. One interviewee claimed that it was unnecessary 
always to turn up the thermostat and said “If it is cold indoors, I put on my slippers and a 
cardigan”. That was a common practice for many youths, said that the fear of higher energy 
bills was their main motivation.  For some people, environmental factors such as melting 
polar icecaps and dying polar bears were important reasons for not using more energy than 
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needed. One youth claimed that these issues could be difficult to understand, but said: “I think 
that we here (i.e. in the Youth Housing project) can learn from each other”.  

Many youths struggled to learn how to use the thermostat as a temperature control device and 
it was described both as a tool for heating control and as a tool that simply did not work.  

Respondent 1: I thought that it (i.e. the thermostat) would be better than it was. I thought that 
it was pretty cool to have a thermostat indoors, only because I’ve seen them on TV but later I 
was … 
Respondent 2: Always in American movies. 
Respondent 1: Yes, everybody has a thermostat as a temperature-control device, and they can 
lower their thermostat because it is often very warm inside. But we have more like … 
Respondent 2: Raise the thermostat because it is so cold. 
Respondent 1: Yes it is like that here. 

 
Some perceived the thermostat, as a temperature control device, as difficult to understand and 
as a barrier to controlling the indoor temperature. One youth said that it was strange that you 
could not simply set the thermostat to the temperature you wanted indoors (the thermostat was 
not marked with numbers). Some thought that the thermostats should function differently, and 
others did not like the thermostats at all because they were difficult to understand (“I do not 
like it at all”). Some youths described the thermostats as a tool for deciding how much heat to 
use in the flat, saying that it was a useful innovation since everybody had to pay for their own 
energy use. A common practice among many youths was to lower the thermostat in daytime 
and then raise it in the evenings. It was also common to turn off the heating system in 
summer, since it was usually not needed then. Youths with small children said it was a 
difficult decision to turn off the heat, since the children needed a warmer indoor temperature. 

3.2. Stated behaviour in relation to electricity 
The difference between heat and electricity was not obvious to all the youths. During 
discussions about the thermostat, it turned out that many had a knowledge gap regarding how 
their flats were heated, and one youth did not distinguish between electricity and heating 
consumption, even though the flats were heated with district heating and not with electricity. 
The thermostat technology was a barrier to a few who equated the thermostat with both 
temperature control and electricity, assuming that if the thermostat was turned off, the 
electricity to the flat would be cut, which was not the case. One also assumed that the level on 
the thermostat would affect the electricity bill, and was afraid of receiving higher electricity 
bills if the thermostat was set too high. All youths, however, said it was important to save 
electricity because this affects the global environment and can reduce the greenhouse effect. 

Trying to reduce the amount of electricity used was an ongoing process in many households. 
A common energy-saving practice that many were using was turning off electrical appliances 
when not in use and not simply leaving them in stand-by mode. As one youth put it:  

We always unplug all the cords for our electrical appliances, like all lamps, the TV, the 
microwave, for everything. The cords have to be unplugged. 

Interviewees said that it was easy to forget to unplug cords and turn off appliances when 
unused, although many said that they tried remember. One respondent said that, before the 
household had moved to the neighbourhood they seldom turned off the TV when they went to 
bed, now, however, they always turned it off. Another respondent claimed that the computer 
was always left on before, even though no one was using it. The move to the youth living 
project had changed that, and nowadays the household always turns off the computer when 
not in use. Most respondents found that it easy to remember to save electricity when they first 
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moved into the neighbourhood, though many remarked that it was easy to forget about 
electricity use in everyday life. Similar studies have noted the same phenomenon (24). 

Respondent 7: You forget. It is so easy to forget. 
Respondent 8: I thought about it a lot at the beginning, but I can say that now I am a bit 
careless about it. 

During the focus group interviews, energy were also connected to travelling and small-scale 
energy production, which some youths wished was installed in the neighbourhood. Many 
youths used cars for transportation but not all households had access to a car, so many used 
the bus or bicycle for everyday transportation. The bus was said to be slow, and it was 
sometimes faster to ride a bicycle instead of taking the bus to the city centre. Many youths 
had great hopes that the housing company would embark on small-scale energy production, 
and expected leading-edge energy-production innovations and energy-efficient technology to 
be implemented in the neighbourhood. The youths described the housing company in mostly 
positive terms. They appreciated its accessibility and the meetings it organised in the Youth 
Housing project, though some wanted more concrete action from the housing company. 

Respondent 3: It is the next step. For now they try to engage people. The next step is …  
Respondent 4: Action. 

3.3. Stated behaviour in relation to individual metering and visualization 
The system for individual metering and billing was appreciated by most youths. The ability to 
influence the costs by paying for the rent and energy use separately was regarded as an 
advantage of the Youth Housing project, since it is seldom the case in Sweden. One youth 
said individual metering and billing was the best thing about the Youth Housing project. 
Many thought that this system was environmentally friendly, since it makes individuals start 
thinking about the energy they use, as they have to pay for it themselves. By making it 
obvious that energy has a cost, the system almost challenges individuals to save energy: 

It is good, especially from an environment perspective, and I think that you should not use 
more than you need. That is important. 

When the bill came every month the system visualized the energy used in numbers and 
kilowatts, although many were vague as to what a kilowatt really represented or how it was 
measured. Understanding the energy consumption data on the bill or how the system worked 
was not considered that important. Feedback systems have been used in earlier studies with 
varying results, frequent feedback being found most effective [1]. In the present case, the 
energy bill functioned almost like a feedback system, giving feedback every month on energy 
used in terms of how much money the youths had to pay. Saving energy was often equated to 
saving money, since lower electricity use results in a lower electricity bill. Households would 
even compete against themselves, by trying to get lower electricity bills every month. They 
would think back over their energy behaviour in the current month versus in earlier months, 
and try to learn what to do or not to do the next month. The incentive to save money was a 
frequently citied reason, since many households were low-income or student households.  

Trust in system’s features and functions was high among the youths. No one doubted that 
their bill accurately recorded their energy use, but assumed that the technological system was 
working as it was supposed to, although it is always possible for technical systems to have 
flaws. The youths could not really determine by themselves whether the metering system was 
working as intended, and it was not usual to compare one’s energy used with one’s 
neighbours’. Social activities initiated by the housing company helped influence resident 
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attitudes and were appreciated. One youth said that before he did not think his use could make 
a difference. After he moved to the neighbourhood, however, he changed his mind:  

I think that involvement with the other youths in the block affects my consciousness and has 
made me more aware of the importance of everybody doing something when it comes to 
energy saving. 

4. Discussion 

Results indicate that a combination of technology (i.e. metering and visualized energy use) 
and social activities initiated by the housing company (e.g. educational activities and meeting 
neighbours and housing company staff) changed some of the practices involved in what were 
perceived as energy-wasting behaviour (e.g. using stand-by modes and taking long hot 
showers), though other practices (e.g. transportation and heating) were more difficult to 
change due to socio–technical barriers. Learning related to the home and various household 
activities might, according to the theories of situated learning [14] and practices [15], be the 
right approach to altering unsustainable behaviour, shifting it in the direction of low-energy 
living. The housing company is on the right track in choosing a learning approach for their 
Climate-Clever Living project. However, regarding the Youth Housing project, few 
respondents referred to specific things they had learnt in the first year of the project. Instead, 
reference was made to the fellowship between young residents of the neighbourhood. Most 
respondents, however, approved of the housing company’s ability to inform them of energy 
and climate issues. Over the course of the year the project had run, the housing company had 
earned the youths’ trust when it came to environmental matters [25].  

Learning as a struggle [14] to become more knowledgeable was not acknowledged to any 
great extent by either the housing company or its tenants. The struggle mostly involved 
learning how to use devices, such as a thermostat, in the meetings, not learning and retaining 
changed behaviour, for which information provision alone has been demonstrated to be 
insufficient [1]. No pressure was put on the youths to reflect on or analyse their behaviour. 
Formal learning usually involves homework and studying for tests; in this project, however, 
learning was supposed to take place in the homes of the tenants and in the interaction with 
other tenants and the housing company. As a result, changing basic practices at home was 
never discussed in depth, and some youths went back to their former and less-energy-efficient 
modes of behaviour – as exemplified when they talked about saving electricity. Instead, the 
youths emphasized new, more innovative initiatives and a desire for the housing company to 
take action, rather than emphasizing how to do one’s laundry in an energy-efficient way or 
manage the temperature of one’s flat. The more innovative ideas included bicycle pools, 
second-hand clothing businesses, and solar panel and PV installation. Ongoing reflection on 
current practices and struggle to change one’s behaviour may not be fun, but are necessary in 
order to change behaviour.  

Putting new knowledge in a wider context is also crucial in efforts to create change [17]. It 
might be difficult to recognize the relationship between individual energy consumption and 
environmental problems [26] – although this was not a problem here – so context is always 
important. The contexts made available in the project were either the neighbourhood of 
Ringdansen or the other extreme, the globe. The neighbourhood might be too narrow a 
context in which to fully understand a new behaviour, while the globe might be too 
overwhelmingly large to relate to. Here, learners need help navigating through various 
contexts and must be shown how a behavioural change might influence contexts at various 
scales, i.e. the household, building, neighbourhood, precinct, town, region, country, continent, 
and globe. It was possible for the youths to compare their energy use with their neighbours’, 
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but they said they seldom did that. We suggest that the data collected through the IMB system 
be used to set household behaviour in a wider context and make it possible to compare 
individual efforts with those of the entire neighbourhood and at other geographical levels.  

5. Conclusions 

An overall conclusion is that the project was successful in terms of changing some attitudes 
and energy-related behaviour. However, the youths displayed knowledge gaps in relation to 
the energy system and their basic understanding of the installed energy systems (e.g. the 
difference between the heating and electricity systems). Learning as a process must be 
acknowledged and the difference between providing and obtaining information, and learning 
and assimilating knowledge must be recognized when designing change-creation projects and 
schemes. Learning is an ongoing process that differs between individuals. Consequently, 
changing behaviour is better approached as a scheme than a project.  

Learning includes socio–technical features. To facilitate learning and change, it is essential to 
provide infrastructure so that learning can take place in a wide range of places and not be 
restricted to certain, special places. In this case, HNAB has provided some state-of-the-art 
technical infrastructure, such as individual metering and billing. However, the infrastructure 
might also be social networks and include, as in this case, neighbours or even professionals 
from the housing company. These networks can give rise to more formal support groups than 
those existing between some youths, either in person or via the Internet. Technology has great 
potential as a tool for change, but that potential is underused in Ringdansen. We should not be 
afraid to approach learning about low-energy living in a fun way, making use of residents’ 
creative ideas, like those of the studied youths.  

For HNAB and perhaps other housing companies in Sweden, our results suggest that the 
present model of education for youths might be made more accurate and more flexible. It 
might be too challenging to target all groups of tenants at the same time, but starting with 
“easy” groups that are already somewhat interested in environmental issues is definitely the 
right way to proceed. The next group to target might be senior tenants, for example. 
According to a survey conducted in Ringdansen, the housing company is perceived as 
trustworthy by youths and young adults, so HNAB representatives should be the ones 
presenting data and discussing environmental issues with tenants. However, it is crucial to 
focus more on facts and data about a range of environmental issues and then provide 
opportunities to reflect on and discuss the information given. We would like to see a more 
comprehensive model of how the housing company will work on change creation in the 
future. 
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Abstract: Research has shown that feedback on energy use can aid households to reduce it significantly. In this 
context, smart metering technologies, and more specifically technology components interacting with data 
gathered and provided by a smart meter, allowing to provide the consumer with personalized feedback, 
consumption visualization, automated control,… could play an important role. After all, by means of this 
technology, households can be made more aware of their energy use and encouraged to reduce it. This paper 
applies a user centered approach towards the estimation of the adoption potential for smart metering technologies 
in Flanders, Belgium. We conducted a representative quantitative survey with 1314 respondents living in 
Flanders. A segmentation on ownership of, attitude towards and adoption intention of smart metering devices 
was performed on the data. Traditional approaches of intention surveying often result in an overestimation of the 
innovation adoption potential. To overcome this problem, the Product Specific Adoption Potential scale (or 
PSAP-scale) was used and 6 segments were found. These segments were labeled “Current Owners”, 
“Innovators”, “Early Adopters”, “Early Majority”, “Later Adopters” and “Out of Potentials. The verification of 
the adoption potential of smart metering devices for different pricing scenarios revealed a rather high price 
sensitivity.  
 
Keywords: Consumer behaviour, smart metering, adoption potential, willingness to pay 

1. Introduction 

Most residential energy users are not aware of their usage pattern. On a global level, the 
amount paid every month is the only indicator of energy use for the majority of the 
households. On appliance level, households have little or no knowledge on the amount of 
energy that their appliances consume, or its share in the total household energy use. 
Mansouri-Azar et al. [1] proved that a majority of their respondents did not know which of 
their electric appliances consumed most energy. At the time the research was carried out, 
lighting, freezer and dishwasher were the most consuming appliances in the UK households. 
Nonetheless, most of the respondents mentioned the washing machine in their top three.  
 
The positive effect of feedback on energy use has been examined and confirmed in many 
studies [2-6]. It is generally recognized that households can be motivated to reduce their 
energy use when receiving correct feedback. Several forms of feedback can be distinguished 
ranging from more detailed billing over comparative and historic feedback to direct feedback 
at the time of use. According to Raaij and Verhallen [7] feedback has three functions:  
 
(1) learning: the provided feedback gives the consumer information on the results of certain 
actions; 
(2) habit formation: the feedback helps in forming certain new habits with regard to energy 
conservation. These habits should remain when the feedback is removed; 
(3) internalization of behaviour: feedback helps to create new attitudes and habits that become 
embedded in a person’s behaviour. These habits and attitudes will influence energy-related 
actions in situations where the feedback will not be present. 
 
Smart meters can play an important role in providing this feedback to consumers and many 
applications are possible. Smart meters connected to in-home displays, internet applications, 
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smart phone and tablet apps can provide residential consumers with basic insight into their 
energy use at a given time during the day, but the possibilities go far beyond this. Smart 
appliances connected to smart meters can stimulate an efficient appliance use supported by 
time-of-use pricing mechanisms and availability of renewable energy sources. The question 
however remains to what extent the consumer is interested in adopting these smart metering 
applications and, from a business perspective, what is their willingness to pay for these 
applications? These two questions will be addressed in this paper. 
 
2. Methodology 

We conducted a quantitative survey with a representative sample of the population of 
Flanders, Belgium. The questionnaire was designed to make a segmentation based on attitude 
towards smart metering technologies and distributed through both online and offline channels 
in June, 2010. A total number of 1314 respondents completed the survey. 
 
Two parameters were taken into account for creating the segmentation: the ownership of 
smart metering devices (such as power meters) and the interest and purchase intention of 
smart metering devices.  
 
The first parameter could easily be measured using one question asking for the ownership of 
these smart metering devices. 
 
The second parameter concerns the interest and purchase intention of devices for smart 
metering in terms of adopter segments as formulated in diffusion theory [8]. According to this 
diffusion theory, the adoption of an innovation depends largely on a person’s innovativeness 
determined by the moment upon which a person decides to start using an innovation. The 
diffusion of an innovation in a social system follows a clockwise pattern. Rogers [8] 
distinguishes between five adopter segments. The Innovators (2.5% of the population) are the 
most innovative group of adopters. They will be among the first to adopt an innovation, 
followed by those categorised as Early Adopters (13.5%), Early Majority (34%), Late 
Majority (34%) and Laggards (16%). In order to assign the respondents to one of the adopter 
segments for smart metering devices, the Product Specific Adoption Potential scale (PSAP) 
[9-11] was used. The scale was developed as a valid alternative to traditional single-intent 
questions used in traditional market research, which systematically lead to over- or 
underestimation of the adoption potential of innovations. The model has been validated for 
several innovations (e.g. [11, 12]). Instead of a single intent question asking for the adoption 
likelihood of an innovation, three questions are asked. The adoption intention is measured for 
optimal and suboptimal product offerings. A calibration heuristic based on the answers on all 
3 intention questions assigns the respondent to the appropriate adoption segment [9].  
 
First, the respondents received an introductory text about smart metering devices and their 
possibilities. Smart metering was described as the use of a new type of electricity meter, 
which offers households the ability of closely monitoring their energy consumption. After 
reading this text, the first (traditional) intention question was asked (PSAP question 1):  
“If you would have the opportunity tomorrow to buy a smart metering device, to what extent 
do you think that you would buy this device”? The answering scale provided 5 possible 
answers:  

• I would immediately buy this device; 
• There is a large probability that I would buy this device; 
• I think I would wait, maybe later; 
• I don’t think I would buy this device; 
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• I definitely won’t buy this device. 
 

Second, the respondents were asked to rate 10 possible use cases of smart metering on a 5-
point scale ranging from “not interested at all” to “very interested”. The use cases were: 
 

• Receiving personalized tips to save energy based on your energy usage data; 
• Insight in your energy use in real time at every moment of the day; 
• Receiving graphs and reports with an overview of the total energy use in a certain 
period; 
• Postulate goals to save energy in the future; 
• Making an estimation of the future energy use during a certain period; 
• Comparing your energy use with other (comparable) households or houses  (e.g. in your 
neighbourhood); 
• Receiving feedback when the energy use exceeds that of a previous comparable period; 
• Entering in competition with other households to keep the energy use low; 
• Graphs and reports with detailed energy use data per appliance; 
• Automatic switch-on/–off of appliances, based on time of the day (e.g. day/night). 

 
Furthermore, the respondents were asked to specify an “acceptable price limit” they are 
willing to pay for a smart metering device that is capable of providing the 10 use cases that 
we provided in the previous question. No limitations were imposed. The respondents were 
free to give any price they thought was acceptable. 
 
After these questions, a second more personalized intention question was asked (PSAP 
question 2). This time, an ideal product was composed using those use cases from the 
aforementioned list of 10 that the respondent was either “interested” or “very interested” in. 
This ideal product was then presented as a “smart metering offer” at a price that was 
acceptable for the respondent, according to the price limit (s)he had indicated, and containing 
all the applications/use cases (s)he was interested in. Hence, every respondent had to give 
their adoption intention for this ideal product at their ideal price (which was different for 
every respondent). 
 
Finally, a third intention question was asked (PSAP question 3). This time, the adoption 
intention for a “suboptimal product” was measured. Again their ideal product was provided, 
but at a higher price than the limit they indicated (the ideal price was raised with 20%). 
 
Based on a calibration heuristic, checking for the consistency in intention statements over the 
different answers on the 3 PSAP questions, each of the respondents was assigned to one of the 
adopter segments: Innovators, Early Adopters, Early Majority, Late Majority and Laggards.  
Furthermore, 2 more segments were added to the segmentation: “Current Owners” and “Out 
of Potentials”. Current Owners are those who indicated that they already possess certain smart 
metering devices. Although they don’t possess a smart meter yet, they have already invested 
in devices with similar possibilities. Out of Potentials are respondents that showed no interest 
in any of the use cases that were provided. Late Majority and Laggards were merged into one 
single segment labeled “Later Adopters” due to small socio-demographic and attitudinal 
differences. 
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3. Results 

3.1. Segmentation on attitude towards smart metering 
Figure 1 indicates that a market potential exists for smart metering in Flanders, as the high 
proportion of Current Owners, Innovators and Early Adopters and Early Majority indicates. 
Still, there is also a high proportion of Out of Potentials, which indicates that for certain 
consumers, using smart metering is already out of the question, no matter the cost of the 
investment. 
 

 
 
Fig. 1. Segmentation of Flanders on attitude towards smart metering. 
 
Current Owners are the segment that already made some (minor) investments in equipment 
with smart metering capabilities. These Current Owners were identified by asking for the 
ownership of appliances that have smart metering capabilities (after being given an 
introductory text to the possibilities of smart metering). 40 respondents indicated to have such 
an appliance. When asked for the capabilities of their appliance, … 75% of them appear to 
have one that displays the energy use per appliance, 20% has a device that displays the total 
energy use and 5% has a tool that allows monitoring the energy use per circuit. The Current 
Owners are among the “younger” respondents (average age = 44.3 years). They mainly live in 
younger households with children.  
 
Innovators are the first segment that did not yet invest in appliances for energy use 
monitoring. They are very interested in using smart metering devices and exploiting the 
possibilities. The average age within this segment is 44.8 which makes them on average as old 
as the Current Owners. The majority of them is married and/or has children. Early Adopters 
are also interested in using smart metering devices, but to a lesser extent than the Innovators. 
They are somewhat more reserved. The average age within this segment is 46.3 years. The 
Early Majority can still be situated within the same age category as the Early Adopters and 
Innovators (average age: 46.5 years), but they are the less interested group. Their interest in 
and buying intention of smart metering devices is again lower than that of the previous 
segments. The difference between the Later Adopters and the previously mentioned segments 
is larger. Their interest and buying intention of smart metering devices is quite low. The 
average age in this segment is 50.5 which makes it significantly older than the other segments. 
Out of potentials are completely uninterested in smart metering devices. They are the oldest 

2,8% 4,5% 

29% 

19,3% 

26,7% 

17,7% 

0%

5%

10%

15%

20%

25%

30%

35%

Current
Owners

Innovators Early
Adopters

Early
Majority

Later
Adopters

Out of
Potentials

948



segment (with an average age within the segment of 54.6 years). More than a third of them are 
retired. 
 
3.2. Willigness to pay 
Of course, an important factor is the willingness to pay for a smart metering device. The 
adoption potential forecast for smart metering devices presented in figure 1 is not only based 
on interest, but also on an assessment of their willingness to pay. However, it is important to 
keep in mind that this first forecast is based on a scenario without pricing restrictions. The 
respondents had to indicate which price they are willing to pay for a smart metering device, 
without any control mechanisms or checks whether the indicated price is also a feasible price 
for the supply side. Therefore, a next step must be a comparison of the adoption potential for 
different pricing levels. 
 
The PSAP-scale allows checking the possible influence of pricing. Five scenarios were 
created in which a cut-off (€50, €100, €150, €200, €300) was made at a given price. Figure 2 
presents these five scenarios. 
 

 
Fig. 2. Adoption potential curves for different pricing scenario. 
 
Evidently, it can be assumed that enthusiasm will decrease as the pricing of the smart 
metering device increases. The question however is how much potential will be lost with each 
price increase? In the context of delineation of target markets and business cases it will be 
important to determine a kind of “tipping point” where a certain price increase holds the risk 
for a too big loss of potential. The “No restriction” scenario provides the original 
segmentation, in which the respondents could freely indicate how much they are willing to 
pay for their “ideal” smart metering device. Each of the succeeding scenarios (€50, €100, 
€150, €200, €300) gives the cut-off that was set. If the price that a respondent was willing to 
pay is lower than the cut-off that was set, the respondent shifts back one segment in the 
segmentation. In other words, respondents that combine a high enthusiasm for smart metering 
with a less realistic willingness to pay (according to the cut-off), slide to the rear of the 
segmentation. In the scenario in which the smart meter is offered at €100 for example, an 
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initial innovator will not remain an innovator if (s)he indicated his/her willingness to pay to be 
e.g. €60 or €80. 
 
As can be seen in figure 2, it is clear that the enthusiasm for smart metering is accompanied 
by a rather high price sensitivity. Where the forecasted size of the innovator segment in 
Flanders (originally 4.5%) remains almost 4% and 3% in the €50 and €100 scenario, it shrinks 
to 1% or less if the price threshold of €150 is surpassed. The Early Adopters segment shows a 
significant drop in size (from 29% to 20%) when a pricing restriction of €50 is imposed. In 
spite of their high interest in smart metering devices, a considerable proportion of Early 
Adopters shows a rather low willingness to pay. The drop in size of the segment continues 
over the following pricing scenarios with a tipping point around €100-€150. After this point, 
the divergence in the curves remains rather low.  
 
4. Discussion 

Providing insights and feedback about energy use is an essential means to create awareness 
and encourage an efficient energy conservation behaviour. Smart metering can be an excellent 
means to provide this feedback in real time. However, the question is who’s interested in 
adopting this technology and what is their willingness to pay? In this paper, a segmentation on 
the adoption potential of smart metering devices was presented. Only a small proportion 
already own devices with some smart metering capabilities. This segment was called “Current 
Owners”. The rest of the sample was classified in adopter segments. The large proportion of 
Early Adopters indicates a substantial base of interest in the possibilities of smart metering 
with regard to energy conservation for households. However, when different pricing scenarios 
for a smart metering device were applied to the data, a significant drop in the Innovator and 
Early adopter segments was noticed. In this research, the respondents were asked to indicate 
the price they are willing to pay for a smart metering device, without any checks whether their 
indicated price is also a realistic one. The results indicate that households want to invest in 
energy efficiency, as could be seen from the interest in smart metering devices, but the return 
must be worth the investment. Therefore, the yearly household electricity use is important to 
keep in mind. The average consumption of a household in Flanders is about 3500-4000 kWh 
per year, which corresponds with about €550-€650 per year. If e.g. a saving of 10% can be 
realized using smart metering devices, this leads to reduction of around €60 on the yearly 
electricity bill. For households with a significantly higher electricity use, high investments 
will be more relevant and therefore, their willingness to pay will be higher than that of 
households with an average electricity use. 
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Abstract: Selecting a proper capacity of the CHP unit is a complicated problem where energy usage pattern of 
end users and energy price structures must be considered. Thus, advanced computer simulations are used to 
predict the proper capacity of the unit, however, certain methods require expensive information such as part load 
performance of the unit and load profiles of end users. This paper suggests a simple method of predicting proper 
capacity by presenting analytical equations which calculate annual savings with different capacity of the CHP 
unit. These equations have merit which can be applied to various conditions by covering the energy usage 
patterns and energy price structures. 
 
Keywords: Combined heat and power, Capacity 

Nomenclature 

ce price of electricity ....................... cents/kWh 
cf price of fuel ................................. cents/kWh 
ct price of heat ................................ cents/kWh 
hpr heat to power ratio .......................... kW/kW 

p power ..................................................... kW 
q heat ........................................................ kW 
T time .......................................................... hr 
η efficiency ............................... dimensionless

 
1. Introduction 

Although a combined heat and power (CHP) unit produces both heat and electricity, it cannot 
control the ratio of output heat to power (heat-to-power ratio). Thus there is a potential 
discrepancy between the heat/electricity production of a CHP unit and the heat/electricity 
consumption on the demand side. This issue can be resolved by using a power grid and 
supplementary water heating system in conjunction with the CHP unit. However, the varying 
prices of energy consumed by the CHP unit, power grid, and supplementary heating system 
complicate the proper choice of CHP unit size. This problem is significantly different from 
selecting a boiler size solely on the basis of the consumption of heat by the end user. 
 
Contrary to expectation, there are only few existing studies on selecting the optimum capacity 
of a CHP unit. It is certain that appropriate criteria for selecting the proper capacity of a CHP 
unit cannot be derived from a case study based on parameters that are limited, or classified 
only into 3 or 4 levels. Procedures such as modeling techniques, mathematical optimization, 
or simulation programs obtained from other researchers could help to provide relevant 
standards. However, these methods are actually difficult to adopt, and the use of other 
people’s results requires expensive information, such as long-term accumulated minute-by-
minute load profiles. The performance of a CHP unit varies according to the manufacturer, 
and energy usage patterns vary from one household to the next. Moreover, energy prices 
related to the use of a CHP system vary in different regions. Thus, although a solution to the 
problem of selecting the proper capacity of a CHP unit should account for parameters such as 
system performance, pattern of energy usage, and energy price structure, the required 
methodology is not easily found in the literature. 
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This study uses information that is easily obtained (annual average heat load, base/peak power 
load), and presents a simple and intuitive method for predicting proper CHP unit capacity for 

 
Figure 1. Schematic of the CHP system 

 
end users. The final result is a set of equations for calculating the proper capacity for three 
classifications (three types of energy usage patterns), and is verified via computer simulation. 
 
2. CHP system 

This research is based on a CHP system that includes a CHP unit, thermal storage unit, and 
HOB (heat only boiler), as shown in Figure 1. The CHP unit operates when there is a heat 
demand, and the power output of the unit follows the power load on the demand side. This 
operating strategy is called the “following heat demand and chasing power load” (FHD-CPL) 
strategy, and is usually preferred where selling electricity back to the grid is impossible, or 
offers no economic advantage. 

 
3. Problem formulation 

In this paper, the objective function for determining the proper capacity is defined as the 
annual economic savings from using the CHP system. The problem is formulated as follows. 
The cost of energy consumption per unit time step by a CHP system is denoted by ecCHP, and 
the cost of energy consumption per unit time step by a separated heat and power (SHP) 
system is denoted by ecSHP. Equation (1) presents the formulation procedure and its result. 
When an arbitrary time T is divided into N intervals of length h, the cost saving in the nth 
interval is calculated as follows: 

 

( ), , ,n CHP n SHP n t TS n n nECR h ec ec h c q h fδ= − = ⋅ ⋅ + ⋅ ⋅  
(1) 

( ) ( )( ), ,max 1 ,0n e e n f e n n load nf c c r c r pη= − − −  (2) 

 
where rn is the power share of the CHP unit against the power load, ηe is the electrical 
efficiency of the unit, and ct is the equivalent price of the energy. The above equations are 
also represented in Figure 2. 

 

, ,n CHP n load nr p p= ,   , , ,e n CHP n CHP np fη = ,   *
,t t t HOBc c η=  (3) 

 
Also, δn is a parameter which value is 0 or 1 depending on the CHP units operation status in 
nth interval. 

 
1 if CHP unit runs at

0 if CHP unit halts atn

n
n

δ


= 


 (4) 
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Fig. 2. Problem formulation 

 
The total ECR (economic cost reduction) over an arbitrary period T is the sum of the ECRn of 
the individual intervals. 

 

( ),
1 1 1

N N N

n t TS n n
n n n

ECR ECR h c q h f
= = =

= = ⋅ +∑ ∑ ∑  (5) 

 
The first term on the right-hand side of Equation (5) represents the total amount of heat 
supplied to the end user over period T. Since only heat from the CHP unit is supplied to the 
thermal storage unit, this amount  is the same as the total thermal output of the CHP unit over 
the period. 

 

( ) ( ), ,
1 1

N N

TS n CHP n n n n load n
n n

Q h q h hpr r pδ δ
= =

⋅ = ⋅ ⋅ ⋅∑ ∑  (6) 

 
In the above equation, hprn denotes the ratio of the electrical output to the thermal output. 

 

, ,n CHP n CHP nhpr q p=  (7) 
 

Equations (5), (6) and (7) can be rearranged as follows: 
 

( ),
1

N

n n load n
n

ECR h ecr pδ
=

= ⋅ ⋅∑  (8) 

( ) ( ),min ,1n t n e n f e n necr c hpr c r c rη= ⋅ + −  (9) 

 
The maximum power load during period T is denoted by ppeak, and the range from 0 to ppeak is 
divided into a uniform number of classes M. The mth class frequency, corresponding to the 
class mark pload,m, can be expressed as a function n(pload,m), and the mathematical relationship 
between the period T, the number of intervals N, the number of classes M, and the frequency 
of each class n(pload,m) is given by 

 

,
1

n( )
M

load m
m

T h N h p
=

= ⋅ = ∑  (10) 

{ }, , ,
1 1

n( )
N M

load n load m load m
n m

p p p
= =

= ⋅∑ ∑  (11) 
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The following equation for ECR can be obtained by rearranging Equations (8), (10) and (11): 
 

( ){ }, ,
1

n
M

m m load m load m
m

ECR T or ecr p p N
=

= ⋅ ⋅ ⋅∑  (12) 

 
where orm is the availability factor of the CHP unit in the mth class. Over period T, orm is 
assumed to have a constant value or, which is unrelated to any of the classes. 

 

( ) ( ), , ,nm n load n load m load mor p p p orδ= ∈ ≈∑
 

(13) 

 
For an infinitely large number of intervals N and number of classes M, Equation (12) can be 
expressed as follows: 

 

ECR T or ecr= ⋅ ⋅
 

(14) 

( ) ( ), , ,0
ecr , pdf

peakp

load m CHP nom load m load loadecr p p p p dp= ⋅ ⋅∫
 

(15) 

 
Here PDF(pload) is the probability density function of the continuous random variable pload. 
 
To satisfy Equation (6), the heat and power load over period T should be periodic. Also, the 
thermal storage unit should compensate for any discrepancies between thermal output and 
heat load over period T. Thus it is appropriate to define period T to be a day. The annual 
energy cost savings are then calculated as follows: 

 

{ }
365 365

day day
day 1 day 1

day dayAECR ECR T or ecr
= =

= = ⋅ ⋅∑ ∑
 

(16) 

 
Also, for the demand side (which has a similar annual power load distribution pattern), 
Equation (16) can be simplified as follows: 

 

year year yearAECR T or ecr= ⋅ ⋅
 (17) 

365

1

365year day
day

or or
=

= ∑
 

(18) 

 
4. Simple estimation via linearization 

In this paper, a simple estimation method for predicting the proper capacity of a CHP unit is 
proposed, based on linearization of the non-linear functions in Equation (17). 
 
4.1. Partial load performance of the CHP unit and CDF of the power load 
Equation (9) includes ηe and hpr, which are related to the performance of the CHP unit. In 
this study, the partial load performance is assumed to be as shown in Figure 3 (a). Applying 
this to Equation (9), and substituting into Equation (15) yields 

 

( ){ }, ,cdf CHP nom CHP nomecr p pα β= + ⋅
 

(19) 
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(a) Partial load linearization 

 
(b) CDF of power load 

Figure 3. Part load performance and cumulative distribution function 
 
Here, 
 

( ) ( ), 0
, , cdf pdf

loadp

t nom e f e nom t e loadc hpr c c c c p p dpα η β= ⋅ + − = − = ∫
 

(20) 

 
The PDF and cumulative distribution function (CDF) of the demand-side power load follow 
the pattern shown in Figure 3 (b). The CDF in Equations (20) is assumed to be a first-order 
function, as shown in Figure 3 (b). The assumed CDF for each interval, based on division in 
terms of the base power load and peak power load of the demand side, is as follows: 
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( )

( ) ( ) ( )
( )

*

0    
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1    
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base peak base base peak
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p p

p p p p p p p p

p p
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= − − ≤ <


≥
 

(21) 

 
4.2. Distribution of the daily average heat load 
The maximum daily average heat load of the demand side is denoted by 𝑞𝑚𝑎𝑥�������, and the 
minimum daily average heat load of the demand side is denoted by 𝑞𝑚𝚤𝑛������. If the daily average 
heat load for the kth day is assumed to be a first-order function, as shown in Figure 4 (a), oryear 
in Equation (18) can be obtained as shown in Figure 4 (b). Based on the procedure illustrated 
in Figure 4 (b), oryear can be expressed as a function of pnom as follows: 

 

( ){ }
( ){ } ( ){ }

1             for cdf

cdf for cdf

nom load nom

year
load nom nom nom load nom

p q hpr p
or

q hpr p p p q hpr p

 < +


 + ⋅ ≥ +  


 
(22) 

 
Here, 
 

( )max min 2laodq q q= +
 

(23) 

 
Thus or can be calculated solely on the basis of the CDF of the average annual heat (qload) and 
the power load on the demand side. 
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(a) Linearization of heat load 

 
(b) Calculation of operating ratio 

Figure 4. Distribution of daily-averaged heat load 
 
5. Simple estimation method 

Equation (17) can be written as follows: 
 

( )( )
U V

year year nom year nomAECR T or p ecr p= ⋅
  (24) 

 
In Figure 5, pnom is divided into intervals according to energy usage patterns (Type 1, Type 2, 
Type 3), and the forms of U and V in Equation (24) are graphically expressed for each 
interval. The proper capacity pnom,pr can be obtained by finding the maximum value of this 
simple polynomial (the order of UV is less than 2 over the entire range). The proper capacities 
for each type are shown in Table 1, based on the simple estimation method. However, one 
should be aware that this method does not provide the optimal capacities when α is negative 
or β is positive. In these circumstances, a CHP system cannot guarantee an economic 
advantage. 

 
6. Validation 

We verified the performance of our technique with a previously validated simulation 
program. This program was developed in earlier research, and the results (such as the amount 
of electricity generated and the thermal output) were obtained from a simulation based on the 
end user’s load profiles. The details of this program are not included in the present paper, but 
can be found in the article “Optimum generation capacities of micro combined heat and 

 

 
Figure 5. Simple estimation method 
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Table 1. Proper capacities for each type 
Pattern 

of energy usage 
Proper capacity 
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power systems in apartment complexes with varying numbers of apartment units.”[1] 
 
The AECR (annual economic cost reduction) result derived from Equation (24) was compared 
with that obtained from the simulation (numerical experiment). The partial load performance, 
demand-side energy usage pattern, and other information used in each method are listed in 
Table 2. We point out that the predictions obtained by the simple estimation method were 
based solely on the boldface entries in Table 2. 
 
Table 2. Information used in each method 

 Simulation program 
Simple 

estimation 

ηe,nom, hprnom 0.32, 1.78 [1] 0.32, 1.78 

ηe (lf) / ηe,nom 1.03 0.98 0.0315lf− ⋅  [1] lf 

hpr  (lf) / hprnom ( ) ( )0.96 0.76 0.0454 1.03 0.98 0.0315lf lf+ ⋅ − ⋅  [1] 1 

Distribution of pload 
(PDF and CDF) 

(Simulation uses load profiles [1]) Using equation (21) 
(pbase = 10 kW, ppeak = 280 kW) 

Annual-averaged 
heat load 

(Simulation uses load profile [1]) 242 kW 

ct, ce, cf 6 cents/kWh, 12 cents/kWh, 6 cents/kWh (both) 
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Figure 6. Comparison of the simple estimation method and a previous study 

 
Figure 6 compares the standardized AECRs of each method (AECRs of different capacities, 
AECR(pnom) divided by the maximum AECR, AECRmax). The AECR calculated via Equation 
(24) attained a maximum at pnom = 92 kW, while the AECR calculated via the simulation 
program reached a maximum at pnom = 85 kW. Hence the results were in good agreement. In 
this manner, we can calculate the maximum (proper capacity) of a CHP unit by using the 
simple estimation method shown in Table 1. 
 
7. Conclusions 

In this paper, a simple estimation method was proposed to predict the proper capacity of a 
CHP unit. The advantages of this technique are described below. 
 
First, if the relevant information (such as electrical and thermal load profiles and nominal 
efficiencies of the CHP system) are opened to the public, the technique proposed in this paper 
provides useful method to estimate the proper capacity of the micro-CHP system without 
using complicated (and expensive) simulation programs suggested from others. 
 
Second, the method that has been suggested in this paper could handle different kinds of 
conditions by employing various energy prices and system’s performances. For example, it 
could be applied into different situations in various countries (having different energy price 
policies and different CHP prime movers such as stirling or turbine engine). 
 
Third, the most important aspect in this paper is that we suggested the simplest model among 
the others which can be cost-effective and easy to apply. 
 
Reference 

 [1]  J. Kim, W. Cho, K.-S. Lee, Optimum generation capacities of micro combined heat and 
power systems in apartment complexes with varying numbers of apartment units, Energy, 
2010, Vol.35, Issue 12, pp. 5121-5131. 
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Abstract: Improving a country’s electricity efficiency is considered one of the important ways to reduce a 
country’s greenhouse gas emissions. This paper’s main purpose is to compare the South African total electricity 
intensity with these of the OECD members, in order to establish a sense of South Africa’s relative performance. 
These results will assist in ascertaining possible scope for improvement, and if such exits, determining in which 
of the industrial sectors. To calculate the electricity intensities, we defined them as the ratio of electricity 
consumption to total output and then compare the South African with their OECD counterparts in total and 
disaggregated levels. For some of the countries the data were not sufficient for analysis over a long time period. 
Our results indicate that South Africa not only suffers from higher total and sectoral intensity levels but also the 
gap between them is increasing at an alarming rate. We conclude that for South Africa to improve its industrial 
competitiveness and achieve its stated commitments to the reduction of greenhouse gas emissions, it will have to 
improve its efficiency. This is likely to be achieved only through a concerted sector-specific approach. 
 
Keywords: Electricity, Intensity, South Africa, OECD, Comparative Analysis 

1. Introduction 

Improving the electricity efficiency of a country is an important step towards decreasing 
greenhouse gas emissions originating from fossil fuel based electricity generation and 
consumption. From a policy-making perspective, the studying of efficiency is significant 
since it is a measure that combines the electricity consumption with the economic output [1] 
and the comprehension of the behavior of electricity demand under economic structural 
changes is imperative [2]. In the past a large number of studies were conducted to identify the 
dynamics, determinants and characteristics of electricity intensity in developed and 
developing economies [3, 4, 5, 6], resulting in showing the electricity intensity increases, as a 
consequence of economic growth and decreases as the economy progresses, shifting to 
services-based sectors [7]. This trend can be compared to the famous environmental Kuznets-
curve [8, 9], but applied to the electricity intensity.  
 
Here we seek to answer the question whether South Africa follows the international trends 
regarding electricity intensity. We do this by conducting a comparison between South 
Africa’s national and sectoral electricity intensities and the equivalents thereof of the member 
countries of Organisation for Economic Co-operation and Development (OECD).  
 
The main reason for focusing on the electricity intensity and not on energy in general lies with 
the fact that the energy sector is too diverse for comparative analysis. For instance, the 
intensity trends in the use of petrol are dependent on whether the country is an oil-producer or 
not. On contrary, the OECD members and South African electricity sectors present similar 
characteristics, especially regarding their generation, which is regulated and controlled by a 
monopolist. Hence, we argue that energy intensities would not be a comparable indicator 
between the selected groups of countries. 
 
On a national level, the exercise will indicate whether there is scope for improvement. 
Furthermore, the analysis on a sectoral level will be beneficial because, firstly, it is imperative 
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to understand the differences in economic and energy characteristics of each sector [10]; and 
secondly, not all the economies produce the same goods and service in the same proportion 
[11].  
 
The next section of this paper will introduce the meaning of electricity efficiency and 
intensity as well as the current situation of electricity efficiency in South Africa. This is 
followed by the description of the data used and an international electricity intensity 
comparison on both a national and a disaggregated level. Finally, we conclude with a 
discussion on the findings. 

2. Background 

Following the political transition in 1994, the new democratically elected South African 
government considered energy issues as of great importance for the economic development of 
the country. In the first White Paper on Energy Policy [12] energy efficiency was mentioned 
among the cross-cutting issues. More specifically for the industrial and commercial sectors, 
the government committed itself to the following: 

• Promotion of energy efficiency awareness 
• Encouragement of the use of energy efficiency practices 
• Establishment of energy efficiency standards for commercial buildings 
• Monitoring the progress 

While progress on these was slow due to pressing socio-economic and development 
considerations, the South African Department of Minerals and Energy released its first Energy 
Efficiency Strategy in 2005 [13]. The purpose of the Strategy was to provide a policy 
framework toward affordable energy for all and diminish the negative consequences of the 
extensive energy use in the country. Its national target was to improve electricity efficiency by 
12% by 2015. The document, however, had limited impact to date and is currently being 
revised. 
 
Fig. 1 shows the economy-wide electricity intensity and its growth for the period 1994–2006. 
Total electricity intensity showed a sharp upward trend until 2004. The period 2005-2006 was 
characterised by a notable decrease in the electricity intensity of 8.4% Firstly, the electricity 
prices increased by 182% in 2003 and it was highly impossible for the electricity consumers 
to react and change their behaviour in the short-run. Hence, the drop in electricity intensity 
(caused by a decrease in electricity consumption) might be considered the lagged impact of 
the high increase in electricity prices. Also, from a policy perspective, the first Energy 
Efficiency Strategy in 2005 [13] might also be the cause of a decrease in 2005/06. 
 

 
Fig. 1: Electricity intensity and its growth in South Africa: 1994 to 2006 
*excluding residential, commercial and non-classified electricity consumption  
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Sources: Authors’ calculations based on IMF [14] and OECD [15]  
However, if the industrial, transport, and agriculture sectors’ electricity consumption is 
included only in the calculation, a lower intensity is observed with the growth not being as 
steep as before. Large inter-sectoral variations, however, exist1.  
 
Given this general information, how does South Africa compare, both on a national as well as 
sectoral level, with the OECD countries? We turn to this next. 

3. Methodology and data 

Several studies concerned with inter-country comparison of electricity intensities have been 
conducted [16, 17, 18, and 19]. These studies have, however, encountered certain difficulties, 
such as the heterogeneous definition of the variables as well as the diverse interpretations of 
the ratios calculated. We tried to avoid these problems by estimating the electricity intensities 
for each country using the same definition (i.e. electricity consumption/gross domestic 
product (GDP)) and the same dataset. We selected the OECD members because this group 
provides us with a wide spectrum of developed and developing countries with different 
economic and energy-related characteristics, but with its data and definitions being 
consolidated under one umbrella organisation. This limits the risk of data inconsistencies. 
 
The data for electricity consumption (total and sectoral) were obtained from the OECD’s 
Energy balances for OECD countries [20] and for South Africa from Energy balances for 
non-OECD countries [15]. The national GDP data (in current prices), the consumer price 
index (base year 2000) and the Power Purchasing Parity (PPP) adjusted real exchange rate 
values for all the countries were derived from the World Economic Outlook April 2010 of the 
International Monetary Fund (IMF). The disaggregated data for output for OECD members 
were derived from the STAN Database for Structural Analysis of OECD. 

4. Results of comparative analysis 

In 1980 South Africa’s electricity intensity was substantially lower than that of OECD 
countries (see Fig. 2). This is to be expected to some extent given the high level of welfare 
enjoyed by a minority of people based on an industrial sector that services only a few with 
limited focus on exports at that point in time. Given the country’s skew income distribution, a 
skew electricity usage was also presented: the higher income sectors were the most electricity 
intensive, too. 
 
The country’s electricity use rose sharply since the early 1990s with the abolishment of 
sanctions, the internationalisation of the markets to international trade, and the more stable 
economic and political situation after its first democratic elections in 1994. Hence, after 1994, 
the country’s exports of electricity have been increased as well as the growth of the economy. 
These facts led to a strong impact on electricity use and since the 1990s, however, the 
electricity intensity in South Africa kept rising at an alarming rate (0.329 GWh/ mil $ adj PPP 
in 1990 to 0.713 GWh/ mil $ adj PPP in 2007) and currently far exceeds that of the OECD 
countries (0.318 GWh/ mil $ adj PPP in 1990 to 0.3422 GWh/ mil $ adj PPP in 2007) with no 
sign of any change.  
 

                                                           
1 Data available upon request 
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Fig. 2: Evolution of electricity intensity: Average OECD and South Africa  
* It excludes Czech Republic, Slovak Republic and Turkey due to lack of data of 1980 and 1990.  
Source: Authors’ calculations based on IMF [24] and OECD [25, 28] 
 
In the same figure, we extracted the developing economies of the OECD group (Hungary, 
Poland, Mexico and Turkey) and weight their average against South. Its electricity intensity 
was higher than that of the average of the OECD developing economies, throughout the years. 
Following this analysis, we disaggregate the OECD average to examine how South Africa 
compares with the OECD countries individually over the study period. The economy-wide 
percentage change of electricity intensity for the period 1990 to 2007 as well as the electricity 
intensity of 2007 for the OECD members and South Africa is presented in Fig. 3.  
 

 
Fig. 3a: Electricity intensity in 2007 and its growth (1990 to 2007) for South Africa and OECD 
members 2 
Source: Authors’ calculations based on IMF [14] and OECD [15, 20]. 
 
From Fig. 3a it is clear that South Africa has shown an increase in electricity intensity of 
117% over the study period. This is in sharp contrast to the average of the OECD members 
which was only 10.09%. Only the Mediterranean countries (Spain, Greece, Portugal and Italy) 
as well as Korea and Iceland experienced an increase in their electricity intensities. Both their 
output and electricity consumption increased substantially, but the increase in consumption 
was higher than the growth in output and therefore their intensities experienced such sharp 
increases.  
 
A further remarkable trend can be observed from Fig. 3a. There is a statistically significant 
negative, or inverse, relationship between the level of electricity intensity in 1990 and its 

                                                           
2 It should be noted that Poland, Hungary, Mexico and Turkey were outliers (hence, excluded from the figure) with changes 

in electricity intensity for the examined period of 382%, 401%, 493% and more than 1,000% (from 0.0006 in 1990 to 0.723 
in 2007) respectively. Also, the Czech and Slovak Republics were excluded due to lack of data points for 1990 
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growth over the study period3. This implies and that the higher the electricity intensity of a 
country in 1990 was, generally speaking, the more negative its growth was from 1990 to 
2007. Countries such as Norway, Canada and Sweden, who were the most electricity 
intensive in 1990, were the ones that managed to decrease their intensity of electricity usage 
meaningfully, namely by 32%, 24% and 30% respectively. On the contrary, Italy, Portugal 
and Greece with the lowest intensities in 1990, raised them by 33%, 88% and 138% 
respectively. South Africa, however, does not fit this trend well. It had an average electricity 
intensity in 1990 and yet it had the second highest increase (after Greece) of its intensity 
(117%). The country, therefore, does not follow international trends in this regard.  
 

 
Fig. 3b Electricity intensity in 2007 (in GWh. $million (PPP adj)) and its growth: 2000-2007 for South 
Africa and OECD developing countries. 
Source: Authors’ calculations based on IMF [14] and OECD [15, 20]. 
 
Figure 3b presents a rather dismal picture for South Africa’s electricity intensity in 
comparison with developing countries of the OECD. Its intensity was more than three times 
higher than this of Hungary, Mexico and Poland and at the same levels as Turkey. However, 
its growth for the period 2000 to 2007 was significantly less than this of Turkey (255%) and 
less than Hungary’s and Mexico’s (13% and 17%). However Poland managed to reduce its 
electricity intensity by 16% for the same period. 
 
The results from Fig. 3 clearly indicate that South Africa’s electricity intensity was not only 
higher than the majority of OECD countries in absolute terms (for 2007), but also showed 
excessive increase for the period 1990 to 2007 compared to the rest of the countries in the 
studied group. The next question that arises is whether this trend holds for all the economic 
sectors of South Africa. 
 
To investigate the differences among industrial sectors, Table 1 presents the sectoral 
electricity intensities for South Africa and OECD average in 2006 and their differences. The 
majority of the South African sectors are more electricity intensive than the OECD average. 
Only four out of thirteen were more efficient than OECD and they are ‘construction’, ‘food 
and tobacco’, ‘machinery’ and ‘transport equipment’. The order of magnitude in which they 
outperformed their OECD counterparts is on average 150.5%. This is in stark contrast to the 
degree in which the sectors whose intensity levels are worse than their OECD counterparts, 
namely 980.7% - a 6.5-fold difference. 
 

                                                           
3 The results of the chi-square test and the Bartlett chi-square test are statistically significant confirming the 
existence of such relationship (chi-square= 3.63 (p-value=0.057) and Bartlett chi-square=3.41 (p-value=0.065) 
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Table 1: Sectoral electricity intensities in 2006 and output share: South Africa and OECD (Intensity: 
GWh/millions $ adj PPP; output: percentage) 

  South Africa OECD  Differences 
Sectors Intensity Output  Intensity Output Intensity  Output 

Agriculture and 
forestry 0.316 6.00% 0.016 4.00% 1875.0% 50.00% 

Basic metals* 1.095 7.10% 0.111 5.10% 886.5% 39.22% 
Chemical and 
petrochemical 0.203 16.30% 0.034 15.20% 497.1% 7.24% 
Construction 0.002 10.50% 0.087 16.60% -97.7% -36.75% 

Food and tobacco 0.021 12.00% 0.023 8.30% -8.7% 44.58% 
Machinery 0.005 2.90% 0.028 15.00% -82.1% -80.67% 
Mining and 
quarrying 0.634 14.60% 0.026 3.00% 2338.5% 

386.67
% 

Non-metallic 
minerals 0.524 1.60% 0.02 2.00% 2520.0% -20.00% 

Paper, pulp and 
printing 0.207 2.80% 0.021 5.50% 885.7% -49.09% 

Textile and leather 0.067 2.50% 0.01 1.90% 570.0% 31.58% 
Transport equipment 0.003 9.80% 0.004 10.50% -25.0% -6.67% 

Transport sector 0.089 12.50% 0.013 11.20% 584.6% 11.61% 
Wood and wood 

products 0.069 1.40% 0.027 1.50% 155.6% -6.67% 
* Includes ‘iron and steel’ and ‘non-ferrous metals’ 
 
‘Basic metals’ have the highest electricity intensity in both South Africa and the OECD 
countries. Comparatively speaking, however, South Africa’s ‘basic metals’ sector was 
significantly more intensive (886%) than the OECD average before adjusting it to its 
respective size (or contribution to output) and 644% thereafter.  The most efficient sector was 
‘construction’, mainly due its high labour intensity and lower use of electricity-demanding 
technologies. On top of that the South African ‘construction’ sector was significantly more 
efficient than the OECD average. Why the ‘construction’ sector is more efficient compared to 
the rest can only be speculated about.  This is due to a number of inter-linked factors; one of 
them being the labour intensity of the sector. This is since all the South African sectors are 
more labour intensive in comparison with the OECD countries, especially “construction”, 
which is 600% higher than its OECD equivalents. The difference of the rest of the South 
African sectors to the OECD ones is in the range of 100-300%. The weighted difference 
shows that the South African intensity was 156% lower than the OECD average.  
 
While most electricity intensive South African sectors, i.e. ‘basic metals’ and ‘non-metallic 
minerals’ present high differences with the OECD average (644% and 2517%), ‘Mining and 
quarrying’ does not follow suit. The South African electricity intensity was 2305% higher 
than the OECD average, however, considering that the South African mining sector is a 
dominant one for the economy (14.6%) while a very small proportion of the OECD 
production (3%), the difference albeit is still very meaningful. 
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5. Conclusions 

The study of electricity efficiency has recently become an important topic for two main 
reasons. Firstly, it is highly linked to negative consequences of greenhouse gas emissions and 
secondly it is a measure that combines electricity use with economic output [1]. Our analysis 
shows that South Africa’s electricity intensity was at a level much higher than that of the 
OECD countries and the gap between South Africa and OECD is also increasing at an 
alarming rate. While alarming, it points towards scope for improvement necessary if South 
Africa is to remain competitive in trade regimes including carbon trading considerations with 
its OECD counterparts [21, 22].  
 
South Africa has shown an increase in electricity intensity over the study period of 117% – 
more than doubling its electricity intensity from 0.32 GWh/ millions $ adj PPP to 0.71 
GWh/millions $ (PPP). This is in sharp contrast to the average of the OECD members, which 
was only 10.09%. From our results, nine out of thirteen South African sectors are more 
intensive than their OECD equivalents, and by a considerable margin. Although ‘basic 
metals’, ‘mining and quarrying’ and ‘non-metallic minerals’ were the most electricity 
intensive sectors, these sectors presented the greatest gap with those of OECD being more 
efficient.  
 
In summary, it became apparent that for South Africa to reduce its electricity intensity it has 
to either reduce its electricity usage or increase its production while keeping its electricity 
consumption stable. The lack of appropriate policies and the low and stable prices of 
electricity in the country for the studied period might be the main reasons for the results. 
South African producers were not concerned for electricity efficiency given the relatively low 
price levels of electricity over the period. Progress can be made by a concerted industrial 
policy to enhance the use and development of electricity efficient appliances. Electricity price 
reform, such as what has been recently announced, whereby the electricity price level is 
significantly increased in conjunction with block rate tariffs that charges a higher rate to those 
that consume more, is also vital. A nation-wide demand-side management program is also 
essential in the wake of these results in order to improve efficiencies.  
 
References 

[1] B. Liddle, Electricity intensity convergence in IEA/OECD countries: Aggregate and 
sectoral analysis, Energy Policy 37, 2009, pp. 1470-1478.  

[2] A. Markandya, S. Pedroso-Galinato, & D. Streimikiene, Energy intensity in transition 
economies: Is there convergence towards the EU average?, Energy Economics 28, 2006, 
pp. 121-145.  

[3]  X. Zhao, C. Ma, & D. Hong, Why did China’s energy intensity increase during 1998–
2006: Decomposition and policy analysis, Energy Policy 38, 2010, pp. 1379-1388.  

[4] M. Mendiluce, I. Pérez-Arriaga, & C. Ocaña, Comparison of the evolution of energy 
intensity in Spain and in the EU15. Why is Spain different?, Energy Policy 38, 2010, pp. 
639-645.  

[5] F.I. Andrade Silva & S.M.G. Guerra, Analysis of the energy intensity evolution in the 
Brazilian industrial sector—1995 to 2005, Renewable and Sustainable Energy Reviews 
13, 2009, pp. 2589-2596.  

966



 

 

[6] P. Tiwari, An analysis of sectoral energy intensity in India, Energy Policy 28, 2000, pp. 
771-778.  

[7] K. Medlock III, & R. Soligo, Economic Development and End-Use Energy Demand, The 
Energy Journal 22, 2001, pp. 77-106.  

[8] S.E. Gergel, E.M. Bennett, B.K. Greenfield, S. King, C.A. Overdevest, & B. Stumborg, A 
Test of the Environmental Kuznets Curve Using Long-Term Watershed Inputs, 
Ecological Applications14, 2004, pp. 555-570.  

[9] D. Baker, The Environmental Kuznets Curve, The Journal of Economic Perspectives 17, 
2003, pp. 226-227.  

[10] R. Inglesi, & J.N. Blignaut, Estimating the demand elasticity for electricity by sector in 
South Africa", Putting a price on carbon: Economic instruments to mitigate climate 
change in South Africa and other developing countries. Energy Research Center, 
University of Cape Town, 2010, pp. 65.  

[11] C.L. Weber, Measuring structural change and energy use: Decomposition of the US 
economy from 1997 to 2002, Energy Policy 37, 2009, pp. 1561-1570.  

[12] Department of Minerals and Energy (DME). 1998, White Paper on the Energy Policy of 
the Republic of South Africa, Department of Minerals and Energy, Pretoria. 

[13] Department of Minerals and Energy (DME). 2005, Energy Efficiency Strategy of the 
Republic of South Africa, Department of Minerals and Energy, Pretoria.  

[14] International Monetary Fund (IMF). 2010, World Economic Outlook April 2010, 
International Monetary Fund (IMF), Washington D.C., USA.  

[15] Organisation for Economic Co-operation and Development (OECD). 2009, Energy 
balances for non-OECD countries, OECD , Paris, France.  

[16] L. Schipper, M. Ting, M. Khrushch, & W. Golove. The evolution of carbon dioxide 
emissions from energy use in industrialized countries: an end-use analysis, Energy 
Policy. 25, 1997, pp. 651-672.  

[17] Economic Commission for Europe (ECE). 1996, Worldwide Energy Conservation 
Handbook, Energy Conservation Center, Tokyo.  

[18] Energy Information Administration (EIA). 1999, Energy Efficiency page: Defining 
Energy efficiency and its measurement. Available at: 
http://www.eia.doe.gov/emeu/efficiency/ee_ch2.htm 

[19] D. Bosseboeuf, B.Chateau, & B. Lapillonne, B. Cross-country comparison on energy 
efficiency indicators: the on-going European effort towards a common methodology, 
Energy Policy. 25, 1997, pp. 673-682.  

[20] Organisation for Economic Co-operation and Development (OECD). 2009, Energy 
balances for OECD countries, OECD , Paris, France.  

[21] J.N. Blignaut, R.M. Mabugu, & M.R. Chitiga-Mabugu, Constructing a greenhouse gas 
emissions inventory using energy balances: the case of South Africa: 1998, Journal of 
energy in Southern Africa16, 2005, pp.105-116. 

[22] J. Van Heerden, R. Gerlagh, J.N. Blignaut, M. Horridge, S. Hess, R. Mabugu, & M. 
Mabugu, Searching for triple dividends in South Africa: Fighting CO2 pollution and 
poverty while promoting growth, The Energy Journal 27, 2006, pp.113-142. 

967



Direct energy use in the livestock-breeding sector of Cyprus 

Nicoletta Kythreotou1,*, Georgios Florides2, Savvas A. Tassou1 

1 School of Engineering and design, Brunel University, Uxbridge, Middlesex, UK 
2 Department of Mechanical Engineering and Materials Science and Engineering, Cyprus University of 

Technology, Limassol, Cyprus 
* Corresponding author. Tel: +357 22 408947, Fax: +357 22 344556, E-mail: 

nikoletta.kythreotou@brunel.ac.uk 

Abstract: Energy consumption for most sectors in Cyprus is not well monitored and therefore their impact on 
greenhouse gases emissions has never been estimated. Thus, the aim of this study was to estimate the energy 
consumption in livestock breeding activities in Cyprus, and estimate the respective emissions of greenhouse 
gases. The energy consumption considered is related to all direct energy uses on a farm except transport. All data 
available from national sources have been taken into account and the consumption of energy per animal was 
estimated to be 401 k Wh/cow, 624 k Wh/sow and 0.618 kWh/chicken. The direct energy consumption in 
livestock breeding was estimated to be 53 G Wh for 2008. The greenhouse gas emissions from this were 
estimated to be 15.6 kt CO2 equivalent of which 91% is CO2. The contribution of livestock breeding to the total 
agricultural energy consumption has been found to be 10-15%. Comparing the energy consumption per animal to 
other countries in a sample for which data was available, the consumption for Cyprus has been found for all 
animal species to be lower, mainly due to the warmer climatic conditions.  
 
Keywords: Direct energy consumption, Livestock breeding, Cyprus, Greenhouse gases emissions 

1. Introduction 

Sustainability, energy and climate change during the recent years are increasingly gaining 
political attention. The European Union has already set legally regulated targets on c limate 
and energy in June 2009 [1] and has just recently agreed to the new sustainability and 
financial strategy of the Union, the EU2020 [2] which also includes climate and energy 
targets. Currently, there are several legal obligations in the European Union at country level 
and installation level that require baseline data on s ectoral energy consumption to be 
available. Decision 406/2009/EC [3] is among those obligations that requires Member States 
of the European Union to reduce greenhouse gases emissions from sectors not included in the 
European emissions trading system, i.e. waste, agriculture, transport, energy use in household 
and services and agriculture. Cyprus is facing a large deficiency in statistics for several 
sectors, among which the energy sector. One source of greenhouse gases emissions for which 
a target has been set by Decision 406/2009/EC [3] is energy use by livestock breeding. 
 
The uses of energy in a farm can be classified into direct and indirect [4]. Direct energy use is 
associated with the consumption of energy (fuels and electricity) in a farm. Indirect energy 
use is the energy consumed for the production and transport of materials used in a farm (e.g. 
feed and machinery). 70% of total energy use on dairy cattle and pig farms is for indirect uses 
[5]. 
 
Traditionally, animal farming in Cyprus was characterized by small; family ran units, spread 
throughout the island, but the increasing demand in meat and other products, the production 
of genetic material and the automation introduced in the production, have caused an increase 
in animal farming, which have caused certain areas of the island to have high animal density. 
A typical animal farm in Cyprus, as in the rest of the world, consists of one or more buildings 
distinguished in three types: animal breeding areas, support buildings and waste treatment and 
storage areas. In most areas in Cyprus, electricity is supplied by the central network of the 
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solely electricity provider, the Electricity Authority of Cyprus (EAC). Electricity in Cyprus is 
produced predominately by heavy fuel oil (HFO), with only a small amount produced by 
diesel [6]. It is expected that by 2014, na tural gas will also be available for use. The most 
commonly used fuel in farms in Cyprus is diesel, which is mainly used for heating of the 
housing areas. During the last years the consumption of Liquid Petroleum Gas (LPG) for 
heating is rapidly increasing.  
 
Not much data is readily available on energy consumption for livestock breeding in Cyprus. 
This paper brings together all the available data for stationary uses of energy for cattle, pig 
and poultry farming in Cyprus. Based on this data, the total energy consumption is estimated 
for the total population of the three animal species in Cyprus for 2005-2008. For 2008 t he 
greenhouse gases emissions are also estimated and compared to other sources of emissions. 
Finally, results for both energy consumption and greenhouse gases emissions are compared to 
international literature. 
 
2. Methodology 

The main stages of the methodology applied are presented in Figure 1: (a) estimation of total 
energy consumption, (b) estimation of energy consumption according to source of energy and 
(c) estimation of the greenhouse gases emissions. 
 

                       
 

Fig. 1.  Methodology implemented for the estimation of greenhouse gases emissions from energy 
consumption in livestock breeding in Cyprus. 
 
2.1. Estimation of direct energy use from livestock breeding of Cyprus 
The main sources of available data in Cyprus is limited to environmental impact assessment 
reports for animal farms submitted to the Department of Environment according to the Cyprus 
Law No. 140(I)/2005 on the assessment of environmental impacts from works [7] and annual 
reports submitted by installations that are above the benchmarks of the Integrated Pollution 
Prevention (IPPC) Directive [8]. Table 1 summarises the weighted energy consumption per 
animal in Cyprus as these were reported by the sources presented above; i.e. total amount of 
energy divided by total number of animals. 
 
Table 1. Annual energy consumption per animal in Cyprus. 

 
Dairy cattle farms 

(kWh/cow) 
Pig farms 

(kWh/sow) 
Chicken farms 
(kWh/chicken) 

 178* 763+ 1015+ 0.741+ 0.500+ 
 908* 1282+ 244+ 0.498+ 0.292+ 
 610* 918+ 1742* 0.578+ 0.344+ 
  892+ 64* 0.592+ 0.760* 
  181+ 328* layer chicken 0.864 [10,11] 
  1087+ 111* broiler chicken 0.644 [10,11] 
  225+ 227*  

Weighted 
Average 401 624 0.618 

+ data submitted by installations that are above the IPPC levels for 2008 [9] 
* data submitted for new installations according to the Environmental Impact Assessment report 

prepared [10] 

Estimation of 
greenhouse gases 

emissions per source 

Estimation of energy 
consumption 

according to source 

Estimation of total 
energy consumption 

by farming 
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Using the average annual energy consumption per animal in Cyprus of 401 kWh/cow, 624 
kWh/sow and 0.618 kWh/chicken and using the animal population for 2005 - 2008, the total 
energy consumption for animal breeding of cattle, pigs and chicken in Cyprus for the same 
period was estimated by multiplying the animal population by the per animal consumption 
(Table 2). The animal population data used was according to the latest published annual 
animal population census of the Department of Agriculture [12]. The results of Table 2 were 
also based on the following assumptions: 
(a) Layer chicken and broiler chicken have the same, average energy consumption because 

not sufficient data was available for the population of each type. 
(b) Dairy cows and other cattle were assumed to have the same energy consumption per 

animal because in Cyprus the animals are in the same farms. 
(c) Goats and sheep are not taken into account for the estimation of the total energy 

consumption by livestock breeding in Cyprus because no data is available yet. 
(d) No distinction is made into breeding methods and waste management technologies used. 
(e) Energy consumption of waste management technologies is also included in the energy 

consumption of the farm. 
(f) Both gestating and farrowing sows have been considered for the population of sows 

because the difference in energy consumption is small to be taken into consideration. 
 
Table 2. Animal population and total energy consumption from livestock breeding in Cyprus for 2005 
- 2008. 

 Animal population (x1000) Annual energy consumption (GWh) 
 2005 2006 2007 2008 2005 2006 2007 2008 

Cattle 57.6 56.1 54.9 55.9 23.1 22.5 22.0 22.4 
Sows  61.4 64.7 64.3 46.6 38.3 40.4 40.2 29.1 

Chicken 3007 2763 2800 2820 1.9 1.7 1.7 1.7 
Total     63.3 64.6 63.9 53.3 

 
2.2. Estimation of greenhouse gas emissions from direct energy use in livestock breeding 

of Cyprus 
The distribution of energy consumption according to source (Table 3) was estimated using the 
average energy breakdown according to the IPPC annual reports for pig and chicken farming 
[9]. 
 
Table 3. Average energy breakdown of energy consumption in Cyprus for chicken and pig farms 
according to IPPC annual reports [9] 

 Electricity Diesel LPG 
Cattle* 28.5% 44.8% 26.7% 

Pigs 28.7% 48.3% 23.0% 
Chicken 28.3% 41.3% 30.4% 

* cattle farms energy consumption = average of pigs and chicken due to lack of data 
 
Using the emission factors of the greenhouse gases and the fuel densities proposed as default 
by the IPCC 2006 guidelines [13], the CO2 emission factors from electricity production based 
on the weighted average specific emissions of the electricity producing units of Cyprus [6], 
and the global warming potentials proposed by the 1996 IPCC guidelines [14], the emissions 
of a specific greenhouse gas by an animal species (GHGanimal) were estimated by equation 1 
in t CO2 equiv.  

GHGanimal = (EFGHG)fuel x ECfuel x GWPGHG  (1) 
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where (EFGHG)fuel= emission factor for a specific gas for a specific energy source (or fuel), 
t/TJ and GWPGHG= is the global warming potential of a specific gas. The energy consumption 
of a specific energy source (or fuel), in (ECfuel) was estimated by Eq.2: 
 

ECfuel = (%fuel)animal x ECanimal    (2) 
where (%fuel)animal = percent contribution of a s pecific energy source (or fuel) to the total 
energy (or fuel) consumption of an animal species, % and ECanimal is the total energy (or fuel) 
consumption of an animal species, TJ. All the data used is presented in Table 4. 
 
Table 4. Parameters used for the estimation of GHG emissions 

Parameter in Eq.1 Description Value 
(EFCO2)electricity Electricity CO2 EF* 78.94 t/ TJ [6] 
(EFCH4)electricity Electricity CH4 EF 3 kg/ TJ [13] 
(EFN2O)electricity Electricity N2O EF 0.6 kg/TJ [13] 

(EFCO2)diesel Diesel CO2 EF  74.1 t/ TJ [13] 
(EFCH4) diesel Diesel CH4 EF 10 kg/ TJ [13] 
(EFN2O) diesel Diesel N2O EF 0.6 kg/TJ [13] 
(EFCO2)LPG LPG** CO2 EF  63.1 t/ TJ [13] 
(EFCH4) LPG LPG CH4 EF 5 kg/ TJ [13] 
(EFN2O) LPG LPG N2O EF 0.1 kg/TJ [13] 

GWP CO2 GWP*** of CO2  1 [14] 
GWP CH4 GWP of CH4  1 t CH4 = 21 t CO2 eq. [14] 
GWP N2O GWP of N2O 1 t N2O = 296 t CO2 eq. [14] 

 Energy conversion 3600 kJ/kWh [13] 
 Diesel Energy content 43 TJ/ Gg [13] 
 Diesel Density 0.85 kg/l [13] 
 LPG Energy content 47.3 TJ/ Gg [13] 
 Butane liquid density 0.57-0.58 kg/l [13] 
 Propane liquid density 0.50-0.51 kg/l [13] 

* EF = emission factor, ** LPG = liquid petroleum gas, *** GWP = global warming potential 
 
3. Results and Discussion 

Data collected from the available studies and reports in Cyprus, have shown that energy 
consumption per animal varies considerably among farms. The available data has a very large 
range for all animal species, i.e. 178 - 908 kWh/cow, 64 - 1742 kWh/sow, 0.292 – 0.760 
kWh/chicken. Nevertheless, the average of the results are reasonable when compared to other 
countries and the total contribution of the sector to energy consumption by agriculture. 
 
3.1. Contribution of livestock breeding to agricultural energy uses 
Comparing the results obtained for livestock breeding energy consumption (Table 2) to the 
total energy consumption by agriculture [15], the contribution of direct energy use in 
livestock breeding to the total energy consumption by agriculture has been found to decrease 
from 14% in 2005 t o 11% in 2008. T he energy consumption by livestock breeding has 
reduced considerably from 63 G Wh in 2005 t o 53 GWh in 2008, due  to a decrease in the 
animal population, which is probably due to the increase in imports of meat. The total energy 
consumption of the sector has increased from 439 GWh in 2005 t o 504 G Wh in 2008, 
probably due to the change in climate conditions. The years of 2006 to 2008 were years with 
extensive droughts in Cyprus. This has caused the cultivations to require more artificial 
irrigation since natural precipitation was very limited. Consequently, the energy demand for 
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the irrigation systems was larger. Additionally, the number of small desalination plants 
installed for agricultural use in coastal areas where saline intrusion takes place has been 
increasing during the last few years. This has been again caused by the reduction in 
precipitation and the need for farmers to use their already exhausted water extracting 
boreholes. 
 
3.2. Comparison of direct energy consumption in livestock breeding in Cyprus to other 

countries 
Cattle in most farms throughout the world are field-grazing most of the time of the year. 
When the cows are collected indoors due to weather conditions, the housing areas are closed. 
Therefore energy for ventilation and lighting is needed. In the case of Cyprus cattle is kept in 
the open but restricted areas instead of fields. With no l ighting and ventilation used, energy 
per animal is considerably less. The comparison is presented in Fig. 2(a). 

 
(a) 

 
(b) 

Fig. 2.  Annual energy consumption for various countries compared to energy consumption in Cyprus 
(a) per dairy cow found and (b) per sow for farrow to finish. 
 
Figure 2(b) presents the Nova Scotia [18], U.K. [19] and Sweden [16] consumption per sow 
compared to Cyprus. Cyprus has the smallest consumption among the four areas. This is due 
to the reason that in pig farming most of the energy demands is for heating. Therefore, in 
Cyprus, where heating days are significantly less than Nova Scotia [18], U.K. [19] and 
Sweden [16], the energy demand is also significantly less compared to the same countries. 

 
Fig. 3.  Annual energy consumption per chicken for various countries compared to energy 
consumption in Cyprus for layer and broiler chicken. 
 
The energy consumption estimated for chicken farming (Fig. 3) appears not very dissimilar to 
other countries. Most of the energy consumption is expected to be during summer for 
ventilation purposes as in Italy [20]. The per-chicken consumption of Denmark [21], Brazil 
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[22] and Canada [17] is smaller than Cyprus. A probable reason for this is that Denmark has 
well-developed technologies and therefore higher efficiency in energy consumption than 
Cyprus. For Brazil and Canada the smaller energy consumption could be due to differences in 
the methods of breeding. 
 
3.3. Greenhouse gas emissions from energy consumption in livestock breeding 
The total GHG emissions from energy consumption in livestock breeding have been estimated 
to be 15.26 kt CO2e for 2008 of  which 91% is CO2. For the same year other agricultural 
greenhouse gas emissions according to the Greenhouse Gas Inventory of the country were 
348 kt CO2e [24]. The emissions according to gas and energy sources are presented in Table 
5. The larger emissions are CO2 emissions from diesel consumption in cattle and pig farming, 
which correspond to 21% and 29% of the total emissions respectively. Energy related 
emissions contribute approximately 3% to the total for cattle, 2% for pigs and 1.4% for 
poultry. Comparing the results to emissions from total agricultural use of energy, energy use 
in livestock breeding contributes 4% to the total agricultural emissions and 13% to the total 
agricultural energy emissions. This result is supported by the estimations of “Compassion in 
world farming” [23] where energy contributes 2% to the total livestock emissions. 
 
Table 5. GHG emissions from direct energy consumption in livestock breeding in Cyprus according to 
gas and energy source, 2008. 

 Cattle Pigs Poultry TOTAL 
CO2 from Electricity, t  1,816  2,375   140   4,331  

CO2 from Diesel, t  2,679  3,752   192   6,624  
CO2 from LPG, t  1,360  1,521   120   3,002  

Total CO2, t  5,855  7,649   453  13,956  
CH4 from Electricity, kg  69   90   5   165  

CH4 from Diesel, kg  362   506   26   894  
CH4 from LPG, kg  108   121   10   238  

Total CH4, kg  538   717   41   1,296  
N2O from Electricity, kg  14   18   1   33  

N2O from Diesel, kg  1,608  2,251   115   3,974  
N2O from LPG, kg  136   152   12   300  

Total N2O, kg  1,757  2,421   128   4,307  
Total GHG from Electricity, kt CO2 equiv.  1.82   2.38   0.14   4.34  

Total GHG from Diesel, kt CO2 equiv.  3.16   4.43   0.23   7.82  
Total GHG from LPG, kt CO2 equiv.  1.40   1.57   0.12   3.10  

TOTAL GHG, kt CO2 equiv.  6.39   8.38   0.49   15.26  
 
4. Conclusions 

In Cyprus, the annual consumption per animal was estimated to be 401 kWh/cow, 624 
kWh/sow and 0.618 kW h/chicken. The estimates were based on available data for Cyprus. 
According to these figure, the direct energy consumption in livestock breeding of cattle, pigs 
and poultry is estimated at 53 G Wh for 2008, which corresponds to 10-15% of the total 
agricultural energy consumption. Comparing the energy consumption per animal to other 
countries in the sample used in the study it was found that energy consumption per animal for 
Cyprus was, on average, lower.  E nergy consumption for cows was much lower than the 
countries for which data was available (Canada, Nova Scotia, U.K., Sweden) mainly because 
the majority of energy consumption in these countries is for heating which is not needed in 
Cyprus due to the relatively warm weather conditions. For chicken farming, the results are 
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comparable to Italy, since a large portion of the country has similar climatic conditions to 
Cyprus (hot and dry). 
 
Using the emission factor of each greenhouse gas according to fuel type proposed by the 
IPCC 2006 g uidelines [13] and for electricity as proposed by national specific data by the 
Electricity Authority of Cyprus [6], the greenhouse gas emissions for each animal species and 
energy source were estimated. Comparing these to emissions from total agricultural use of 
energy, the results show that the emissions from energy use in livestock breeding contribute 
approximately 4% to the total agricultural emissions and 13% to the total agricultural energy 
emissions. 
 
 These results can be used by relevant Cyprus authorities for the assessment of the impact of 
measures for the reduction of energy consumption and greenhouse gases emissions.  
 
References 

[1] Council of the European Union, Climate and energy package, Official Journal of the 
European Union. L140 Volume 52 5 June 2009, ISSN 1725-25555 

[2] Council of the European Union, Conclusions of the Summer European Council, 17 June 
2010, EUCO 13/10, CO EUR 9, CONCL 2, General Secretariat of the Council 

[3] Council of the European Union, Decision No 406/2009/EC of the European Parliament 
and of the Council of 23 April 2009 on the effort of Member States to reduce their 
greenhouse gas emissions to meet the Community’s greenhouse gas emission reduction 
commitments up to 2020, Official Journal of the European Union L 140, 5.6.2009, p. 136 
– 148 

[4] K.J. Hulsbergen, B. Feil, S. Biermann, G.W. Rathke, W.D. Kalk, W.A. Diepenbrock, 
Method of energy balancing in crop production and its application in a long-term 
fertilizer trial. Agric Ecosyst Environ, 2001 86(3): 303–21. 

[5] M. Meul, F. Nevens, D. Reheul, G. Hofman, Energy use efficiency of specialized dairy, 
arable and pig farms in Flanders. Agric Ecosyst Environ 2007 119(1–2): 135–44. 

[6] Department of Environment, Ministry of Agriculture, Natural Resources and 
Environment. 2009. Annual report on Emissions Trading System of Electricity Authority 
of Cyprus for 2005 - 2008. Personal communication 

[7] Cyprus Laws of 2005 to 2007 on the Assessment of the Environmental Impacts of certain 
Projects, basic Law No. 140(I)/2005, latest amendment Law No. 42(Ι)/2007 in Cyprus 
Gazette no. 4120, Publication date: 05/04/2007, Page: 00501-00507. 

[8] Council of the European Union, Council Directive 96/61/EC of 24 September 1996 
concerning integrated pollution prevention and control. Official Journal of the European 
Union L 257, 10/10/1996 P. 0026 – 0040 

[9] Department of Environment; Ministry of Agriculture, Natural Resources and 
Environment, 2010 Annual report of Integrated Pollution Prevention Control poultry 
farms and piggeries 2007, Personal communication. 

[10] Environmental Impact Assessments (EIA) submitted for examination to the Department 
of Environment for the purposes of Laws of 2005 to 2007 on the Assessment of the 
Environmental Impacts of certain Projects, Personal data collection, 2010. 

974



[11] NPRO Engineering Ltd., Α study on law enforcement for integrated pollution prevention 
control in poultry farming in Cyprus, Prepared for the Department of Environment of 
Ministry of Agriculture, Natural Resources and Environment (in greek), 2006, Nicosia, 
Cyprus (in greek). 

[12] Department of Agriculture; Ministry of Agriculture, Natural Resources and Environment, 
Pig farming review for the year 2008. 2009, Nicosia, Cyprus (in greek). 

[13] IPCC, 2006 IPCC Guidelines for National Greenhouse Gas Inventories, Prepared by the 
National Greenhouse Gas Inventories Programme, Eggleston H.S., Buendia L., Miwa K., 
Ngara T. and Tanabe K. (eds). Published: IGES, 2006, Japan. 

[14] IPCC, Revised 1996 IPCC Guidelines for National Greenhouse Gas Inventories, Prepared 
by the National Greenhouse Gas Inventories Programme, Published: IGES, 1998, Japan. 

[15] Energy Service, Ministry of Commence, Industry and Tourism, Energy balance 1990-
2008, Personal communication, Nicosia, Cyprus. 

[16] T. Hörndahl, Energy Use in Farm Buildings. Swedish University of Agricultural 
Sciences, Faculty of Landscape Planning, Horticulture and Agricultural Science, Report 
2008:8, ISSN 1654-5427, ISBN 978-91-85911-76-9, Alnarp 2008 

[17] J.A. Dyer, R.L. Desjardins, An Integrated Index of Electrical Energy Use in Canadian 
Agriculture with Implications for Greenhouse Gas Emissions, Biosystems Engineering, 
2006 95 (3), 449–460. 

[18] Business Development and Economics, Swine farrow to finish results individual report 
prepared for: all farm average, Farm Management Analysis Project (FMAP).,Truro, NS: 
Nova Scotia Department of Agriculture, 2004. 

[19] H.R.I. Warwick, AC0401: Direct energy use in agriculture: opportunities for reducing 
fossil fuel inputs, Final report to Defra, 2007, U.K. 

[20] European Commission, Integrated Pollution Prevention and Control - Reference 
Document on Best Available Techniques for Intensive Rearing of Chicken and Pigs, 
2003. 

[21] A. Annuk, H. Nurste, S. Skau Damskier, Energy Efficiency in intensive livestock, 
Estonia, Energy saving measures on poultry farms, Carl Bro Intelligent solutions, 2004. 

[22] Turco, J.E.P., Ferreira, L.F.S.A., Furlan, R.L., 2002. Consumption and electricity costs in 
a commercial broiler house. Rev. bras. eng. agrνc. ambient. [online]. vol.6, n.3, pp. 519-
522. ISSN 1415-4366. doi: 10.1590/S1415-43662002000300023. 

[23] Compassion in World Farming, Global Warning: Climate Change and Farm Animal 
Welfare. Revised 2009, UK. 

[24] Department of Environment, Cyprus national greenhouse gas inventory 1990 – 2008, 
Ministry of Agriculture, Natural Resources and Environment, Cyprus, 2010. 

975



Active demand response strategies to improve energy efficiency                   
in the meat industry  

Manuel Alcázar-Ortega 1,*, Guillermo Escrivá-Escrivá 1, Carlos Álvarez-Bel1, Alexander 
Domijan 2, 

1 I Universidad Politécnica de Valencia, Institute for Energy Engineering, Valencia, Spain 
2 University of South Florida, Dept. of Engineering, Tampa, USA 

* Corresponding author. Tel: +34 963 879 240, Fax: +34 963 877 272, E-mail: malcazar@iie.upv.es 

Abstract: This paper is focused on the evaluation and assessment of different energy efficiency strategies 
applied to electrical appliances related to cool production and ventilation in industrial facilities which 
manufacture different types of meat products. Two strategies have been analyzed. Firstly, speed variation of fans 
in drying chambers, which implies modification of the on-off sequences in a way that the fans work for a longer 
time at a lower speed. A reduction of 1.65% in the total consumption of electricity is achieved. Lastly, use of 
flexibility in drying rooms based on the interruption of the electricity supply for the cooling production. Using 
this strategy saves of 5% in the total cost of electricity are achieved. Such results are very promising and 
demonstrate the effectiveness of these techniques, opening the gate to an innovative point of view about the 
management of this type of infrastructures to get significant energetic, economic and environmental savings with 
reduced and acceptable impact in the production process. 

 
Keywords: Full Food Industry, Power Demand, Energy Conservation, Electric Variables Control, Load 
Modeling 

1. Introduction 

The meat industry is one of the most energy consumption intensive industrial sectors [1] and 
it is an industrial segment with one of the highest potentials for demand response (DR) 
implementation [2, 3]. It is the largest segment in U.S. agriculture [4], where poultry and pig 
meat segment represents the 16% in total World production [5]. The share for the European 
Union is similar, with the 18% in total World production. In the case of Spain, where 
techniques exposed in this paper have been tested, the elaboration of different pig meat 
products, as cured ham or deli products, is worldwide known. Spain produces the 3% of total 
pig meat in the world. 
 
Regarding the type of energy sources used by such type of consumers, heating processes 
generally use fossil fuels, as natural gas or diesel, while electricity is mainly used for cooling. 
Refrigeration constitutes between 45% and 90% of the total final electricity consumption in 
working days [6], so that efficiency and saving actions must be focused on this energy source.  
 
Different works have been presented in the past [7, 8] in order to evaluate customer demand 
response in different sectors (mainly for commercial and industrial segments). Nevertheless, 
they were not commonly applied to the meat industry processes since they are directly related 
to the final quality of the product, so customers were not willing to change any element or 
parameter of those processes. 
 
In spite of that fact, these rigid industrial practices are being questioned because of the 
gradual increase in prices of energy, the higher concern in environmental issues as well as the 
evolution in technology solutions, so new actions, like the ones proposed in this paper, 
oriented to improve the energy consumption, start to be taken into account. 
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This paper presents such type of efficiency and saving actions as the effect of reducing the 
rotation speed of fans in drying chambers or the use of flexibility that customers may have 
under a novel approach focused on the identification of packages of energy [8] that could be 
reduced or eliminated for a period of time without impacting in production processes. 
 
2. The drying process in a cured ham factory 

The process of drying in a cured ham factory takes place in especially designed chambers and 
requires an accurate control of temperature, relative humidity and speed of air [9]. 
Historically, the process of drying was carried out in specific zones with Continental 
Mediterranean climate. The process started in December, where temperature and humidity are 
low, and it used to be completed in summer. Currently, artificial drying chambers reproduce 
such conditions permanently, so that a continuous production could be achieved. 
 
2.1. The whole process: stages 
The traditional Spanish dry-cured ham production is initiated with a salting process and 
storing of fresh ham at a low temperature before drying in order to stabilize the meat [10]. 
The temperature of the drying air is gradually increased during the drying process in order to 
accelerate the reduction of water in meat and the development of the typical aged flavor. 
According to available bibliography [9, 11] and after studying in detail the process of drying 
in different factories devoted to the production of Spanish cured ham, four drying stages can 
be identified for a typical plant, as shown in Fig. 1. 
 

 
Fig.1.  Drying processes in a typical cured ham factory. 
 
• Post-salting stage. Temperature inside the chamber is set between 2 and 5ºC while 

humidity remains controlled between 80% and 90%. The average duration of this stage is 
about six weeks, depending on the type of product. The amount of water contained in the 
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meat is deeply reduced during this stage, reaching values between 15% and 20% in the 
total weigh of the product. 

• Drying stage. The meat loses about 10% of weigh during this phase of the process. 
Temperature is maintained in 15-18ºC range and humidity take values of 70-75%. It 
usually takes between 3 and 5 months. 

• Curing stage. Temperature is higher (30-33ºC) and humidity decreases up to 65% in this 
stage, with a typical duration of 5 to 9 weeks. Ham loses between 0,5 and 1,5% of weight  
in this phase. 

• Maturing stage. The ham is introduced then in a maturing chamber until the experts 
consider that the product is finished. Therefore, the duration of this stage strongly depends 
on the particular situation of each product, as well as the type of final product to be 
obtained. Accordingly this stage could take from 20 to 70 days, depending on the type of 
final product and the amount of water it has already lost. Humidity is maintained below 
70% and temperature reaches values of 15-20ºC. 

 
A piece of ham loses during the whole drying process about 35% of the initial weigh that it 
had at the beginning of the process. 
 
2.2. Psychrometric analysis of a drying chamber 
Drying chambers are equipped with different air drying units, which are distributed on the 
ceiling of each room. Each device consists on a heat exchanger and a fan which forces the air 
to go through the unit. At the entrance of the unit, there is a first group of pipes containing 
cold water to cool the moist air and produce the condensation. At the exit, there is another 
group of pipes containing in that case hot water, which allow the dry air to recover the initial 
temperature. 
 

 
Fig.2.  Meat drying process scheme. 
 
The processes involved in a drying chamber facility, regarding the air parameters and flow, 
are schematically shown in Fig. 2. Dry air starts contacting with the surface of meat inside the 
drying chamber in point 1. Dry air absorbs the humidity from the surface of meat from point 1 
to point 2 so that the humidity ratio ω grows adiabatically [11] from ω1 to ω2, as shown in 
Fig. 3, that depicts the psychrometric chart during the process. 
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Fig.3.  Psychrometric chart for a drying room. 
 
When moist air gets in the air drying unit, the temperature decreases from point 2 to point 3, 
where the dew-point is reached. Moisture condensation occurs when moist air is cooled to a 
temperature below its initial dew-point [12]. From point 3 to point 4 temperature decreases 
while the air drives the water out since the humidity ratio is lower, as the capacity of the air to 
keep the water is reduced. Dry air is heated again from point 4 to point 1 in order to maintain 
the temperature inside the drying room, so initial conditions for the air are achieved to start 
the drying process again. 
 
3. Proposed saving strategies  

Two different strategies have been evaluated and assessed in order to achieve significant 
reductions in the electricity bill in factories devoted to the elaboration of meat products. In 
particular, speed variation of fans and flexibility strategies have been tested in different 
factories that produce Spanish cured ham, as it is exposed below. 
 
3.1. Strategy 1: Speed variation of fans in drying chambers 
Fans forcing the air to go through the drying units, located on the ceiling of the drying 
chambers, work intermittently according to the drying plan established by experts for the 
proper development of the process.  The first action proposed is based on the modification of 
the on-off sequences in a way that the fans work for a longer time at a lower speed, so that the 
total amount of water extracted from the drying chamber remains constant. 
 
The computation of boundary limits on possible savings with different operation conditions 
can be done according to the fan performance equations, and it can be summarized according 
to the following simple relationships linking fan capacity, speed and power: 
• The airflow volume is directly proportional to the fan speed. 
• The power required by fans is proportional to the cube of the fan speed [13] 
 
In case the speed of fans were to be reduced, the duration of the ventilation cycle needs to be 
increased in order not to reduce the total amount of air required to remove all the water 
transferred by the ham, so the speed reduction would be achieved if fans were working at 
reduced regime for a longer time. 
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3.1.1. Obtained results 
Results presented in this section have been obtained in a real factory which produces cured 
ham in Spain.  
Four different drying chambers were studied in detail according to the design conditions of 
the considered factory. Table 1 shows the set point parameters for each one of these 
chambers: 
 
Table 1. Set point parameters for the different drying chambers in a cured-ham factory. 

Drying chamber / 
stage 

Set point temp. 
Set point 
humidity 

Duration 
Reduction of 

water 
ºC % weeks % 

Post-salting 3.0 82.0 6.4 12.0 
Drying (I) 8.0 77.0 7.1 9.0 
Drying (II) 18.0 74.0 7.1 3.0 

Curing 30.0 70.0 3.6 3.0 
 
A psychrometric analysis of each chamber, based on a methodology proposed by authors in 
[14], was performed in order to get the different values for points from 1 to 4, as described in 
section 1.2. Table 2 includes the humidity ratio, dry-bulb and humid-bulb temperatures, 
specific enthalpy and relative humidity for each drying chamber at a pressure of 760 mmHg. 
 
Table 2. Set Characteristic points in the psychrometric chart for the different chambers. 

Chamber Point 
Humidity 
Ratio ω 

Dry-bulb 
temperature 

Humid-bulb 
temperature 

Enthalpy 
Relative 
humidity 

kg-w/kg-da ºC ºC kJ/kg-da % 

Post-salting 

1 0.00376 3.00 1.66 12.29 80 
2 0.00389 2.65 1.66 12.68 84 
3 0.00389 0.51 0.51 10.62 100 
4 0.00376 0.09 0.09 9.85 100 

Drying (I) 

1 0.00520 8.00 6.22 20.72 78 
2 0.00542 7.45 6.22 21.3 84 
3 0.00542 5.18 5.18 19.12 100 
4 0.00520 4.56 4.56 17.94 100 

Drying (II) 

1 0.00970 18.00 15.28 41.69 75 
2 0.01018 16.85 15.28 42.95 84 
3 0.01018 14.40 14.40 40.68 100 
4 0.00970 13.61 13.61 38.65 100 

Curing 

1 0.02019 30.00 26.23 79.58 75 
2 0.02140 27.20 26.23 82.85 93 
3 0.02140 26.08 26.08 82.13 100 
4 0.02019 25.23 25.23 78.06 100 
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The next step was to calculate the value of reduced speed at which fans need to be adjusted. 
The rated power of motors is 1 HP at 1500 rpm.  The initial time during that fans are switched 
on is equal to 50% of the stage for post-salting and drying (I), 40% for drying (II) and 35% 
for curing. The evaluation has been performed by considering that fans will be switched on 
for the 80% of the duration of each drying stage. Table 3 shows below the variations that 
affect to speed, power a duration of the different drying stages after implementing the speed 
reduction of fans. 
 
Table 3. Ratios of speed, power and time after applying the proposed actions. 

Drying chamber / 
stage 

Reduced speed 
Speed ratio 

∆ power ∆ time 
rpm % % 

Post-salting stage 938.0 1.6 -37.5 60.0 
Drying stage (I) 750.0 2.0 -80.8 100.0 
Drying stage (II) 656.0 2.3 -92.5 128.6 
Curing stage (I) 563.0 2.7 -91.8 166.7 

 
The application of these actions would allow the customer to save 172458 kWh every year, 
which supposes the 1.65% in the total consumption of electricity. Such savings imply 
reductions of 13642 € in the annual electricity bill, as well as 67.2 tCO2 are avoided to be 
emitted into the atmosphere a year.  
 
As shown in this section, significant energy savings can be obtained. However, it is important 
to take into account that too high reductions of speed, as obtained for the curing stage, could 
result in the stratification of the air in the chamber and the inappropriate development of the 
drying process. For that reason, additional ventilation or a lower reduction of power must be 
assessed in order to apply this type of actions. 
 
3.2. Strategy 2: Use of flexibility in drying rooms 
This strategy is based on the interruption of the electricity supply for the cooling production 
so that the thermal inertia of the system could be used to keep both temperature and humidity 
inside under limits. Temperature and consequently the humidity ratio for point 4 increases 
when the cool production is interrupted. Therefore, the duration of this action will depend on 
the ability of the product not to be affected by that action. Interruptions of about 1 hour do not 
have negative effects on this type of products. Similarly, the cooling activity will be more 
intensive during the subsequent minutes after the interruption (payback period), so point 4 
will decrease until the set-point is achieved again. 
 
3.2.1. Obtained results 
After a period of pre-evaluation which proved the effectiveness of proposed actions [1], the 
implementation of an intensive campaign of interruptions was carried out in order to reduce 
the monthly electricity bill. During the whole month of February 2010, two interruptions a 
day of two ours each interruption were performed in working days. Fig. 4 shows different 
daily load profiles when interruptions were performed, as well as an average profile and the 
standard deviation, represented below. 
 
Interruptions were carried out on peak periods, which are established in the contract from 
10:00 AM to 1:00 PM and from 6:00 PM to 9:00 PM in January, February and December. As 
daily interruptions of 6 hours were considered unacceptable, only the last two hours of each 
peak period were used for flexibility purposes. Consequently, the reconnection of cooling 
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devices took place on shoulder period where prices are lower. As can be checked in fig. 4 the 
energy saved during each interruption is much higher than the one consumed during the 
recovery period. 

 
Fig.4.  Daily electricity profiles during the campaign of interruptions in February 2010. 
 
The application of such actions allowed the customer to save 1555 kWh every working day in 
February, equivalent to savings of 207.3 € and 1.52 tCO2 a day. The customer saved 4147 € 
during February, equivalent to a reduction of 6.21% in the monthly electricity bill. This 
percentage would be reduced to about 5% if these results are extrapolated for the whole year 
because the periods defined in the contract are different in other seasons and the difference 
between peak and shoulder prices is not as high in warmer months as in winter. 
 
4. Conclusions 

The use of electricity for intensive cooling processed in the meat industry has been analyzed 
in this paper, as well as different actions aimed to the improvement of energy efficiency in 
this sector have been proposed.  
This paper provides empirical evidence about the importance that the use of flexibility in such 
a promising sector as the meat industry could represent in order to reduce the consumption of 
primary energy and emissions into the atmosphere, at the same time that attractive reductions 
in the electricity bill are achieved by customers. 
Two strategies have been analyzed. Firstly, speed variation of fans in drying chambers, which 
implies modification of the on-off sequences in a way that the fans work for a longer time at a 
lower speed. Using this strategy, a reduction of 1.65% in the total consumption of electricity 
is achieved. Secondly, use of flexibility in drying rooms based on the interruption of the 
electricity supply for the cooling production obtaining saves of 5% in the total cost of 
electricity. 
 

Such results are very promising and demonstrate the effectiveness of these techniques, 
highlighting that a different management of this type of infrastructures can be performed to 
get significant energetic, economic and environmental savings with reduced and acceptable 
impact in the production process. 
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Abstract: Energy consumption has stagnated in Sweden since the 1970s. It is not known how this was 
accomplished, but increasing efficiency in consumption has played an important role. In order to understand this 
a Change-of-stock approach is presented. Basically this approach says that stocks of energy converting artefacts 
on the consumption side comprise mature technologies with advantages of a path dependent character. These 
advantages create obstacles for radical technological changes and pushes in favour of incremental changes 
within dominating technologies. For the sake of testing the relevance of this approach five cases are highlighted. 
Data over stocks and replacement rates are estimated in three cases. Both factual and counterfactual estimations 
are presented. What is tested is the fruitfulness of the Change-of-stock approach as a tool for analysis of long-
term changes in energy efficiency. 

Results from the cases show considerable gains of efficiency in fuel consumption in private cars, and heating 
efficiency in multi-dwelling houses. Thus incremental changes are important, but are partially offset by changes 
in characteristics of the artefacts. Radical changes, as the factual change from air to rail, and a counterfactual 
double switch from gasoline to electric cars and from electric heating to district heating, and probable gains from 
the phase-out of incandescent lamps, show even bigger gains. Both incremental and radical changes are subject 
of counteracting tendencies, of a broader nature than that associated with rebound effects, such as more cars per 
inhabitant and fewer people in each dwelling. 

The approach seem to promise a way to analyse energy efficiency that captures both promoting and 
counteracting factors, and at both the micro and macro level.  

Keywords: Stock, Replacement, Characteristic, Energy efficiency. 

1. Introduction 

In several countries energy consumption has been decoupled from economic growth since the 
1970s, one of which is Sweden [11]. Since the 1970s total energy consumption has stagnated 
despite a growth trend in GDP, and since the mid 1980s consumption of electricity has 
stagnated despite the role of electricity as a factor increasing overall energy efficiency. The 
oil price shocks initiated a switch of focus from supply to efficiency. Decoupling was a 
drawn-out affair as there is inertia due to past investments. Path dependence theory explains 
non-change basically with reference to cost advantages of existing technologies both on 
production and consumption side (for an introduction to path dependence see [2]). Today it is 
common to use an analogy to pedagogy, so that “learning curves” represents cost reductions 
in production of energy converters (in a broad sense) and in the familiarity in use of these 
converters. Due to cost advantages of widely used technologies the most likely path will be 
incremental change: Raising efficiency in gasoline cars instead of switching to electric cars, 
improving insulation in existing buildings instead of erecting passive houses, etc. When it 
comes to lighting the purchase price is much lower but the number of lamps make a radical 
break quite costly, and here we have the problem of the norm the warm glow of the 
incandescent as associated with. 

Because sunk costs in stocks are important not only for the large number of units but also for 
the inertia it represents. IN THE FOLLOWING A CHANGE-OF-STOCK MODEL WILL BE TRIED OUT AS 
A STARTING POINT FOR THE ANALYSES. A point of departure for the model is the fact that 
energy is never used directly but always by way of some artefact—a paper machine, a car, a 
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dwelling, a dishwasher, etc. [4]. There is a stock of machines, vehicles, buildings and 
appliances that demand energy. Every type of such energy converters comes in different 
models, and they are not only energy converters, they also have other qualities that are 
important for the buyer and user. A car, for instance, has several “characteristics” [6] of which 
fuel consumption is just one of many. THUS THE WORD “ARTEFACT” USED HERE STANDS FOR A 
COMPOSITE, OR COMPLEX UNIT. The stock is renewed through scrapping of old units, and 
through adding of new units. Additions can be of two kinds basically: Incremental 
improvements on technologies dominating the stock, or radically different technologies 
surviving at the margin of the stock. 

A challenge for the efficiency strategy is the “rebound effect”. It has been debated several 
times, beginning with Brookes’ and Khazzoom’s articles 1979 and 1980 (for an introduction 
see [7]). From an historical, or rather dynamic, point of view, the neoclassical formulation of 
the theory is limiting. As it stands it says basically that the acting factor (improvements in 
energy efficiency) causes a counteracting factor (increased use of the service in question or 
other services requiring energy) to operate. This narrow definition is too limited, for two 
reasons: First, counteracting tendencies can also work in parallel without direct link to prices 
and costs of particular type energy use. Increasing population, the decreasing number of 
people in the average household and new areas of consumption can increase the aggregate 
consumption of energy. Second, radical changes are associated with such drastic 
improvements in efficiency that it is impossible to outdo the gain through increased 
consumption.  

WHAT IS TESTED HERE IS THE FRUITFULNESS OF THIS ‘CHANGE-OF-STOCK’ APPROACH. 

2. Method 

Three types of artefacts were chosen, all associated with private consumption (households)—
cars, dwellings and lamps. Data of aggregate stocks over the long-run were collected from 
different sources. For cars and multi-dwelling houses the rate of renewal was estimated, and 
fuel and heating consumption of the average car and dwelling respectively. Counterfactual 
developments were estimated where certain variables were held constant, such as car-
intensity, mileage per car, longer use-life of cars, and no energy-demanding changes in cars. 
Basically the same thing was done on heating of dwellings in multi-family houses. Due to 
lack of historical data the development of the residential lighting stock could not be disclosed. 
Instead data from a monitoring study performed by the Swedish Energy Agency was used for 
an estimation of the future of the Swedish residential lighting stock during the phase-out of 
incandescent lamps. 

These incremental changes were contrasted with radical changes. In one it was estimated how 
much had been gained by the factual switch in long-distance domestic travel from air to rail, 
and in the other the aggregate effects of a counterfactual double-switch from gasoline to 
electric cars plus a switch from electric heating to district heating. The rationale for these 
cases is that in the first a radically different transport technology actually had been chosen, 
and in the other preferred choices of technologies from a sustainability point of view were 
estimated. 

As society is an open system, one factor cannot be isolated as is possible in a laboratory 
experiment. Thus, whatever method used, the result cannot be unequivocal, and therefore can, 
and must, be the object of several possible interpretations. Counterfactual studies in social 
sciences can better be looked at as thought-experiments, in this study closely related to issues 
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of trade-offs and choices of path in energy policy. When such problems and choices are 
discussed the relative magnitudes of gains in energy efficiency are of interest. 

3. Results 

3.1. Cars 
The stock of private cars has been increasing in the long run, from 250,000 in 1950, to 2.5 
million in 1973, and to 4.3 million in 2009. This rate of growth has exceeded the growth of 
population by far: In 1956 there were 10 inhabitants per car, in 2009 there were 2.2. Growth 
of the stock stagnated in the late 1970s and in the early 1990s. The age of the average car in 
2009 is 9.3 years. [1]. 

The car is a complex durable commodity with several characteristics. The composition of 
characteristics of the average car changes through scrapping of old and adding of new cars. 
Energy efficiency is dependent not only of the energy conversion efficiency of the engine, but 
of several other characteristics, such as rate of acceleration, engine power, weight, air drag, 
the quality of tyres, etc. These characteristics, in turn, are connected to usefulness in terms of 
safety of driving, passenger and luggage space, low noise level and many others.  
 
Sprei et al [16] investigated the conflicting tendencies in the composition of characteristics of 
new cars in Sweden: Better performance on on e hand and lower fuel consumption on t he 
other. New cars in 1975, 1985, 1995 a nd 2002 were studied in regard to passenger space, 
luggage space, top speed, time for acceleration, frontal surface area, weight, maximum power, 
cylinder volume, and fuel consumption. They found that increased space, acceleration and 
weight had reduced the gains from technical improvements of the engine, air drag and rolling 
resistance of tyres. About 65 per cent of the possible gains had been eliminated by comfort 
and acceleration only 35 per cent came out as better fuel economy. 

Table 1. Descriptive and counterfactual data on the stock of private cars in Sweden and their fuel 
consumption 1950–2009. 
 1950-59 1970-79 2000-09 
A. No of cars in stock, millions 0.62 2.65 4.14 
B. Inhabitant per car 11.5 2.9 2.0 
C. New cars as share of stock, % 17.9 8.9 6.5 
D. Scrapped cars as share of stock, % 4.3 6.7 5.7 
E. Mileage, passenger km, billions 16.6 63.8 96.4 
F. Mileage per car, km 26774 24075 22419 
G. Fuel consumption per car, l/100 km  10.15 8.32 
H, a. Total fuel consumption, index  100 115 
b. Index when B and F constant  100 96 
c. Slower renewal of stock  100 119 
d. Only energy-saving features new cars  100 112 

The average car consumed 8.32 litres per 100 kilometres when the factual development was 
estimated, and 8.08 when a possible development of smaller, slower and lighter cars was 
calculated (index value 112 in the last row). The slower renewal of the stock is estimated as 
the equivalent to the average fuel consumption of the stock in the period 1990-99. The 
average car of such a stock would have been very old, about 20 years (index value 119 next to 
last row). When car intensity and mileage per car is held constant at the 1970-79 level, total 
fuel consumption in 2000-09 is not only lower than it actually was, but also lower than in the 
1970s, despite the fact that mileage was higher in the 1970s [14]. Note that in this 
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counterfactual case the number of cars has been allowed to increase in parallel to the size of 
the population. The rate of replacement is in the long run slowing down, additions more so 
than scrappings (row C and D). 

 
3.2. An imagined double switch to and from electricity 
What would a double conversion—replacing electric heating with district heating, and 
replacing petrol cars with electric cars—mean for total energy consumption in Sweden? 
Assumptions used were 20% efficiency for combustion engine and 70% for electric motor 
[15], and 95% for electric heating and 84% for district heating [5]. The phase-out of electric 
heating and phase-in of electric cars were distributed equally for each year over a 30 year-
period, 1975-2006. Input data on petrol (“bensin”, excluding diesel) refers to total use of 
petrol in the transport sector, not only for private cars, and is thus exaggerated. It is assumed 
that electric heating will be replaced by combined heat and power production in district 
heating systems, but the additional electric energy produced has not been added to the total 
amount of electricity (which is a measure of consumption, not production). The fuel used in 
this counterfactual increase in CHP is left unspecified. 

Table 2. Estimated changes in energy consumption when gasoline cars are replaced by electric cars, 
and electric heating with district heating. 
 TWh 1975 TWh 2006 Index 2006 
Gasoline cars, factual 38.2 45.2 100 
Electric cars, counterfactual 10.9 12.9 29 
Electric heating, factual 9.3 22.1 100 
District heating, counterf. 10.5 25.0 113 

Replacing gasoline cars with electric cars would reduce energy consumption with 32.3 TWh, 
while replacing electric heating with district heating would increase consumption with 2.9 
TWh. The net gain would thus be 29.4 TWh. 
 
3.3. Dwellings 
The housing stock changes through a combination of building new and scrapping or 
rebuilding old houses. During a long post-war period, from 1959 to 1975, new build 
dominated restructuration with more than 60,000 dwellings per year (a peak occurred also 
around 1991). Since 1993 renovation of existing dwellings has dominated, at least in regard to 
multi-dwelling houses where reliable statistics is at hand.  

Table 3. Descriptive and counterfactual data on the stock of dwellings in multi-family houses 1980, 
1990 and 2008. 
 1980 1990 2008 
A. No of dwellings in stock, thousands 2043 2171 2440 
B. Persons per dwelling 1.70 1.51 1.53 
C. Change of stock, % 1.3 2.6 1.9 
D. Square meter per dwelling 65 78 *80 
E. Heating per square meter, kWh 295 190 145 
F, a. Total heating, TWh 39.2 21.1 28.3 
F, b. Total heating, index 100 82 72 
F, c. Index when B and D constant 100 66 55 
F, d. Index when E is constant 100 127 147 
F, e. Index when B, D and E constant 100 103 111 
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Source: [9] [10] [12]. * = guess. 

The last census, including housing conditions, was made in 1990. A fter that date data on 
housing has not been renewed at the same level of quality. This is the reason why a guess had 
to be made concerning the size of the average dwelling in 2008. Change of stock (row C) 
includes demolished, refurbished as well as new built houses. The rate of replacement (2%) is 
much lower than for the car stock (12-13%). Efficiency of heating has improved considerably 
since 1980, especially during the 1980s (and probably during the 1970s too, if the trend for 
multi-dwelling houses followed that of the small houses). Total heating has thus been reduced 
despite a growing number of dwellings.  

When household formation and size of the average dwelling is held constant, total heating is 
reduced even more (see row F, c). If improvements in heating efficiency would stop at the 
1980 level, 47 pe r cent more energy would have been consumed (row F, d). If changes in 
household formation and changes in the stock would have been neutral in regard to dwelling 
size and heating efficiency, then total heating would have been higher than it was in 1980. 
 
3.4. A real switch from air to rail 
According to statistics domestic air travel (from and to destinations within Sweden) increased 
from 1970 to 1990 [14]. After this year domestic air stagnated—in 2008 it was still lower than 
it was in 1990. T ravel by railroad stagnated 1980-1992 but increased quite fast after this 
period. It seems that a change has occurred in the choice between train and aviation in long-
distance domestic travel, in favour of train and thereby a switch from aviation fuel to 
electricity. If this interpretation is correct the change has lowered energy consumption for this 
purpose. A CALCULATION HAS BEEN MADE OF THE ENERGY CONSUMPTION IN TWO CASES: One 
the factual case, and a counterfactual case where rail had followed a stagnating trend while air 
had increased. In the factual case 13 TWh were used for domestic travel, in the counterfactual 
case 20 TWh—quite big a difference. 
 
3.5. Lamps 
We do not know so much about the lighting stock. The most comprehensive study made so 
far, is that by the SEA 2005-2008. Data from this source is shown in Table 4.The studies 
made so far are not representative of the whole household population. The number of 
households covered is small, from a statistical reliability point of view, due to the fact that 
data collection is cumbersome as the hours-of-use is essential information to collect.  

Table 4. Unweighted averages on Swedish household’s use of electric lighting 2005-2008. 
 Small houses Multi-dwelling houses 
Number of lamps 55.2 31.2 
Wattage per lamp (W) 29.3 26.6 
Hours-of-use per day and lamp 1.60 1.94 
Number of households (000) 1,978 2,238 
Electricity for lighting (TWh) 1.87 1.31 
Lighting/all electricity (%) 22.7 19.0 
Sources: [17], [18], [8]. “Small houses” include detached houses and houses with two 
dwellings. “Multi-dwellings houses” often contain shops, offices and other non-residential 
spaces, but the main purpose is residential. 

The sample is small in relation to the population of households, and the geographical 
distribution of the sample is quite narrow. On the other hand data covers several types of 
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households in regard to housing, age, number of people, etc., and it is very detailed 
comprising observations on each appliance. With this in mind, we can let data give us a hint 
of what the national consumption of electricity for lighting would look like. From data in 
Table 4 it can be calculated that there are 179 million lamps in total.  

Table 5. The distribution on lamp types in Swedish households, and assumed lifetime and price level 
for each type. Per cent, hours, Euro. 
Lamp type Share, % Life time, h Price level, € 
Incandescent 60.5 1000 1 
Halogen 16.2 3000 4 
CFL 13.1 7000 6 
Fluorescent tubes 10.2 10000 6 
Sources: [17], [13]. Currency rate assumed: 10 SEK=1€. 1 USD ≈ 0.75€ in May 2010. 

The effects of the phase-out [3] can be described as a comparison of the residential lighting 
stock before and after the transition period. It is assumed that all incandescent lamps will 
disappear and be replaced by CFL and halogen lamps. Then the replacement rate will 
decrease from 43 to 14 per cent per year (or from 2.3 years to 7.1 years for the whole stock to 
be replaced). Average power will be lower and thus electricity consumption for lighting 
(assuming constant hours-of-use). 

Table 6. Economics of the phase-out. 
 2010 2013 
Replacement rate, % 43 14 
Power per lamp, W 28 18 
Electricity for residential lighting, TWh 3.2 2.1 
Lamp sales, m€ 113 119 
Electricity sales, m€ 483 308 
“m€” = millions of Euro. 

4. Concluding discussion 

The change of stock approach says that the stock consists of mature energy converting 
technologies with cost advantages in production and advantages of familiarity among 
consumers and users. Because of these advantages an incremental path of improvements in 
energy efficiency is often chosen, the path of improvements of dominating technologies. For 
example higher fuel efficiency of the combustion engine, and additional insulation of existing 
houses. 

Radical changes through the introduction of basically different technologies meet barriers of 
entry and must overcome the obstacles associated with path dependence. They are 
implemented only at the margin of the stock and meet increasingly higher barriers as 
dominating technologies are improved upon. This explains why the electric car has 
difficulties to gain wide diffusion. 

Incremental changes in energy efficiency can be displaced by changes in other characteristics 
counteracting the efficiency gain. A heavier car, for instance, requires a more powerful 
engine, which can partially or completely outdo improvements of the engine. The compound 
effects of all relevant changes are what matters. Nevertheless, estimations of energy 
efficiency improvements shown in this paper have been quite substantial, more so in heating 
than for cars. Still, radical changes, such as a double switch from gasoline to electric cars and 
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from electric heating to district heating would not only include a higher gain in efficiency but 
also a change of path. 

The phase-out of incandescent lamps is a special case as it relies on a long period of 
preparation. The CFL has been around since the 1980s and is now more competitive in terms 
of purchase cost and familiarity among the public. The phase-out pushes consumers over the 
last threshold of a somewhat higher purchase price and forcing the user to forget the warm 
glow of the incandescent. 

In the 1990s in Sweden there occurred a switch from air to rail in long-distance travel within 
the country. Many passengers changed their mode of transportation in favour of the train. This 
switch was a switch from the use of one existing stock to another, rather than a change of one 
stock. Energy saved from this switch was considerable. 

There are, however, counteracting tendencies of a more purely social nature that partially 
outdo the gains efficiency in the more purely technological sense. Increasing population, a 
higher number of cars per head, and fewer people in the average household, are examples of 
such tendencies. They play a significant role for the total consumption of energy.  

The strength of the change-of-stock approach is that it enables us to capture both promoting 
and offsetting factors, and both details and aggregate effects of changes related to energy 
efficiency in consumption. Taking the stock into consideration has implications for the future: 
The stock will be there in the future, it represents decisions of yesterday and today. Old 
innovations, both conservative and radical, may result in improvements in energy efficiency 
but are dependent on what is added to and scrapped from the stock and shifts between stocks. 
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Abstract: Much policy effort focuses on energy efficiency of technology, though not only efficiency but also 
user practices is an important factor influencing the amount of consumed energy. This paper will explore to what 
extent energy efficiency of appliances and houses or user practices are the more important, both for 
understanding why some households consume much more energy than others, and when looking for relevant 
approaches to a future low carbon society. The paper uses several sources to explore this question, including 
results from the researcher’s own projects, review of other studies and national statistics. Through the 
presentation of these different projects and examples it is shown how user practices are at least as important as 
the efficiency of technology when explaining households' energy consumption. The paper concludes that more 
research in this field is necessary. In relation to energy policy it is argued that it is not a question of efficiency or 
practices, as both have to be included in future policy if energy demand is actually to be reduced.  
  
Keywords: Households, Consumption, User practices, Energy efficiency. 

1. Introduction   

In Western societies households stand for approx. one third of the energy consumption, and 
throughout the last thirty years efforts to reduce this has included research on and 
development of more efficient technologies and buildings, as well as policy activities directed 
at households encouraging them to purchase these more efficient technologies. To a much 
lesser extent focus and interest have been directed at how the actual use of technologies and 
houses influence the final energy consumption. However, recently an emerging interest is 
seen in research documenting the importance of user practices.  
 
A Dutch study documents that building characteristics determine 42% of the variation in 
energy use for heating (water and space), leaving more than 50% of the explanation for user 
practices, though only 4.2% extra explanation of the variation in energy consumption can be 
explained by occupant characteristics [1]. This indicates that user practices are important, 
though only to a limited degree determined by objective occupant characteristics. A study 
based on US data concluded in line with this that besides weather characteristics, building 
characteristics are the main determinant of energy for space heating and cooling purpose 
followed by behavioral aspects, though in this study they further include the relation between 
occupant characteristics (like age and income) and building characteristics (like size and type 
of dwelling) making the indirect effect of the occupants much more important [2]. Besides 
building characteristics, some studies also include information on type of heat control system, 
like programmable thermostats, manual thermostats or manual valves and contrary to many 
assumptions, these studies conclude that those with programmable thermostats have the 
radiators turned on for more hours than others [3], and do not keep lower temperatures [4], 
and furthermore they conclude that the type of heating system has an influence on occupant 
behavior. 
 
In this paper focus will be on presenting and analyzing different types of data which can 
further enlighten the question of how important user behavior is compared to efficient 
technology. The final energy consumption in households is a result of the number/size of the 
technology, the energy efficiency of the technology and the user practice in relation to the 
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technology. In the following  a distinction will be made between electricity (for appliances 
and lighting) and energy for heating (space and water) when exploring the relation between 
these four elements. 
 
2.  Analysis and results 

2.1 Danish national statistics on electricity consumption  
From the Danish national statistics [5] we have obtained data on the development of energy 
efficiency of appliances during the last thirty years and the development in the numbers of 
appliances in Danish households in the same period (see Figure 1). Data in this figure are 
based on analysis from a bottom-up computer model (ELMODEL-bolig), where input comes 
from surveys of some thousand households every third year on ownership and use of 
appliances, combined with information on numbers and types of sold appliances from 
industry and trade organizations. By combining the left and the right part of this figure, we 
learn that the growing energy efficiency gained over the last thirty years in the appliances in 
Danish households is counterbalanced by the growing amount of appliances in use.  
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Figure1: Energy efficiency of Danish household appliances 1980-2004, left (KWh/year) and number 
of appliances in Danish households 1980-2008, right, (1000 pcs). Source [5]. 
 
2.2  Different energy consumption in similar houses  
The explanatory power of energy efficiency, user practices and the number of appliances to 
explain energy consumption has been investigated in a study of 1000 quite similar houses, 
which in spite of similarity show huge variation in energy consumption. Comparing identical 
houses for heating (space and water) show that those using the least, use less than a third of 
those using the most, and for electricity (appliances and lighting) those using the most use 
five times as much as those using the least. The study included among others a survey with a 
response rate of 50%, combined with heat, electricity and water consumption as delivered by 
utilities and technical calculations and measurements of temperature and air exchange. The 
study has previously been reported in Danish [6], and different aspects have been published in 
English as well [7], [8].  
 
For heat consumption the simple fact that technically completely identical houses can have 
heat consumption varying with a factor 3, show that user behavior related to heat consumption 
plays an important role.  In this case the size and the energy efficiency of the technology (the 
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house) are identical and variations in energy consumption thus have to relate solely to user 
practices related to space heating and hot water use.  
 
In relation to electricity the analysis is more complicated as appliances and lighting is bought 
individually and we have to rely on self-reported data from the survey on number, efficiency 
and use of appliances. Statistical analysis of data divided households into three equal groups 
consisting of a third of the households with the highest level of consumption, a third with the 
lowest and a third with the middle level. Statistical analysis between this grouping and 
questions of (self-reported) use of appliances, number of appliances and energy efficiency of 
appliances has been conducted for different types of appliances. As self-reported information 
on energy efficiency cannot be completely reliable, people are only given the possibility of 
indicating whether their cold appliances are low-energy or not, or whether they do not know. 
For light bulbs, they have been asked, whether the share of low-energy bulbs is less than 25%, 
25-50%, or more than 50%. In Table 1 it is seen that there is no correlation between people 
having indicated that their refrigerator is low-energy and the household being among the high, 
middle or low energy consumers. Correspondingly analysis shows that there is no correlation 
between the share of low-energy bulbs and which consumer group the household belongs to 
(not shown in table). On the contrary, there are other factors which do correlate with the 
energy consumer groups. The question of how many appliances people have show strong 
correlation as seen in Table 2, where the number of cold appliances per households is shown, 
and correspondingly analysis for how many televisions and videos the household have also 
correlates strongly with the energy consumer groups (not shown here). Furthermore the use of 
appliances also shows strong correlation to the energy consumer group: in Table 3 the 
correlation between use of tumble dryer is shown, and similar correlation can be found e.g. 
for the use of washing machine (not shown here).  
 
Table 1. The share of households indicating whether their refrigerator is energy efficient or not is 
divided into three different energy consumer groups of households. The table should be read 
vertically. Analysis shows that there is no correlation (n=214, gamma=-0.055, not significant 
p=0.628). 
 Consumer group 

Low 
Consumer group 
Middle 

Consumer group 
High 

Total 

Inefficient refrigerator 38% 26% 37% 100% 
Efficient refrigerator 26% 35% 29% 100% 
 

Table 2. Households' information on their number of refrigerator-freezer units, compared with the 
energy consumer group of the household. The table should be read vertically. Analysis shows a strong 
positive relation (n=286, gamma=0.306, significant with p=0.000). 
 Consumer group 

Low 
Consumer group 
Middle 

Consumer group 
High 

Total 

1 Refrigerator-freezer unit 41% 31% 28% 100% 
2 Refrigerator-freezer unit 21% 37% 42% 100% 
3 Refrigerator-freezer unit 17% 35% 48% 100% 
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Table 3. Households' information on their weekly use of tumble dryer, compared with the energy 
consumer group of the household. The table should be read vertically. Analysis show a strong positive 
relation (n=199, gamma=0.334, significant with p=0.000). 
Use of tumble dryer Consumer group 

Low 
Consumer group 
Middle 

Consumer group 
High 

total 

1 time a week 28% 33% 38% 100% 
2 times a week 13% 39% 48% 100% 
3 times a week 14% 28% 58% 100% 
4 times a week 8% 28% 64% 100% 
5 or more times a week 9% 21% 70% 100% 
 
In general the energy efficiency of household appliances does thus not contribute to the 
explanation of the huge differences that can be found between the electricity consumption in 
these households. What does contribute to the explanation is the number and the use of the 
appliances. However, the number and the use of appliances also correlate to the number of 
people living in the house. Analysis confirms that number of persons in the household is a 
strong determinant for the size of the electricity consumption, however, it also shows that it is 
more energy efficient to live more people together. This will be further explored in the 
following section. 
 
2.3.  Socio-economics in the understanding of user practices  
A database with registered data of approx. 50,000 households including socio-economic 
information on their inhabitants, building information (building type, year, size, installations 
etc.) and meter readings from utilities on heat (space and water) and electricity consumption 
(lighting and appliances) show some correlations between users, buildings and energy 
consumption [9]. Even this type of data does not include any direct information on user 
practices or energy efficiency, the data can throw light on some of the questions raised in this 
article. For electricity consumption, regression analysis for 8,500 detached houses is shown in 
Table 4. The number of inhabitants in the home is the strongest explanation of electricity 
consumption; income is the second most important and the size of the home the third. Similar 
relations between socio-economics and electricity consumption have been found in a study 
using detailed measurements of electricity consumption in Northern Ireland homes [10]. 
Furthermore Table 4 shows that other variables like age and education of the inhabitants only 
contribute with little extra explanatory power. Households’ electricity consumption is strongly 
dependent on the number of members of the household. If, however, we compare electricity 
consumption per person with the number of members of the household, it becomes clear that 
it is more energy efficient to live more people together (see Figure 2). This is an important 
result related to user practices as still more people in most Western societies live alone. Today 
this applies to almost 40% of the population in Denmark, which thus can be seen as a main 
driver towards still higher energy consumption. From Table 4 it can furthermore be learned 
that even if we compare households in detached houses of the same size and with the same 
income, they can have huge variations in the electricity consumption as income and 
household size together only explain approx. one third of the variation in electricity 
consumption. The variation in households’ electricity consumption can only to a very limited 
degree be explained by the age of the inhabitants or the level of education of the inhabitants; 
the greater part of the understanding of this user practice thus has to be understood by 
applying more qualitative approaches to the understanding of the everyday life of households. 
When analysing heat consumption, the database includes type, size and year of construction. 
The year of construction can to some extent be equated with energy efficiency, especially for 
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more recent buildings. As the building type is an important factor in the technical description 
of the houses, analyses has been separated for different types. As an example of the analysis, 
detached houses will be used. Regression analysis on heat consumption of 22,000 detached 
single family homes show that the size can explain 28.3% (R2) of the variation in heat 
consumption, and the year of construction can explain an added 10.5 % (R2) of the variation 
in heat consumption (not shown in tables). When these two factors have been accounted for, 
other characteristics of the household members such as age, number of persons living in the 
house and income only contribute all together with approx. 4% (R2) explanation of the 
variation.  
 
Table 4. Regression analysis, detached houses: Background variables effect on electricity use, 
n=8.573 

Background Variables Effect on Electricity 
Use (kWh/year) 

Explanatory Power, 
Change in R2 (%) 

Per person in the household 541 27.6 
Per 100,000 DKK in gross income 90 5.8 
Per 10 m2floor area 95 2.5 
Per age square of oldest person -0.35 1.3 
Per 0-6 years old children -158  

0.5 Per 13-19 years old children 179 
Long education - primary school -278 0.02 
 
Figure 2. Average electricity consumption per household and per person compared with the number of 
inhabitants in the household, including households in detached housing, sem- detached housing and in 
apartments.  9+ refers to 9 or more inhabitants, n=53,804 
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In relation to the question of this article it is obvious that heat consumption is much more 
dependent on building characteristics than electricity consumption is, even though heat 
consumption also includes water heating which must be considered quite dependent on the 
number of inhabitants. Related to both heat and electricity consumption it is furthermore 
apparent that there is a huge variation in energy consumption which must be explained by 
differences in user practices. Furthermore it can be concluded that these differences in user 
practices only to a very limited degree can be explained by socio-economic descriptions of the 
inhabitants.  
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2.4.  Low-energy buildings and user practices  
As it seems that heat consumption is more dependent on building physics than electricity 
consumption is on energy efficiency of appliances and lighting, it is thus relevant to focus 
explicitly on new low-energy buildings and user practices. In Sweden a comprehensive study 
of 20 low-energy row houses have been conducted and measurements of total energy 
consumption (heat and electricity) show that user practices account for a variation of factor 2 
as those using the least uses 49.2 kWh/m2, and those using the most use 101.7 kWh/m2 [11].  
In UK similar studies of 26 low energy houses with post occupancy evaluation show that 
those using the least uses 46 kWh/m2 and those using the most use 144.9 kWh/m2 for space 
and water heating, equivalent to a factor 3 in variations in heat consumption depending on 
user practices [12]. The average in these UK low energy houses was 92.9 kWh/m2 and the 
corresponding average for the local area is 172 kWh/m2. In this study there is thus a factor 2 
between the average for heat consumption for "normal housing" and the average for low 
energy housing, which could be interpreted as a factor 2 related to the energy efficiency of the 
house, whereas the user practices correspond to a factor 3.   

 
3.  Discussion  

Above the different approaches to answering the question whether energy efficiency or user 
practices are the most important has been presented. In the following two different 
discussions will be introduced. First a discussion of the rebound effect, and second a 
discussion of the future developments in the composition of households’ energy consumption.  
 
3.1.  Rebound effect and how it relates to discussions on user practices vs. efficiency  
There is a huge international amount of literature on the rebound effect indicating that 
improvements in energy efficiency make energy services cheaper and thereby encourage to an 
increased consumption within the same services. In a recent review of empirical estimates of 
the rebound effect within the household sector, it is concluded that the rebound effect of 
household energy consumption for heating is approx. 20% [13].  This means that 20% of the 
efficiency gained through technical improvements of building and appliances are turned into 
increased consumption (higher comfort) following from direct change in user behavior. This 
understanding of the rebound effect builds on an economic understanding of household 
behavior i.e. that people consume more because they can afford it, which follows from the 
reduced energy consumption gained by energy efficiency. It should not be denied that 
economy can partly explain household behavior related to energy consumption. However, it 
should be emphasised that there are other relevant explanations than economy, including 
psychological and social understandings. If people feel they have done something to save 
energy, like buying an energy efficient appliance, then they might feel that they do not have to 
think so much about how they use it. Growing consumption however does not necessarily 
relate to energy efficiency. The growing number of appliances and inhabited floor area must 
also be understood as a consequence of other societal processes, which have been described as 
drivers behind consumption, including changing social norms and expectations following 
from new technical possibilities [14]. 
  
3.2.  Future development in the composition of household energy consumption 
As shown previously, heating consumption seems to be more dependent on the energy 
efficiency of  buildings, whereas electricity consumption is more dependent on user practices 
including the number and size of appliances. There are, however, good reasons to believe that 
this relation varies with the different types of appliances. In Figure 1 (left) it is shown that 
energy consumption of freezers, dishwashers and tumble dryers has been reduced by approx. 
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one third the last thirty years, whereas no substantial energy reduction has been seen related to 
televisions. In general it must be expected that households' energy consumption to a still 
higher degree will be caused by information and communication technology (ICT) in the 
future. A Danish study showed that ICT from 2000 to 2007 rose from approx. 10% to 20% of 
a household’s total energy consumption and that it can be expected to rise up till 50% of a 
household's total energy consumption within the coming 5-10 years [15]. These scenarios 
include assumptions of a continued efficiency of ICTs; however, they also assume that the 
size and number of ICTs will continue to grow. As it must be assumed that energy 
consumption related to refrigerators and freezers are more dependent on appliance efficiency 
than on user practices, compared with the use of ICT, these assumptions point towards a 
future where it must be expected that user practices as compared with energy efficiency will 
be even more important for the final electricity consumption in households.  
 
4. Conclusions 
This paper has dealt with the question whether user practices or energy efficiency is the  most 
important for the size of a household’s energy consumption. The answer to that question is 
slightly different if it is asked for heating (space and water) or for electricity (lighting and 
appliances). For heating it is shown that building characteristics, including size and year of 
construction, can explain approx. 40-50% of the variation in energy consumption, whereas 
inhabitant characteristics can only explain very little of the variation when the building 
characteristics has been accounted for. Furthermore studies confirm that completely identical 
houses can have heating consumption that vary with a factor 2-3 depending on user practices. 
This means that user practices are at least as important as building physics when it comes to 
energy consumption related to heating, though the user practices can only to a very limited 
degree be explained by objective characteristics.  
 
Data analysis on electricity consumption for lighting and appliances suggest that this is more 
dependent on user practices than on energy efficiency, especially if the number of appliances 
are counted as part of the user practice. On a national level, a 30-40% increase in efficiency 
has been gained during the last thirty years. However, in the same period the number of 
appliances in households has risen more than the energy efficiency. When comparing 
households living in similar houses, electricity consumption can vary with a factor 5, thus 
indicating that electricity consumption is less linked with building size and type than with 
heating consumption. Analysis of data on type, use and number of appliances shows that the 
number and the use of appliances have a strong correlation to household electricity 
consumption, whereas information on energy efficiency does not show any correlation. 
Regression analysis on large databases shows that the number of inhabitants in households is 
the most important factor for describing electricity consumption; the more inhabitants in a 
household the higher the consumption. Electricity consumption per person shows the opposite 
correlation, meaning that it is more energy efficient to live more people together. Data also 
show that economy correlates with electricity consumption, which corresponds to the fact that 
the more affluent households can afford to have more appliances.  
 
Even this article raised the question whether efficiency or user practice is the more important, 
it is relevant to establish that both efficiency and practices are important when seeking to 
reduce energy consumption. To realise substantial energy reductions, which is an important 
part of a future renewable energy system, we need consumers who choose efficient 
technologies, reduce the number of appliances and think about how they use them. 
 
 

998



References  

[1] O. G Santin, L. Itard, H. Visscher, The effect of occupancy and building characteristics 
on energy use for space and water heating in Dutch residential stock, Energy and 
buildings 41, 2009, pp 1223-1232 

[2] K. Steemers, G. Y. Yun, Household energy consumption: a study of the role of 
occupants, Building Research and Information, 37:5, 2009, pp 625-637. 

[3] O. G Santin, L Itard, Occupants' behaviour: determinants and effect on residential heating 
consumption, Building Research and Information, 38 (3), 2010, pp 318-338. 

[4] M. Shipworth, S. K Firth, M. I. Gentry, A. J. Wright, D. T. Shipworth, K. Lomas, Central 
heating thermostats settings and timing: building demographics. Building Research and 
Information, 38 (1), 2010, pp 50-69. 

[5] Danish Energy Authorities. Energy statistics 2009. 

[6] K. Gram-Hanssen,  Boligers energiforbrug - sociale og tekniske forklaringer på forskelle. 
By og byg resultater 029. Statens Byggeforskningsinstitut, 2003. 

[7] K. Gram-Hanssen, Residential heat comfort practices: Understanding users. Building 
Research and Information, 38(2), 2010, pp 175-186. 

[8] K. Gram-Hanssen, Domestic electricity consumption - Consumers and appliances. In: L. 
Reisch and I. Røpke (Eds.): The ecological economics of consumption. Edward Elgar 
publishing, 2004. 

[9] K. Gram-Hanssen, C. Kofod, K. N Petersen, Different Everyday Lives - Different 
Patterns of Electricity Use. Proceedings of the 2004 American Council for an Energy 
Efficient Economy Summerstudy in Buildings. Washington, D. C.: ACEEE 

[10] Y.G. Yohanis J.D Mondol, A. Wright, B Norton, Real-life energy use in the UK: How 
occupancy and dwelling characteristics affect domestic electricity use, Energy and 
Buildings 40, 2008, pp1053–1059  

[11] J.F Karlsson, B Moshfegh, A Comprehensive investigation of a low-energy building in 
Sweden, Renewable energy 32, 2007, pp. 1830-1841. 

[12] Z. M. Gill, M. J. Tierney, I. M. Pegg, N. Allan, Measured energy and water performance 
of an aspiring low energy/carbon affordable housing site in the UK. Energy and 
Buildings 43, 2010,117–125. 

[13] S.Sorrel, J Dimitropoulos, M. Sommerville, Empirical estimates of the direct rebound 
effect: A review, Energy Policy 37, 2009, pp 1356-1371. 

[14] I. Røpke. The dynamics of willingness to consume. Ecological Economics 28, 1999, pp 
399–420 

[15] J.O. Jensen, K. Gram-Hanssen, I. Røpke, I., & T. H. Christensen, Household's use of 
information and communication technologies - a future challenge for energy savings? I: 
Conference proceedings: ECEEE Summer Studies 2009. Ile Saint-Denis: ECEEE.  

999

http://vbn.aau.dk/research/jensen_jesper_ole(5725227)/
http://vbn.aau.dk/research/gramhanssen_kirsten(5724766)/
http://vbn.aau.dk/research/christensen_toke_haunstrup(16046052)/
http://vbn.aau.dk/research/christensen_toke_haunstrup(16046052)/
http://vbn.aau.dk/research/households_use_of_information_and_communication_technologies_a_future_challenge_for_energy_savings(16600885)/


Energy variations in apartment buildings due to different shape factors and 
relative size of common areas  

I. Danielski* 

Mid Sweden University, Östersund, Sweden 
* Corresponding author. Tel: +46 (0)63 5416, Fax: +46 (0)63 165500, E-mail: itai.danielski@miun.se 

Abstract: A multi-storey residential building includes different sub areas, for example: apartment areas and 
common areas (corridors, basements, attic etc.). Each sub area may have different specific final energy use. 
Areas with lower specific final energy use will have a relatively lower contribution to total final energy use of a 
building. Examples of areas with low specific final energy use are corridors, basement and attics. All these areas 
are included in the calculation of a building’s total final energy use. As a result, there is a risk that buildings 
designers may fulfill stricter end-use energy requirements simply by constructing buildings with larger areas 
containing a lower specific final energy use. In addition, the envelope area of the building may vary for a given 
floor area depending on the shape factor of the building. The heat losses of a building depend on the envelope 
area, the area that is in direct contact outdoor environment. Thus, buildings with a lower shape factor will have 
lower heat losses and hence a lower specific final energy use.  
 
In this paper, we study the impact of those two factors on the specific final energy use of similar constructed 
apartment buildings in Stockholm. We consider 22 multi-storey residential buildings in ten locations that were 
built in accordance with the Stockholm program for environmental adapted buildings. They were chosen since 
they have different ratio of common area to total heated area and large variation in specific final energy use. 
Other characteristics such as energy systems, construction properties and population density were similar. 
The analyses showed a high correlation between the shape factor of the buildings and their specific final energy 
use. An increased shape factor of a building by 0.1 increased the specific final energy use by 5.3 kWh/m2. The 
specific final energy use of the studied buildings could vary up to 30 kWh/m2 only because of the shape factor. 
Therefore it is recommended that the shape factor is considered in building codes for new buildings especially in 
cold climates. The energy simulations showed that the specific final energy use in the common areas was about 
75% lower than in apartment areas. Hence, including larger common areas in the design of new apartment 
buildings reduce the specific final energy use significantly while the final energy use per resident will increase. 
This needs to be considered in energy requirements of buildings. Normalizing the final energy use by the 
apartment area should be considered as alternative method as it reduces variations in specific final energy use 
due to the relative size of common areas and increases the quality of using the SFEU for energy requirements. 
 
Keywords: Specific final energy use, Shape factor, Surface area to volume ratio, Energy variation. 

Nomenclature 

SF  Shape factor………………………...m-1 
SFEU Specific final energy use...kWh/m2,a 

VHR Ventilation Heat Recovery 

 
1. Introduction 

Several programs have been launched in Sweden with the aim of improving the energy 
efficiency of new buildings. One example is the Stockholm program for environmental 
adapted buildings [1], which aims to stimulate the construction of buildings with final energy 
use lower than required by the Swedish building code. The Stockholm program covers 
apartment buildings constructed between 1997 and 2005, and requires certain limits for the 
final energy use as listed in Table 1 
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Table 1. Final energy requirements for the SFEU and final electricity use in kWh/m2,a. 
Type of heating system Total final energy use Maximum final electricity use 
District heating 140 50 
District heating with ventilation 
heat recovery (VHR) 125 60 

Electric resistance heaters 90 90 
 
Since the lunch of the Stockholm program, new apartment buildings were built in 77 different 
locations within the Stockholm municipality. All of these buildings were built in accordance 
with the program’s specifications, yet only 35% of the locations fulfil the final energy use 
requirements. In addition, the SFEU vary widely between different locations (Fig. 1). In this 
study, we analyzed the variations in SFEU due to the surface-area-to-volume ratio of 
apartment buildings (henceforth shape factor) and the relative size of the common area. 
 

 
Fig. 1. The SFEU of new apartment buildings built in 77 locations that participated in the Stockholm 
program. The black points represent the study cases in this study. 
 
1.1. The shape factor (SF) 
The shape factor (SF) of a building is its surface-area-to-volume ratio and is a measure of a 
building’s compactness. Buildings with a higher SF are less compact and therefore have a 
larger surface area for a given building’s volume. The surface area of a building is the 
boundary between heated spaces and unheated spaces, and accounted for large percentage of 
the heat losses in buildings. Depecker et al. [2] showed that in colder climates the correlation 
between the final energy use and the SF is strong. Buildings with a higher value of SF have a 
higher final energy use. China has integrated the SF of buildings into its design standard for 
energy efficiency of public buildings, which applies stricter values for new buildings in colder 
climates [3]. Sweden is located in cold climate and the impact of the SF on the final energy 
use is expected to be significant.  
 
1.2. The specific final energy use 
The SFEU, i.e. the final energy use per unit of floor area, is used to compare final energy use 
in buildings with different sizes, and it is affected by how the floor area size is calculated. 
According to CEN [4], the floor area of a building can vary by 20% depending on t he 
measurement method. In Sweden, the area that is used for calculating the specific final energy 
use in buildings is defined by the National Board of Housing, Building and Planning [5] and 
is measured according to standard SS 021053 [6]. The area definition is equivalent to the 
European “overall internal dimension” [4] with a few differences: it excludes unheated areas 
and adjacent garages. An unheated area is defined as an area with temperature lower then 
10°C during the heating season. This is due to the low energy contribution of unheated areas 
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or adjacent garages relative to the relative increase in floor area. Including these areas will 
result in lower SFEU values [7] without increasing the building’s energy efficiency. 
 
The heated floor area in apartment buildings that agrees with the above Swedish definition is 
not homogeneous and includes different sub-areas including apartments, corridors and 
basements. The SFEU of apartment building is an average of the SFEU of its different sub 
areas. Each of these sub-areas has its own functionality and energy characteristics that 
determine its contribution to the average SFEU of the building. Designing new buildings with 
relative large sub-areas with low SFEU, for example due to lower temperatures, can reduce the 
value of the average SFEU of the building. 
 
In this study, we distinguish between apartment areas and common areas. The common areas 
including: corridors, basements, attics and all other heated areas that are not part of the 
apartments. We do not consider buildings with integrated areas for commercial purposes, e.g. 
offices and small shops. Our hypothesis is that the SFEU in the common areas is lower than 
that in the apartment areas. Thus, the relative size of the common area (common-area-to-total-
floor-area ratio) will affect the average SFEU of the building. The reasons for the low SFEU in 
the common areas are discussed below in the Swedish context. 
 
In Sweden, the indoor temperature in the apartment areas should satisfy the minimum thermal 
comfort conditions. According to ASHRAE, the comfort zone for the operative temperature is 
between 20°C and 25°C [8]. In common areas 18°C, can be used to reduce heating costs [5]. 
Hence the temperature in common areas can be a few degrees lower than in apartment areas. 
 
The energy used for domestic water heating is also higher in the apartment areas. Households 
in Sweden use 1200 kWh/person,a on average [9]. In common areas, the use of hot water and 
energy for water heating is negligible. Here we argue that the energy use by central laundry 
machine located in the common areas should be allocated to the apartment areas. The amount 
of energy used can be related to the number of residents and therefore to the total size of the 
apartments’ area. Increasing the common area size will not increase the energy use for 
laundry. It does not matter if the laundry is made in each apartment or in a cen tral laundry 
room. This argument can be apply to other apparatus that use energy in the common areas for 
example elevators. 
 
Common areas have a lower windows-area-to-floor-area ratio than the apartment areas 
because of the natural light requirements in areas that residents visit often. Basements and 
attics may not have windows at all, whereas corridors that are surrounded by apartments have 
fewer windows per façade area in comparison with apartment’s façade. Due to the higher U-
values of windows in comparison with walls, the average U-value of the façade that is in 
contact with the common area is lower. 
 
The minimum requirement for the ventilation flow-rate in apartment areas is 0.35 litter/sec,m2 
[5]. In common areas it is possible to reduce the ventilation flow-rate to 0.1 litter/sec,m2 
because of the low occupancy, which reduces ventilation heat losses. 
 
2. Methodology 

Twenty-two buildings built in 10 locations out of the 77 locations that participated in the 
Stockholm program were chosen for an in-depth analysis. These buildings have no 
commercial areas, i.e. offices and small shops, but large variations in SFEU (Fig. 1) despite 
similar constructions and energy supply systems. Each location consisted of one or several 
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apartment buildings with at least three floors. All of the buildings have concrete foundations 
and use forced ventilation with fresh air entering through special openings in the façade, 
located under the windows and behind the radiators. In one location, ventilation heat recovery 
(VHR) using a heat pump was installed. All of the buildings were connected to the district 
heating network. The final energy use was measured during 2006 by Fortum-Värme, which is 
the energy supplier company in Stockholm. The areas in each building were measured 
manually using the architectural drawings of the buildings. For energy simulations we used 
the VIP Energy, which is a commercial dynamic energy balance simulation program that 
calculates the energy performance of buildings using real climate data. It was validated by 
IEA-BESTEST, ASHRAE-BESTEST and CEN-15265 [10]. 
 
2.1. The shape factor (SF) 
The final energy use of the case-study buildings was compared to a final energy use of 
hypothetical reference buildings with similar sizes for volume, floor area sizes, ground floor, 
roof and windows-to-façade-area ratio but with SF of 1. To meet the lower SF the reference 
buildings need to be more compact with lower façade area size as illustrated in Fig. 2. The 
differences in final energy use assume to be related only to the smaller façade area of the 
reference buildings. Heat losses due to resident behaviour and ventilation heat losses assume 
to remain constant because of the similar volume and floor area size. 
 

 
Fig. 2. Two buildings with similar volume, floor area, ground floor area, roof area and different SF. 
 
The difference in final energy use between each case-study building and its reference 
buildings (∆E) was calculated according to Eq. (1). Where ∆AWall and ∆AWin are the area 
differences of wall and windows respectively between the case-study building and its 
reference buildings. EWall and EWin are the difference in heat losses through 1 m2 of walls and 
windows respectively between the case-study building and its reference buildings. ∆AWall and 
∆AWin were calculated from the difference in SF and assuming constant windows-to-façade-
area ratio. EWall and EWin were calculated by the VIP Energy simulation program [10] 
assuming similar values for all the buildings. The volume of the building is equivalent to the 
floor area multiplied with the floor height, which is 2.7 meters for all the case-study buildings. 
Therefore we defined the SF as the surface-area-to-floor-area ratio instead of volume. 
 

WinWinWallWall E×A+E×A =E ∆∆∆  (1) 
 
2.2. The relative size of the common area 
To determine how the relative size of the common area affects the SFEU of the buildings, five 
energy simulations were conducted. The following parameters were kept constant to reduce 
the influence of other factors: 1) the total floor area of the building; 2) the ratio of the glazed 
area to the floor area: 13% for the common areas and 22% for the apartment areas; and 3) the 
ratio of the apartment floor-area to the apartment façade-area. In each additional simulation, 
75 m2 of floor-area and 66.8 m2 of façade area were allocated from the apartment area to the 
common area, which increased the relative size of the common area by 5% as listed in Table 
2. The allocated areas were taken from the first floor in all simulations until the entire first 
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floor was used as a common area. Parameters with values that differ between the apartment 
areas and common areas are listed in Table 3. 
 
Table 2. Area sizes for each energy simulation. The first value relates to the apartment area and the 
second to the common area. 

 
Common area/ Floor area Wall area Glazed Roof Ground floor 

 
Total floor area (m2) (m2) area (m2) (m2) area (m2) 

1 0.1 1475 / 163 805 / 7 472 / 21 404 / 24 376 / 52 
2 0.15 1392 / 246 771 / 57 450 / 28 404 / 24 266 / 162 
3 0.2 1310 / 328 733 / 116 428 / 29 404 / 24 147 / 281 
4 0.25 1229 / 409 710 / 153 405 / 38 404 / 24 73 / 355 

 
Table 3. Parameters related to energy use used in all energy simulations. 

Parameter  Apartment area Common area 
Indoor temperature (°C) 22 18 
Ventilation air flow (litre/sec-m2) 0.35 0.1 
Electricity use (W/m2) 5.4 2 
Energy use for domestic water heating (W/m2) 5.8 0 
Body heat from tenants (W/m2) 1 0 

 
The energy simulations were performed using the Stockholm’s climate data and were done by 
the VIP Energy simulation program [10] for one of the study cases, with a total floor area of 
1500 m2. The roof consists of two layers of asphalt-impregnated felt, on 25 mm polywood 
board, 300 mm mineral wool between wooden roof trusses, and 150 mm concrete, giving an 
overall U-value of 0.129 W/m2,K. The external walls have a U-value of 0.249 W/m2,K and 
consist of 8 mm of plaster, 150 mm of mineral wool between wooden studs and 150 mm of 
bricks. 25% of the façade made up of triple glazed windows and doors and has overall U-
value of 1.2 W/m2,K. The ground floor consists of 20 mm oak boarding on 180 mm concrete 
slab laid on 150 m m expanded polystyrene and 100 mm macadam, resulting in a U-value of 
0.236 W/m2,K˚. 
 
The final energy use from each simulation was normalized by two different area definitions: 
1) the total heated floor area of the building (the current used method) and 2) the total 
apartments’ area. The two area definitions provide two sets of calculated SFEU values for 
each energy simulation. The energy simulation results were compared to the SFEU of the 
reference buildings (SF=1). 
 
3. Results 

3.1. The shape factor (SF) 
A high correlation was found between the SF and the SFEU as illustrated by the trend line in 
Fig. 3. Buildings with the VHR system were excluded but should follow the trend line as well 
because they have similar construction properties as the buildings without VHR system. The 
specific final energy use of buildings with VHR system is clearly noticeable in and is roughly 
the vertical distance to the trend-line (arrow in Fig. 3). 
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Fig. 3: A correlation between the SFEU and the shape factor of the building. 
 
Fig.3 illustrates the difference in final energy use between each case-study building and its 
corresponding hypothetical case (SF=1). The SFEU is increasing by about ~5.3 kWh/m2,a for 
each increase of 0.1 in the SF up to of 30 kWh/m2,a. 
 

 
Fig. 4. SFEU losses (Y-Axis) in each study case due to difference in SF (X-axis). 
 
3.2. The relative size of the common area  
The SFEU of the buildings and the results from the energy simulations were calculated based 
on the total floor area (current used method) and the apartment area and plotted vs. the 
relative size of their common areas in Fig. 5. According to the energy simulation results, the 
SFEU in the common areas is about a quarter of the SFEU in the apartment areas. Increasing 
the relative size of the common area reduces the average SFEU of the building calculated by 
the current used method, although the SFEU in the apartment areas is nearly constant. When 
normalizing by the apartment area (new method) the average SFEU of the building slightly 
increases with increased common-area-to-floor-area ratio because the common area 
contributes more to the final energy (due to its increasing size), which is divided by smaller 
size of apartment area. 
 
The trend of the specific final use of the study cases, calculated by the two methods, agrees 
with the simulation results (Fig. 5). Therefore, it is possible to conclude that the constant 
SFEU in the apartment areas calculated by the energy simulations valid for the study cases as 
well, and the variations in SFEU in Fig.4 (~30 kWh/m2,a) are only due to the differences in 
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the relative size of areas with low SFEU (i.e. common areas). The variations reduced by half if 
applying the new method. 
 
The savings in SFEU associated with the VHR system are clear, and are the vertical distance 
to the trend of the SFEU (arrows in Fig. 5 in both methods). However, the savings are 
questionable if comparing by the current method because the value of the SFEU use of the 
location with the VHR system is only slightly lower than values of other study cases. 
 

 
Fig. 5. The energy simulation results (lines) compared to the SFEU (circles) of the different study 
cases based on the total floor area (left diagram) and on the apartment area (right diagram). 
 
4. Discussion 

In this study we analysed the influence the shape factor (SF) of the building and the relative 
size of the common area, i.e. common-area-to-total-floor-area ratio, on the SFEU. Both 
parameters are together responsible for a variation in calculated SFEU of more than 50 
kWh/m2,a for the different case-study buildings. As a r esult reduction in SFEU use due to 
efficiency measures, as ventilation heat recovery, were not noticeable. 
 
The SF has large effect on the building’s final energy use. Buildings designed with large 
value of SF have larger surface area per floor and larger heat losses. As a result, larger heat 
losses exists and larger amount of energy is needed during the construction period. Therefore 
it is recommended that the shape factor is considered in building codes for new buildings 
especially in cold climates. 
 
When calculating the SFEU based on the total floor area of the building (current used method) the 
SFEU of the building decrease as the relative size of the common area increases (i.e. corridors, 
basement, attics etc.) because the SFEU in the common areas is significantly lower than the SFEU in 
the apartment areas. In addition increasing the relative size of the common areas for a given 
total apartment’s area will increase the final energy of the building because more common 
area needs to be heated. The final energy used in the common areas is used by the building’s 
residents and the number of residence does not increase with increasing size of the common 
areas therefore the final energy use per residence will increase. Furthermore, increasing the 
relative size of the common area increases the building size per apartment area. Consequently, 
the energy use required to construct the building will increase per apartment area or 
alternatively per resident. As a result, designing buildings with larger relative size of common 
areas will reduce the average SFEU of the building, and stricter energy requirements could be 
achieved without implementing energy efficiency measures. However the final energy use per 
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residence will increase. This needs to be considered in energy requirements of buildings. 
Normalizing the final energy use by the apartment area should be considered as alternative 
method because it reduces variations in SFEU due to the relative size of common areas and 
increases the quality of using the SFEU for energy requirements. 
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Abstract: The energy consumption associated with non-domestic buildings represents 11% of the UK’s total 
energy consumption, 11% of Europe and 18% of the USA’s.   A nnual non-domestic building energy 
consumption is often presented in the form of average benchmarks, such as 450kWh/m²/year for a large air-
conditioned building and 200kWh/m²/year for a small naturally ventilated office.  Benchmark values give very 
little insight into how and where a building consumes energy.  While some benchmarks provide a breakdown of 
energy use by energy category (lights, IT, cooling, heating), these data still fails to demonstrate how the energy 
associated with each category varies throughout the year.  To further understand building energy use, a more 
detailed data breakdown and analysis is required.  The electricity demand data for a variety of school buildings 
(secondary, primary, specialised) in Scotland has been made available for analysis.  This consists of half hourly 
resolution data spanning several years for 50 s chools, allowing key trends and patterns in energy use to be 
identified.  T hese trends can include differences between annual profiles, differences between winter and 
summer months, and differences in weekday and weekend energy use.  Additionally, the effect of other variables 
such as climate, user behaviour and general building data on the buildings energy consumption can be 
investigated.  A database of half-hourly school energy demand data, with corresponding building details has 
been set up and a preliminary analysis preformed.  Alternative method of pattern recognition in non-domestic 
energy usage are discussed, and the variables necessary to calibrate this information. This demonstrates the 
possibility of creating generic energy profiles and hence new benchmarks.     
 
Keywords: Non-Domestic Energy, Electricity Demand, School Energy 

1. Introduction 

Energy consumption is continually increasing throughout the world and a large proportion of 
this can be associated with non-domestic buildings.  In 2007 the UK consumed 157.8 million 
tons of oil equivalent (Mtoe) or alternatively 1,835TWh of energy [1].  To better understand 
how energy is used in the UK, it is necessary to breakdown the energy consumption into the 
different sectors.  The total energy distribution of the UK is as follows; domestic 
consumption: 29.4%, transport consumption: 37.1%, industry consumption: 20.8% and 
“other” consumptions: 12.7% of total UK energy consumption [2].  The percentage of energy 
consumption associated with buildings in relation to total energy consumption was 42.3% [2].  
The assumption is that the “buildings” mentioned in, [2], consists of both domestic and non-
domestic properties.  
 
Non-domestic buildings in 2003 w ere reported to account for 11% of total energy 
consumption in the UK, 11% in the EU and 18% in the USA [3].  The similarity between UK 
and EU consumption is probably due to their similar work habits, daylight hours and climate, 
while the USA’s higher proportion may be due to the higher presence of air conditioning, or 
due to a different proportion of offices to other types of buildings.    

Only by collecting and analysing building energy consumption data can an idea into how and 
when a building uses energy be gained.  Introducing other factors such as seasonal demand 
profiles, both for weekdays and weekends, average daily consumption for each month, and 
determining any trends in standby/peak power over one year for each school, can ideally 
identify trends in energy use. With the help of this information, ‘generic’ profiles can be 
constructed allowing quick power reference and the creation of newer benchmarks for non-
domestic energy use in this particular environment. 
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2. Current Benchmarks 

A key area in the non-domestic sector is education.  There have been numerous studies ([1], 
[4 -11]) into the energy consumption of schools and school energy performance benchmarks, 
and benchmark data us readily available for schools in the UK (as well as other counties) for 
the last few decades. Primary schools in the UK typically consume 119kWh/m²/year of 
energy [4], with the UK one of the few countries that have set energy benchmarks for schools.  
A target of 110kWh/m²/year is considered as an ideal or “good practice” target [5]. Other 
school benchmarks are detailed in the “Good Practice Guide 343, or more commonly known 
as GPG343 [6].  F or a primary school, the ‘typical’ annual consumption target is 
191kWh/m²/year where as the ‘good practice’ value is 135kWh/m²/year.  F or a secondary 
school without a pool, the ‘typical’ benchmark is 196kWh/m²/year and for a secondary school 
with a swimming pool, the benchmark is 223kWh/m²/year.  T his guide also divides the 
benchmarks into either electricity or fossil fuels, and provides a generalised breakdown of 
energy use in schools represented in a pie-chart.  

In comparison French primary schools average 197kWh/m²/year, Greek schools consume 
57kWh/m² and Irish primary schools consume 119kWh/m²/year [5].  H ermandez, [5], used 
‘GPG343’ to establish that the typical value for UK primary schools is 157kWh/m²/year 
whereas the best practice value is 110kWh/m²/year.  They used EnergyPlus software for the 
energy consumption calculations and a grading system based on a methodology outlined in 
“Energy Performance of Buildings”[12].  T his method involved using the schools energy 
consumption (kWh/m²), a stock regulation value, and a stock reference value (based on either 
a sample mean or the building stock mean).  A  table of different conditions involving the 
three values determined the energy rating and benchmark.   

A problem with previous studies and results is that they do not provide sufficient information 
to give a full understanding of how energy is used in a building.  E nergy performance 
benchmarks only provide the total annual energy consumption of a generalised school per 
floor area.  D etails such as weekly, monthly and seasonal trends are omitted.  However, 
benchmarks can be used as a quick indication of energy efficiency or a simple tool for quick 
school comparison but are limited due to this additional detail.  T his paper discusses the 
analysis of a sample of schools and the key outputs of the analysis, aimed at providing more 
detail of school energy consumption than the standard benchmarks.  In addition, average 
electricity demand profiles are analysed and their potential use in explaining energy usage are 
discussed.   

3. Methodology 

The interpretation of energy usage in schools is completely dependent on the availability of 
accurate energy data from a wide range of schools.  The first stage therefore is identifying a 
reliable source or organisation that is willing to provide the data.  Several local authorities in 
Scotland were contacted to allow monitoring of schools in their area to take place.  Initially it 
was decided to select various school buildings and install several non-intrusive load 
monitoring (NILM) equipment in the schools.  There are several advantages of using NILM 
systems, opposed to introducing equipment into the electricity network.  A key advantage is 
that the buildings electricity supply is not interrupted, minimising disruption to the building.  
Another advantage is that the equipment can be set up without the need of an electrician or 
power engineer.    

There are several disadvantages to using NILM electricity equipment.  The first is that NILM 
equipment (for a 3-phase electricity monitor) is expensive, (about £4000 per unit).  The 

1009



second problem is the equipment is limited in monitoring the meter side of the buildings 
electricity supply.  Further equipment is needed to monitor each distribution board, to fully 
understand how the building uses energy.  To create a large database of different types of 
schools, several sets of equipment would be needed, increasing the project costs.  Lastly, the 
data collection phase of the project was relatively short. Ideally several years of data would be 
needed to ensure it is representative.   

An economical alternative was available because several of the authorities, who agreed to 
participate in the energy data collection, had access to electricity consumption data from their 
power suppliers.  This was in half hourly time resolution that represents the meter side of the 
building.  H aving access to this data overcame the possible limitations of using expensive 
NILM equipment and the short assessment/data gathering period. 

Table 1 highlights the studied schools and the associated details, such as year of construction, 
number of pupils, school type, total energy consumption and whether the school has a 
swimming pool.  This table is used as a reference in determining any trends in energy use. 
The data presented in table 1 was collected by contacting the schools directly and by 
referencing the school’s website. 

4. Normalisation of Data 

An important part of analysing the data is comparing the schools energy consumption against 
other schools.  A basic idea of energy consumption can be gained by just comparing kW in 
terms of load profiles, or kWh in terms of total energy consumption.  One hypothesis is that a 
large school will consume more energy than a small school.  By normalising by floor area, 
this size factor is removed.  By introducing pupil numbers, further normalisation can occur.  
Normalising by pupil number, however, is not as straightforward as normalising by floor area 
as it is influenced by how the building is used.  Floor area and number of occupants are not 
entirely independent from each other.  A school is built to accommodate a maximum number 
of students.  Even with varying number of students, the assumption is that the same number of 
classrooms, sports halls and even IT facilities will be continually used.  This results in similar 
total energy consumption for the school, regardless of pupil numbers.  In contrast, 
normalising energy consumption of office buildings by occupant numbers appears to be more 
appropriate, due to the differences in how both schools and offices are used.  Office workers 
generally use their own PC, or their own IT equipment, hence the energy usage associated 
with IT will vary with the number of occupants. This an important factor to consider when 
normalising by pupil number. For this reason, the presented results and charts are given in 
kW/m² or W/m²   
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5. Categorisation  

Table 1- Key School details 

School Year 
Floor 
Area 
(m²) 

Total 
Energy 

use(kWh) 
School Year 

Floor 
Area 
(m²) 

Total 
Energy 
(kWh) 

A 1983 8042 667,233 L 1960 9561 888,443 
B 1960 2535 195,221 M 1930* 14909 687,511 
C 1980 9835 342,507 N 1940* 13559 607,708 
D 1989 11430 512,819 O 1940* 11052 730,518 
E 1991 12349 863,421 P 1950 14265 602,720 
F 1954 13145 441,056 Q 1960 11852 605,890 
G 1960 15368 695,154 R 1979 10156 492,587 
H 1970 11535 643,994 S 1975 11927 945,627 
I 1893* 11742 565,302 T 1960 1225 235,543 
J 1978 11436 1,433,075 U 1980 7871 354,727 
K 1965 11918 584,281 - - - - 

*School built at this date, but renovated post 2000  

The complete database consists of 48 schools, including 32 Secondary schools, 11 pr imary 
schools and 5 s pecialised schools.  W ithin the secondary school category, 21 s chools were 
built before 2000, and 11 were built after 2000. 

To analyse energy usage in schools, it is important to compare schools with similar properties.  
A large modern secondary school and a old small primary school will have different building 
characteristics, and differing electricity demands.  In order to determine key trends in energy 
usage, the schools were initially categorised into two key groups: Primary and Secondary 
schools.   

Secondary schools, or High schools, can be defined as premises that educate children from the 
ages of 11 to 17.  High schools have a total floor area from 1,225m² to 15,368m² and total 
electricity usage between 1,433,075kWh to 195,221 (Table 1).  It should be noted that the 
smallest school (by floor area), school ‘T’, does not have the smallest energy use (instead 
school ‘B’ has) emphasises the importance in normalising the data if comparisons are to be 
made. This result highlights the need for normalisation of energy use.  Within the 
High/Secondary school category, two additional sub categories can be defined.  T he new 
categories are based on age of construction of the school; pre-2000 and post-2000.   

The primary schools are defined as the first stages of education, catering for children aged 
from 5-11.  Primary schools tend to be considerably smaller than secondary schools, as well 
as having smaller pupil numbers and represents 23% of the schools within the database.   

Specialised schools are smaller, more focused schools, aimed at helping students with 
learning difficulties.  T hese schools represent 10% of the studied secondary schools, but 
because of their small floor area and small pupil number, it is necessary to analyse these 
buildings separately from the other secondary schools.   
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6. Results 

 

Figure 1- Average Power Demand Profiles 

The collected school data was processed automatically by a FORTRAN based analysis 
program and several output files and profiles were produced.  The designed analysis program 
outputs both a yearly average profile and four seasonal average profiles for each of the studied 
schools. For this paper, only Secondary schools built before 2000 will be discussed.    Figure 
1 demonstrates the average daily demand profiles for 21 secondary schools in Scotland, built 
before 2000.  The daily power demand profiles represent the average working day power 
requirement over the entire year.  This eliminates any possible seasonal variation.  

School L’s power demand profile can be used as an example to describe how a school 
consumes energy.  S chool ‘L’ has a standby demand of 6.1W/m² and remains at baseload 
until 05:00 where it begins to rise.  The rise continues until 0600, where the gradient reduces, 
then increases again.  T his step in energy use is most likely the result of heating systems 
(though heating pumps) being turned on.  From 06:00 onwards the power demand increases 
until 09:00 where it reaches a p lateau of 23W/m².  T his second rise is the lighting and IT 
equipment being switched on, as students and staff start interacting with the school. After 
12:00 the power demand starts descending gradually, and at 14:00, the power demand falls 
from 19W/m² to 10W/m² by 17:00.  From 17:00, the power demand steadily falls back to the 
baseload value by 22:00.   

Figure 1 also demonstrates several profiles that have very atypical shapes. Schools ‘B’,’J’ and 
‘T’ have power demand profiles that do not appear to resemble other schools.  School ‘J’ has 
a fixed baseload of 12W/m², and rises slightly to 13W/m² until 07:00.  At this point, it then 
reduces to 6W/m² and proceeds to rise and peak at 12:30 with a peak value of 17W/m².  The 
power demand then falls to 3.1W/m² and sharply rises back to the original value of 12W/m².  
Although during the time period of 09:00 to 17:30 this profile demonstrates similar 
characteristics to the other schools in this study (excluding schools ‘B’,’J’ and ‘T’), the large 
and constant power demand in the morning and in the evening are atypical.  F urther 
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investigation has not yet determined why this school has such a profile.  Establishing if the 
demand profile varied from season to season could indicate if the morning/evening demand is 
heating or lighting related. 

The second atypical profile belonged to School ‘B’. The profile initially follows the other 
schools, in that it rises to a plateau at 08:30.  The main difference in profile shape occurs after 
this plateau.  While other schools tend to drop in demand, and return close to the standby 
value between 1600 and 1800.  The profile for school ‘B’ slowly dropped from 22W/m² to 
16W/m² from 12:00 to 19:30.  A fter 19:30, the profile returned to the base load value of 
7.7W/m² at 21:30hrs.  The initial assumption was that this extended power demand outside 
the normal school hours is due to the school being used for evening classes or for sports 
activities.  However when the profile was compared to other schools that are opened in the 
evening, School ‘B’ appeared to have a very high power demand that fell only slowly, and did 
not present the same ‘hill’ of power demand seen between 17:00 and 21:00 (as shown in 
school ‘L’ for example).  O n further investigation it was found that the school is part of a 
larger complex, which includes a large public pool, library and gym.  T hese additional 
components of the school are open until 22:00 and are used by the local community. 

Lastly the atypical profile of School ‘T’ consists of five peaks occurring at 00:00, 03:30, 
07:30, 18:30 and 23:30, with peak power demands of 28, 32, 39, 40 and 47W/m² respectively.  
An interesting observation was that between 12:00 and 15:00hrs, the profile matches the same 
shape as the other schools.  Upon further investigation, it was discovered that school ‘T’ has 
electric space heating, and not gas heating.  The large peaks that occur are the result of the 
heating being switched on during the morning and evening.  The spikes occurring early in the 
morning and late in the night could be a poorly set-up energy management system or the 
result of a heating system with a basic thermostat.  The full explanation of this profile remains 
to be established.   

7. Discussion and Conclusion 

The research discussed in this paper aimed at determining if analysing an energy database can 
provide information on how buildings use energy, and in turn overcome the current 
limitations with existing benchmarks.  T he analysis of the school data to produce average 
power demand profiles, as shown in Figure 1, helped determine when power is used in a wide 
range of schools and how much power is required (peaks, and standby loads). The results 
demonstrate that there is a common shape within the profiles especially within the time period 
between 07:00 to 16:00.  The results also demonstrated that it is possible to group the schools 
into ‘good’, ‘average’ and ‘poor’ energy/power rating, similar to the system used in the Good 
Practice Guides [6,13].  

Several profiles were identified that did not share a similar shape to schools in the data base.  
Schools ‘B’, ‘J’ and ‘T’ had atypical profiles that could not be grouped with the other schools.  
This is an important finding as it highlighted one problem with using ‘generic; profiles and 
the ‘reliability’ of their widespread application.   

This preliminary report of continuing work suggests that it is possible to analyse the different 
seasonal demand profiles, both for weekdays and weekends, average daily consumption for 
each month, and determine any trends in standby/peak power over one year for each school.  
Future analysis will help determine: a) if there are any seasonal trends between the schools, b) 
how energy consumption varies between each month, c) how the peak values vary throughout 
the year (highlighting school holidays) and lastly d) if the schools are used during the 
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weekends, and if energy is being wasted.  In addition, analysis will be extended on the 
different categories of schools (primary/secondary).  As well as normalising by total floor 
area and by pupil number (although as already discussed, there may be no additional benefit 
normalising by pupil number), the data will need to be corrected for local climate.  The 
schools analysed in this study were spread throughout Scotland and variations in local 
temperature is likely.  Analysing local temperature as an independent variable will allow its 
impact on energy usage profiles to be established.  Lastly, user behaviour or interaction will 
be introduced into the analysis, to help determine when and where energy is being used in the 
schools.  Currently only basic information on pupil numbers for each schools is available. It is 
unknown how this study will measure, record and normalise pupil behaviour for each studied 
school. 

Generic profiles are of use provided their limitations are recognised.  Key information such as 
peak demands, school type, opening hours, after school use, standby load and construction 
date can be used to generate generic profiles.  A possible approach is to average the school 
profile data for each school category and produce one profile.  A difficulty with this is that 
atypical profiles, such as for schools B’, ‘J’ and ‘T’, would be averaged as well, resulting in 
averaging problems.  Additionally, one approach would be taking an average of an average 
(due to the analysed profiles being constructed using average values). This could lead to 
errors forming, or incorrect profile shapes.  A nother possible approach could be creating 
probability distribution, using every data value in each of the schools.  This results in 17,250 
data points being analysed, hence 840,960 da ta points in total for the entire database.  The 
original data analysis program could be altered to include this possible approach.  Generic 
profiles do have several beneficial uses.  Energy managers could use a data input screen and 
enter key building details such as opening times, total area, etc and output a profile that could 
match their building.  A dditionally a level of good, average and poor profiles could be 
outputted as well as new benchmarks.  The profiles could be used for determining the impact 
of renewable energy generation on a buildings daily demand, and could be used by power 
companies to guide on investment decisions or determining if power upgrades are needed.  

The work discussed in this paper is continuing and key outputs, trends and conclusions are 
being established as the data analysis stage nears completion. This paper has discussed key 
stages of the methodology, data collection and normalisation.  It has also discussed the results 
of initial analysis of one category of school and one average profile output from a designed 
analysis program.  Lastly this paper introduced the concept of ‘generic’ profiles, and a 
possible methodology to gain these profiles.  With further research and analysis of the data 
base, a better understanding of non-domestic energy use can be gained, and new benchmarks 
created.    
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Abstract: Even minor changes in user activity can bring about significant energy savings within built space. 
Many building performance assessment methods have been developed, however these often disregard the impact 
of user behavior (i.e. the social, cultural and organizational aspects of the building). Building users currently 
have limited means of determining how sustainable they are, in context of the specific building structure and/or 
when compared to other users performing similar activities, it is therefore easy for users to dismiss their energy 
use. To support sustainability, buildings must be able to monitor energy use, identify areas of potential change in 
the context of user activity and provide contextually relevant information to facilitate persuasion management. If 
the building is able to provide users with detailed information about how specific user activity that is wasteful, 
this should provide considerable motivation to implement positive change. This paper proposes using a dynamic 
and temporal semantic model, to populate information within a model of persuasion, to manage user change. By 
semantically mapping a building, and linking this to persuasion management we suggest that: i) building energy 
use can be monitored and analyzed over time; ii) persuasive management can be facilitated to move user activity 
towards sustainability. 
 
Keywords: Semantic Modeling, Energy Use, User Behavior, Building Performance, Persuasive modeling 
 

1. Introduction 

The cost and environmental impact of inefficient energy use in buildings, in combination with 
increased focus on legislation, has increased pressure on users to assess and adjust their 
behavior in order to lower energy consumption. Whilst users are aware of these issues, and 
often have a positive attitude towards a change in behavior, they are not provided with 
sufficient information to manage change towards sustainability. Whilst several standards exist 
for analyzing building energy efficiency (i.e. BREEAM, LEED, HK-BEAM and GB Tool), 
they largely focus on building structure and components without taking into account 
contextual information dynamic building usage, i.e. occupant behavior, organizational culture, 
etc. 
 
To facilitate positive change, information concerning the building, user energy use and 
attitude, has to be monitored in order to provide contextually relevant feedback to persuade 
the user to change behavior towards target behavior (i.e. sustainable energy use). Since 
existing standards provide insufficient information structures to inform users of their energy 
usage, in context of building and environmental variation, we must find and use alternative 
means of informing persuasion techniques. In this paper we propose the use of a semantically 
rich building model. By storing information relating to building usage (occupant numbers, 
activities, organizational culture, location etc.) we are able to group and compare energy 
consumption and energy efficiency of building with similar factors, and/or as a result of user 
activity. This information can be used to facilitate and inform persuasion management 
techniques, and therefore supports change in activity toward target behavior. 
 
2. Problems with Building Performance Assessment 

Building performance assessment methods and tools have been developed worldwide, to 
assess the energy efficiency of physical building structures. Current building performance 
assessment methods can be crudely split into two categories: i) those based on criteria and 
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weighting systems - e.g. BREEAM (UK); or ii) those that use a checklist of building 
performance aspects - e.g. LEED (US). If such assessment performance is properly applied, 
they can provide a useful set of tools to identify Key Performance Indicators (KPI) and 
monitor improvements in the environmental performance of the building structure [1], 
however such performance assessment often fail to consider energy sustainability in context 
of building type, location and/or use. 
 
Current building assessment techniques are applied on a voluntary basis, fail to support the 
full life-cycle of the building, and make it hard to understand the impact of user behavior (i.e. 
the social, cultural and organizational aspects of the building). Research conducted by 
Foresight [2] shows that building usage is significant to an individuals overall energy usage. 
Mackay [3] also argues that minor changes in the way we live and work within buildings, 
such as personalized heating / lighting settings, can bring variation in energy savings. Users 
currently have limited means of determining how sustainable they are, especially when energy 
capture via meter feedback ignores contextual information relating to building type and/or 
business activity. To facilitate long-term sustainability, buildings assessment must be able to 
monitor energy use over time in order to determine areas of potential change in context of 
building type, building structure and user activity. Only by providing feedback in light of live 
semantic context can appropriate persuasion be provided to users to encourage manageable 
change. 
 
3. Semantic Building Information Modeling 

In order to place building energy assessment in context of building use and user activity, we 
need to be able to create associations between the data and the specific characteristics 
(intrinsic) and context (extrinsic) properties of the building. This is important since it allows 
us to more precisely define acceptable and unacceptable energy usage for buildings based on 
numerous contextual factors. Buildings in colder climates, for instance, are likely to spend 
more resources on heating, which will in turn affect their energy efficiency. Publically 
comparing otherwise identical buildings in different climates will result in a range of energy 
usage levels. 
 
The more specific we can be regarding the characteristics and use of buildings, the more 
detailed we can be when considering energy analytics, the better we can support a move 
towards sustainability that considers both building fabric and building use. By applying 
MEASUR methods, as proposed in [4], we suggest that the following factors should be 
considered as KPI when adding contextual information to building space: 

• Physical building structure: including building size, floor space, number of floors and 
size of rooms. 

• Building material: old/new building, presence of double glazed windows, energy 
efficient technologies etc. 

• Building Occupants: number, average time spent in the building, average start/end 
times, occupancy variance. 

• Building Usage: common occupant activities, presence and usage of building systems 
and electrical appliances. 

• Social/Organisational: Building occupant usage policies, organisational culture. 
• Geographical Context: location, climate, weather, temperature sun-light level 

variance, seasonal changes. 
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Assessment of buildings, in relation to their intrinsic and extrinsic properties, allows us to 
compare and identify buildings with similar properties. This enables us to quantifiably 
determine energy waste and therefore key areas of change that could improve sustainability. 
In contrast simple monitoring of energy usage readings, which provide only basic information 
with no reference to context, we can separate energy consumption and efficiency as being a 
result of either building structure and/or building use. Energy readings alone are unable to 
define whether a building is being used in an efficient or inefficient manner, yet the 
comparison between buildings with similar key properties allows direct comparison of energy 
performance, indicating whether a particular building is being used well or not. Such 
information can only be determined by semantically populating a live model of the building 
with temporal information about energy use.  
 
Semantic building models can be developed through the specification of building property 
types and activity use definitions. When activity information is linked to as-built CAD 
drawings, existing building assessment methods, BMS (Building Management System) data 
streams, energy usage policies etc., a considerably flexible and semantically rich energy 
model can be developed. 
 
4. Model Data Storage and Temporal Issues 

We advocate that semantic building data models, using records to represent buildings along 
with their properties, should be represented using a historical relational database. The 
relational functionality supports arbitrary data structures, powerful data manipulation and 
querying capabilities. Use of a historical database supports temporal analysis of building use. 

Most database systems are referred to as ‘snapshot’ databases, since they record the state of 
their domain at a single point in time. This means that any updates made to a record, results in 
the previous value being permanently lost. Likewise, any entities that are deleted imply that 
those entities never existed. In contrast, historical databases never delete records and only 
update and insert new records in order to maintain an object‘s historical audit trail. This 
supports data mining and the recognition of trends as a result of object states. Moreover 
analytics can effectively consider changes to building use over time. Such temporal databases 
manage time values in one of two ways: i) valid time and ii) transaction time.  Valid time 
denotes the time period during which a fact is true with respect to the real world. Transaction 
time is the time period during which a fact is stored in the database [5].  

The application of a temporal database to the problem of recording semantic building models 
is appropriate since user attitude and occupant behavior patterns (and therefore energy usage) 
are likely to change over time; and we need to be able to represent the impact of change or 
behavior in context of the specific time scale and/or season during which it was deemed 
accurate. 

Whilst the use of a temporal database adds significant complexity to the semantic model, such 
systems allow increasingly powerful queries of stored information, which supports the 
provision of contextually persuasive feedback and management of user change towards 
sustainable energy use. In order to manage positive user change, towards target behavior, we 
must first understand how persuasion management is facilitated via information provision. 

5. Persuasive Management 

The issue of user persuasion is becoming increasingly incorporated into systems design, and 
is used in areas including social networking, online videos, and mobile devices, etc. [6]. 
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Research in this area shows that there are multiple means of changing user behavior and this 
has a strong relationship with user current activity and attitudes. Fogg [6] stipulates that a 
change in behavior occurs at the moment at which the user has sufficient motivation, i.e. feels 
able to make the change; which often occurs as a result of external triggers acting on the 
individual. By understanding the user’s current behavior towards energy use, and by 
managing triggers by providing relevant stakeholders with appropriate feedback / information, 
persuasive management can be used to enthuse users towards target behavior. In this work we 
used the 3D-RAB persuasive model [7] to support persuasive feedback management. To 
understand this model, and how it relates to energy sustainability and persuasion 
management, the following sections introduce information concerning: assessment of current 
behavior, attitude toward target behavior, attitude towards change, and behavior state change. 
 
5.1. Assessment of Current Behavior (CB) 
Current behavior is defined as the existing actions of a person in relation to the environment. 
Such actions may be conscious or subconscious, overt or covert, voluntary or involuntary. In 
order to measure behavior, and support a positive movement towards target behavior, current 
behavior must be assessed. This is to say that appropriate user behavioral change, and 
therefore information feedback, must be personalized. For simplicity, behavior is measured as 
being either positive or negative, when considered in context of energy sustainability. A user, 
either a person or organization, is considered to have a positive behavior if current behavior is 
the same as the target behavior, i.e. actions that make efficient use of energy. CB can be 
defined as being positive or negative by analyzing BMS energy streams in the semantic 
model. By looking at specific energy use, i.e. that identified as being related to a specific 
activity, over the defined time scale of the activity, and by placing this information in context 
of the building type and fabric we are able to assess energy use against personalized targets. 
 
5.2. Attitude towards Target Behavior (ATTB)  
User attitude towards target behavior is defined as the like or dislike of target behavior; and is, 
for the purpose of simplicity, defined as being either positive or negative in this research. If 
someone’s attitude supports energy sustainability then they are deemed as having a positive 
attitude towards the target behavior. Interestingly, user’s attitude towards behavior is not 
always consistent with current behavior. ATTB is captured via experimentation, normally 
involving decision making results and / or questionnaire feedback. 
 
5.3. Attitude towards Changing/Maintaining Current Behavior (ATCMB) 
Attitude towards change is a measure of whether, in a particular case, a person is positive, 
negative or neutral towards change. This measure is considered to be positive when a user 
agrees to change to the target behavior, or when they are willing to maintain positive current 
behavior. Aronson [8] argues that changing a user’s behaviour can result in attitude change, 
since new attitudes are formed to justify behavior. He explained that people adjust their 
attitudes to fit new behaviours in order to reduce or eliminate the “tension of dissonance”. The 
theory of cognitive dissonance proposes that two cognitions are considered to be in 
dissonance if one opposes the other creating an unpleasant psychological tension [9].  The 
foundation of this theory is based on the fact that in order to eliminate dissonance, a user 
changes their belief, action, or perception of the action. ATCMB is captured via 
experimentation, normally involving decision making results and / or questionnaire feedback. 
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Fig. 1: Transitions in 3D – RAB 
5.4. 3D- RAB Model   
The 3D-RAB model [7] enables the persuader (i.e. the stakeholder interested in obtaining 
sustainability) to categorize users into groups depending on CB, ATTB and ATCMB being 
positive or negative. In total, eight categories of user were identified (see figure 1). The 
various states are analyzed, in context of energy use, in order to ascertain possible transitions 
for persuasion. Combining Figure 1 and Table 1, we can see how states are either stable or 
unstable, and explains how users in unstable states can transfer states as a result of persuasive 
feedback. The relationship of, and transition route of users, is based on the theory of cognitive 
dissonance, which is defined as being: i) strong, ii) moderate, iii) weak or iv) absent. 
 
Table 1: Definition of current behavior, attitude and its impact of dissonance 
 

State Current 
Behavior 

Attitude 
towards 
target 

behavior 

Attitude towards 
changing/ 

maintaining 
current behavior 

Cognitive 
Dissonance 

Stability of 
state 

Natural 
State 

tendency 

Targeted 
state for 

Persuasion 

1 + + + No Stable (+) 1 1 

2 + + - weak Unstable (+) 1 1 

3 + - + moderate Unstable (-) 7 1 

4 + - - Strong Unstable (-) 8 2 or 3 

5 - + + Strong Unstable (+) 1 1 

6 - + - moderate Unstable (-) 8 2 or 5 

7 - - + weak Unstable (-) 8 3 or 5 

8 - - - No Stable (-) 8 4 or 6 or 7 

 
Strong cognitive dissonance is formed when there is a very strong disagreement between 
one’s attitude and current energy use and it results in a strong unpleasant psychological 
tension and produces a greater probability that one may change his/her attitude or behavior in 
order to eliminate the dissonance. At such a state the user experiences a very uncomfortable 
cognition state that he/she recognizes the need for a change in attitude or behavior. For 
example, if a user wishes to save energy and/or cost, providing his/her with information about 
energy waste of equipment being left on overnight, may result in the user turning off the 
devices at the end of the day. When there is a weak or moderate dissonance the disagreement 
between one’s attitude and behavior is not enough to motivate change. In the case of no 
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cognitive dissonance, user attitude agrees with his/her energy use and there is no 
psychological tension. Variation in dissonance therefore creates stable and unstable states that 
can be positive or negatively towards the target behavior. 
 
In states 1-4 (see Figure 1) the user is already performing the target behaviour (i.e. positive 
and/or sustainable use of energy). Accordingly feedback information should be given to move 
the user towards, or keep in the state 1 (positive action and attitude, low dissonance). If 
current behaviour is in states 5-8, then a change is required toward positive activity. This 
change can be facilitated by providing energy feedback information, either directly to users 
or, depending on the user state and level of dissonance, to related stakeholders (i.e. user / 
activity / building managers). Such feedback is likely to increase stakeholder level of 
dissonance, due to financial and/or energy targets. To remove this dissonance, alternative 
external triggers can be placed on the user (e.g. loss of bonus, or enforced process change). 
By changing user incentive (e.g. bonus), which ideally leads to a change in user or user 
attitude, or by enforcing change in current behavior, a transition in user state occurs towards a 
more positive stable state. Information provision and regular use assessment, supported by 
analysis of the semantic temporal model, can be used over time to facilitate positive change, 
whilst identifying and highlighting existence of negative state transitions. 
 
6.  Conclusions 

Currently building assessment methods largely ignore building context and / or activity. We 
are therefore unable to define whether a building is being truly used in an efficient or 
inefficient manner. In this paper we have discussed how using a dynamic and temporal 
semantic model, to populate information within a model of persuasion, can be used to manage 
users towards lasting behavioral change. 
 
If Building Management System, building structure, and activity information can be captured 
and integrated within a temporal semantic building model, then personalized feedback 
concerning user energy usage can be used to prompt positive change in either, occupant and / 
or related stakeholder attitudes or current behavior to minimize cognitive dissonance. By 
combing physiological principles with information from live semantic temporal building 
models, we can identify energy waste in context of building, context and activity type. Such 
modeling approaches, although still largely unsupported by mainstream building modeling 
and database technologies, would provide huge potential when integrating energy information 
about building structure, systems, context, and users. 
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Abstract: The Energy Cultures framework aims to assist in understanding the factors that influence energy 
consumption behaviour, and to help identify opportunities for behaviour change. Building on a history of 
attempts to offer multi-disciplinary integrating models of energy behaviour, we take a culture-based approach to 
behaviour, while drawing also from cultural theories, actor-network theory, socio-technical systems, and 
lifestyles literature. The framework provides a structure for addressing the problem of multiple interpretations of 
‘behaviour’ by suggesting that it is influenced by the interactions between cognitive norms, energy practices and 
material culture.  By conceptualising the research arena, the framework creates a common point of reference for 
the multi-disciplinary research team.  The Energy Cultures framework has proven to be unexpectedly fruitful.  It 
has assisted in the design of the 3-year research programme, which includes a number of different qualitative and 
quantitative methodologies.  In application to a given example, it helps to position the complex drivers of 
behaviour change.  Although the framework has not yet been fully tested as to its ability to help integrate 
findings from our various research methods, we believe the Energy Cultures framework has promise in 
furthering interdisciplinary studies of energy behaviours in a wide variety of situations, being relevant to 
different contexts and different scales.   
 
Keywords: Household energy behaviour, Theoretical framework, Multi-disciplinary, Research design 

1. Introduction 

There is huge potential for greater efficiencies in consumer energy behaviour, but achieving 
the necessary behaviour changes is proving exceedingly difficult. The International Energy 
Agency (IEA) advises that energy efficiency improvements across the end-use sector have the 
potential to achieve 52% of the CO2 emissions reduction required by 2030 to contain 
atmospheric CO2 concentrations at 450 ppm.  This is more than the combined contributions of 
renewable energy systems, biofuels and carbon-capture-and-sequestration.  The IEA calls this 
transition the ‘energy environmental revolution’, and notes that many nations face challenges 
in achieving behavior change in the demand-side area [1].  It is well accepted that 
interdisciplinary studies are likely to offer enhanced insights into the vexed question of energy 
behaviours [2], but interdisciplinary research itself can be highly challenging especially in the 
absence of common conceptual agreements.   
 
Our 3-year research programme, ‘Energy Cultures’ [3], is attempting to achieve an integrated 
understanding of household energy behaviours, and to identify promising opportunities for 
behavior-change interventions, by bringing together an interdisciplinary team.  The core 
members are five university-based researchers with backgrounds in consumer psychology, 
economics, sociology, law and engineering. We share an interest in the behaviour of energy 
consumers, but approach the concept of behaviour through very different disciplinary lenses.  
In order to bring some coherence to our interactions and to the research programme as a 
whole, we developed a theoretical model - the ‘Energy Cultures framework’.  Here we 
describe the framework, and how, while it was initially developed to depict the nature of the 
problem,  it has proven to be unexpectedly fruitful in supporting collaboration, designing the 
research programme, and characterising the complexity of household behaviour.     

1023



2. Designing the Framework 

Since the 1970s there have been numerous studies of energy consumption behaviours from a 
wide range of disciplinary perspectives, including microeconomics; behavioural economics; 
technology adoption models; social and environmental psychology; and sociological theories. 
No single analytical approach provides a framework for analysing more than a small portion 
of behaviour, or for providing reliably successful interventions [4-6].   
 
There is clearly value in developing a framework to support more integration across 
disciplines, but despite a number of attempts to establish unifying models [5-12] they are little 
used, and in practice single-discipline studies dominate the literature [5]. Wilson and 
Dowlatabadi [6] suggest that a successful integrating model would need to be relevant across 
three characteristics of energy behaviour—context, scale, and heterogeneity.  In other words 
the model would need to be applicable to a wide range of determinants of behavior; to 
different scales (for example from a single household to an industry sector); and would need 
to be able to account for the wide variability in energy behaviours and responses to 
interventions.   
 
In developing the Energy Cultures Framework, the initial purpose was to create a model that 
incorporated all of the potential drivers of household energy behavior as perceived by the 
Energy Cultures team members, so that we had a commonly agreed notion of the problem and 
its potential influences.  This was crucial because different disciplines have quite different 
notions of what ‘behaviour’ actually is, as well as what its drivers are.  Behaviour is 
sometimes characterised in terms of the energy technologies acquired or adopted by the 
consumer (e.g. is the house well-insulated? does it have a heat pump?); sometimes in terms of 
the consumer’s use of energy-related technologies (do they drive or walk to work? do they use 
a dishwasher?); sometimes in terms of the consumer’s aspirations (e.g. cleanliness, a healthier 
environment), and also as various interrelationships between these factors [5, 6, 13].  From 
our inter-disciplinary perspective, we felt it was important to include all of these notions of 
behaviour – technologies, activities and aspirations, and their interrelationships.    We also 
wanted to be able to take into account the very broad range of factors that have been identified 
as affecting or driving behaviour, including the values, beliefs and knowledge of the 
consumer, the wider social and cultural values that impact on the consumer, the availability of 
technologies, the pricing and market conditions, the regulatory and policy environment, 
incentives and disincentives, and many other influences. 
 
We were influenced by several theoretical streams.  Socio-Technical Systems (STS) theories 
consider the role technologies play in influencing behaviours and expectations, and suggest 
that ‘‘social practices and technological artefacts shape and are shaped by one another’’ [14, 
p. 351]. We also draw from Bourdieu, who theorises that the practices that make up a social 
life are largely generated and regulated by ‘habitus’ – persistent patterns of thought, 
perceptions and action – which themselves are a response to the objective conditions within 
which the individual exists. Habitus is self-generative and can constrain an individual’s 
aspirations so that practices that lie outside their habitus may be excluded from consideration 
as unthinkable. This is not to say that we believe cultures are fixed and immutable (nor does 
Bourdieu, who discusses the possibilities of strategic action to alter habitus). On the contrary, 
as is evident everywhere in society, cultural groups change their characteristics and 
membership, cultural traits are mutable, and they can be rapidly adopted by new groups in 
conducive conditions. For our purposes, it is how individuals and groups shift from the self-
replicating stasis of habitus into the adoption of new practices, new beliefs and aspirations, 
and new technologies, that are the core of our interest.  Our approach is also strongly 
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influenced by ‘soft systems’ thinking—ways of understanding a particular context in a 
holistic way through considering interactivities between its attributes. Systems thinking 
attempts to address the shortcomings of reductionist approaches, recognising the complexity 
of the real world. We use ‘system’ not in the sense of a real-world entity, but as a construct to 
aid understanding [16, 17]. 
 
‘Culture’ is another core concept, and here we are not using the term to refer to any particular 
pre-defined ethnic or social group, but in recognition of the diversity of values, beliefs, 
knowledge, practices, technologies, and other cultural determinants that exist within any 
given society. Our hypothesis is that distinctive clusters of cultural norms, energy practices 
and material culture will be able to be identified within a given society, and that identifying 
and studying the characteristics of these ‘energy cultures’ will give insights into the 
heterogeneity of energy behaviours.  The term ‘energy cultures’ brings the norm-practice-
material culture dynamic to the fore, rather than the more decentred influences that are the 
focus of much STS literature (although still recognizing the influence of external agents. 
 
Within the energy literature, the concept of culture has generally been more implied than 
overt. The key exception is in the work of Loren Lutzenhiser [12] who suggests that energy 
consumption is embedded in cultural processes. Material culture (buildings, furnishings, 
technologies, etc.) interweaves with “roles, relationships, conventional understandings, rules 
and beliefs into the cultural practices of groups” (12, p. 54).  Our ‘energy cultures’ framework 
builds on Lutzenhiser’s insights.   

3. The Energy Cultures Framework 

The Energy Cultures framework (Fig 1) proposes that consumer energy behaviour can be 
understood at its most fundamental level by examining the interactions between cognitive 
norms (e.g. beliefs, understandings, motivations etc), material culture (e.g. heating 
technologies, building form, etc) and energy practices (e.g. activities, processes).    These are 
all aspects of ‘behaviour’, and using a household as an example, cognitive norms might 
include social aspirations, expected comfort levels, environmental values and respect for 
tradition; material culture might include heating devices, house structure, and insulation; and 
energy practices might include temperature settings, hours of heating, and maintenance of 
technologies.  Each of these three components (cognitive norms, material culture and energy 
practices) individually affects energy use, yet they are also strongly interactive.  For example, 
the existence of a heat pump (material culture) will result in very different practices from a 
household with an open fire; or a frugal upbringing (cultural norms) will impact on energy 
practices and possibly on the choice of technologies (material culture). 
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Fig. 1. The core concept of the Energy Cultures framework: cognitive norms, material culture and 
energy practices and the interactivity between them. 

The three components and their interactions form the core of the Energy Cultures framework, 
but there are also wider systemic influences on behavior (Figure 2).  Each aspect of material 
culture, energy practice or cognitive norm is impacted in some way by these wider 
influences—for example, cognitive norms around home heating will be affected by such 
things as upbringing, age and education; choice of home heating technologies may be 
impacted by such things as income level, availability of technologies, law and regulations and 
efficiency rating schemes; and heating control settings (if any) may be influenced by such 
things as the energy price structure and social marketing campaigns.  
 

 
Fig. 2. Using the Energy Cultures framework to depict some of the wider systemic influences on 
behaviour.  

4. Application of the Energy Cultures Framework 

Having initially developed the Energy Cultures framework as a commonly agreed depiction 
of the problem we were seeking to address, we found it had other uses.  Firstly, it aided in 
constructing hypotheses for our research into household energy behavior.  For example, we 
hypothesise that clusters of similar norms, material cultures and/or practices will be 
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observable in a given population, enabling segmentation of the population in terms of 
reasonably distinctive ‘energy cultures’. Characterising these different ‘cultures’ will assist in 
both understanding the range and nature of consumer behaviour, and in identifying what sorts 
of interventions may be effective in achieving a move towards greater energy efficiencies for 
any given ‘culture’. 
 
Secondly, the framework has provided a conceptual structure for the design of the research 
programme.  Each of the disciplines has particular methodologies which can help inform 
different components of the energy cultures framework, and the interactions between them.  
To date (at the end of our first year), we have studied cultural norms (and in particular the 
influence of values on practices and material culture) using ‘values laddering’, a method from 
consumer psychology involving in-depth interviews.  Households have been surveyed to 
identify their material culture, practices and cognitive norms, as well as some of the external 
influences recognized by householders such as information sources and social networks.  
Choice modelling, an economics method, has been used to identify the tradeoffs that people 
make in their preferences for household heating and hot water systems, which in terms of the 
models informs the interactivity of cognitive norms with both material culture and energy 
practices.  The data is being collected at three scales – some households are being subject to 
all three data collection methods; the latter two methods being applied both within our three 
case study areas and nationally.   
 
A third use of the framework is as an integrating tool.  We use the framework as the basis for 
staging the streams of the multi-method research project so that one informs the other—for 
example, findings from values research (cognitive norms) was used to design the choice 
modelling. By using common case studies (where relevant) for all of the research, data from 
different research streams can be contrasted across households or groups of households, 
building up a rich picture of household behaviours.  Integrated analysis of this data will start 
to identify clusters of ‘energy cultures’, which will then be studied in greater depth in 
segmented focus groups of householders using soft systems methodology. The wider legal 
and policy context affecting behavior will be examined through legal desktop investigations.  
Opportunities for effective interventions will be sought both from the reported experiences of 
energy culture group members, and from the policy review.  In year 3 some interventions will 
be trialled within culture groups. 
 
A fourth application of the framework has been to understand behavior change in retrospect.  
The Transition Town movement is a ‘vibrant international grassroots movement that brings 
people together to explore how we – as communities – can respond to the environmental, 
economic and social challenges arising from climate change’ [18]. We have examined the 
behavioural shifts occurring in a New Zealand transition town, Waitati, using the Energy 
Cultures framework. 
 
Possibly, the most prominent and far-reaching transition activity that community members are 
engaged in is known as the Waitati Energy Project (WEP). This is a multifaceted set of 
proposals to move the community to more sustainable patterns of energy consumption and 
supply. The Waitati Energy Project had its beginnings when a small group of enthusiasts 
invited a prominent Green politician to speak to the community on sustainability issues. 
Building on interest aroused by this meeting, they organised over the next year a series of 
well-attended events to help develop ‘energy literacy’ in the community, including a day-long 
fair with speakers, stalls and hands-on activities like a cycle-powered television.  
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In terms of the Energy Cultures framework, these activities helped shift the cognitive norms 
of the community towards an improved awareness of global and local imperatives for greater 
energy efficiency and more renewable energy supplies, a better self-awareness of the 
community’s own characteristics, and improved energy literacy. This shift paved the way for 
changes in practices and material culture. 
 
To date, the most significant change in material culture is in home insulation. Most of 
Waitati’s homes are poorly insulated because they were built before mandatory insulation 
standards were introduced in the 1970s, so there are ready opportunities for improvements 
energy efficiency. The WEP organisers secured government subsidies for a mass home 
insulation project in 2009 and facilitated the project.  As a result, 53 of the 200 houses in 
Waitati received subsidised insulation upgrades. WEP’s success in gaining the funding, and 
the significant level of uptake, would have been unlikely if the community had not been 
cognitively ‘primed’ (for example a far lower level of uptake was achieved in other areas). 
Other changes in material culture have been enabled through genuinely cooperative activities 
such as the exchange of technical advice, the organisation of bulk purchasing to secure 
discounts and the establishment of partnerships with local suppliers and builders. 
 
On the energy supply side, WEP proposes to build a community owned wind turbine to 
provide power for the district while feeding surplus electricity into the distribution grid. While 
community owned turbines are not uncommon in other countries, this would be a first in New 
Zealand. It represents a significant change in thinking at the local community level that 
requires changes also to the cultural infrastructure and practice at a national level. Current 
industry norms are not supportive of locally distributed generation, and the legal and financial 
structures for ownership and operation of such a venture are untested. Based on the Energy 
Cultures framework, we anticipate that progress in this area will require harmonisation of 
community members’ cognitive norms and practices, prior to being able to achieve a shift in 
material culture and an overall transition to a new energy system ‘habitus’. Steps have been 
taken to develop the turbine project with a community planning exercise, the identification of 
sites, initial evaluation of the generation potential, discussions with the lines company and a 
turbine manufacturer, as well as gaining Government funding to develop a financial model 
and business plan take the proposal to the next stage. The fact that the community is prepared 
to take on such a challenging proposal represents a significant shift in the ‘energy culture’ of 
the individuals directly involved and of the community as a whole.  
 
These are all examples that illustrate the ways in which energy behaviours are influenced by 
the interactions between cognitive norms, material culture and energy practices, 
and that these interacting components can be examined at both a personal and 
community/social level. We consider that visualising, and analysing, the system as an 
interconnecting set of attributes helps to reveal the need, the options and the staging for 
change strategies. Understanding how Waitati has achieved a significant shift in the direction 
of household energy efficiency and supply can offer clues as to how change might be initiated 
in other contexts. 
 
Finally, a further intention with the Energy Cultures research programme is to identify 
suitable interventions for behavior change.  It was clear from the literature [6] and from our 
own observations that there is surprising variability in energy-related behaviour, even across 
households or firms with apparently similar characteristics. We suspect that the lack of 
success with interventions might be related, in part, to their being designed to influence an 
imaginary typical consumer, rather than selected as ‘best fit’ for definable behavioural 
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clusters.  The research programme aims to describe and characterise this heterogeneity, so as 
to be in a better position to match interventions to specific energy cultures.  This will 
undertaken and tested in Year 3 of the programme. 
 
5. Conclusions 

The Energy Cultures model is fundamentally a conceptual framework to help articulate a 
particular class of problems relating to why individuals and groups use energy in the way they 
do. Nevertheless we have found it to have a number of other potential applications, some of 
which we are only beginning to explore. At an applied level, the Energy Cultures framework 
has already provided a basis for crossdisciplinary collaboration, and for multi-disciplinary 
research design. It enables identification of the relative roles of different disciplines in 
contributing to exploring the research problem, and the linkages between findings, and thus 
facilitates cross-disciplinary interactions. We are using it as a common point of reference and 
a tool for integration of research findings from our multi-stream research project. 
 
The adaptability of the Energy Cultures framework is such that it displays Wilson and 
Dowlatabadi’s three requirements for a successful integrating model [6]. It accounts for 
different contexts—the wide range of drivers of behaviour, through its modelling of the 
interactivities between the three core components of behaviour, and between these and wider 
societal and structural influences. It works at different scales, being applicable to 
understanding a single household, a group of households, a community (such as Waitati), an 
industrial sector, or conceivably at a national level (as in potentially considering the 
difference in ‘energy cultures’ between one nation and another). And it is particularly 
designed to characterise heterogeneity – the wide variability in behaviours – through the 
identification of different energy cultures. 
 
The Energy Cultures framework has been developed in part to assist in policy development, 
regulation and market design to achieve greater energy efficiency through improved 
understanding of the interactions between context and behaviour. In particular, by identifying 
clusters of people or households with similar behavioural patterns, it may assist in the crafting 
of more effective interventions and incentives targeted to specific energy cultures. We also 
note its potential to help energy supply companies understand different behavioural clusters 
(‘energy cultures’) among their customers, so as to better tailor their tariff schemes and 
products. However, only further application of the approach will show whether it has real 
utility in helping to understand energy behaviours in a holistic way, and in guiding the 
development of projects and programmes to achieve greater adoption of energy-efficient 
behaviours. 
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Abstract: The purpose of this paper is to present how, using a visualization method, electricity use can be 
derived from the everyday activity patterns of household members. Target groups are, on the one hand, 
professionals in the energy sector and energy advisors who need more knowledge about household energy use, 
and, on the other hand, household members wanting to reduce the energy use by revealing their own habits and 
thereby finding out how changed activity performance may influence electricity use. The focus is on the relation 
between utilizing electric appliances to perform everyday life activities and the use of electricity. The 
visualization method is based on the time-geographic approach developed by Hägerstrand and includes a model 
that estimates appliance electricity use from household members’ activities. Focus, in this paper, is put on some 
basic activities performed to satisfy daily life needs: cooking and use of information, communication and 
entertainment devices. These activities appear frequently in the everyday life of households, even though not all 
household members perform them all. The method is applied on a data material comprising time-diaries written 
by 463 individuals (aged 10 to 85+) in 179 households in different parts of Sweden. The visualization method 
reveals when and for how long activities that claim electric appliances are performed by which individual(s). It 
also shows electricity load curves generated from the use of appliances at different levels, such as individual, 
household and group or population levels. At household level the method can reveal which household members 
are the main users of electricity, i.e. the division of labour between household members. Thereby it also informs 
about whom could be approached by energy companies and energy advisors in information campaigns. The main 
result of the study is that systematic differences in activity patterns in subgroups of a population can be identified 
(e.g. men and women) but that directed information based on these patterns has to be made with care and with 
the risk of making too broad generalizations.   
 

Keywords: Electricity use, Everyday activity sequence, Visualization, Activity pattern, Load 
curve. 

1.  Introduction 

Information is a relatively cheap way to make efforts to influence people to change their 
everyday life activities in order to better comply with the policies aiming at mitigating climate 
change from overuse of resources, among them electricity [1,2]. Information as a means to 
influence people’s daily routines is not effective unless the individuals judge the information 
to be relevant to them. Therefore information must be targeted carefully. Who is to be 
targeted with information about energy saving and energy efficiency activities? This question 
has to do with the correspondence between which household members are in the energy 
company’s billing register and which household member(s) utilize the electricity demanding 
appliances in the home. The aim of this paper is to present how the visualization method 
VISUAL-TimePAcTS/energy use1can be used to study energy use in households and can 
facilitate the identification of the actual users of electric appliances within these households. 
Thereby relevant information for various target groups can be developed. The method has 
been developed in an interdisciplinary research group in which scientists from social science, 
visualization science and physics cooperate on a long term basis [3,4,5,6,7]. The method aids 

                                                           
1 VISUAL-TimePAcTS: VISUAL = visualization, P = place, Ac = activity, T = technology, S = social companionship; 
time is, of course, time. 
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in increasing our knowledge about human daily activities and the use of electric appliances 
for performing them. 
 
Gram-Hanssen showed that even if households are similar in many respects, their energy use 
may differ a lot [8]. This has to be handled. A basic assumption is that in order to influence 
people to change their everyday life habits and routines, the information presented to them 
must address problems that are relevant to them. This means that they should be able to 
recognize their own daily situation in the material presented and thereby find substance in the 
arguments. 
 
2.  Method and the models for accounting electricity use 

VISUAL-TimePAcTS/energy use is developed in the tradition of time geography [9,10,11,12] 
and its point of departure is the individual and her daily activities as they are seen in a 
sequence over the day. If data allows (i.e. if there are diaries from more than one person in a 
multi person household), the individual is seen in the context of her household. Even when 
individuals are aggregated to group or population levels the important information 
distinguishing one individual from another is still visible, figure 1. 
  
The data used for developing the method is collected by Statistics Sweden in a pilot study in 
1996. An important and valuable characteristic of this dataset is that it contains individuals in 
households, i.e. individuals of 10 years and older in the 179 households have written time-
diaries. The age span of the total dataset is 10 to 97 years and the household sizes vary from 1 
person upwards. The households included in the study are situated in different parts of 
Sweden and their income, education and accommodation forms vary. 
 
The individuals (N=463) have written time-diaries during one weekday and one weekend day. 
Their weekday activity sequences forming an activity pattern of the population is shown in 
figure 1 (right). Members of the same household have written diaries on the same date, which 
means that it is possible to couple and compare the individuals’ activities to each other. For 
example, which person cooks and which person buys the ingredients for cooking within the 
same household can be revealed. 
 
The diary data considered in this paper are categorized into 7 main activity categories and 
each of these categories is broken up into more detailed descriptions of a performed activity. 
Apart from activity type, information about companionship while performing each activity is 
also available, meaning together with whom or what appliance an individual is. This makes 
possible the extraction of information concerning energy use of individuals, households and 
whole populations. 
 
A model for computing load profiles for household electricity and hot water use based on 
activities has been presented by Widén [13,14].  In the developed model, activity diary data 
are converted to energy load profiles by considering an energy-use category and a 
corresponding energy-use pattern for each activity. Each energy-use category is described by 
a number of parameter values corresponding to standard powers and runtime of appliances 
used for performing activities within it (fig. 2, right). There are two main schemes describing 
how energy is consumed while performing activities (fig. 2, left).  The first one includes 
activities that consume energy while they are being performed, like cooking, watching TV or 
using the radio. The second scheme refers to activities that start consuming energy for a 
period of time after the activity has been completed, like starting the washing machine or 
dishwasher. Based on these energy use schemes and the energy type parameter values for 
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power consumption, power demanding activities can be highlighted within VISUAL-
TimePAcTS/energy use and load curves can be computed and drawn. 

   
Figure 1. The time geographical representation principle used for visualizing activity diaries. The 
colour legend to the left shows the colour correspondence of the activities and the sorting variables, a 
single individual’s diary is shown in the middle, and a population of 463 individuals’ diaries is shown 
to the right. Each individual is represented by a stacked bar composed of the sequence of activities 
she performs during the day (middle). The activities are coloured according to the colour legend 
(left). Time is represented on the y-axis going upward, and individuals are drawn along the x-axis 
sorted by gender and age (see legends in the bottom of the figure and colour legend in the left). In the 
population representation (right) the dominance of sleep during night-time hours (green, care for 
oneself) and work/school activities (red) during daytime hours is prominent. Travel to work/school in 
the morning and back in the afternoon is indicated by the yellow parts of the bars representing the 
individuals. In the evening, reflection/recreation activities (dark lilac) dominate, the most significant 
of them being watching TV. Dark blue indicates activities to procure and prepare food.  
 
3. Electricity use derived from daily activities 

VISUAL-TimePAcTS/energy use makes it possible to reveal the following aspects of 
electricity use in everyday life of individuals:  
 

• which activities relate to electricity use 

• the time of the day when these activities that demand electricity use are performed  

• the distribution in the population of these activities (age and gender)  

• power load curves displaying the mean electricity use per person in the population  
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Figure 2. Left: The left scheme in the left part of the figure shows that a constant power Pmax is 
demanded during use, while the scheme to the right in the left figure shows that the power demand 
starts after the activity is finished and goes on until a limiting time Δtmax has elapsed. (Widén 2009). 
Right: Parameters used for electricity demand and runtime of appliances according to the two 
schemes, and the colour legend for load curves. 

In this paper we investigate the energy use patterns of activities related to “cooking” and 
“information and communication” using representations created through VISUAL-
TimePAcTS/energy use. 

  
Figure 3.  Left: Distribution pattern of cooking and di shwashing activities. Right: 
Corresponding power load curve showing electricity use in Watt per person in 5 minute 
intervals (yellow for cooking, red for dishwashing, max ~185 W/person). 
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Figure 3 shows the distribution of cooking and dishwashing activities (left) and the 
corresponding load curve (right) of these activities. There is a peak in the late afternoon, 
smaller peaks in the morning and at lunchtime. These activities are predominantly performed 
by women, very few children and older men are doing them. 
 
In figures 4 and 5 the activity pattern related to individuals’ use of information and 
communication technologies (TV, computer and radio) is shown. Figure 4 reveals computer 
use (computer play), which is predominantly performed by younger persons, and especially 
boys (doing this activity as a main activity). Among women there are some turquoise activity 
indicators showing that they play with their children who play with the computer (the main 
category of these activities is “Care for others”). 

  
Figure 4. Left: Distribution pattern of activities claiming computer use. Right: Corresponding power 
load curve for computer use showing electricity use in Watt per person in 5-minutes intervals (max 
~21 W/person). 

Figure 5 shows the difference between electricity use generated by the activity watch TV and 
listen to radio (TV and radio as main activity) and electricity use generated by having the TV-
set or the radio turned on while doing something else (TV and radio as secondary activities). 
Most people watch TV as a main activity in the evenings (fig. 5 bottom left), in the afternoon 
it is mostly girls, boys and old men who watch TV. Among older women and children the TV 
is also on while they do other things. The frequency curves for TV and radio activities show 
the total number of people performing them as main activities during the course of the day 
(fig. 5 left, in dark lilac), while the load curves for these activities show the mean power 
consumed per person (fig. 5 right, in pinkish for TV and red for radio) and consider also them 
performed as secondary activities. For this reason the two curves are different. Figure 5 right, 
also shows what main activity people perform when they listen to radio, which reveals that 
the radio is, to a great extent, on while working (red) and at breakfast time (green in the 
morning) – and this goes for people of all ages and both men and women. There is a big 
difference between TV and radio in this respect: radio is turned on much more than the TV 
when people do something else. 
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Figure 5. Top: Left: Activity pattern and frequency graph for listening to radio as a main activity 
(max 7 pe rsons at a t ime). Right: Activity pattern and power load curve for radio use (main and 
secondary activity) in Watt per person in 5 m inute intervals (max ~ 70 W /person). Bottom: Left: 
Activity pattern and frequency graph for watching TV as a main activity (max 170 persons at a time). 
Right: Activity pattern and power load curve for TV use (main and secondary activity) in Watt per 
person in 5 minute intervals (max ~ 70 W/person). 

In figure 6 the total electricity use generated by using appliances for satisfying the need of 
information and communication (radio, computer and TV) and for food preparation (cooking 
and dishwashing) is visualized. The max load is about 250 W/person and it appears in the late 
afternoon, when cooking, TV, computer use and listening to radio appear at the same time. 
This figure makes it clear that it is cooking activities (the yellow load curve) that demand 
most electricity. Also clearly shown is that cooking and watch TV have distinct peak hours; 
especially in the afternoon of weekdays. Due to its mass performance, also watching TV 
generates a substantial energy demand in the evening hours. 
 
4. Results 

The VISUAL-TimePAcTS/energy use method helps reveal collective activity patterns at 
aggregate level, while at the same time it can help identify differences within groups (here 
men and women of different ages).  In this paper we have demonstrated the potential of the 
method by investigating the energy consumption patterns generated by activities related to 
cooking, information and communication.  
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Figure 6. Left: Distribution pattern of all activities claiming the use of the considered electric 
appliances; TV, radio, computer, kitchen appliances. Right: Corresponding power load curve 
showing electricity use in Watt per person in 5 minute intervals (max ~250 W/person). 

Through this example it becomes obvious that cooking is a daily activity that is to a large 
extent female gendered. Also shown is that children do not cook. The use of the TV-set is 
more equally divided between genders and is primarily performed in the evenings, but it 
differs with respect to age –younger people watch TV also in the afternoon after school. There 
were big differences between ages when it comes to computer use which was dominated by 
boys. Listening to radio was more evenly spread over the day, and between ages and gender. 
Finally, watching TV and especially listening to radio are activities that allow people to do 
other things and are often performed as secondary activities. This is especially true for 
listening to radio, an activity that seldom appear in its own right. 
 
5. Conclusions and recommendation 

The knowledge that can be acquired from representations created through VISUAL-
TimePAcTS/energy use can be useful when policy makers and energy companies try to target 
information in order to reduce energy use and make it more efficient. For example, in a 
household with a man and a woman where the man receives the electricity bill, the man might 
not be the ideal receiver of attached information about energy-efficient cooking because, as 
we have seen, women cook more often. Information directed to women would perhaps be 
more effective. However, such directed information faces the risk of being too generalized 
and not reflecting the diversity between households in terms of both habits and family 
constellations. This particular analysis is also limited because of the relatively old data. 
  
In general, the visualizations can be used to improve knowledge about what purpose people 
utilize electric appliances for. At individual and household levels the method can be utilized 
for communicating energy efficiency advice since it is easy for the individuals to recognize 
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their own daily life in the visualizations of their time-diaries. In order to improve its general 
applicability, the method will be extended with a module for heating, hot water use and 
energy use for daily transportation. The method can serve as complement, and maybe also as 
substitute, to expensive metering studies.  
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Abstract: Considering fossil fuels depletion and increasing of energy demand in Iran, a s pecial attention is 
required toward the energy conservation.  Energy demand of building section in Iran is very high, which is as a 
result of many factors such as governmental huge subsidies for energy, lack of energy conservation culture in 
building inhabitants, poor insulation of buildings and poor heating or cooling control systems. 
Most of buildings heating control systems in Iran do not respond properly to weather temperature changes during 
winters, therefore most of the time the interior temperature of these buildings exceed the comfort temperature, 
thus these buildings are not energy efficient and consume excessive amount of energy. The most important index 
to identify these buildings across the country is to know HDDs for each point of the country. 
Unfortunately, up to now no comprehensive research has been conducted in Iran about HDDs, and thus no 
HDDs atlas has been provided, therefore it is essential for energy managers, engineers and in particular for the 
government to be supplied with HDDs for each point of Iran. By taking this fact into account, we decided to 
prepare a comprehensive HDDs atlas for Iran entire zones. 
 In this paper authorized temperature databases of 255 meteorological stations in 30 provinces of Iran have been 
collected from Iran meteorological organization, thereafter HDDs for each station were calculated, then a 
mathematical modeling (multiple regression analysis technique) was employed in order to simulate the HDDs of 
other places in Iran. Consequently, a HDDs Atlas across Iran entire zones was provided. 
These results can widely be used in energy consumption planning and prediction of the heating energy demand 
in buildings and enhances the government abilities to manage the rate of energy consumption in buildings.  
 
Keywords: Iran heating HDDs atlas, Energy management. 
 

Nomenclature 

HDDs    Heating Degree Days ............... °C·day        
Tb        base temperature ............................. °C 
Tmean .......................        daily mean temperature °C 

Lat        latitude ............................................. °N 
Long       longitude ......................................... °E 
Alt         Altitude .............................................. m 

 
1. Introduction 

Unfortunately, until now no comprehensive research about HDDs has been conducted in Iran. 
In this paper authorized daily temperature databases of 255 meteorological stations in 30 provinces of 
Iran have been collected, thereafter the annually HDDs for each station were calculated. Then a 
mathematical modeling (multiple regression analysis technique) was employed to simulate the HDDs 
of other places. Consequently, a HDDs Atlas across Iran was provided. 
 
2. Methodology 

Fundamentally HDDs are a s ummation of the differences between the outdoor temperature 
and base temperature over a specified time period. HDDs are a useful tool that can be used in 
the assessment of weather related energy consumption in buildings, according to Eq. (1). 
 
Heating energy demand (kWh) =  

Overall heat loss coefficient (kW·°C-1) × HDDs (°C ·day) × 24 (h·day-1) 
      (The 24 is included to convert from days to hours.)  (1) 

 
In current study accessible authorized daily temperature databases have been collected from 
255 meteorological stations (Fig. 1) during last 5 years.  

1039



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Location of 255 Iran official meteorological stations in 30 provinces. 
 

In this paper mean daily temperature method has been employed that is generally used in 
countries, such as USA [1] and Germany [2], where HDDs are calculated from the mean daily 
temperature. This makes the definition and calculation of HDDs simpler, and makes the 
reasonable assumption that efficient heating systems do not  operate on da ys where outdoor 
temperature averages exceed the base temperature [3]. In this method we have applied Eq. (2). 

 
HDDs = Tb – Tmean     if    Tb > Tmean 
HDDs = 0                  if    Tb ≤ Tmean      

(Based on local conditions, we assume Tb   = 18°C)   (2) 
 
To calculate HDDs, at first the mean temperature was calculated for each day of the year, 
Thereafter, by applying Eq. (2) HDDs were calculated. Then by summation of HDDs during 
each year, we obtained annually HDDs during 5 years, subsequently annually HDDs average 
during this period attained (Table.1.). 
  
Afterwards by computerizing the calculated HDDS, spline multiple regression analysis 
technique was employed in order to simulate the annual HDDs over each other point of 
country. In this method, a two dimensional function (surface) has been constructed closely fits 
range of a discrete set of known data points (HDDS in 255 s tations), so we could estimate 
HDDs values in other points of country. Spline surfaces are very popular in computerized 
regression because of the simplicity of their construction, their ease and accuracy of 
evaluation, and their capacity to approximate complex shapes through surface fitting and 
interactive design [4]. In this paper by constructing spline surface from calculated HDDs, the 
comprehensive  HDDs Atlases were provided (Fig.2. and Fig.3.). 
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3. Results 

In Table 1, for each 255 meteorological stations longitude, latitude, elevation and calculated 
annual HDDs average have been determined. These results show various kinds of climate 
zones in Iran.  

 
Table 1. Calculated annual HDDs in Iran meteorological stations. 

 

Station Name Lat Long Alt HDDs  Station Name Lat Long Alt HDD
 Abadan 30.37 48.25 7 428  Boinzahra 35.77 50.07 1282 2098 

Abadeh 31.18 52.67 2030 2076  Bojnoord 37.47 57.32 1091 2319 
Abali 35.75 51.88 2465 3544  Bonab 37.33 46.07 1290 2549 
Abarkuh 31.13 53.28 1524 1387  Bookan 36.53 46.22 1386 2600 
Abbor 36.93 48.97 703 1503  Borazjan 29.25 51.17 90 263 
Abumusa island 25.83 54.83 7 5  Borujen 31.95 51.30 2197 2937 
Aghda 32.43 53.62 1150 1173  Borujerd 33.92 48.75 1629 2184 
Ahar 38.43 47.07 1391 2869  Bostan 31.72 48.00 8 550 
Ahwaz 31.33 48.67 23 406  Bostan Abad 37.85 46.85 1750 3533 
Alasht 36.08 52.85 190 2820  Bushehr 28.98 50.83 20 253 
Aleshtar 33.82 48.25 1567 2476  Chahbahar 25.28 60.62 8 12 
Aliabad 36.90 54.87 140 1414  Chalderan 39.07 44.38 1788 3811 
Aligudarz 33.40 49.70 2022 2649  Chitgar 35.70 51.13 1215 1737 
Amol 36.47 52.38 24 1333  Damavand 35.72 52.07 1960 2928 
Anar 30.88 55.25 1409 1337  Damqan 36.10 54.32 1155 1801 
Anzali 37.47 49.47 -26 1408  Darab 28.75 54.53 1140 777 
Aqdasieh 35.78 51.62 1548 1911  Daran 32.97 50.37 2290 3042 
Arak 34.10 49.77 1708 2363  Darehshahr 33.13 47.40 670 1065 
Ardebil1 38.33 48.40 1314 3414  Dashtenaz 36.63 53.18 20 1318 
Ardebil2 38.25 48.28 1332 3049  Dayyer 27.83 51.93 4 100 
Ardestan 33.38 52.38 1252 1466  Dehdasht 30.78 50.55 820 889 
Astara 38.42 48.87 -18 1676  Dehdoz 31.72 50.27 1457 1448 
Avaj 35.57 49.22 2035 3087  Dehloran 32.68 47.27 232 473 
Azna 33.45 49.42 1872 2801  Delijan 33.98 50.68 1524 1964 
Babolsar 36.72 52.65 -21 1196  Deylaman 30.05 50.17 4 359 
Badrabad 33.43 48.27 1155 1619  Dezful 32.27       

 
83 523 

Bafq 31.60 55.43 991 950  Dogonbadan 30.43 50.77 700 711 
Baft 29.23 56.58 2280 1837  Dorud 33.48 49.07 1527 1953 
Bam 29.10 58.35 1067 628  Doshantappeh 35.70 51.33 1209 1433 
Bandar Abbas 27.22 56.37 10 86  Eivane Qarb 33.83 46.32 1170 1675 
Bandar Torkaman                                                                             

 
36.88 54.07 -20 1314  Eqlid 30.90 52.63 2300 2371 

Baneh 36.00 45.90 1600 2459  Esfahan 32.62 51.67 1550 1952 
Bavanat 30.47 53.67 2231 2148  Esfarayen 37.05 57.48 1216 2172 
Behbahan 30.60 50.23 313 537  Eslam abad 34.12 46.47 1349 2276 
Beshruyeh 33.90 57.45 885 1450  Fasa 28.97 53.68 1288 1142 
Biarjmand 36.05 55.83 1106 1905  Ferdos 34.02 58.17 1293 1587 
Bijar 35.88 47.62 1883 3014  Firuzkuh 35.92 52.83 1976 3479 
Bileh Savar 39.37 48.37 90 1937  Gariz 31.30 54.10 2100 2194 
Birjand 32.87 59.20 1491 1651  Garmsar 35.20 52.27 825 1444 
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Table 1 (continued). Calculated annual HDDs in Iran meteorological stations. 
 

Station  Lat Long Alt HDDs  Station Lat Long Alt HDDs 

Geophysics 35.73 51.38 1419 1725  Kish island 26.50 53.98 30 17 
Germi 39.05 48.05 749 2222  Komijan 34.70 49.32 1741 2734 
Gilaneqarb 34.13 45.93 816 1167  Kuhdasht 33.53 47.63 1200 1818 
Golmakan 36.48 59.28 1176 2259  Kuhrang 32.43 50.12 2285 3398 
Golpayegan 33.47 50.28 1870 2318  Kushk Nosrat 35.08 50.90 948 1292 
Gonabad 34.35 58.68 1056 1646  Lahijan 37.18 50.00 86 1445 
Gonbade Kavous 37.25 55.17 37 1252  Lalehzar 29.52 56.83 2775 3127 
Gorgan 36.85 54.27 13 1338  Lamerd 27.30 53.12 411 353 
Haji Abad 28.32 55.92 931 638  Lar 27.68 54.28 792 561 
Hamedan 34.87 48.53 1742 2805  Lavan 26.80 53.38 22 26 
Hashtgerd 36.00 50.75 1613 2314  Lengeh 26.53 54.83 23 40 
Hendijan 30.28 49.73 3 440  Lordegan 31.52 50.82 1580 1865 
Hoseinieh 32.67 48.27 354 494  Mahabad 36.77 45.72 1385 2435 
Ilam 33.63 46.43 1337 1776  Mahneshan 36.77 47.67 1282 2305 
Imam Airport 35.42 51.17 990 1675  Mahshahr 30.55 49.15 6 409 
Iranshahr 27.20 60.70 591 248  Makoo 39.33 44.43 1411 3126 
Izadkhast 31.53 52.12 2188 2299  Malayer 34.25 48.85 1778 2459 
Izeh 31.85 49.87 767 913  Malekan 37.13 46.10 1300 2501 
Jajerm 36.95 56.33 984 1966  Maneh 37.50 56.85 890 1962 
Jam-Tohid 27.82 52.37 655 534  Manjil 36.73 49.40 333 1343 
Jask 25.63 57.77 5 10  Marand 38.47 45.77 1550 2891 
Jolfa 38.75 45.67 736 2363  Maraqeh 37.40 46.27 1478 2445 
Kabutar Abad 32.52 51.85 1545 1885  Maravetappeh 37.90 55.95 460 1409 
Kahak 34.40 50.87 1403 1884  Marivan 35.52 46.20 1287 2463 
Kahnooj 27.97 57.70 470 304  Marvast 30.50 54.25 1547 1415 
Kalaleh 37.37 55.48 150 1324  Mashhad 36.27 59.63 999 1904 
Kaleibar 38.87 47.02 1180 2540  Masjed 

 
31.93 49.28 321 535 

Kangavar 34.50 47.98 1468 2518  Mehran 33.12 46.18 150 711 
Karaj 35.92 50.90 1313 2003  Mehriz 31.58 54.43 1520 1319 
Kashan 33.98 51.45 982 1498  Meshkin 

 
38.38 47.67 1569 2951 

Kashmar 35.20 58.47 1110 1588  Meybod 32.22 53.97 1108 1411 
Kenarak 25.43 60.37 12 41  Meymeh 33.43 51.17 1980 2742 
Kerman 30.25 56.97 1754 1538  Miandoab 36.97 46.05 1300 2586 
Kermanshah 34.35 47.15 1319 2012  Mianeh 37.45 47.70 1110 2359 
Khalkhal 37.63 48.52 1796 3566  Minab 27.10 57.08 30 62 
Khansar 33.23 50.32 2300 2752  Moallemkelay

 
36.45 50.48 1629 2325 

Khark  29.27 50.33 4 205  Murche Khort 33.08 51.48 1669 1927 
Khash 28.22 61.20 1394 914  Nahavand 34.15 48.42 1681 2398 
Khodabandeh 36.12 48.58 1887 3037  Nahbandan 31.53 60.03 1211 1179 
Khomein 33.65 50.08 1835 2346  Najafabad 32.60 51.38 1641 1798 
Khor Birjand 32.93 58.43 1117 1316  Namin 38.42 48.48 1450 3055 
Khoramabad 33.43 48.28 1148 1625  Naqdeh 36.95 45.42 1338 2598 
Khoramdarreh 36.18 49.18 1575 2584  Natanz 33.53 51.90 1685 1993 
Khorbiabanak 33.78 55.08 845 1186  Nayin 32.85 53.08 1549 1692 
Khoy 38.55 44.97 1103 2660  Nayyer 38.03 47.98 1600 2932 
Kiasar 36.23 53.53 1294 2263  Neyriz 29.20 54.33 1632 1149 
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Table 1 (continued). Calculated annual HDDs in Iran meteorological stations. 
 

Station Name Lat Long Alt HDDs  Station Name Lat Long Alt HDDs 
Neyshabur 36.27 58.80 1213 2129  Saravan 27.33 62.33 1195 655 
Nikshahr 26.23 60.20 510 91  Sardasht 36.15 45.50 1670 2429 
Noshahr 36.65 51.50 -21 1415  Sare Ein 38.17 48.10 1632 3303 
Nourabad 34.05 48.00 1859 2798  Sari 36.55 53.00 23 1225 
Omidieh 30.77 49.65 35 437  Sarpolezahab 34.45 45.87 545 1075 
Orumieh 37.53 45.08 1316 2694  Saveh 35.05 50.33 1108 1600 
Parsabad 39.65 47.92 32 1922  Semirom 31.33 51.57 2274 2568 
Parsian 27.20 53.03 70 84  Semnan 35.42 53.55 1131 1610 
Payam Karaj 35.78 50.83 1261 2153  Shahdad 30.42 57.70 400 447 
Piranshahr 36.67 45.13 1455 2513  Shahrebabak 30.10 55.13 1834 1870 
Poldokhtar 33.15 47.72 714 899  Shahrekord 32.28 50.85 2049 3020 
Polesefid 36.13 53.08 610 1703  Shahreza 31.98 51.83 1845 2067 
Qaen 33.72 59.17 1432 2001  Shahriar 35.67 51.02 2986 1817 
Qarakhil 36.45 52.77 15 1348  Shahrud 36.42 54.95 1345 1956 
Qare Ziaeddin 38.90 45.02 1108 2724  Shiraz 29.53 52.60 1484 1331 
Qasre Shirin 34.53 45.60 376 860  Shushtar 32.05 48.83 67 390 
Qazvin 36.25 50.05 1279 2168  Siahbisheh 36.22 51.32 2165 2881 
Qeshm island 26.95 56.27 13 64  Silakhor 33.73 48.87 1497 2186 
Qom 34.70 50.85 877 1553  Siri island 25.88 54.48 4 12 
Qorveh 35.17 47.80 1906 2887  Sirjan 29.47 55.68 1739 1419 
Quchan 37.07 58.50 1287 2509  Sonqor 34.78 47.58 1700 2568 
Rafsanjan 30.42 55.90 1581 1270  Tabas 33.60 56.92 711 929 
Ramhormoz 31.27 49.60 151 406  Tabriz 38.08 46.28 1361 2555 
Ramsar 36.90 50.67 -20 1376  Tafresh 34.68 50.02 1979 2582 
Rasht1 37.27 49.58 -10 1507  Takab 36.38 47.12 1765 3353 
Rasht2 37.20 49.65 37 1457  Takestan 36.05 49.70 1283 2199 
Ravansar 34.72 46.65 1380 2159  Takhtjamshid 29.93 52.90 1605 1487 
Razan 35.38 49.03 1840 2902  Taleqan 36.17 50.77 1857 2920 
Robat 33.03 55.55 1188 1378  Tehran 35.68 51.32 1191 1495 
Rudan 27.97 57.18 220 84  Torbate Hey. 

 
35.27 59.22 1451 2230 

Rudsar 37.13 50.28 -19 1463  Torbate Jam 35.25 60.58 950 1969 
Sabzevar 36.20 57.72 978 1669  Tuyserkan 34.55 48.43 1783 2471 
Sad Dorudzan 30.22 52.43 1620 1482  Varamin 35.35 51.63 927 1603 
Sahand 37.93 46.12 1641 2783  Yasuj 30.83 51.68 1832 1927 
Salafchegan 34.48 50.47 1381 1799  Yazd 31.90 54.28 1237 1185 
Salmas 38.22 44.85 1337 2955  Zabol 31.03 61.48 489 883 
Saman 32.45 50.93 2057 2541  Zahak 30.90 61.68 495 838 
Sanandaj 35.33 47.00 1373 2244  Zahedan 29.47 60.88 1370 1093 
Saqez 36.25 46.27 1523 3015  Zanjan 36.68 48.48 1663 2884 
Sarab 37.93 47.53 1682 3517  Zarand 30.80 56.57 1670 1422 
Sarableh 33.78 46.57 1045 1513  Zarineh Obato 36.07 46.92 2143 3814 
Sarakhs 36.53 61.17 235 1516  Zarqan 29.78 52.72 1596 1574 
Sararud 34.33 47.30 1362 2118         
Then spline method was applied to construct interpolated surface from above discrete set of 
results, to provide below Atlases (Fig.2. and Fig.3.). 
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Fig. 2.  Annual HDDs contours atlas over Iran entire zones, using spline interpolation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Annual HDDs spectral atlas over Iran entire zones, using spline interpolation 
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The highest value of HDDs is in Zarineh Obato mountainous city  (3814°C.day), in western 
region of Iran, and the lowest value of HDDs is in Abumusa island (5°C.day), in the southern 
region. This large difference in HDDs shows the intense contrast in the climatic 
characteristics between these two extreme geographic points (The gheographical 
specifications of each point have been indicated in Table.1). 
 
High values of HDDs can be observed in blue zones, mainly in northwestern regions of 
country, such as Chalderan (3811°C.day), Khalkhal (3566°C.day), and Ardebil1 
(3414°C.day), and some western regions such as Zarineh Obato (3814 °C.day) as mentioned 
before. All of these points are located beside Zagros mountain range. In addition they also can 
be observed in northern regions such as Firuzkuh (3479°C.day) because of locating beside 
Alborz mountain range.  
 
Low values of HDDs can be observed in red zones, mainly in southern regions of country 
such as Jask Island (10°C.day) and Chahbahar (12°C.day) because of Persian Gulf and Oman 
Sea climatic effects. They also can be observed in eastern regions of country such as Kahnuj 
(304°C.day) because of locating beside Lut desert. 
 
Fig.3 shows high contrast values of HDDs in Iran that introduces the exceptional climates 
over Iran. The uniqueness of these climates originates from several variables such as 
mountains and deserts especially Zagros and Alborz mountain ranges, Persian Gulf and Oman 
Sea, in addition unique deserts like Markazi and Lut. In country with these variations of 
climates, proposing appropriate HDDs can prevent higher escalation in energy consumption. 
 
In Iran with governmental huge subsidies on n atural gas as a predominant heating energy 
carrier, government can set appropriate subsidies related on HDDs for each point of country.  

   
4. Conclusions 

HDDS over Iran entire zones, based on databases of 255 meteorological stations have been 
calculated and presented in a comprehensive table. Furthermore, contours and spectral atlas 
using spline interpolation have been demonstrated. 
 
High contrast values of HDDs show the exceptional climates over Iran. In country with these 
variations of climates, proposing appropriate HDDs can prevent higher escalation in energy 
consumption. 
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Abstract: The current government of Ethiopia has devised supply augmented and demand management 
strategies in order to reduce pressure on forests and the adverse impact of indoor air pollution. This paper tries to 
examine and understand the determinants of the speed of adoption of one of the demand side strategies, fuel 
saving technologies (Mirt and Lakech), in urban Ethiopia. The result of the duration analysis shows that income 
level is a significant factor in the adoption decision of the technologies. This indicates that households will not 
shift to other better sources of energy as their income increases, as postulated by the energy ladder hypothesis. 
Education is positively and significantly related to the speed of adoption of Mirt biomass cook stoves but its 
effect on adoption of Lakech charcoal stove is insignificant. Electric Mitad (substitute for Mirt injera stove) does 
not have any effect on the adoption of Mirt biomass cook stoves. However, ownership of Metal charcoal stove is 
negatively correlated with the adoption of Lakech charcoal stoves. This may suggest that there is a need to 
reconsider the promotion strategy given the better performance of Lakech charcoal stove over Metal charcoal 
stove. The implications of other covariates have also been discussed. 
 
Keywords: Improved stoves, Duration, Adoption, Ethiopia 

1. Introduction 

The heavy dependence and inefficient utilization of biomass resources for energy have 
resulted in high depletion of the forest resources in Ethiopia (EPA, 2004). In order to reduce 
pressure on f orests and plantations and the adverse impact of indoor air pollution, the 
government has devised supply augmented and demand management strategies. The supply 
side management deals with increasing the availability of fuel wood through distribution of 
free seedlings, plantations, supply restrictions, and enforcement of property rights. The 
demand side management deals with reducing the demand for biomass energy sources by 
promoting alternative modern fuels, promoting income growth and increasing the availability 
of fuel saving technologies such as improved biomass cooking stoves (Cook et al., 2008). 
Large scale distribution of improved stoves will help reduce pressure on biomass resources, 
increase land productivity by reducing crop residue and dung usage for fuel, and improve 
family health. The intervention benefits women and children in particular, minimizing their 
high workloads to collect and supply fuel wood, and their exposure to flame hazard, high 
smoke emission and harmful pollutants (EPA, 2004).1 It is assumed that if all rural and urban 
households (estimated to be about 14.44 million) in Ethiopia shift to the improved Lakech and 
Mirt stoves2, a saving of about 7,778,800 tones of fuel wood which requires clear cutting of 
137,192.24 ha of forest will be achieved on an annual basis (EPA, 2004). This implies that 

                                                 
1The World Health Organization estimates that, each year, 1.6 million women and children in developing 
countries are killed by the fumes from indoor biomass stoves (IEA, 2004). 
 
 
We are very grateful to Ato Melesaw Shanko, managing director of MEGEN Power Ltd, and W/t Hiwote 
Teshome from GTZ for making available the data analyzed in this paper. We also gratefully acknowledge their 
kind explanation for questions related to improved biomass cook stoves in Ethiopia. Thanks also go to Dr. 
Alemu Mekonnen who helped us in facilitating the process of getting the data used for this paper.  
 

2Lakech and Mirt are local words which mean ‘excellent’ and ‘best’, respectively. 
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sufficient distribution of these improved stoves will have significant contribution to save the 
biomass resources of the country in general and forest resource in particular and to combat 
land degradation and mitigate the effects of drought (EPA, 2004).  
 
By recognizing the benefits of improved stoves, a number of governmental and non-
governmental institutions have been involved in the development and dissemination of 
different types of biomass stove technologies since early 1970s in the history of Ethiopia 
(EPA, 2004). However, the efforts by these institutions to disseminate various types of fuel 
saving technologies have faced different problems at different times. Some introduced 
improved biomass cook stoves were not successful due to problems related to the stove itself 
(technical problems), lack of understanding of consumer’s taste, lack of appropriate 
promotion strategy, etc. Most of these inferences are based on qualitative assessments by 
various stakeholders and scholars working on the area of natural resource conservation and 
energy. Moreover, the available limited studies on t echnology adoption in general and 
improved biomass cook stoves technologies in particular in most developing countries have 
generally focused on applying the limited dependent variable models such as probit or logit 
models. Although informative, these types of specifications are static and ignore the dynamic 
nature of the adoption process. That means, the binary dependent variable (adoption or non-
adoption), which is commonly applied in empirical works, does not pick up a doption over 
time, as it does not allow for household’s different waiting times. In general, the available 
studies failed to examine and understand why some households take some time to adopt the 
technology while others are quick to adopt and exploit the benefits of using the technology. 
Therefore, this paper has tried to address this gap and employs a duration analysis. To our 
knowledge, this technique is applied for the first time in fuel saving technology adoption 
studies. The next section deals with explaining the methods of analysis. Section three presents 
the data and some descriptive statistics. The results of the empirical analysis are presented in 
section four. The last section is the conclusion. 
 
2. Duration analysis 

Analysis of duration data is often referred to as survival analysis. This term is mostly used in 
the medical research, analysis of child mortality, and unemployment. It has also been applied 
in the area of technology adoption (i.e. Hannan and MacDowell, 1984; Dadi et al., 2004 and 
Burton et al., 2003). The purpose of Duration Analysis is to statistically identify those factors 
which have a significant effect (both positive and negative) on the length of a spell. A spell 
starts at the time of entry into a specific state and ends at a point when a new state is entered.  
For details on duration analysis see Kiefer (1988) and Green (2003). 
 
The presence of unobserved heterogeneity leads to bias in the estimates of duration 
dependence. Following Gutierrez (2002), we fit a Weibull regression model with gamma-
distributed heterogeneity using the frailty (gamma) option to streg. One can estimate frailty 
models and test whether unobserved heterogeneity is relevant using likelihood ratio tests 
based on the results from a likelihood ratio test that STATA reports.  
 
3. Data and descriptive statistics 

3.1. The nature and source of data 
The data for the empirical analysis come from the survey on ‘Mirt Biomass Injera Stoves 
Market Penetration and Sustainability’ study conducted by Megen Power Limited in 2009. 
The survey was conducted in Amahra, Oromiya and Tigray Regions. Three towns from each 
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region were selected for the survey. The sample size for each region and town was determined 
proportionately based on the total number of households. Finally, based on sampling frames 
(lists of households) obtained from the respective Kebeles3, households were selected using a 
simple random sampling technique. Accordingly, Oromiya region was allocated 667 
households (42.3%) followed by Amhara with 580 households (36.8%) and Tigray with 330 
(20.9%). Therefore, the total number of sample households was 1577.  
 
3.2. Description of covariates and descriptive statistics  
Table 1: The descriptive statistics of covariates of fuel saving technologies and their expected signs 
(N=1557) 
 Variable4                         Mean  S.D. Min Max 
GENDER(Gender of household head) (-) 0.68 0.47 0 1 
AGEHH (age of household head at the time of the survey)(+) 44.88 13.50 18 102 
EDUCATION     
   EDilliterate (if the household head is illiterate)(-) 0.21 0.41 0 1 
   EDreadelm (if the head can read and write or grade (1-8)(+) 0.42 0.49 0 1 
   EDsecond (if the head is between grade 9 & 12)(+) 0.20 0.40 0 1 
   EDhigher (if the head has a certificate or above)(+) 0.17 0.37 0 1 
CHILD15(No. of children and youths whose age  ≤  15  (+) 1.75 1.54 0 14 
ADULTS15(number of adult members of the family)(+/-) 3.38 1.87 1 15 
HOWNERSHIP(Ownership status of the house, 1 if  privately owned 

and 0 otherwise)(+) 
0.72 0.45 0 1 

COOKINGPLACE (1 if the HH has a separate kitchen, 0 otherwise)(+) 0.75 0.44 0 1 
INCOME (+)     
 MONINCOME1(if monthly income is less than 500 Birr*) 0.57 0.49 0 1 
 MONINCOME2 (if Monthly income is between 501 & 1499) 0.30 0.46 0 1 
 MONINCOME3 (if monthly income is between 1500 & 2499) 0.09 0.29 0 1 
 MONINCOME4 (if monthly income is above  2500 ) 0.04 0.20 0 1 
DELEMITAD (dummy for electric Mitad) (-) 0.08 0.27 0 1 
DMETALSTOV (dummy for Metal stove)(-) 0.48 0.50 0 1 
   NOTE: The signs on t he second parenthesis show the expected sign. Birr is the national 

currency of Ethiopia and the exchange rate was 1 USD ≈ Birr 12.615 during the 
survey period 

 
The majority of households are highly dependent on biomass energy sources for baking injera 
which is the main staple food in most parts of the country. The descriptive statistics in table 1 
above show that only 7.8% of the sampled households use electricity for baking injera. More 
than 85 % of the household heads who are using electric Mitad5 have secondary education or 
above. This may suggest that education is important for households to move up the energy 
ladder.  
 

                                                 
3Kebele is the lowest administrative unit in Ethiopia. 
4Except for the variables AGEHH, CHILD15 and ADULT15, the rest are dummy variables. This is because of 
the nature of the data. For example, since the data do not have information on income as a continuous variable, 
we considered it as a categorical variable. 
5The preparation of the traditional pan-cake like Ethiopian food, injera, requires an appliance known as Mitad.    
'Mitad' is a clay-made circular pan used for baking 'injera' 
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The dependent variable used in the analysis was the time (in years) households waited before 
adopting Mirt and Lakech improved stoves, measured by the number of years elapsed since 
their introduction, which was taken to be in the year 1991 and 1994 for Lakech and Mirt 
biomass cook stoves, respectively. For those households who had not yet adopted, the 
duration was right-censored at the year of data collection.6 That is, we know the period of 
introduction of the technology (the beginning of the duration), but we do not know the end for 
some observations. The start date is the time when the improved biomass cook stoves were 
first introduced and the exit date, or the end of a spell, is the time a household adopts the fuel 
saving technology (Mirt improved biomass cook stove or Lakech Charcoal stove). 
 
4. Results of duration analysis 

4.1. Non parametric results 
When the data is censored the density and cumulative distributions are not appropriate. An 
alternative non parametric approach called Kaplan Meier-Estimator has been developed for 
non-parametrical estimation of survival functions and the related distributions. This is a non-
parametric approach, making no assumptions regarding the underlying distribution of survival 
times. The figure below shows the survival functions for the Mirt biomass injera stoves by 
income level. The survival function for income category 1 is higher than category 2, which in 
turn is higher than category 3. T he survival function for income category 1 suggests that 
households in the lower income groups have higher probability of survival than those 
households from the relatively high income groups. We used both the logrank and Wilcoxon 
test to test whether the above graphs are statistically different or not. Both tests for equality of 
survivor functions show that we reject the null hypothesis of equality at 1% level of 
significance. In other words, we can reject the null hypothesis that the four groups face the 
same hazard of failure. The results of both tests are also the same for Lakech charcoal stove. 
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     Figure 1. Survival function for MIRT improved biomass cook stoves 
 
When we see the nature of the graphs it seems constant for the first 6 or 7 years. The Kaplan-
Meier survivor function does not change indicating that there are no adoptions of the stove at 
the beginning, irrespective of the level of income. Then the values of the function fall quickly 

                                                 
6Lack of consistency in the various reports was our main problem in setting the period of introduction of the fuel 
saving technologies. Moreover, there is no information on the specific year for the introduction of each 
technology in each region. So we take the same year for all surveyed households. 
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from year to year. That means there are adopters of Mirt biomass cook stove every year. We 
did not report the survival function for Lakech charcoal stove since it is more or less similar 
with Mirt injera stove. That of Lakech charcoal stove falls quickly at a later stage (after 10 
years) compared with Mirt. 
 
4.2. Results of parametric regression 
The results of the Akaike’s Information Criterion (AIC) and Bayesian Information Criterion 
(BIC) model selection criteria show that the Weibull model is preferred to the exponential 
model for both kinds of stoves. Hence we report the results of the Weibull model only. 
Another issue in duration analysis is the issue of unobserved heterogeneity. The ‘theta’ value 
reported in table shows that the frailty model is preferred to the reference non-frailty model 
according to the likelihood ratio test (for Mirt). For lakech charcoal stove, we estimated 
without taking the issue of hetrogenity since convergence was not achieved. Table 2 presents 
the results of the Weibull estimation for Mirt and Lakech stoves.   

Table 2: Determinants of covariates of Mirt injera and Lakech charcoal biomass cook stove 
           MIRT          Lakech   
Variables      Coef.     S. E.             p>z           Coef.      S.E.     p>z 
GENDER -0.321 0.151 0.034  0.114 0.111 0.307 
AGEHH 0.006 0.006 0.296  -0.036 0.005 0.000 
EDreadelm 0.636 0.220 0.004  -0.039 0.138 0.777 
EDsecond 1.240 0.253 0.000  -0.015 0.164 0.927 
EDhigher 1.085 0.267 0.000  0.156 0.172 0.365 
CHILD15 -0.042 0.040 0.292  -0.043 0.031 0.165 
ADULTS15 0.088 0.033 0.008  0.069 0.024 0.005 
HOWNERSHIP 0.296 0.153 0.053  0.117 0.109 0.286 
DELEMITAD 0.206 0.198 0.297     
DMETALSTOV     -0.906 0.107 0.000 
COOKINGPLACE 0.486 0.170 0.004  -0.053 0.111 0.634 
MONINCOME2 0.695 0.152 0.000  0.378 0.111 0.001 
MONINCOME3 0.692 0.219 0.002  0.351 0.165 0.033 
MONINCOME4 1.303 0.297 0.000  0.541 0.215 0.012 
DTigray -1.184 0.216 0.000  -0.045 0.165 0.786 
DAmhara -0.447 0.137 0.001  0.044 0.102 0.668 
_cons -11.995 0.765 0.000  -11.391 0.523 0.000 
/ln_P 1.287 0.071 0.000  1.481 0.039 0.000 
/ln_the -0.343 0.610 0.574     
P 3.620 0.257   4.398 0.173  
1/P 0.276 0.020   0.227 0.009  
Theta 0.710 0.433      
Likelihood-ratio test of theta=0: chibar2(01) = 3.05, Prob>=chibar2 = 0.040 
 
In the Weibull model, P >1 means that the hazard is monotonically increasing. That is the 
observations are failing at a faster rate as time goes on. The value of P for Lakech charcoal 
stove is also greater than one, showing that the hazard, like in the case of Mirt, is 
monotonically increasing. Stata also estimates the log of P (for computational reasons) and 
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provides a test of the hypothesis that the log of p i s equal to zero (which is equivalent to 
testing for P=1), which is rejected as indicated in the table above. That means the test also 
rejects the null hypothesis of no duration dependence; i.e log of P is equal to zero. 
 
Note that a negative value of a coefficient β implies that the variable increases the time until 
adoption whereas a positive coefficient means that the times taken to adopt the fuel saving 
technology were shorter. Our result shows that education will speed up the adoption of the 
Mirt biomass injera stove compared with illiterate households. Surprisingly, education has no 
effect on the adoption decision of Lakech charcoal stove. For Lakech charcoal stove income is 
more important than education. Compared with households earning monthly income of Birr 
500 or less, the probability of adopting Lakech charcoal stove increases for those households 
whose monthly income is 501 and above. The effect of income on the speed of adoption of 
Mirt biomass injera stove is not different from Lakech charcoal stove. The result implies that 
the design and price of new improved biomass stoves should take into consideration the 
capacity of households to pay for it. This is very important given the nature of households 
who are highly biomass dependent. Poor households are usually dependent on bi omass 
sources for cooking. In general, the higher the income, the higher the probability of adopting 
improved stoves in urban Ethiopia. According to Jones (1989), cited in Barnes et al. (1994), 
middle-income families have adopted improved stoves far more quickly than poor families in 
most African countries. In our case, even high income households are using the improved 
biomass stove. This also shows that households may not necessarily shift to other better 
sources of energy as their income increase, as postulated by the energy ladder hypothesis. 
This is because the process depends on many other factors such as affordability, availability, 
and cultural preferences.  
 
The estimated coefficient for the variables ‘ownership of private house’ and ‘separate kitchen’ 
suggests that households who possess these basic facilities are more likely to adopt Mirt 
Biomass injera stove. Mirt is a domestic appliance which requires some space and larger in 
size than many modern and improved-biomass cook stoves. Hence, its installation and proper 
utilization requires access to basic facilities (Shanko et al., 2009). However, these variables do 
not have any significant effect in the case of Lakech charcoal stove. This is for the simple 
reason that the stove is simple and easily mobile. Similarly, Lakech does not require separate 
kitchen. It is usually used in the main house since it is small, light and convenient for cooking. 
As a result, the ownership of house and possession of separate kitchen may not be significant 
factors in adopting Lakech charcoal stove. 
    
The negative sign of the variable ‘Gender’ suggests that the conditional probability of 
adoption of Mirt Biomass stove declines if the household head is male.  The result is expected 
because female headed households can appreciate the importance of the stove more than male 
headed households. This variable is, however, not significant in the case of adoption of 
Lakech charcoal stove. Age of the household head is negatively related to the speed of 
adoption of Lakech charcoal stove suggesting that younger households are more likely to 
adopt the technology compared with households with older heads. The number of adults is 
positively and significantly correlated with the speed of adoption of both types of stoves. The 
number of children and youths with age less than 15 does not affect the speed of adoption of 
both types of stoves. This result may not be reliable as the variable includes household 
members whose ages are less than 15 years old. The data do not have separate information for 
children and youths. It is known that availability of children (less than 5 years) usually 
increase the probability of adoption of the improved biomass stove technologies. 

1051



 

 

 
The impacts of substitute technologies were also examined. Electric Mitad is considered as a 
substitute for Mirt injera stove. Metal charcoal stove is a substitute for Lakech charcoal stove. 
The coefficient for electric Mitad is not significant suggesting that households are not using 
electric Mitad for baking injera. The reason might be the relative cost of using electric Mitad 
is so expensive compared with Mirt injera biomass cook stove. The availability of metal 
charcoal stove, however, negatively and significantly affects the probability of adopting 
Lakech charcoal stove. Given the better performance of Lakech charcoal stove over that of 
Metal charcoal stove, we need to understand why households with metal charcoal stove take 
longer time to adopt the Lakech charcoal stove than those without metal charcoal stove. The 
role of marketing and promotion strategies may be significant here. We need to design 
marketing strategies that attracts households who already possess other kind of stoves, serving 
the same purpose.  
 
Location variable shows that the speed of adoption of Mirt injera stove decreases for a 
household in Amhara and Tigray region compared with households residing in Oromiya 
region. We would have expected a different sign as the level of biomass in these areas is 
usually low (relatively degraded compared with Oromiya region). The result may be justified 
by the fact that households in Oromiya region are better exposed to the technology than 
households in Amhara and Tigray regions. Moreover, differences in other factors such as 
price and level of involvement of NGOs could result in differences in the adoption decision of 
households between the regions.  
 
5. Conclusions and policy implications 

This paper deals with one of the demand side strategies, distribution of improved biomass 
cook stoves, which will help reduce pressure on biomass resources, save fuel, reduce time for 
cooking, and reduce the risk of fire hazards. The paper tried to find out the determinants of 
adoption of two different types of fuel saving technologies (Mirt and Lakech) in Ethiopia by 
using data collected from selected towns in three regions of the country. We applied a 
duration analysis to examine the impacts of different socioeconomic variables on the speed of 
adoption of both types of stove technologies.  
 
The result of the analysis shows that income level is a significant factor in the adoption 
decision of the improved biomass cook stoves in urban Ethiopia. This may suggest that 
households will not shift to other better sources of energy as their income increase, as 
postulated by the energy ladder hypothesis. Moreover, since poor households are highly 
dependent on biomass sources for cooking, the design and price of new technologies should 
take into consideration the interest of the lower income groups.  
 
Education (increasing awareness of the people) might increase the probability of adopting the 
Mirt biomass injera stove. We also found possession of Electric Mitad (a technological 
substitute for Mirt injera stove) does not have any effect on t he adoption decision of Mirt 
biomass cook stoves. This may be due to the better performance of Mirt in reducing the 
energy cost of preparing the staple food, injera. Therefore, ownership of electric Mitad does 
not necessarily mean that households will substitute it for Mirt. This requires the attention of 
policy makers or energy planners to further assess the potential impact of electric Mitad on 
household’s overall welfare and biomass use (forest pressure). However, ownership of Metal 
charcoal stove is negatively correlated with the adoption of Lakech charcoal stoves. This may 
suggest that there is a need to reconsider the promotion strategy given the better performance 
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of Lakech charcoal stove over Metal charcoal stove. The findings further show that access to 
basic facilities such as private house and separate kitchen for cooking increases the 
probability of adopting Mirt biomass improved stove. Given the importance of the improved 
biomass stoves in saving biomass, money, reducing indoor air pollution, etc. future study 
should give more attention to collecting more information such as prices and subsidies (if 
any) and examine their impact on the adoption decision. Second, this study examined the 
adoption of improved stoves technologies, but not the efficient use. We need to see how much 
fuel wood and charcoal were saved due to these improved biomass cook stoves. Some studies 
(for ex, Muneer and Mohamed, 2003) also shows that convenience of new stoves over the 
traditional stoves has increased consumption of fuel wood or charcoal (rebound effect). Future 
study on this area should also address this issue.  
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Abstract: In Europe, considerable amounts of renewable energy resources are used for residential heating with 
wood-burning stoves, which can cause considerable energy losses and environmental impacts. A better 
understanding of its operating characteristics will permit to improve the buildings energy efficiency and indoor 
climate, and to reduce the emission of air pollutants to the environment. 
This study aimed to analyze the operating conditions of a Portuguese made stove and compare it with the most 
efficient Danish made stoves tested at the Technological Institute. 
The combustion experiments were carried out through the measurement of the main operating parameters: flue 
gas temperature and composition, combustion air flow rate, and fuel consumption rate. The results showed that 
the appliances emitted energy intermittently, with a mean heat flow rate into the indoors of 5 kWth, representing 
mean thermal energy efficiencies of 70% and 76%, respectively for the Portuguese and Danish stoves. The 
Carbon Monoxide concentration in the flue gas was lower than 0.4 % (v/v; 13% O2) for all stoves. 
There is still a need for more accurate knowledge the relationship between the energy and the environmental 
performance of the appliances. A dynamic analysis of the problem will permit to increase the households energy 
savings. 
 
Keywords: Wood-burning stoves, thermal energy efficiency, heat flow rate, flue gas composition. 

Nomenclature 

 
η energy efficiency ...................................... %    
ha ambient air specific enthalpy ............ kJ kg-1 
mb fuel consumption rate ........................ kg h-1 
ni molar flow rate ................................. mol s-1 
Qg thermal energy gains ............................. kW 
TEG flue gas temperature ................................. K 
wwF fuel moisture ............................... kgH2O kg-1 

cpi mean calorific capacity ............. kJ mol-1K-1  
hfg latent heat of H2O ............................ kJ kg-1 
mca combustion air flow rate..................... kg h-1 
PCI lower heating value .......................... kJ kg-1 
Ql thermal energy losses ............................ kW 
T0 reference temperature .............................. K 

 
1. Introduction 

Nowadays, a great amount of energy is used for residential heating and even in the European 
modern houses is possible to save considerable amounts of thermal renewable energy. Among 
the existing sustainable energy systems are the wood-burning stoves that are still commonly 
used for space and sanitary water heating. 
 
In Portugal, it is estimated that 32% of the houses are using either wood-burning stoves or 
open fireplaces for space heating, whereas in Denmark 26% of the households are using 
wood-burning stoves being estimated that wood share is estimated to 18% of the total amount 
of fuel used for heating in single family houses, and amounts to 60 % of renewable energy 
contribution in this category of houses [1;2]. 
 
However, these equipments can reveal low thermal energy efficiency when operated under 
deficient conditions also causing considerable impacts in the environment. During the last few 
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years there was an effort to improve both the energy and environmental performance of such 
equipments, through the establishment of national and international guidelines and standards.  
 
The international standard EN 13240 for “room heaters” and EN 13229 for “insert appliances 
and open fire places” establish requirements concerning the thermal energy efficiency and 
operating conditions of the equipments [3;4]. The standards determine the laboratory test 
procedures and required emission factors concerning the appliances certification.  At the same 
time the new version of the Energy Performance Building Directive (EPBD 2010) is asking 
the member states to implement an integrated building certification system and that means the 
energy analysis must consider both the thermal efficiency of the households and its elements, 
through the establishment of labeling systems for the building equipments. Moreover, the 
certification of energy systems should take into account its impacts on thermal comfort and 
indoor air quality [5]. 
 
Some countries have been developing national standards for wood-burning stoves, namely the 
Swan Labeling created in the Nordic countries that present tighter requirements concerning 
for example the emission factors of total particle matter (PME). In Denmark, most stove 
manufactures are applying this labeling system through tests in certified laboratories such as 
the testing laboratory of the Technological Institute [6]. During the last decades, these 
regulations have been adopted by European stove manufacturers and sellers and this has 
contributed to the improvement of the energy performance of the marketed wood-burning 
stoves. The problem and hypothesis is that the increase of the equipments thermal efficiency 
can in certain extend be related to a decrease in the environmental performance of the biomass 
stoves, namely concerning its impacts in both the ambient and indoor air quality [7;8].  
 
There is still a lack of knowledge about the relation between the wood-burning efficiency, the 
heat transfer processes from the combustion chamber to the indoors and the emission of 
pollutants to the environment. In this context, the aim of this study was to analyze and 
compare the operating conditions of wood-burning stoves made in two different European 
countries with distinct energy demands but where the use of wood-burning stoves are still a 
solution for residential heating. The objective is to contribute to the increase of knowledge 
about processes involving wood-burning stoves in order to identify practices that can promote 
higher energy savings in buildings and a cleaner wood-burning process, as well as the 
creation of guidelines for manufactures, sales men and stove users. 
 
2. Methodology 

The present study was carried out in a laboratory test installation at the University of Aveiro 
(Portugal) projected and implemented for monitoring several operating parameters of the 
typical Portuguese made wood-burning stove. The project carried out at the Portuguese 
university aims to increase the knowledge about the test methods used to evaluate the energy 
and environmental performance of such appliances. The experimental results obtained were 
compared with the data acquired during similar tests carried out for a Danish made stove - 
tested at the testing laboratories at the Technological Institute (Denmark), following the 
European standard EN13240. In both cases, it was considered that the studied equipments are 
representative of the commonly used wood-burning stoves in Portugal and in Denmark, 
respectively. The biomass used in this comparative study was wood commonly collected in 
the Portuguese forest (used for residential wood-burning), for example the ash tree (Fraxinus 
Angustifolia) and for the Danish stove birch wood following the requirements of the EN 
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13240. The general information about the experimental conditions used are presented in the 
Table 1. 
 
2.1. Experimental installation and test conditions 
In Portugal, the experimental installation integrated a wood-stove (insert appliance) with a 
mechanical ventilation system used for forced convection, a set of on-line gas analyzers, 
temperature sensors, a combustion air flow meter, a weight sensor and an automatic control 
and data acquisition system operated by a computer. During the experiments the following 
parameters were monitored continuously: the temperature in the combustion chamber and on 
the stove walls, the flue gas temperature at several locations along the reactive system (at the 
chimney entrance and exit), the flue gas composition, the combustion air flow rate and the 
rate of biomass combustion.  
 
The temperature in the different points along the experimental installation was measured with 
K-type thermocouples while the flue gas composition was determined applying the following 
continuous measurement methods: a paramagnetic analyzer (ADC model O2-700 with a 
Servomex Module) for O2, and a non-dispersive infrared analyzer (Environnement, MIR 
9000) CO and CO2. The composition of the combustion gas was measured in the chimney at 
2.8 meters above the combustion chamber exit. The combustion air flow rate was determined 
using a mass flow rate meter (Kurz, series 155) while the biomass consumption was 
monitored through a weight sensor (DS Europe 535 QD – A5) [9]. 
 
In Denmark, the stove was tested under the operating conditions established by the European 
standard, through the determination of the CO and CO2 concentrations by means of IR 
spectroscopy using an ABB AO 2020 gas-analyzer. The flue gas temperature and other 
temperatures were measured with K-type thermocouples. The test laboratory is accredited by 
the European standard EN 17025 by DANAK (with accreditation number 300 and notified 
body with notification number 1235). The measurements in the flue gas of both the CO and 
CO2 concentrations were carried out at 1.43 meters above the combustion chamber using the 
test section specified by the EN 13240 Fig. A.9. 
 
Table 1. Operating conditions during the wood-burning stoves monitoring (mean values for the 60 
minutes period). 

Appliance 
(country) 

Type of 
appliance 

Fuel 
consumption 

(kg h-1) 

Combustion 
air flow rate 

(Nm3 h-1) 

Forced convection rate (Nm3 h-1)  
 

Portuguese Insert 1.7 29.97 40.00 
 

Danish room 
heater 

1.6 27.30 N.A.  

 
The laboratory experiments were carried during the heating season of 2010 using typical 
operating conditions for the studied wood-burning stoves. The duration of each laboratory 
experiment (wood-burning cycle) was 60 minutes, according to the European standards EN 
13240 and EN 13229, respectively for the Danish (wood stove) and Portuguese (wood stove, 
insert appliance) equipments. 
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The experimental results obtained were considered in both the mass and energy balance to the 
wood-burning stoves in order to calculate the thermal energy efficiency of the appliances 
during a typical wood combustion cycle. 
 
3. Results 

The behavior of the monitored operating variables (flue gas temperature in the combustion 
chamber, both the CO and CO2 concentrations in flue gases, and mass of fuel in the grate of 
the stove) during the combustion of biomass is shown in the Figures 1 and 2, respectively for 
the Portuguese stove and Danish stoves. 
 
The combustion of wood in both equipments shows some major differences. For example, in 
the Danish stove both the flue gas CO2 concentration and temperature increased in the initial 
stages of the combustion cycle, whereas in the Portuguese stove those variables achieve 
maximum values only after 20 minutes after to the fire lightning (Figures 1 and 2). 
 
An increase in the flue gas CO concentration at the initial stages of combustion was observed 
for both stoves, although in the case of the Portuguese insert appliance the CO concentration 
value is higher than for the Danish stove, and lasts for a longer time period. For both cases it 
is possible to observe an increase in the concentration of CO in combustion gases during the 
final stages of wood combustion (Figures 1 and 2). 
 
The temperature in the combustion chamber varied between 200 and 600 oC in the Portuguese 
wood stove – similar to the temperatures expected for the Danish stove based on thermal 
calculations.  

 
 
Figure 1. Fuel consumption, CO and CO2 concentration (13% O2, dry gases) in the exit flue gas, and  
temperature of the flue gas over the test period in the Portuguese stove. 

 
The Figure 1 shows that there was a rapid  decrease in both the flue gas CO concentration and 
temperature, respectively 35 and 48 minutes after to light the fire in the stove. The first case is 
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associated to the door opening after 35 minutes of  sampling, due the verified problems with 
the combustion bed. The second situation is related to the automatism of the software 
sampling systems, since it was programmed for a certain period of measurements and as a 
consequence it was not registering any values at the 48 minutes time instant. 
 

 
 
Figure 2. Fuel consumption, CO and CO2 concentration (13% O2, dry gases) in the flue gas and 
temperature of the flue gas over the test period in the Danish stove. 
 
For the Portuguese stove, the mean CO concentration in the combustion flue gas over the test 
period was 0.27% (v/v, dry gases), while the mean CO2 concentration was 3.6% (v/v, dry 
gases), and the mean flue gas temperature was 173 ºC. The biomass combustion rate was 
around 1.7 kg/h. Important is to point out that during the wood combustion experiment it was 
necessary to handle one of the wood logs in the stove grate in order to maintain the 
combustion process under satisfactory conditions; this handling interventions are reflected in 
Figure 1 by the decrease in both the flue gas CO2 concentration and temperature around 35 
minutes after the beginning of the wood combustion cycle. 
 
For the Danish stove, the mean CO concentration in the flue gas was 0.10 % (v/v, dry gases) 
while the mean CO2 concentration was 7.3 % (v/v, dry gases), and the mean flue gas 
temperature was 250 ºC.  The biomass combustion rate was around 1.6 kg/h. 
Important is to point out that, the gas flow rate throughout both of the stoves is varying in 
same range (25 to 30 m3 h-1). 
 
The mean thermal efficiency of both wood-burning stoves was determined for each testing 
period (60 minutes) in order to compare the energy performance of the studied equipments.  
 
The thermal efficiency was calculated considering two European standards, namely the EN 
13240 (insert appliances) and EN  13299 (room heaters) that establish a minimum testing 
period of 45 minutes [3;4]. The calculation of the energy efficiency of each stove was carried out 
through an energy balance to the equipments. The system boundary considered for the calculation 
of the energy loss from the stove to the outdoors was the top of the chimney in both equipments.  
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The amount of energy losses was exclusively associated to the sensible and latent heat of 
combustion gases leaving the chimney.  
 
The Equations 1 to 3 were used for the calculation of the thermal efficiency of the two stoves. 
The obtained results are presented in Table 2. 
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Table 2. Nominal heat output and energy efficiency of the Danish and Portuguese tested wood stoves. 

 Danish * Portuguese ** 

Nominal heat output (kW) 5.2 5,2 
Nominal burn time (min.) 

Efficiency (%) 
Mean flue gas temperature 
 (ºC at 20ºC ambient temp.) 

60 
76 
250 

60 
70 
180 

*) Claimed values from the CE-dataplate – Tecnological Institute.  
**) Experimental values obtained at the University of Aveiro laboratory. 
 
4. Discussion and conclusions 

The knowledge about the energy and environmental performance of wood-burning stoves is 
still insufficient and there is a need to improve them concerning the sustainability of the 
integration of such a kind of energy conversion systems in the modern energy efficient 
households. 
 
The development and implementation of testing methods and laboratories is a step stone 
towards a better knowledge about the operating conditions of such equipments, and the 
consequent improvements on both its energy efficiency and environmental performance all 
over Europe. 
 
During the last few years, there was an effort to improve the thermal efficiency of the wood 
combustion appliances from 50% to more than 80%, however, it is well known that the use of 
such energy systems continue to cause considerable impacts on the environment.  
The presented work revealed that the thermal efficiency of the studied stoves varied between 
70% and 76%, respectively for both the Portuguese insert appliance and Danish stove; the 
nominal thermal heat output considered was around 5 kWth. Regarding the energy efficiency, 
it can be concluded that the two equipments have efficiencies in the same range, even though 
the combustion characteristics are pretty uneven, as indicated by the behavior of the operating 
variables along the time and its mean values. The background is that the energy efficiency is 

1059



 

derived from the ratio CO2 concentration / Flue gas temperature. So offsetting the two 
parameters in parallel upwards or downwards will return no change in the actual efficiency. 
 
Normally, one cannot avoid a CO peak in the beginning of the burn cycle (devolatilization), 
and neither a moderate increase of CO concentration at the end of the burn cycle, due to 
incomplete combustion (associated to low temperatures) once the flame did extinguish.  
 
However, the presence of CO concentrations varying from 0.2 to 0.4 % (Portuguese insert 
appliance) in between the peaks at the beginning and at the end of the combustion cycle 
indicates incomplete combustion conditions, also indicated by the relatively low CO2 
concentration (inserts having an air excess rate of approximately 250% indicates that 
theoretical mean CO2 concentrations of up to 8.3 % are achievable). 
 
Thus it ought to be possible to improve the combustion conditions, leading to higher CO2 
concentrations, higher flue gas temperature (and consequently more or less unaffected thermal 
efficiency), and lower CO concentrations, for benefit of the external environment, as the stove 
would emit less organic carbon residuals in the flue gas. 
 
However, in comparing the two appliances one should bear in mind that the Danish stove was 
tested at ideal test conditions and settings during a type test, whereas the Portuguese insert 
appliance was tested in a university environment (testing conditions similar to that established 
by the European standard), and considering normal user operating conditions. 
 
As a consequence, there is still a demand for improving the test methods and developed a 
mathematical tools (numerical models) that will integrate and describe both the combustion 
and heat transfer processes involved. The use of numerical models will permit to identify 
solutions to save considerable amounts of energy in households, for example through both a 
more efficient energy utilization and storage.  
 
The develpment of a new energy simulation computerized tool will help the manufactures and 
technical consultants to design more efficient wood-burning stoves adapted to different types 
of building constructions and wood fuels all over the world. 
 
Aknowlegements 

The experimental work developed in Portugal was funded by the Portuguese Science and 
Technology Foundation (FCT) through the project with reference PTDC/AGR-
CFL/64500/2006. 
 

 
 
 
 
 
 
 
 
 

1060



 

References 
 

[1] P. Fernandes, Emissão de PM2.5 e gases em sistemas domésticos de queima de biomassa, 
Tese de Mestrado de Engenharia do Ambiente, Universidade de Aveiro, 2009.  

[2] L. Keiding, L. Gunnarsen, N.R.M. Machon, R. Moller, et al, Environmental factors of 
everyday life in Denmark – with special focus on housing environment, Edited by Lis 
Keiding, National institute of Public Health, Copenhagen, 2003. 

[3] Danish Standard, Room heaters fired by solid fuels – Requirements and test methods, EN 
13240:2003, Denmark, 2007.  

[4] Danish Standard, Inset appliances including open fires fired by solid fuels, EN 
13229:2001, Denmark, 2001. 

[5] The European Parliament and of the Council, Energy Performance Building Directive, 
Official Journal of the European Union, pp. 153/13-153/34, 2010. 

[6] Nordic Labeling, Nordic Eco-labeling Closed Fireplaces, version 2.2, 2006. 

[7] Personal communication of Jes Sig Andersen, Technological Institute, 2010. 

[8] A. Afshari, O. J. Michael, N. C. Bergsøe, R. L. Carvalho, Impact of operating wood-
burning stoves on indoor air quality, Danish Building Research Institute, International 
Society of Indoor Air Quality and Climate, The 12th Conference of Indoor Air 2011, 
2010. 

[9] R. L. Carvalho, Energy performance of wood-burning stoves and its impact on indoor air 
quality, Danish Building Research Institute, Master thesis in Sustainable Energy Systems, 
University of Aveiro, Portugal, 2010. 

 
 

1061



Field study of energy performance of wood-burning stoves 

Ole M. Jensen1*, Alireza Afshari1, Niels C. Bergsøe1, Ricardo L. Carvalho1 

1 Danish Building Research Institute, Aalborg University, Hoersholm, Denmark 
* Corresponding author. Tel: +45 99402373, Fax: +45 45867535, E-mail: omj@sbi.dk 

Abstract: In Europe, large amounts of renewable energy are lost when residential buildings are heated by means 
of wood-burning stoves. Still, too many wood-burning stoves are energy inefficient, the knowledge of their op-
eration is insufficient and the interaction between the stove and the house to be heated is not adequate. This ap-
plies in particular to old wood-burning stoves in old houses. However, this field study, the first ever dealing with 
new stoves in new houses, revealed that even in new houses with new wood-burning stoves of today the inter-
play between stove and house can still be improved as well as the modern wood-burning stoves could be de-
signed to perform even better. However, calculation of heat balances and measurement of temperature in a series 
of single family houses  showed that wood-burning stoves actually contribute considerably to the heating of new 
houses, although their intermittent working led to overheating and conflicts with the primary heating system. 
Moreover,   measurements of particles  showed that emission of fine and ultrafine particles to the indoor climate 
can easily occur.  
The study made it clear that information and guidelines to be disseminated among stove manufactures, salesmen, 
and home owners are  needed regarding dimensioning, installation of wood-burning stoves and their lighting and 
operation as well. 
 
Keywords: Residential heating, wood-burning stoves, energy performance, particle emission, ultrafine particles  

Although wood-burning stoves are mostly used as a supplementary heating source, they rep-
resent a notable part of the carbon-free heating. In Denmark, which has a well-developed gas 
and district-heating net, the share of wood is estimated to be 18 % of the total amount of fuel 
used for heating in single-family houses, and amounts to 60 % of the renewable energy con-
tribution in these houses [1]. The large share of wood, mainly consumed in wood-burning 
stoves, can be ascribed to the fact that firewood is cheaper than other fuels and that Danish 
wood-burning stoves are popular due to their high efficiency, their certificates of low particle 
emission [2] and their design - not to forget their ability to create a cosy atmosphere. There-
fore, when developing new models, the manufacturers have in turn focused on efficiency, 
environment and design. The focus on these elements has made it possible to meet the de-
mands of a wide customer segment, including owners of new single-family houses with low 
energy demand.  
 
So far, new single-family houses continue to have a decreasing demand of energy for heating. 
This is encouraged by the European Directive on the Energy Performance of Buildings 
(EPBD), which led to national legislation on better energy performance, i.e. better insulation 
and airtight building envelopes combined with ventilation systems with heat exchanger [3]. 
On this background, the aim of the field study was to:  
• Investigate the energy performance of stoves in operation, the overall efficiency and utili-

sation of firewood.   
• Determine the impact of wood-burning stoves used on the indoor environment in terms of 

particle pollution and thermal comfort.  
• Give recommendations, guidance to manufacturers and users of wood-burning stoves.  
 
1. Study design 

A study design was chosen where seven residential buildings were selected for case studies. 
The criteria for selecting the houses were that they were built after 1995, i.e. within the period 
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covered by the last two editions of the Danish Building Regulations and that they were 
equipped with a certified wood-burning stove. However, one house built in 1977 was included 
the study, because it was equipped with a masonry stove and because one elderly house would 
probably clarify the study.  
 
A total of seven families with single-family houses hosted the surveys. The specifications 
concerning the selected houses are shown in Table 1. The experimental hosts were identified 
by addressing stove manufacturers and suppliers. This resulted in five cast-iron stoves, certi-
fied according to Danish Standard, four of which were certified according to the Nordic Swan 
standard [4]. Two masonry stoves built on location were not certified. Instead similar masonry 
stoves were known for their quality and tested for their high energy efficiency.  
 
Table 1. Hosts for the field study with type of house and type of stove listed with certification of house 
and stove included. Building energy class A refers to the most energy efficient buildings. DS (Danish 
Standard) + Swan (Nordic eco-label) refers to certified clean and energy efficient wood-burning 
stoves.   

Hosts 
Type of 
house 

Building 
year 

Energy class 
Type of 

stove 
Certification 

Espergaerde detached  1977 D masonry (Solbyg) 
Ringsted  detached 2006 B masonry (Helbro) 
Hilleroed detached 2001 C cast iron DS + Swan 
Virum detached 2007 B cast iron DS Plus  
Værloese row house 2008  B cast iron DS + Swan 
Esrum I   detached 2009 A2 cast iron DS + Swan 
Esrum II  detached 2009 A2 cast iron DS + Swan 
 
2. Measurements 

The experimental hosts were visited in the heating seasons 2008/2009 and 2009/2010 respec-
tively. The houses in Ringsted and Virum were not included in the first series of measure-
ments. In turn, Esrum II was not included in the second series of the field study. In the first 
series, particles, gases and air-change rates were measured, before, during and after lighting. 
In these cases, the host lighted the fire in the stoves. In the second series also particles, gases 
and air-change rates were measured. This time also the temperature close to and at some dis-
tance from the stoves were measured. To ensure uniform lighting, a stoking expert was en-
gaged to perform the lighting in the second series. In addition, programmable data loggers 
(TinyTags) recorded temperature and humidity continuously for the following months. 
 
Each of the hosts was interviewed and questionnaires were distributed. The interview was 
conducted in order to clarify the occupants’ habits concerning their use of the stove, the fami-
ly's experience with using the stove, techniques for lighting etc. The survey was aimed at 
quantifying technical issues, including consumption of firewood, the type of any primary 
heating, preferred room temperature and bathing habits, etc. 
 
3. Energy performance 

Energy performance has become the mantra of energy supply. Focus has been directed at 
electric appliances, cars and buildings, but also at the way we produce energy. This demand 
has reached the energy performance of wood-burning stoves as well. Their energy perfor-
mance has bee increased and as a consequence the new wood-burning stoves have reached an 
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efficiency rate of 75-80 %. At this level, however, the energy performance of wood-burning 
stoves cannot be seen in isolation from the building that is supplied. Therefore, the first move 
was to chart the heat balance of the system. The second move was to detect instances of over-
heating  
 
3.1. Heat balances 
For each of the houses involved in the field study, a heat balance was drawn up. One side of 
this balance gave the total of all inputs of fuel converted to a net heat production (excluding 
conversion loss). The other side of the balance gave the annual heat loss adjusted for the actu-
al indoor temperatures, and the domestic hot water consumption. The total was termed gross 
heat consumption (including hot water etc.)  
 
On the production side of the balance, the conversion of wood was rather uncertain. First the 
volume of firewood, the type of stack and the type of wood, included moisture content, must 
be known to estimate the dry firewood mass. Next, the heating value of the wood and the effi-
ciency of the stove were needed for the calculation. Finally the extra heat loss caused by the 
additional air change of the wood burning must be taken into consideration, see Table 2.    
 
Table 2. Firewood converted to heat production. The efficiency of the stoves is determined from test 
results field studies [5]. The calculation of the ventilation heat loss is based on the need of 11 m3 air to 
convert 1 kg of dry wood. 

Host 

Firewood 
(kg) 

Calorific val-
ue 

(kWh/kg) 

Efficiency 
(%) 

Ventilation 
loss (MWh) 

Net heat con-
tribution 
(MWh) 

Espergaerde 2520 4.,1 80 0.16 8.1 
Ringsted  980 4.1 85 0.06 3.4 
Hilleroed 1750 4.1 75 0.11 5.5 
Virum 350 4.1 70 0.02 1.1 
Værloese 350 4.1 75 0.02 1.1 
Esrum I   875 4.1 75 0.06 2.7 
Esrum II  1400 4.1 75 0.09 4.4 
 
Altogether the different fuels contributed to the net heat production of the houses as seen in 
Table 3. 
   
Table 3. Merging the heat production of firewood with the heat production of other energy sources. 

Host 

Firewood 
(MWh) 

District 
 heating 
(MWh) 

Natural gas 
(MWh) 

Heat pump 
 (MWh) 

Net heat  
production  

(MWh) 
Espergaerde 8.1  31.7  39.8 
Ringsted  3.4 7.8   11.2 
Hilleroed 5.5  9.9  15.2 
Virum 1.1  15.3  16.3 
Værloese 1.1  12.0  13.1 
Esrum I   2.7   8.5 11.2 
Esrum II  4.4   12.0 16.3 

1064



On the consumption side of the balance, the gross heat consumption was determined by the 
energy class of the house, as stated in the energy performance (EP) certificate. The net heat 
consumption is defined as the maximum of heat per square meter per year that is allowed to 
pass through the building envelope set off against heat gained from solar radiation and inter-
nal loads such as people and appliances. Applied to the area of the house this loss must be 
added to the hot water consumption and adjusted for a possible indoor temperature other than 
20°C, see Table 4. The supplement for higher indoor temperature is 7-10 % per degree, lower 
for old houses and higher for new houses. The domestic hot water consumption was measured 
or stated to be 1 MWh per person.  
 
Table 4. The gross heat consumption as a total of the standard loss for the building adjusted for in-
door temperature and hot water consumption.   

Host 
Energy class 

Maximum heat 
loss 

(kWh/ m2) 

Building area 
(m2) 

Net heat con-
sumption 
(MWh) 

Gross heat 
consumption 

(MWh)  
Espergaerde D 134 226 30.3 43.5 
Ringsted  B 76 170 12.8 17.7 
Hilleroed C 76 188 14.1 18.8 
Virum B 65 175 11.4 15.7 
Værloese B 65 126 8.2 14.0 
Esrum I   A2 65 132 8.6 13.3 
Esrum II  A2 65 120 7.8 11.7 
 
The resulting heat balance showed that in most cases the net heat production (excluded trans-
formation loss) was lower than the expected gross heat consumption (included hot water con-
sumption). This could be ascribed to low estimates of the amount of firewood consumed. 
However, in two cases the net heat production was higher than the expected heat consump-
tion. In Esrum II this was presumably related to an inefficient heat pump, so that the yearly 
coefficient of performance was even lower that stated.  
   
The energy balances also showed the share of heating resulting from wood burning as a total 
of the yearly energy production and as at total of the yearly consumption (see Figure 1). In 
these balances it was found that the share of heat production from wood burning was rather 
small. So far, an old house, like Espergaerde, with a masonry stove only had a wood-burning 
share of 20 %. Nevertheless, two new houses, Hilleroed and Esrum II reached a rather high 
share of 35 % and 26 % of the total energy consumption respectively. Still, the amount of 
wood used in Espergaerde was 2500 kg and by far the largest amount of wood used by any of 
the hosts. This showed that it was less demanding to cover the need for heating by use of a 
wood-burning stove in a modern house than in an elder house. By consuming a smaller 
amount of wood, a larger amount of fossil energy could be replaced and at larger amount of 
carbon circulation could be sustained. In that perspective it seemed promising to use firewood 
in new houses.   
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Figure 1. The heat balance based on the figures of net heat production, on one side divided into wood 
burning and central heating and on the other side into space heating and hot water production. 
 
3.2. Over heating 
An adjustment was made in the calculation of the gross energy to compensate for a possible 
indoor temperature other than 20°C. In any case an average higher than 20°C was found, and 
as a consequence an adjustment of 3 MWh per house on average was made (see above). This 
indicated that periods with high comfort temperature or even excessive temperatures might 
take place in houses heated by means of wood-burning stoves. To investigate the character of 
possible excessive temperatures, in the second period of measurement, the indoor temperature 
was logged every hour during the field measurements. In a few cases, temperature loggings 
were made in steps of two minutes. In short, the loggings showed that excessive temperatures, 
i.e. temperatures higher than 22°C often occurred. Usually the excessive temperatures hap-
pened once or twice a day during the heating season solely in houses with cast iron stoves. In 
contrast to houses with masonry stoves, the indoor the temperature in houses with cast-iron 
stoves often oscillated up and down once or twice a day, and sometimes more than 5 degrees 
in the heating season, see Figure 2. 
 
The biggest adjustment for a high comfort temperature was made in the Espergaerde house. 
Here an average indoor temperature of 24.8°C was measured. However, in this house heated 
by masonry stove the temperature around the clock was rather constant.    
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Figure 2. An example of temperature logging in an energy-efficient house carried out over 3 weeks in 
February 2010. The outdoor temperature in the period was just below 0°C. (Energy Class A). 
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3.3. Energy performance discussion 
Comparing data from the measurements, the interviews and the questionnaires, it became evi-
dent that modern wood-burning stoves do function and to a large extent contribute to the heat-
ing, also in brand new houses. The advantage of masonry stoves is that they can distribute 
heat over a long period this way counteracting overheating. Surprisingly, the masonry stoves 
did not cover the biggest share of the heating, neither in the old house from 1977 (Esper-
gaerde) nor in the new one from 2006 (Ringsted). In the first case the house had large energy 
consumption and in the second case, the house was equipped with floor heating. Combining 
stove heating and floor heating was usually less efficient.   
 
4. Indoor emission of particles 

Much research has been carried out to detect particle emission rates to the ambient environ-
ment. Through laboratory tests, and through measurement on the field is has been possible to 
set standards of particle emission from wood-burning stoves and to determine the environ-
mental impact to neighbourhoods [6]. A topic neglected is that stoves emit particles to the 
indoor climate when being operated. Furthermore, among these particles are numerous of 
ultrafine particles, i.e. particles smaller than 0.1µm. Particles of that scale are suspected of 
being even more harmful to health than particles smaller than 2.5µm, which are the particles 
usually being measured. Therefore, the field study set out to look at how operation of a wood-
burning stove could cause emission of ultrafine particles and release of gases. 
 
4.1. Particle measurements 
Measurements were carried out in two periods, the heating seasons 2009/10 and 2009/10. The 
measurements started by monitoring the background concentration of particles indoors and 
outdoors. Then the wood-burning stove was lighted to operate for 1 or 2 hours. [7; 8]. The 
concentrations of ultrafine particles were monitored by means of two condensation particle 
counters; one was placed close to the stove, while the second one was used for sampling the 
outdoor concentration. The two instruments facilitated real-time measurement of particle 
number concentration. The detection ranges of the instruments ranged between 0.02 and about 
1.0 µm. Carbon dioxide, temperature and relative humidity were recorded as well. Finally a 
passive, multiple tracer gas technique, the so-called PFT technique (PFT: PerFluorocarbon 
Tracer) was used to measure air-change rates [9]. The duration of the PFT measurements in 
each house was one week. 
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Figure 3. Typical picture of the development of ultrafine particles (UFP). In this case a large emission 
took place immediately after lighting a fire. 
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Figure 3 shows that the concentration of ultrafine particles fluctuated for the first 15 minutes 
after the stove was lighted. A mass balance model, previously applied to analysis of gaseous 
contaminant concentration, was used. The calculated maximum source strengths and maxi-
mum concentration for al measurements of ultrafine particles is shown in Table 5. The con-
centration of measured ultrafine was fist published in [7; 8]. 
 
Table 5. Calculated maximum source strength (

•

M max ), and maximum concentration (Cmax) for the 
ultrafine particles studied. 

Measured and cal-
culated parameters 

Cmax 
(p/m3) 

•

M max 
(p/h) 

Series 1 Series 2 Series 1 Series 2 
Espergaerde 0.03·1011 0.24·1011 - 0.20·1015 
Ringsted  - 1.55·1011 - 1.96·1015 
Hilleroed 0.05·1011 0.11·1011 0.00 9.19·107 
Virum - 0.99·1011 - 1.60·1015 
Værloese 0.22·1011 0.80·1011 0.14·1015 0.44·1015 
Esrum I   2.23·1011 2.16·1011 2.14·1015 1.46·1015 
Esrum II  2.36·1011 - 0.03·1015 - 
Espergaerde 0.02 - 0.05·1011 0.02 - 0.05·1011 0.00 - 
 
4.2. Particle emission discussion 
During the field study it became clear that in both series, with and without an expert lighting 
the fire, considerable emission of ultrafine particles to the indoor air might happen, in particu-
lar at lighting the fire and adding more wood. But other causes were identified as possibilities 
for particle pollution, like use of fabric gloves, touching the air valve and suddenly indoor 
draught. Peak concentration of particles was measured during lighting of a new stove installed 
in a brand new house (Esrum I and II). One possible explanation for the emission of particu-
late matter could be a negative indoor-outdoor pressure difference due to the mechanical ven-
tilation system. Moreover, both of the houses mentioned were new, presumably rather airtight 
and the stoves had chimneys with a height of about 5 meters indoors. 
 
The house in Hilleroed formed an exception in the series of measurements. In this house no 
elevated concentrations of ultrafine particles were measured except from a slight increase 
when the side lining of the furnace was dismounted in order to demonstrate the convection 
principle. The increase was recorded to be a maximum concentration of 0.11· 1011, i.e. double 
background concentration.   
 
5. Conclusion and recommendations 

It still seems promising to use a wood-burning stove in new houses. By using small amounts 
of wood up till one third of the heating demand could be met by this renewable energy re-
source. However, the field study confirmed that it is still a challenge for the manufactures of 
wood-burning stoves to meet the decreasing demand of wattage. Still more efficient buildings 
call for scaling down of the wattage, if overheating is to be prevented in future design. In this 
perspective masonry stoves were found to be the most adequate to new houses (e.g. the Ring-
sted house). The challenge to manufacturers of cast-iron stoves is to develop stoves with 
smaller combustion chambers and a better capability for distributing the heat. Use of heavy 
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materials, like masonry stoves, phase change materials or connection to water reservoirs, if 
not to floor heating system it self may be a way of meeting the challenge. Scaling down the 
stoves means scaling down the size of the combustion chamber. This however makes it even 
more difficult to obtain a clean and efficient combustion process. Furthermore, possible pollu-
tion with particles and hazardous substances is more likely to happen. The tendency will be 
strengthened by the fact that highly developed wood-burning stoves are already today sensi-
tive to airtight building envelopes and mechanical ventilation. In this field study it was found 
that modern stoves were actually extremely difficult to light and add more wood without 
causing particle emissions.  
 
To conclude, there is a call for innovation of new smaller, more efficient and more particle-
safe wood-burning stoves. Today already there is a need for guidance for salesmen and users 
of wood-burning stoves explaining not only the right size of the stove and the correct way of 
lighting it, but also the importance of an optimal interaction between stove and building.   
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Abstract:  Innovative and efficient refurbishment offers significant carbon savings and is a growing activity, 
driven by Government imposing energy or carbon related standards and policies upon building owners.  Many 
businesses are becoming aware of the wider benefits of these improvements and therefore, their requirements as 
construction industry clients are changing.  Built environment professionals need to recognize this change to 
remain competitive.  This paper considers the question of whether there is a need for a re-alignment of 
disciplines within the industry to fulfill this growing role.  A desk study, supported by structured interviews with 
users of large, non-domestic buildings and with industry professionals concluded that there is a role within the 
construction industry for a new built environment professional.  A competence specification for this professional 
was defined and this paper outlines the skill set and knowledge base that this individual would require in order to 
deliver a truly innovative, comprehensive and compatible intervention set within an energy led refurbishment. 
 
Keywords: Energy, Refurbishment, Client requirements 

1. Introduction 

The pressure placed on the built environment to reduce its CO2 emissions affects how clients 
treat their property portfolios. They expect construction professionals to take the lead in 
energy led refurbishment.  The purpose of this paper is to explore the effectiveness of 
construction professionals, who already deal with a range of design-related issues, in leading 
such energy-led refurbishment. The main objective of this paper is to identify the 
competences required of built environment professionals able to lead this work, informed by 
both a desk study of their governing bodies’ requirements and interviews with a small but 
representative group of professionals. 
 
2. Methodology 

A desk study surveyed the competency sets required by professional institutions.  Structured 
interviews with 4 experienced professionals from building surveying, facilities management, 
project management and quantity surveying, and 3 clients (2 facilities managers and one 
energy manager) used open-ended questions to encourage discussion.  The individuals were 
very experienced and the interviews were held in their offices, recorded and transcribed 
afterwards.  This process allowed for reflection of the results and key points. . 
 
3. Interview Results 

Due to the number of interview questions - twenty-three questions for the construction 
industry professionals and sixteen for the industry clients – and the limitation on page 
numbers, the questions will not be presented.  However, the questions and corresponding 
responses have been grouped into themes and it is these themes that are presented within 3.1 
and 3.2 of this paper.  
 
3.1. Construction Industry Professionals 
3.1.1. Refurbishment Context 
The interviewees generally agreed that the refurbishment process can vary widely, with works 
ranging from cosmetic to changing the function of an entire building. 
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3.1.2. Education and Training 
All the interviewees felt that their original education and training equipped them for their 
work, but their, possibly over ten years old, qualifications lack emphasis towards energy 
performance in buildings.  Participant 1 stated that sustainability was addressed by their 
assessment of professional competence with the Royal Institute of Chartered Surveyors 
(RICS) but at insufficient depth for their day to day work.  Those interviewees responsible for 
building design felt that they were under pressure to be aware of new technologies and 
materials as well as sustainability policies.  Whereas those responsible for managing the 
design felt under less pressure, but need sufficient awareness to participate in design team 
discussions.  The main pressure was coming from their clients’ need for advice on 
sustainability issues.  All were keen to undertake some re-training in the area of low carbon 
building design and operation, and stated that it would be beneficial if there were more 
Continuous Professional Development (CPD) events in this subject.  The main barrier to 
undertaking re-training is finding the time to attend due to the pressures of their current role. 
 
3.1.3. Professional Governing Body’s Attitude 
The participants felt that their professional bodies had recently increased the focus on 
sustainability and its related issues, evidenced by an increased number of seminars and events 
on the subject.  Participant 2 (engineering background) felt the Chartered Institution of 
Building Services Engineers (CIBSE) was pushing the ‘Low Carbon Consultant’ qualification 
forward, and he wished to pursue this as a credible path to specialising in low carbon design 
and operation of buildings.  The others felt that their professional governing bodies were 
providing more guidance and seminars in the area but envisaged no change to their core 
competencies, from what they currently perceive, as an outline overview of sustainability. 
 
3.1.4. Companies’ Attitudes 
All interviewees were aware of their companies’ environmental policies and mission 
statements.  Participant 3 remarked that information on the company’s intranet brought the 
issues to their attention.  Participant 4 described his company as forward thinking recognising 
the great commercial opportunity offered by becoming leaders in the field of sustainability, 
but did not apply the same practices to their own property portfolio.  He believed that true 
leaders should improve their own properties as well as their clients’.  Those needing to advise 
clients on technical aspects remarked that the message they got from their company was to 
present improving energy performance as a cost saving for the client, whereas those in a 
management role felt the company would never tell their clients what to do but rather base 
everything upon the client’s requirements.  Participant 4, involved in a range of project types 
within existing buildings, highlighted that within his company, there are several experts in the 
low carbon area because they have a keen interest in it or because they are part of the small 
teams the company creates to work on such projects, but their expertise was not transferred 
across all disciplines.  Although, they felt they could always go to them to discuss issues or 
ask for advice.  Overall the main conclusion drawn from the interviews was that the 
professionals are supported by their company if they choose to become more interested in 
sustainability, but are neither incentivised nor penalised if they do not. 
 
3.1.5. Clients’ Attitudes 
Over the last five years many clients have run projects looking at lighting, cooling, controls 
etc, but this had slowed down with the recession. Conversely, since the Carbon Reduction 
Commitment Energy Efficiency Scheme (CRC) – a UK based mandatory emissions trading 
scheme for large energy users - was launched, clients are being forced to consider energy 
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performance, and so far the professionals have found some clients to be wary of the scheme 
and try to avoid financial penalties, while others see it as an opportunity to show how energy 
conscious they are. Participant 3’s comment “got to link it to cost to force change” referred to 
the need to link energy performance initiatives to financial incentives or penalties. They 
explained how many public sector clients have to achieve certain environmental performance 
standards, such as a BREEAM excellent rating, as a minimum in order to gain funding for 
their project. Other public sector bodies are appointing internal sustainability managers that 
the client must answer to and this pressure is then being passed onto the design team. 
 
3.1.6. Importance of Energy in Buildings 
All of the professionals concurred that energy performance of the building comes third behind 
health and safety and operational performance. However participant 1 did consider energy 
performance to form a major part of the operational considerations. In terms of the importance 
of energy performance of a building within a refurbishment scheme, the participants all 
agreed that capital cost comes first, although participant 4 stated that they try to communicate 
the benefits of lower operational costs due to energy saving interventions in the design and it 
was a matter of convincing clients to look beyond capital cost. 
 
3.1.7. Decision Making in Refurbishment 
The level of client involvement on projects depends upon the client type; the professionals 
explained that some clients are happy to provide basic requirements, e.g. function and seating 
capacities, while others want to be aware of all decisions made. They found that larger 
companies with internal design teams already have design guides in place to aid selection of 
interventions and it depends upon the client how closely the external consultants must follow 
these guides. The main point made by the professionals was that there is no standard process 
to refurbishment; the decisions are made based upon the design team’s experience. 
 
3.1.8. Who Leads? 
All of the professionals stated that the mechanical and/or electrical engineer could be suited to 
taking the lead as they have an in depth understanding of the building’s energy consumption 
but debated whether they would have the leadership competencies to do so, since experience 
suggests they are very focused upon their area and reluctant to comment more widely.  Other 
professionals identified the building surveyor as a potential candidate due to their broader 
technical knowledge of buildings combined with their project management competence. 
 
3.2. Construction Industry Clients Interview Results 
3.2.1. Company’s Attitude 
All participants take a proactive approach to works on their property portfolio. Participant 5’s 
internal team of designers creates design guides with energy performance requirements which 
external consultants follow. Some admitted that their buildings weren’t at the leading edge of 
energy efficiency but they took responsibility for what they consumed and wanted to reduce 
that as far as possible. All had witnessed a change in their companies’ attitudes, since the late 
nineties, driven by their clients wanting to see evidence of effective and efficient working 
practices.  Participant 5’s organisation has seen three pressures to become more focused upon 
sustainability and energy in buildings: firstly, their corporate responsibility reporting, a key 
driver, secondly, cost reduction to allow money saved on energy to be spent elsewhere, and 
thirdly, the CRC scheme (see 3.1.5), the introduction of which has driven their organisation to 
make changes such as accreditation of their building to the Carbon Trust standards. Initially 
their organisation’s concerns were with the reputational aspect of the CRC Scheme and they 
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were determined to be in the upper quartile of the public CRC league table alongside their 
industry competitors. However, this puts them at risk of future changes to the scheme. 
 
3.2.2. Company Strategy towards its Stock 
Participant 5’s company has a proactive strategy towards improvement of their stock, with a 
continuous upgrade investment programme. Participant 6’s company has guidelines for 
improvement of their portfolio with an energy performance charter, supported by an internal, 
Europe-wide forum to learn and share best practice. All participants have internal energy 
performance targets that work in line with their businesses. Participant 5’s sustainability 
framework includes scrutiny of energy performance and puts the highest responsibility on a 
non-executive director at board level. All agreed that energy performance is high on their 
agenda. Participant 7’s organisation’s main driver for building selection is location quality. 
Energy efficiency comes third and if necessary they will include energy interventions such as 
fabric upgrades and controls within the fit out, but no major changes to key plant items. 
 
3.2.3. Whom do you consult? 
All explained that their organisations use both internal and external construction consultants, 
depending on the complexity and scale of the project at hand. Participant 5’s company use an 
internal, technical compliance team to prepare and ensure compliance with their own design 
guides and the energy standards. They have a framework of external consultants who carry 
out and manage the design in accordance with these internally set standards. All of the 
participants stated that they have contractual relationships with external consultants and those 
contracts include energy performance related clauses. The most specific are with the repair 
and maintenance engineers, and participant 5 explained that the engineer must deliver year on 
year energy consumption reductions, the progress of which are discussed at monthly contract 
framework meetings. Participant 7 explained that they need to see evidence of the experience 
of these external professionals in energy performance improvements and how they have been 
innovative in past, similar projects. Participant 5 explained that clients are frustrated by the 
same initiatives and ideas/approaches to improvements in their properties coming from 
different consultants who are afraid to take risks with newer technologies/ideas. They look for 
openness and an ability to provide non-standard solutions, achieving the same conditions in 
their properties but without being restricted to standard, constant volume systems. They 
expect innovation from the industry experts. 
 
3.2.4.  Your Optimum Professional 
The majority of the participants agreed that a mechanical and electrical consultant or engineer 
who has the competencies required to run or lead a project would be the ideal candidate 
because electricity is their largest outgoing. However they emphasised that they want 
someone who doesn’t cover old ground, who can bring innovative ideas to the table and who 
can also build strong relationships with similarly innovative contractors and consultants.  
Participant 5’s ideal professional is a controls engineer because focusing on controls does not 
require replacement of key plant and takes the control of the building to some extent out of 
the occupier’s hands so they can be comfortable but not wasteful.  However, they did state 
that they have not yet worked with a controls engineer who can work with and be intimately 
knowledgeable of the building, communicate their findings or ideas successfully and then be 
able to lead a project as well. 
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4. Discussion 

4.1. Potential for a New Professional 
Both professionals and clients agreed that a mechanical or electrical engineer is associated 
most with energy usage in buildings and has the required detailed technical knowledge, and 
that they would have an in depth understanding of how the building consumes energy and the 
standards that must be met in non-domestic properties. However, they had never worked on a 
project where the mechanical or electrical engineer was the lead except where the building 
required an unusually high level of plant. One professional explained that, in their experience 
as a project manager, mechanical or electrical engineers tend to focus entirely upon their area 
of expertise. So the project manager felt that the response to any questions outside that area of 
expertise was “can’t answer that question, we’ve done our bit”. In contrast, the clients wanted 
a leader to invoke innovative solutions across the property, that were not restricted to the plant 
room, and they hadn’t so far found these leadership qualities in the mechanical or electrical 
engineers. Half of the professionals stated that the building surveyor may be suited to running 
an energy-led project due to their broad knowledge of building fabric and mechanical and 
electrical services as well as their ability to manage projects, and the building surveyor agreed 
that he would be wish to become more specialised in sustainability and energy in buildings. 
To lead such a project they would need training to become more familiar with both the 
legislative and policy side, alongside the technical interventions available. In summary both 
the professionals and clients interviewed saw the potential for a new service, potentially 
provided through existing professional routes. The professionals agreed that they all need to 
learn more in the area but a new or existing discipline needs to branch out into energy in 
buildings, existing disciplines expanding upon their original technical and management skills. 
 
4.2. Barriers to a New Professional 
Developing a new professional would alter the structure of the design team and require a 
client to accommodate an additional set of fees on projects where an entire design team is 
required. Participant 3 provided an example of where many of their clients are required, by 
their organisation, to achieve a minimum BREEAM rating [1], thus forcing them to consult a 
BREEAM advisor. However, due to the low fees available for this advisor, that individual is 
not used to their full potential, and is brought in for an initial workshop which often turns into 
a checkbox exercise, when they could be assessing and contributing to the design. In order to 
get the client to pay an additional set of fees on larger projects, they would need to be forced 
to employ that professional to ensure delivery of a particular credit or rating level. Participant 
3 also remarked that the new professional would have to be accredited in some form to prove 
to the client that they are worth employing due to the new nature of the role. 
 
4.3. Drivers behind Energy-Led Refurbishment 
One of the major drivers behind energy improvements to client properties is government 
policies that force them to review and improve their energy performance through reputational 
and financial penalties. An interesting point to arise from the interviews was the need for 
careful design of these policies to ensure the desired results are achieved. For example one 
professional described how a public sector client was forced to meet the local council’s 
renewable energy policy, by ensuring that their properties included a minimum level of 
energy supply through renewable technologies. There was debate over which heating system 
to implement and due to such a heavy focus on renewables, the decision was taken to install a 
cheaper (capital cost) electric heating system instead of a more energy efficient alternative 
and an air source heat pump was installed to meet the renewables requirement. As a result the 
building only achieved a C/D rating in its Energy Performance Certificate [2]. If the focus had 
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been on the energy performance of the building as a whole then perhaps a B rating could have 
been achieved instead, resulting in a more energy efficient property. Following the interviews 
with owners of large, non-domestic portfolios, it was clear that the drive for refurbishment 
will also come from their own business needs. Some of those interviewed explained that in 
the current financial climate they are trying to reduce their property portfolio whilst ensuring 
growth in the core services they provide. This has resulted in less new build procurement and 
potentially decreasing the number of properties already in use by moving staff into the same 
buildings. This adaptation of existing buildings can only provide increased opportunity for 
energy efficient improvements. 
 
4.4. Construction Industry Views on Energy-Led Refurbishment 
One professional pointed out that some other professionals believe that the clients must ask 
for specific energy requirements during the project briefing and that it is not their job to tell 
the client what their requirements are. Other professionals disagree and see it as their job as 
the industry expert to inform the client of opportunities available to them if they consider the 
energy performance of their property. Some of the professionals explained that they feel it is 
inappropriate to put forward energy performance requirements to the client as they may not 
have the budget or may be running a separate energy related project. These barriers to pushing 
the focus onto energy performance need to be overcome if energy performance is to be taken 
seriously. In recent years, a sustainable building that does not waste energy is now being seen 
as a higher quality building. The United Kingdom’s Green Building Council’s Chairman 
states that “...good sustainability practice is good business practice – it’s about producing 
better quality products, materials and buildings.” [3]. The triangle of cost, time and quality is 
still prominent in the industry and some professionals do not see efficient energy usage in 
buildings fitting into that shape. However the clients interviewed have shown that they are 
eager for the construction industry to take the lead and to show them true innovation. 
 
5. Optimum Built Environment Professional Competency Set 

Consideration of the competency sets laid down by the governing bodies of the construction 
industry professionals, combined with the outcome of the interviews held with built 
environment professionals and clients, leads to the following set of optimum competencies. 
This optimum competency set aims to define the core skills that a construction professional 
must fulfil in order to successfully promote and lead an energy-led refurbishment of a non-
domestic property, one that will deliver a truly innovative, comprehensive and compatible 
intervention set. Table 1 presents the established built environment professions against the 
optimum competency set and shows which competencies each professional currently fulfils in 
accordance with their governing bodies’ guidance. This is not the first time that the 
competency sets offered by built environment professionals have been critically examined in 
response to externally imposed changes. For example the development of project management 
into a clearly defined, accredited profession within the construction industry, codified a role 
that was previously considered as an additional competency of other construction professions. 
Accreditation of architects in building conservation is now established, and offers an 
alternative route to competence. It is evident that clients want to make their buildings more 
energy efficient but they are not getting what they need from the industry. They want 
innovative bespoke solutions that work for their buildings but to offer these the professional 
needs to be knowledgeable about new technologies and materials and to be able to present 
their benefits clearly. Current professionals admit that they do not know enough about energy 
in buildings so either a new profession is needed or the competences of existing professions 
must be overhauled. 
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Table 1 Optimum Built Environment Professional Competency Set for Energy-led 
Refurbishment

 
. 
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6. Conclusion 

For the growing field of energy-led refurbishment, industry and clients desire competencies 
that are not currently offered by any existing professional group practising in the UK. This 
deficiency can be remedied either by developing a new profession, for which the desired 
competencies have been presented in this paper, in the same way as Construction Project 
Management was developed, or by establishing a recognizable specialized branch of an 
existing profession, in the same way as with architects or building surveyors who specialize in 
building conservation/preservation. Even though the study was carried out in the UK, the 
professions of those interviewed are internationally recognized. It would be interesting in a 
future study to compare the views expressed in other countries. 
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Abstract: A questionnaire survey of 1010 homeowners (response rate of 59%) in two counties in central Sweden 
viz., Jämtland and Västernorrland was conducted to understand the influence of external actors on homeowners’ 
decision to install energy efficient windows. We complemented this survey with interview of 12 window 
sellers/installers in the Jämtland county. Majority of homeowners (74%) contacted more than one external actor 
for information when they plan to replace their windows. Window sellers/installers have a strong influence on 
homeowners’ window selection as 97% of homeowners bought the windows that were recommended to them. 
The sellers/installers recommended windows with a U-value in the range of 1.1 to 1.8 W/m2K and cited that 
condensation and high cost are the major drawbacks of windows with a U-value < 1.2 W/m2K. 

Keywords: Energy efficient windows, homeowners, sellers, installers, Sweden 

1. Introduction 

Diffusion of energy efficient windows in Swedish building sector may reduce fossil fuel 
dependency and mitigate climate change. The thermal performance of windows in Sweden 
has improved over the years and the energy efficiency standard is higher than that of many 
other countries. For example, in Sweden a window is considered energy efficient if its U-
value is ≤ 1.2 W/m2K [1], while in Denmark the U-value for such windows is ≤ 1.8 W/m2K 
[2].  

About 85% of detached houses in Sweden are more than 30 years old [3], and windows in 
many of these buildings may be in poor condition. Moreover as these buildings were built 
before energy efficiency was emphasized in the building codes in 1977, a large market is 
available for energy efficient windows. A survey of owners of detached houses in Sweden 
revealed that homeowners are more likely to replace/change windows than other building 
envelope components [4]. Due to their long life span the type of windows installed will 
influence the energy use of the buildings for a long time. From primary energy saving 
perspective, it is important that homeowners adopt the most energy efficient windows 
available in the market. 

Homeowners may not adopt energy efficiency measures because of lack of adequate and 
reliable information, lack of awareness [5, 6], or the inability to interpret the available 
information. Furthermore, potential adopters may have difficulties in perceiving the 
performance and advantages of energy efficiency measures if the gains are not directly visible 
[7], are insignificant or are delayed. In such situations homeowners’ final choice of a 
particular measure is influenced by actors whom they consider as experts in the field. 
Homeowners’ adoption of a particular type of window may depend on the recommendation of 
the sources important to homeowners. Window sellers/installers are the closest link to 
customers in the demand chain, and could exert a strong influence on consumer’s choice. To 
the best of our knowledge, no e mpirical studies about influence of external actors on 
homeowners’ adoption of energy efficient windows have been conducted in Sweden. In this 
paper, we analyse the role of external actors especially window sellers/installers in 
homeowners’ adoption of energy efficient windows. 
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2. Role of external actors 

Homeowners may seek information or advice because of uncertainties regarding information 
alternatives or due to uncertainties on w hich alternative to choose. For high investments, 
customers may search for information from various sources [8]. The degree to which 
customers’ search for information depends on their perception of the costs associated with the 
search [8], or their ability and motivation [9]. Sources of information include mass media, 
interpersonal sources, sellers/installers and neutral sources like municipal energy advisers. 
Though mass media could improve consumers’ awareness about various products their ability 
to influence consumers’ adoption decision is limited to a small group of innovators and early 
adopters [10]. To reduce the burden of interpreting vast amount of information and to obtain 
appropriate information homeowners’ may seek advice from expert(s) whom they think are 
credible. The external advice may help the potential consumer to clear their thoughts about 
the decision and improve their decision confidence [11]. Individuals give more weightage to 
advice while performing a difficult task compared to an easy one [12]. Hence the relevance of 
advice may be more pronounced in the adoption of investment intensive measures like 
windows. 
 
Trustworthiness of a organization working without profit motive (e.g. state agents or non-
governmental organizations) is higher than one working for profit motive (e.g. marketing 
agents) [10]. However, store sales personnel were found to influence customers’ choice [13, 
14]. Store visits and salespeople are very important source of information for buyers of 
durables [15, 16, 17], and individuals who are susceptible to interpersonal influence are more 
influenced by salespersons [18]. Studies in Sweden have shown that homeowners consider 
sellers/installers as an important source of information when adopting heating system [19], 
energy efficient building envelope components [4]. This may be because of homeowners’ 
perception that the sellers/installers are experts in their respective field and/or they usually 
make house visits to make on t he spot assessment of the requirements of their prospective 
clients. Moreover homeowners may consider the window sellers/installers in their locality 
similar to themselves, and the influence of an expert salesperson is high in such circumstances 
[20].  
 
3. Methodology 

The research methodology includes both quantitative and qualitative analysis. 
Homeowners’ perception of external actor’s influence in the adoption decision is based on a 
mail-in questionnaire survey of homeowners who availed investment subsidy to replace their 
windows with energy efficient windows (U-value ≤ 1.2 W/m2K). Questionnaire were sent to 
1010 homeowners in the two neighbouring counties in central Sweden (315 in Jämtland and 
695 in Västernorrland) whose addresses were collected from Boverket (Swedish National 
Board of Housing, Building and Planning) which administrated the programme during 2007-
2008. On an average, the homeowners in our survey received 14% of their investment cost as 
subsidy. The survey was conducted during November – December 2009. 25 que stionnaires 
were returned either due to incorrect address or non residence of the addressee. The response 
rate for the survey after one reminder was 59%. The questionnaire consisted of mainly three 
parts. Section A included questions about the reasons for replacement of windows, factors 
influencing respondents choice of windows, influence of external actors, perception towards 
energy efficiency measures. Questions regarding the influence of policy instruments in 
respondents’ adoption of energy efficiency measures were covered in Section B. Section C 
included questions related to socio-economic variables.  
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To understand the supply side actors’ perspective on energy efficient windows, we conducted 
interview of window sellers/installers in Jämtland county. A list of window sellers/installers 
in the Jämtland county was prepared based on a search on the yellow pages. All the 29 listed 
window sellers/installers/repairers were contacted for a s emi structured interview. However 
some of them did not participate because they had discontinued their business or merged with 
other companies or did not have time or were just into window cleaning business, while three 
sellers/installers were not interested to participate. Accordingly, we interviewed 12 
sellers/installers. The interviews were conducted during November 2009 – March 2010. We 
asked the interviewees mostly open ended questions about their influence on hom eowners’ 
choice of windows and their perception towards energy efficient windows.  
 
The interviewed personnel were highly experienced in window business as nine persons had 
more than 25 years of experience, while two had more than 10 years of experience. Ten of the 
interviewees were owner or partner of their firm, while two were sales personnel of their 
organization. 
 
4. Results 

4.1.   Respondents who availed investment subsidy to install energy efficient windows 
79% and 19% of the sample (1010 homeowners) installed windows with U-value 1.2 W/m2K 
and 1.1 W/m2K, respectively, while the rest 2% installed windows with U-value less than 1.1 
W/m2K. The composition of the respondents according to age, education, household income, 
building age and duration of occupancy in their house is provided in Table 1. Respondents 
who were old, university educated and who lived in old houses were more likely to replace 
their windows with energy efficient windows.  

Table 1: Composition of the respondents  
Age group in 
years 
(N=574) 

Education 
(N= 573) 

Annual 
household 
income (’K SEK)                            
(N= 563) 

Building age in 
years (N=566) 

Occupancy period     
(N=562) 

≤ 35 - 9% Primary     - 28% ≤ 150          -  2% ≤ 20   -   1% ≤  3 year       - 15% 
36-45 - 18% Upper        - 

33% secondary 
150 – 300   - 23% 21-30 -   3% 4-10 years    - 21% 

46-55 - 20% University - 39% 300 – 450  - 24% 31-40 - 35% 11-20 years  - 17% 
56-65 - 23%  450 – 600  - 24%  41-50 -  21% 21-30 years  - 15% 
>65 - 30%  > 600         - 27% >50    -  40% 31- 40 yeas  - 20% 
    >40 years     - 12% 
Note: Percentages are rounded to the nearest unit. 
 
4.2.   Information search and role of external actors 
For most respondents’ window sellers/installers (which include glass working companies) 
was the most influential actor in their window choice (Table 2). Interpersonal sources such as 
friends/peers/relatives were reported to be the second most influential external actors. Other 
external actors were important for only fewer respondents. 
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Table 2:  Importance of external actors’ advice in homeowners’ choice of windows 

Influence of external actor 
% of respondents  

N Important Neither nor Not important Mean 
Window sellers/installers  489 56 22 22 3.51 (0.064) 
Friends, relatives and peers  396 33 17 50 2.56 (0.079) 
Window manufacturers 388 27 11 62 2.23 (0.080) 
Internet forums  373 21 13 66 2.03 (0.075) 
Carpenters  377 21   8 71 1.97 (0.077) 
Building companies  378 18   8 74 1.83 (0.077) 
Municipal energy advisers 363 14   6 80 1.63 (0.066) 
Energy companies  345    1   4 95 1.15 (0.029) 
N = Number of respondents in respective category. Mean values are based on homeowners’ response on a Likert 
scale of 1 to 5 (1 = not at all important, 5 = very important). Values in parentheses are standard errors. 

There was no significant relationship among respondents preference for information sources 
on windows and their demographic characteristics. However, there was a trend that suggests 
that respondents with different demographic characteristics accorded varying level of 
importance to the external actors (Table 3). For example, university educated or aged up to 45 
years or female respondents gave higher importance to interpersonal sources.  

Table 3: Respondents in different demographic groups who attributed greater importance to an 
information source compared to other groups of respondents 
  

External actor 

Respondents’ socio-demographic characteristics 
Gender Education Age  Annual household 

income (1000 SEK) 
Window sellers/installers Female Basic >45 years   
Friends, relatives and peers Female University Upto 45 years 150-300 
Window manufacturers   >65 years  
Internet forums  University Upto 35 years 450-600 
Carpenters   46-55 years 150-450 
Building companies  Basic >65 years  
Municipal energy advisers  Basic   
 
Majority of homeowners (74%) contacted more than one external actor for information when 
they plan to replace their windows. About 60% of homeowners contacted two or more 
different type of external actors for information. Majority of homeowners contacted window 
sellers/installers for information on w indows, while energy advisers and energy companies 
were contacted by least number of homeowners (Table 4). 

Table 4: Homeowners’ frequency of contact to external actors for information about windows 
External actor contacted by 
homeowners 

N % of respondents contacting a specific external actor 
Contacted many Contacted only one Did not contact any 

Window sellers/installers 519 47 37 16 
Friends, relatives and peers  431 24 24 52 
Window manufacturers  430 17 17 66 
Building companies  438 10 18 72 
Carpenters  427  5 23 72 
Municipal energy advisers  418  2 14 84 
Energy companies  410    1 99 
N – Number of respondents; 5% of the respondents did not contact any of the above external actors. 
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26% of respondents bought and installed windows themselves, 21% bought windows 
themselves and installed it through professionals, and 53% replaced windows on turnkey basis 
wherein a professional did the entire window replacement. The homeowners who bought and 
installed windows themselves may be more knowledgeable in windows as they were more 
likely to be aware of better energy efficient windows in the Swedish market (p ≤ 0.01 as per 
chi-square test) than those who replaced their windows through professionals.  69%, 18% and 
11% of respondents entrusted the turnkey job to window sellers/installers, construction 
companies and carpenters, respectively. The various reasons homeowners’ entrust the window 
replacement task to the professionals is given in Table 5.  

Table 5: Reasons for entrusting the window replacement task on a turnkey basis 
Reasons for entrusting the work on a turnkey basis N % of respondents 

 Agree Neither nor Disagree 
The quality of the work would be high  274 85 4 11 
It was time consuming to do it myself  251 84 5 11 
It was complex to do it  263 75 9 16 
Did not have the skill to install windows myself  281 67 10 23 
Did not have the knowledge to select right window  272 43 14 43 
It was the cheapest option  253 31 19 50 
Friends, relative and peers recommended  241 20 10 70 

 
The most important factors for selecting a particular vendor for window replacement was 
easiness to contact them and the company’s reputation to undertake good quality work and 
service (Table 6).  

Table 6: Reasons for selecting a particular vendor for turnkey replacement of windows 
Reason for selecting a particular vendor N % of respondents 

 Agree Neither nor Disagree 
It was easier to contact the company  242 69 16 15 
Has the reputation of undertaking good quality work  239 65 23 12 
Has the reputation of good service  240 63 25 12 
Offered the best price  241 49 24 27 
Have good experience of their past work  229 28 12 60 
Friends, relative and peers recommended  223 22 13 65 
Only one who could offer the manufacturer I wanted  220 18 14 68 
Only company available locally  214   8   5 87 

 
53% of the total respondents and 64% of those who entrusted the window replacement task on 
turnkey basis reported that the company from which they bought windows had recommended 
a specific window. About 97% of respondents had installed the windows that were 
recommended to them. 

4.3.   Window sellers/installers perspective  
The window sellers/installers believed that they exert a v ery strong influence on their 
customer’s choice of windows. Some of them stated that their suggestions/information had a 
very strong impact as often the customers were not aware about the choices.   

 “Normally they [homeowners] decide about the type of windows when I visit them”. 

“They [homeowners] have many questions, …generally the advice we give weighs 
heavily”. 
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Window sellers/installers recommend/prefer windows with U-value from 1.1 to 1.8 W/m2K 
(Table 7).  

Table 7: U-value window sellers/installers prefer/recommend 
 U- value (W/m2K) Number of interviewees  
1.1 -1.2   2 
1.2 6 
1.3  2 
1.5  1 
< 1.8  1 
 
Majority of the sellers/installers do not recommend U-value less than 1.2 W/m2K mostly due 
to condensation problem and high cost of such windows. Some of the interviewees on 
condensation stated: 

“ Below 1.2 [U-value] you can get problems with condensation…. There is a wild chase to 
reduce U-values…. But in reality it does’nt work…” 

“Customers think it is too damn that they bought new windows and it gets condensation in 
the outside” 

“…if you get down to 1.2,…, the risk of condensation is large and I think the requirement 
is too hard” 

“If you get highly annoyed if you see a white window when you come down to eat 
breakfast in the kitchen, it was not nice of you to bought a low U-value window” 

According to a couple of sellers/installers, it is  difficult to sell the window manufacture’s 
argument that the external condensation in windows indicates its high energy efficiency. As 
per four sellers/installers, condensation in external surface of energy efficient windows occurs 
only during a very few occasion in Jämtland. As per many sellers/installers if the homeowners 
were informed about the potential condensation problem then the homeowners will not be 
“surprised” by condensation and thereby would not be dissatisfied by it. Window 
sellers/installers usually inform their customers about condensation issue associated with 
energy efficient windows.  

The price of windows with U-value < 1.2 W/m2K was a concern for many of the interviewees. 
Eight sellers/installers reported that it w as expensive to buy windows with U-value 1.0 
W/m2K, and energy efficiency benefits of such windows compared to windows with U-value 
of 1.2 W/m2K was only marginal. Hence, according to window sellers/installers it is not worth 
to buy such windows. 

5. Discussion and conclusion 

Prior to window purchases, majority of homeowners approached multiple external actors for 
information. Hence, Swedish homeowners may undertake active pre-purchase information 
search before buying windows. This study shows that majority of homeowners’ considered 
window sellers/installers as the most influential actor in their window choice. We found that 
the influence of window sellers/installers on hom eowners was so strong that if window 
sellers/installers recommended a particular window, homeowners’ usually would install it. 
Other external actors were not that influential. This indicates that window sellers/installers 
have a determinant role in the diffusion of energy efficient windows in Swedish detached 
houses Majority of homeowners in our sample (79%) who availed the investment subsidy for 
window replacement had installed windows that had a U-value of 1.2 W/m2K. Their choice of 
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windows with U-value of 1.2 W/m2K may be due to the favourable advice they received from 
window sellers/installers on such windows and that a U-value of 1.2 was required to receive 
the subsidy.  

Window sellers/installers preferred a window that was “reasonably” energy efficient, and 
majority did not recommend windows with U-value <1.2 W/m2K. They believed that the 
investment required for windows of U-value <1.2 W/m2K is not economically justifiable and 
also such windows cause condensation problem. To convince homeowners about the cost 
benefits and condensation issues, the sources they rely most (viz., window sellers/installers) 
need to be confident on those issues. The adoption rate of higher energy efficient windows 
could be increased by addressing the concerns of window sellers/installers towards 
condensation issues and higher prices of such windows.  

For a significant percentage of homeowners professionals did the entire window replacement. 
This is mainly because of respondents’ perception that the quality of the work would be good 
or due to time constraints to install windows themselves. Window sellers/installers were the 
most preferred actor for installing windows on turnkey basis. The most common reasons 
reported for selecting a particular vendor was easiness to contact them and reputation to 
undertake good quality work and service. The price offered was reported by relatively less 
number of homeowners in selecting the vendor. This may be because owing to the 
competition there could be only small price difference similar windows sold by vendors. 

Only 14% of respondents considered energy advisers as an important source of information 
on windows, and only 16% contacted an energy adviser. Our result is similar to earlier 
findings on homeowners contact with energy advisers [21]. The reasons could include low 
awareness about the energy advice service and a perception that energy advisers may not be 
experts in windows. 

Our discussions on ho meowners’ adoption decision are based on a mail-in questionnaire 
survey, and this has some disadvantages. For example, about 41% of the homeowners did not 
respond, and therefore, non-response bias might be a concern which we did not investigate. 
Furthermore, the respondents may not have entirely understood the questions, as in all 
questionnaire surveys, and we were not able to clarify the questions, which in turn might have 
influenced the responses. Similarly, as local climate may influence external condensation on 
windows, the perception of window sellers/installers on c ondensation in energy efficient 
windows and their subsequent recommendations may vary across Sweden. 
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Abstract: Electricity has always had a ‘time’ dimension for suppliers, and the advent of variable renewable 
generation may make this dimension more obvious to consumers than it has been in the past. Variable generation 
increases the need for an ‘active demand-side’, in order to balance load and achieve security of supply, and 
various forms of smart grid are under consideration and trial, possible prototypes for the grids of the future. 
However, it is often not clear what the implications of an active demand side are for small-scale end-users, 
although their participation (or cooperation, at a minimum) is seen as essential. As utilities increasingly require 
the cooperation of their customers in managing distribution networks, so they need to persuade them to adopt 
new tariffs, technologies and customer-utility relationships. Four options are outlined and discussed, with the 
aim of developing a better understanding of the social and behavioural dimensions of distributed generation. The 
options are based on work carried out as part of the SUPERGEN HiDEF (Highly Distributed Energy Future) 
project in the UK. The focus is on householders, who have been used to a passive relationship with their energy 
retailers, along with simple tariffs. Policy questions revolve around how to encourage the cooperation of end-
users – an ‘active demand side’ - and questions of control, equity and data privacy are significant factors in the 
embryonic public debate over smart grids.  
 
Keywords: household, electricity, dynamic demand, tariffs 

 
1. Introduction 

Electricity has always had a ‘time’ dimension from the viewpoint of suppliers: it must be 
generated, transmitted and distributed in order to meet demand with as little wastage as 
possible. This has entailed careful planning so that generating plant is available when needed 
and, increasingly, a degree of planning so that demand from larger consumers is predictable 
and manageable.  However, most residential and small business customers in most parts of the 
world have been used to a flow of electricity at any time, and at constant prices per unit.  
 
With growing demand, especially growing peak demand, the time dimension has become 
more and more important to planners – hence the attention paid to demand-side management 
over the past few decades in parts of the world with sharp peaks, most commonly associated 
with high demand for air-conditioning on hot afternoons. In regions with a high proportion of 
nuclear generation, too, there have been adaptations to shift electricity demand in order to use 
the baseload available at night, such as storage heaters. Now, an increasing proportion of 
renewable generation increases the need to move from the old ‘predict and provide’ utility 
paradigm to one with a more ‘active’ demand side – where demand can be decreased or 
increased in order to match supply with demand.  
 
Various forms of ‘smart grid’ are proposed in order to make this accurate matching possible. 
The term is used to mean many things, just as the term ‘smart meter’ has meant many things 
to many people [1]. In essence, though, a smart grid involves the merging of communication 
networks (fast-evolving technologies) with electricity grids and networks (not much changed 
in their basic structure since the time of Edison). The European Technology Platform defines 
the Smart Grid as: 
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– an electricity network that can intelligently integrate the actions of all users connected 
to it -generators, consumers and those that do both –in order to efficiently deliver 
sustainable, economic and secure electricity supplies. [2] 

 
The intention is that smart grids will enable and/or require customer ‘participation’ , allowing 
for better control of generation, distribution and usage at all levels. But early pilot grids (such 
as those in Boulder, Colorado, and Amsterdam) are raising as many questions as they are 
answering. There are still fundamental questions to be asked about approaches to the smart 
grid. For example, should it be incremental and carefully costed and tested at each stage, or 
implemented comprehensively through massive infrastructure investments, in confidence that 
enough applications will emerge to justify those investments? If the latter, how are customers 
to be persuaded to fund the SG through their taxes and electricity charges? If the former, how 
much will consumer priorities influence SG development, and how much will the SG 
influence consumer practices? 
 
While much attention has been paid to technical specifications for these grids, it not always 
clear what the implications are for small-scale end-users. While the grid itself is seen as an 
intelligent agent, it is often not clear how electricity customers may also be agents. They tend 
to be seen as passive elements in the system, communicating only through the billing system 
and the complaints system. The UK government has probably gone as far as any in its stated 
ambition for consumer/prosumer participation, in setting out a specification for smart meters 
that includes provision for microgeneration, customer feedback displays, ability to change 
supplier and tariff readily, and ability to control devices in the home; and in its statements on 
the nature of a smart grid. For example: 
 

A focus on the consumer’s perspective must be at the heart of decision making 
at each stage under the programme; as well as the views of industry participants 
who will take on responsibility for delivery following changes to the regulatory 
framework [3]. 
 
Consumers will need to be involved in the process of developing the electricity 
system… plans need to be developed in consultation with consumer interests… 
Clear rules and arrangements for the protection of consumer privacy will need to 
be a priority. First step: building increased smartness into homes, giving a 
clearer picture of energy use, greater choice and control [4]. 
 

If there is a sufficiently powerful combination of factors in implementing an active demand 
side, then the distribution of activity could change significantly. These factors would need to 
include: 

(a) suppliers’ and distributors’ strong need to cultivate an ‘active demand side’ in order to 
manage the system;  

(b) the ability and willingness of consumers to become prosumers, contributing to supply 
and storage as well as using it;  

(c) regulatory support for distributed generation and equitable participation; and  

(d) reliable and trusted technology.  

It may be useful to break down the idea of ‘activity’ into aspects of control, investment 
decisions (e.g. network operators investing in substation equipment, or customers investing in 
efficient freezers or frequency-response-enabled appliances). It is unrealistic to imagine that 
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all consumers will change from their relatively passive positions in the system to active , 
interested engagement, but there is potential for some change in most consumers [5].  
 
As utilities increasingly need some cooperation from their customers in managing distribution 
networks, so they may need to ‘teach’ customers about the time dimension of electricity 
flows, in order to persuade them to adopt new tariffs and technologies more readily. An early 
example of this sort of practical education, conducted in the course of a trial of real-time 
pricing, is given in [6]. Technological and commercial drivers are moving in the direction of 
more sophisticated control and pricing arrangements, including real-time pricing, remote 
control of appliances by the utility, demand aggregation, and ‘dynamic demand’ through 
smart appliances.  The purpose of this paper is to examine some of these options in order to 
move towards a better understanding of the social and behavioural dimensions of both ‘active 
demand’ and distributed generation.  
 
2. Method 

The material for this paper comes mostly from a literature review carried out as part of the 
SUPERGEN HiDEF (Highly Distributed Energy Future) project in the UK. The project is 
developing approaches, technologies and policies for an electricity system that provides 
sustainability, security and low carbon emissions through widespread deployment of 
distributed energy resources. It analyses possibilities for decentralising five features of 
electricity systems: resources, control, network infrastructure, participation (markets and 
commercial arrangements), and policy.  
 
A number of possible types of customer-utility relationship arise from these possibilities. In 
this paper, four are selected and discussed with an eye to their policy implications. This of 
course means that other options are ignored – for example, demand aggregation and 
community energy services companies – but the aim is to open up the debate on active 
demand, not to give an exhaustive account of all that it might involve. 
 
3. Themes in the active demand literature 

The research literature on demand management does not always acknowledge or reflect the 
variety in electricity systems. This variety can be assessed on a number of scales, but three 
immediately come to mind: composition and timing of demand, type and scale of generation, 
and degree of regulation. For example, what are the current patterns of demand, and how 
much are they likely to alter in future, in what directions? Does the system have large-scale 
biddable centralized generation, a high proportion of nuclear (inflexible) generation, or a 
significant proportion of distributed and variable generation?   How heavily regulated is the 
market?  
 
The answers to these questions will affect what is seen as possible and desirable for the future. 
So will the technologies that are available, and the extent to which they are marketed around 
the world. Grid management that is suitable for a summer-peaking region with highly 
regulated utilities may not be applicable to a temperate region with liberalized markets, yet 
there will be an inevitable push to increase the market for technologies that have been 
designed for one set of circumstances into areas with other conditions. But as yet, there is not 
a great deal of experience in implementing demand response in parts of the world other than 
North America. A recent review of experience in the EU concludes that progress has been 
slow because of limited knowledge of demand response-related energy-saving capacities. The 
high estimated cost of necessary technologies and infrastructure, and the policy focus on 
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market liberalisation [7]. Nor is there much on the relationship between demand response and 
demand reduction, in spite of its clear importance in terms of reducing the environmental 
impact of electricity more generally [8, 9]. And neither is there a great deal of research on 
what demand response means to consumers. Most of what there is comes from research 
carried out with customers who have opted into a programme, typically a very small 
proportion of the population to which they belong. 
 
Therefore it is still useful to do some basic thinking about how we might best research 
demand response as seen from the standpoint of the end-user. As an exercise in this, four  
possible ways of encouraging an active demand side have been selected, to take an initial look 
at what they might mean to small-scale consumers or prosumers. They are outlined below.   
 
3.1. Demand reduction via efficiency, rethinking energy services and lowering 

discretionary demand  
Demand reduction is not always included in discussions of active demand, but I would argue 
that it is a central consideration. Managing a high-demand system is very different (and, 
mostly, more problematic) than managing a low-demand system. Climate change and energy 
security considerations mean that demand reduction is still normally a governmental policy 
objective, even if not necessarily a central objective for de-regulated utilities.  
 
For demand reduction, the supplier-consumer relationship is normally voluntary/persuasive, 
sometimes assisted by technology. Although improved customer feedback from the supplier is 
useful, highly detailed data are not essential [10]. Some benefits are realised through changes 
in daily routines and practices, some through investment in improved technology, retrofits or 
efficiency measures, and some through rethinking the customer’s approach to energy services 
– for example, car-sharing, turning down heating in unoccupied rooms, or line-drying laundry 
rather than using a mechanical tumble drier.  
 
This would seem to be the simplest form of active demand, one that affects overall and peak 
demand. Truly ‘active’ customers minimise demand as a conscious exercise, often becoming 
more energy literate in the process. At the extremes, they may live in passive-standard homes 
and go off-grid. Much of this is likely to be beyond the control of suppliers, although there are 
structured and monitored forms of demand reduction in which suppliers are incentivised to 
invest in efficiency. An example is the Carbon Emissions Reduction Target in the UK, one of 
a number of initiatives introduced in the EU in response to concerns that market liberalisation 
would lead to increased consumption through lower prices. Under schemes such as this, 
although suppliers have no obvious reason to minimise demand in a competitive market, they 
do have an obligation to act in concert with their customers by funding efficiency measures 
and feedback/advice programmes (and, for CERT, some microgeneration), in order to be able 
to continue their business. Reference [11] gives an account of lessons learned in three EU 
countries from demand reduction obligations.  
 
In demand reduction initiatives, control of usage normally rests with the customer. There may 
be equity considerations: who benefits most from subsidies, grants or demand reduction 
incentivizing tariffs? CERT has rules which address equity issues by defining priority groups 
and requiring suppliers to give minimum levels of assistance to them. Data privacy is rarely a 
problem, as benefits are likely to be estimated rather than measured, but even if they are 
measured, there is no need for high-resolution data. Evaluation of this type of active demand 
initiative can be a problem, though, when benefits are estimated. 
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3.2.  ‘Static’ time-of-use pricing to minimise peak demand, through reduced discretionary 
demand and load-shifting  

Static time-of-use (TOU) tariffs – static in that they stay the same over relatively long time 
periods of time, are often cited as the main reason for introducing smart metering. The 
customer-supplier relationship here is normally voluntary, with customers choosing to opt 
into TOU pricing, although there are moves in some parts of the world (e.g. Ontario) towards 
making it the default mode, especially for business customers. The tariffs rely on interval 
metering and an upgraded billing system, each of which is expensive and time-consuming to 
implement. 
 
From the customer standpoint, adopting TOU tariffs need not mean any change in activity at 
all. Some will benefit in any case if they move away from a flat rate, depending on how the 
TOU tariff is structured and what their normal daily routines are. The TOU prices are 
dependable, and provided the customer has accurate information about when it is best to avoid 
high consumption, new habits of demand reduction and load-shifting can be formed.  
 
The supplier continues to carry any risk associated with volatile electricity prices in the short 
term, even if that is likely to be passed to the customer in the longer term. There is a degree of 
supplier-customer engagement, and TOU pricing could be seen as a means of educating 
customers about the ‘time’ dimension of electricity, opening their eyes to the concepts of peak 
and trough demand. There is also scope for some automation, with a simple example being 
the programmable thermostat or washing machine, so that customers can cut down or cut out 
consumption at certain times of day; and scope for direct load control by the utility, to use 
consumer heat stores at certain times of day and reduce load at others.  
 
Most of the control of consumption (and generation) still normally rests with the customer, 
although a range of options exist. Still, the customer can normally choose how much control 
to hand over to a supplier or network operator, and whether to adopt any form of ‘enabling 
technology’. Typically, customer participation in TOU programmes is very low, around 1%, 
if they are expected to opt into the programme. There is resistance to compulsory smart 
metering in several regions at the time of writing, on grounds of cost, invasion of privacy, and 
even the claimed damaging impact of radio waves from smart meters on health.  Data privacy 
may be an issue for some customers, as individual load curves are being recorded and used for 
billing, and direct load control is certainly an extension of supplier power into the home, 
likely to be seen as a loss of privacy. Equity issues become more complex than they are for 
demand reduction: for example, why should a low consumer subsidise the installation of load-
control technologies in the homes of high consumers? And the system can be somewhat 
inflexible, not offering any incentives for extra demand reduction at the times of greatest 
stress [12]. Evaluation of TOU pricing, though, can be fairly straightforward: what was the 
peak demand reduction in different weather conditions? Did consumer response persist? How 
many people participated? And who were the main gainers and losers from the new tariffs? 
(More difficult, this, but still possible to establish). 
 
3.3. Dynamic (real time) pricing 
One of the main features of real time pricing is the way in which it transfers some of the risk 
of price volatility to customers, by charging them the current spot price for electricity. It is 
mediated by smart metering and billing systems, and is likely to be of particular interest for 
microgenerators and/or for anyone interested in energy storage. There are few examples of 
real-time pricing (RTP) for small-scale end-users, beyond the trial stage. To date, the 
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relationship between supplier and consumer/producer is normally voluntary, though 
contractual.  
 
RTP requires a constant flow of information between supplier, consumer (and 
microgeneration technologies), so is heavily reliant on functioning ICT. Because of the 
unpredictable nature of local load balance at any point, response is best not left to the 
voluntary choice of the customer, but requires some automation. For example, the customer 
could set the upper boundary beyond which s/he will not pay for any more supply and the 
system must cap supply to the home; or the lower boundary beyond which s/he will not export 
any own-generation to the grid.  
 
There is little experience with RTP for residential customers, and there is a great deal to be 
discovered about their response in terms of price elasticity and wider impacts on behavior 
patterns. A couple of early trials show some encouraging results when a relatively simple, 
robust scheme is put in place with well-informed customers [13, 14]. But we still know very 
little about how RTP might fit with microgeneration, storage generally, and new technologies 
such as heat pumps and electric vehicles. There are clearly both equity and data protection 
considerations, considering the potential complexity of RTP systems.  
 
3.4. Dynamic demand – automated network balancing 
Dynamic demand comes at the least ‘active’ end of the active demand spectrum. The 
relationship between network operator and customer is essentially one in which they co-
manage the load in a locality through frequency response in smart appliances. The appliance 
responds to minute changes in frequency by cycling on or off according to the load on the 
network at any instant. Customers make the investment; it is not yet clear whether or how this 
type of arrangement might be formalised through contracts in which the customer payments 
are reduced in recognition for their contribution of ancillary services to the network operator. 
There is no householder intervention, other than choosing to buy the appliance, and even that 
may become a non-choice in time.  
 
The four options are summarised in Table 1 overleaf. 

4. Conclusions 

The purpose of this paper was to examine some ‘active demand’ options for householders, in 
order to move towards a better understanding of social and behavioural dimensions of both 
‘active demand’ and distributed generation. Involvement in active demand involves 
recognition of a dimension in electricity supply and usage – time – that is new to many 
consumers. However, ‘active’ can have many meanings, and an active demand side does not 
always mean that the people making the demand are consciously thinking about it. Indeed, 
they typically think about it very little and, for the more fine-tuned types of active demand, 
thinking is unnecessary: the function has to be automated.  
 
Overall demand reduction – where conscious activity counts for most –  tends to be relegated 
to the fringes of the debate on active demand. The debates on demand reduction and better 
load management are sometimes confused: achieving the latter does not necessarily mean that 
any progress is made on the former, although the former is, in the long term, the most 
important issue. Questions of control, equity and data privacy emerge as significant factors in 
the debates that are already taking place in California, Ontario, Victoria, and the Netherlands 
(to give a few examples) – debates that will spread to other regions before long.  
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Table 1: Summary of four ‘active demand’ options, from the end-user standpoint 
Options for 
householders in 
a ‘new 
dimension’ 
world 

Main objectives Householder 
activity 

Comments 

Demand 
reduction 

Better-informed 
energy 
management; 
retrofits and 
investment in 
energy efficiency. 

Question routines 
and practices, 
change practices, 
invest in efficiency 
measures, develop 
energy literacy. 

The most conscious 
and obviously 
‘active’ option. 
Enabling technology 
or measures can be 
very simple or non-
existent. 

Static time-of-use 
tariffs 

System 
management to 
reduce peak load 
and need for 
expensive ‘peaking 
plant’ 

Choice of tariff and 
possible direct load 
control by utility; 
possible changes in 
routines / 
investment in 
enabling 
technology. 

Must have interval 
metering. Raises 
some equity and 
data management 
issues. May have 
application for 
microgenerators, to 
optimise generation 
in home over time. 

Real-time pricing Load management 
to reduce peaks and 
utilize variable 
generation 
efficiently 

Choice of tariff/ 
contract, and 
technologies. 

More complexity 
and risk than TOUP, 
but more flexibility 
– necessary for less 
predictable supply. 
Relatively untried, 
but central to the 
idea of the smart 
grid.  

Dynamic 
demand, smart 
appliances 

Network 
management to 
maintain grid 
frequency 

Choice of 
appliances and 
possible contract 
with network 
operator. 

Least problematic of 
all options, and 
compatible with any 
of them. But 
requires highly 
reliable, robust 
technology. 

 
There are likely to be tensions between approaches that aim to inform and involve 
householders (leaving them with considerable control), and those that encourage them to 
adopt technologies that will lessen their control and/or transfer it to the utility.  Consumers 
and prosumers vary in their willingness to pay attention to their energy use, let alone to 
manage it. There is scope for a suite of approaches, in order to involve as many of the 
population as necessary in system management; however, there is a strong case for 
incentivising active consumer involvement in the first instance. 
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Abstract: In this study we analyze the effects of energy efficiency measures on the life cycle primary energy use 
of a case-study (reference) 4-story wood-frame apartment building using electric resistance heating, bedrock heat 
pump, or cogeneration-based district heating. The reference building has an annual final heat energy demand of 
110 kWh/m2. The energy efficiency measures analyzed are improved windows and doors, increased insulation in 
attic and exterior walls, installation of improved water taps, and installation of a heat recovery unit in the 
ventilation system. We follow the buildings’ life cycles and calculate the primary energy use during the 
production, retrofitting, operation and end-of-life phases, and the energy reduction achieved by the measures. 
The results show that the measures give significantly greater life cycle primary energy savings when using 
resistance heating than when using district heating. However, a resistance heated building with the efficiency 
measures still has greater life cycle primary energy use than a district heated building without the measures. 
Ventilation heat recovery is the most effective measure when using resistance heating while improved windows 
and doors is the most effective when using district heating. This study shows the importance of considering the 
interactions between individual measures and the type of heat supply system when selecting energy efficiency 
measures. 
 
Keywords: Life cycle, Primary energy, End-use energy efficiency measures, Retrofitting, Low energy buildings 

1. Introduction 

The building sector offers significant potential to reduce primary energy use and thereby 
reduce CO2 emission [1]. Several strategies can be used to realize this potential, e.g. reduced 
heating demands and increased efficiency in energy supply chains. The construction of new 
low energy buildings is important in the long term, but has small effect on the building 
sector’s overall energy use in the short term, as the rate of addition of new buildings to the 
building stock is low [2]. Large potential exists to reduce primary energy use in existing 
buildings in the short term, through energy efficiency measures. Energy efficiency measures 
may be implemented at any time in a building’s service life, but some measures are more cost-
effective during major renovation works [3].  
 
The life cycle of a building encompasses production, retrofitting, operation and end-of-life 
phases, which all are interlinked. The final operation energy use in existing buildings can be 
reduced considerably by implementing energy efficiency measures, e.g. improved insulation, 
efficient windows, heat recovery from exhaust ventilation air and efficient appliances. These 
building retrofitting measures also increase material use and the production energy use. 
Together that reduce the dominance of the operating phase and other life cycle phases 
becomes relatively more important [4]. The primary energy use depends on the energy supply 
systems. The energy supply of a building can be provided by different types of supply systems 
resulting in a large variation in primary energy use for a given final energy use [5]. Hence, the 
primary energy savings of energy efficiency measures depend on the energy supply systems. 
Commonly, the difference in final operation energy use before and after implementing energy 
efficiency measures is used to estimate the savings from such measures. This is inadequate 
because the energy implications of implementing energy efficiency measures extend beyond 
the operation phase. Instead, a comprehensive approach to analyze the savings of energy 
efficiency measures requires a system-wide perspective, including all life cycle phases of a 
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building and the entire energy chains, from natural resources to final energy services.  
 
In this study we analyze the potential final energy savings in an existing Swedish apartment 
building by energy efficiency measures, and explore the life cycle primary energy 
implications of implementing the measures. We consider space heating systems using electric 
resistance heating, heat pump or district heating. 
 
2. Method 

We calculate the primary energy use for all life cycle phases of a reference building before 
and after implementing the energy efficiency measures, taking into account the production, 
retrofitting, operation and end-of-life phases.  
 
2.1.  Case-study building 
The case-study building is a 4-storey wood frame apartment building constructed around 1995 
in Växjö, Sweden. It has 4 floors and 16 apartments, and a total heated floor area of 1190 m2. 
The roof consists of two layers of asphalt-impregnated felt, wood panels, 40 cm mineral wool 
between wooden roof trusses, polythene foils and gypsum boards, giving an overall U-value 
of 0.13 W/m2 K. The windows are double glazed and have a U-value of 1.9 W/m2 K. The 
external doors have a U-value of 1.19 W/m2 K and consist of framing with double glazed 
window panels. The external walls have a U-value of 0.20 W/m2 K and consist of three layers: 
5 cm plaster-compatible mineral wool panels, 12 cm thick timber studs with mineral wool 
between the studs, and a wiring and plumbing installation layer consisting of 7 cm thick 
timber studs and mineral wool. Two-thirds of the facade is plastered with stucco, while the 
facades of the stairwells and the window surrounds consist of wood paneling. The ground 
floor consists of 1.5 cm oak boarding on 16 cm concrete slab laid on 7 cm expanded 
polystyrene and 15 cm macadam, resulting in a U-value of 0.23 W/m2 K. The construction 
and thermal characteristics of the building, including the U-values of the components are 
given by Persson [6].  
 

2.2. Energy efficiency measures considered 
We model energy efficiency measures to the case-study building to achieve a passive house 
standard.  The energy efficiency measures are shows in Table 1. We calculate the U-values 
resulting from implementing these measures using the method recommended by Swedisol [7].  
 
Table 1. End-use energy efficiency measures applied  
Description                                         Effect of improvement 
Improved taps  Reduced hot water used 
15 cm additional mineral wool insulation to the roof U-value from 0.13 to 0.08 
Windows replaced by triple glazed units (krypton filled) U-value from 1.9 to 0.90 
Doors replaced by triple glazed units (krypton filled)  U-value from 1.19 to 0.90 
25 cm additional mineral wool insulation to external walls U-value from 0.20 to 0.10 
Incorporation of  heat recovery unit in the ventilation system Reduced ventilation heat loss 
 
We use simplified assumptions when modeling the measures for the building. For the exterior 
walls, we assume that the additional 25 cm mineral wool insulation is added to the exterior 
façade of the building, and covered by new stucco and plasterboard cladding supported by 
wooden studs spaced at 0.6 m apart. We assume that the original roof overhang is sufficient to 
cover the wider walls. For the roof, we assume that the additional 15 cm mineral wool 
insulation can be installed in the existing attic space. We assume that the ventilation heat 
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recovery unit with 85% efficiency is installed and that the ventilation ducts for incoming air 
can be fitted in the buildings [8].  Based on data from the Swedish Energy Agency [9], we 
assume that final energy for tap water heating is reduced by 40% by changing from 
conventional to efficient water taps. 
 
2.3. Production and retrofitting phases 
During the production and retrofitting phases we account for all the materials used in the 
building, including the initial construction and the energy efficient retrofitting. We calculate 
the primary energy used to extract, process, transport and assemble the materials, and also the 
available bioenergy recovered from biomass residues in the wood product chain [10]. The 
specific end-use energy for building material production is based on two Swedish studies [11, 
12]. The on-site construction energy used to assemble the building material is estimated using 
data from Adalberth [13]. We assume that the on-site energy used for the retrofitting work is 
proportionally equal to the on-site energy used for the initial building construction, weighted 
by the relative amounts of energy used to produce the building materials used in the reference 
building and in the improved building. For calculations of biofuel recoverable from biomass 
residues we use data from Lehtonen et al. [14] and Sathre [10]. To convert end-use energy for 
material production to primary energy, we use fuel cycle loss values of 10% for coal, 5% for 
oil and 5% for natural gas, and we assume electricity comes from coal-fired plants [15]. 
 
2.4. Operation phase 
During the operation phase, we consider the primary energy used for space heating, 
ventilation, domestic hot water, and household electricity. We model the operating energy of 
the building before and after applying each of the energy efficiency measures, to determine 
the final energy savings from the measures. The reference building was built in 1995, and we 
model the pre-retrofitting operating energy use for 15 years. We assume the retrofitting takes 
place in 2010, and we assume a building lifespan of 50 year after retrofitting. The final energy 
for space heating, ventilation, domestic hot water and household electricity are modeled using 
ENORM software [16]. We assume an indoor temperature of 22oC and use climate data for 
Växjo, in southern Sweden. The average annual maximum and minimum temperatures of 
Växjo are 28 and -18 oC, respectively. 
 
To quantify the primary energy required to meet the final operation energy use we use the 
ENSYST software [17], which calculates primary energy use considering the entire energy 
chains from natural resource extraction to final energy supply. We analyze cases where heat is 
delivered by electric resistance heating, heat pump or district heating. For the electric 
resistance heating and heat pump, 95% of the electricity is assumed to be supplied from stand-
alone biomass steam turbine (BST) plants and the remaining from light-oil gas turbine plants. 
For district heating, 90% of the district heat production is assumed to be supplied from 
combined heat and power (CHP) BST plant, with oil boilers accounting for the remainder. We 
credit the cogenerated electricity to the district heat plant assuming that it replaces electricity 
produced from a stand-alone plant with similar technology and fuel [18]. 
 
2.5. End-of-life phase 
We assume that the building is demolished after its service life, with the concrete, steel and 
wood materials recovered. We calculate the net end-of-life primary energy use as the primary 
energy used to disassemble and transport the building materials, minus the primary energy 
benefits from the recovered concrete, steel and wood. We follow the methodology developed 
by Dodoo et al. [4], and use data from Adalberth [13] and Björklund and Tillman [12]. 
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3. Results 

Table 2 shows the final and primary energy use for heating and ventilating of the reference 
building and after applying each of the energy efficiency measures to the building. The 
measures cumulatively decrease the primary energy use by 61%, 52% and 39% for the 
resistance heating, heat pump and district heating scenarios, respectively. Heat recovery of 
ventilation air gives the biggest single decrease in primary energy use when using resistance 
heaters and heat pump, while efficient windows and doors give the highest primary energy 
savings when using district heating. The use of heat recovery ventilation system also increases 
the electricity use, reducing the primary energy savings of ventilation heat recovery. For 
district heating system mainly based on CHP production, a reduced heat use also reduces the 
potential production of electricity. 
 
Table 2. Annual final and primary energy use (kWh/m2) for operation after implementation of different 
measures. Each successive measure includes the effects of all previous measures. 
Applied end-use energy 
efficiency measures 

Final  energy use for different  
energy services  

  Total Primary energy use 
for space and tap water 
heating, and ventilation 

Space   
heating 

Tap 
water  

heating 

Venti- 
lation 

electricity 

Total 
 

Resistance 
heating 

Heat 
pump 

District  
heating 

Reference  70 40 4 114 

 

340 109 72 
+Improved taps 70 24 4 98 293 95    63 
+ Additional roof 
insulation 

69 24 4 97 290 94    63 

+ Improved 
windows/doors 

51 24 4 79 236 78    53 

+ Additional external 
walls insulation 

43 24 4 71 212 71   49 

+ Ventilation heat recovery  13 24 8 45 134 57   44 
 
Table 3 shows the net primary energy used for the production of the building in the reference 
and the improved cases. The primary energy balance for the improved building comprises the 
initial construction primary energy plus the additional primary energy due to the energy 
efficient retrofitting. Material production primary energy use increases by about 17% when 
the measures are cumulatively applied. 
 
Table 3. Production primary energy balances for the reference building and the improved building 
with all the energy efficiency measures applied.  
Description Primary energy used (kWh/m2) 

Reference   Improved 
Production of building materials 579  680 
On-site construction work 50  59 
Recovered biomass residues -345  -355 
Total 284  384 
 
Fig. 1 shows the primary energy use during 50 years of operation of the reference building 
and the improved building with all the measures implemented when using BST supply 
technology. In the improved building the primary energy for space and water heating 
decreases, but that for ventilation increases, as additional electricity is used to run the heat 
recovery ventilation system. The cumulatively applied measures results in greater decrease in 
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operation primary energy in the cases where the building is heated with electricity. However, 
the reference building with district heating has lower operating primary energy than the 
improved building with resistance heating. Thus, the type of heat supply has greater impact on 
primary energy use than do the energy efficiency measures. 
 

 
Fig 1. Primary energy use for building operation for 50 years, for the reference building and the 
improved building with all the measures cumulatively applied. 
 
Table 4 shows the primary energy balances of the end-of-life phase of the buildings. Recovery 
of wood for use as biofuel gives the greatest end-of-life primary energy benefit, followed by 
recycling steels to replace ore-based steel. Recycling of concrete as crushed aggregate gives a 
minor end-of-life primary energy benefit.  
 
Table 4. End-of-life primary energy balances for the reference building and the improved building 
with all the energy efficiency measures applied.   
Description Primary energy used (kWh/m2) 

Reference   Improved  
Disassembly 5  5 
Concrete recovery for crushed aggregate -3  -3 
Steel recovery for feedstock -60  -60 
Wood recovery for fuel -305  -311 
Total 363  369 
 
Fig. 2 shows the development over time of the primary energy use of the building with and 
without the energy efficient retrofitting for space and tap water heating and ventilation. The 
construction of the building in 1995 uses 579 kWh/m2 of primary energy, while 345 kWh/m2 
of bioenergy can be recovered from biomass residues. From 1995 to 2010, energy is used for 
space and tap water heating and ventilation of the reference building, and is greater for the 
resistance heated building than for the building with district heating or heat pump. In 2010, 
additional energy is used to retrofit the buildings. The primary operation energy from 2010 to 
2060 is significantly lower if the building is improved. The energy “pay-back period” for the 
energy used for retrofitting is short. The net life cycle energy benefit of the improvement is 
the difference between the unmarked and the corresponding marked lines at the year 2060. 
The benefit is positive in all cases and is greatest when the building uses electric resistance 
heating. 

0

5000

10000

15000

20000

25000
Household & facility electricity

Water heating

Ventilation electricity

Space heating

iiP
rim

ar
y 

en
er

gy
 u

se
 (k

W
h/

m
2 )

Reference Improved

Resistance heating Heat pump District heating

Reference ReferenceImproved Improved

1098



 

 
Fig 2. Cumulative primary energy use for space and tap water heating, and ventilation for the 
buildings with (marked lines) and without (unmarked lines) improvement, with resistance heating 
(RH), heat pump (HP) or district heating (DH).  
 
Fig. 3 shows the total cumulative primary energy use of the building with and without the 
energy efficiency measures but including the primary energy for household electricity. The 
energy benefits of improvements to the building are still apparent, but are proportionally less 
significant as the total primary energy use is considered.  
 

 
Fig 3. Cumulative primary energy use, for the buildings with and without improvement, including 
space heating and ventilation as well as energy for household electricity. 
 
Table 5 shows the primary energy use during the life cycle phases of the buildings. The 
primary energy use during the operation phase dominates, but the relative importance of other 
life cycle phases increase when the energy efficiency measures are implemented. The primary 
energy balance during the production phase is relatively small because the primary energy 
used for material production is largely offset by energy gained from the biomass residues.  
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Table 5. Net primary energy use of the life cycle phases of the reference and improved buildings, 
including the production, operation and end-of-life phases. 
Life cycle phases                             Primary energy use 

(kWh/m2) 
    

 Resistance heating  Heat pump  District heating 
  Reference Improved  Reference Improved  Reference Improved 
Production/retrofitting 284 384  284 384  284 384 
Operation (50 years) 24781 14481  14569 11046  11365 9968 
End-of-life -363 -369  -363 -369  -363 -369 
Total 24702 14496   14490 11061   11286 9983 
 
4. Discussion and conclusions 
The primary energy savings of different energy efficiency measures depend in part on used 
heat supply system. Heat recovery from ventilation air is most effective where heat supply is 
from electricity-based systems. The increase in ventilation electricity, however, erodes part of 
the primary energy reduction. For heat supply from cogeneration-based district heating, 
efficient windows and doors are the most effective.  
 
The production primary energy becomes increasingly important as buildings become more 
energy efficient. Primary energy used for production increases significantly by retrofitting a 
building, but the resulting reduction in space heating primary energy is much higher, resulting 
in an overall life cycle primary energy reduction.  
 
The results show that the choice of heat supply system has greater impact on primary energy 
use than the end-use energy efficiency measures, confirming the results of Gustavsson and 
Joelsson [5]. Hence, to further minimize primary energy use when buildings are refurbished, 
priority should be given to energy efficient supply systems such as district heating where 
possible. When selecting energy efficiency measures, attention should be given to the 
interaction between individual measures and the type of heat supply system, in particular the 
electricity use for ventilation heat recovery together with cogeneration-based district heating. 
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Abstract: The ventilation heat loss in a typical unimproved UK dwelling is approximately equal to the 
conduction loss; therefore draught-proofing measures should form part of any energy refurbishment package. 
This will improve the building’s air permeability but risks incurring additional energy costs associated with the 
need to provide controlled ventilation to maintain indoor air quality. This paper aims to determine the point at 
which the air permeability of the building improves the energy performance by enough to justify the increase in 
energy associated with the installation of mechanical ventilation with heat recovery (MVHR). A 1930’s style 
semi-detached house, representative of a large proportion of solid wall dwellings in the UK, has been improved 
by a package of measures including MVHR. The building air tightness plays a critical role in reducing the 
building energy consumption and CO2 emissions. 
 
Keywords: Retrofitting, Building Simulation, Mechanical Ventilation, Heat Recovery 

1. Introduction 

The UK has the oldest housing stock in the developed world with over 8.5 million properties 
over 60 years old1. The consequence of this is that building energy performance was not a 
concern at time of construction, therefore space heating dominates as a result of poor heat 
transfer characteristics associated with the building envelope and high infiltration rates. Of the 
25 million dwellings in the UK, 34% are solid-wall dwellings and responsible for 50% of the 
total UK domestic sector CO2 emissions2. CALEBRE (Consumer-Appealing Low Energy 
technologies for Building Retrofitting) is a £2 million research project, funded jointly by 
Research Councils UK Energy Programme and E.On. The project aims to establish a 
validated, comprehensive refurbishment package for reducing UK domestic CO2 emissions, 
whilst being acceptable and appealing to householders. As part of this project, a newly-
constructed occupied test house (the E.On house), specially built to 1930s standards and 
located on the campus of the University of Nottingham, is being used to evaluate retrofit 
solutions specifically targeted at solid-wall properties (classified as 'hard-to-treat'). Currently 
a number of improvements to the thermal properties of the construction and glazing fittings 
have been applied, in addition to a series of draught-proofing measures to improve the 
building air-tightness. An air permeability test is carried out after the application of each 
measure, and the ongoing energy performance of the building is recorded using a 
comprehensive monitoring system. 
 
As the air tightness of the building improves it will become necessary to introduce a 
controlled ventilation system to maintain the indoor air quality (IAQ). As part of this research 
project a mechanical ventilation system with heat recovery (MVHR) has been installed and 
the impact on the building performance with regards to energy performance and IAQ is being 
monitored.  The combined effects of improving the air tightness and installing MVHR 
reduces the building’s space heating demand by decreasing infiltration and recovering thermal 
energy from the exhaust air to preheat the supply air. These savings come at the expense of 
the energy associated with the system’s continuous operation; therefore there is a delicate 
balance between energy conservation and energy consumption associated with the system. 
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This paper reports a preliminary study to understand the relationship between energy savings 
attributable to the MVHR system and whole house air tightness, and to determine the critical 
value of air permeability above which MVHR is ineffective as a means of energy saving in 
the dwelling. 
 
2. Building Air Tightness 

Findings generally support the notion that dwellings in more severe climates, such as Sweden, 
Norway and Canada are built more airtight, where the primary aim is to conserve energy and 
improve thermal comfort3. This level of air tightness necessitates a method of controlled 
ventilation and MVHR is generally installed as standard. The UK experiences a milder 
climate and dwellings are predominantly less airtight4, relying on infiltration combined with 
natural ventilation to provide the necessary air change rate to maintain indoor air quality. 
Boost extract is employed to remove high levels of pollutants at the point of production, but 
this strategy cannot guarantee a sufficient level of ventilation throughout the year. The 
consequences of this could be a build-up of pollutants, and conditions which permit the 
development of allergens5, whereas the installation of a mechanical ventilation system can 
help to mitigate this risk. 
 
In modern society, people spend up to 90% of their time in an artificial environment6, whether 
it is a dwelling, workplace or transport vehicle. The ventilation of these spaces plays a critical 
role in maintaining indoor air quality and ensuring the well being and comfort of the 
occupant. An insufficient supply of fresh air can be a contributor to ‘sick building syndrome’, 
where occupants may be susceptible to a range of symptoms such as lethargy, headaches and 
respiratory problems. Improvements to building air tightness over the last two decades are 
thought to have contributed to a degradation in indoor air quality where ventilation has been 
reduced or poorly addressed. An effective ventilation strategy plays an essential role in 
introducing outdoor air, to dilute contaminants, and promote air movement within the 
occupied space.  
 
Moisture, although in itself innocuous, is considered a pollutant within the built environment 
as it is continuously emitted by occupants and the processes they carry out in their day to day 
activities. As the moisture levels increase, so too does the risk of condensation forming on 
areas with cool surface temperatures, which can lead to the degradation of the building fabric, 
as well as other problems such as  spores of mould and fungi. This can pose a health hazard 
causing allergies and illness such as asthma, rhinitis and conjunctivitis5. A ventilation strategy 
plays a key role in controlling humidity levels which can be the driving force behind the 
specified flow rate. 
 
3. Methodology 

A model of the E.On house was built using dynamic thermal modelling software IES Virtual 
Environment. The Test Reference Year (TRY) weather data for Nottingham was applied and 
used to predict the annual building energy consumption. Templates were created for each 
room type, specifying values for internal gains and corresponding diversity profiles. This was 
based on information detailed for domestic buildings in the NCM database7, which also 
provided room heating set-points and domestic hot water consumption. This information was 
consistent for all analyses. 
 
A series of studies were carried out to determine the critical performance parameters of the 
MVHR system and whole house air tightness to ensure a net reduction in building energy: 
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- An initial study considers the energy performance of the E.On house in its original 
state, and the performance associated with the application of each retrofit measure 

- Subsequent studies consider the energy performance associated with an MVHR unit 
specified to minimum building standards at varying levels of air tightness, and 
compares this with system components specified to best practice performance 
standards.  

 
The ‘leakiness’ of the building is determined by carrying out an air permeability test, or ‘fan-
blower door test’8 which creates a differential pressure between the indoor and external 
environment. Numerous researchers have tried to link this empirically tested value to a 
background infiltration rate. Kronvall9 developed a rule of thumb method, dividing the tested 
air change rate by 20, whereas Dubrul10 increased the divisor range to between 10 and 30, 
depending on the exposure of the site. Sherman11 produced a complex model which 
incorporated a number of influencing parameters including climate zone, wind shielding, 
height of the house and size of cracks, whereas Jukisalo12 further developed this to include 
leakage distribution and balance of ventilation strategy. 
 
Energy modelling is a detailed and time consuming process if the set-up is to accurately 
represent the building design and operation, therefore a degree of simplification has been 
applied to the modelling to provide an initial indication of the impact the variables have on 
the building performance and energy savings achieved. After assessing the site exposure, 
Kronvall’s rule of thumb has been applied to the analyses to determine the background 
infiltration rate based on the measured air permeability values. This information will be used 
to select a number of investigations to consider in more detail, based on information obtained 
from the extensive measuring and monitoring which is continuing on the house. This 
preliminary report focuses on modeled output and measured data will be reported later.  
 
4. Results and Discussion 

4.1. Application of retrofit measures to the E.On House  
The following investigation considers the annual building performance of the E.On House. 
Table 1 summarises the series of improvements, and the air permeability values tested at 
50Pa. These are detailed in units of m3/m2.h, and corresponding values in ach-1. Notice the 
poor workmanship which resulted in only a small change in air permeability between stage 1 
and 2, and the extensive detailed interventions necessary to achieve low air permeability in 
this house. 
 
Figure 1 shows the heat losses occurring when the peak space heating load occurs in the E.On 
house. The improved thermal properties applied in stage 1 halve the external conduction 
losses, but there is little change in the infiltration losses due to only a marginal improvement 
in the building air tightness. Infiltration now forms a greater proportion of the overall heat 
loss, and the introduction of the MVHR system has increased the building air change rate, 
adding to the load placed on the space heating system. As more draught proofing measures 
are applied for stage 2, the tested air permeability is significantly reduced contributing to a 
considerable decrease in infiltration losses. The stage 3 draught-proofing measures provide 
yet further reductions. 
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Table 1. E.On House Series of retrofit measures 

Stage Description of work carried out 
Air 

Permeability 
(m3/m2.h) 

Air 
Permeability 

(ach-1) 

Base 
Case 

Single glazed windows, uninsulated walls, floor 
and roof space, no draught-proofing 

15.57 14.85 

1 Double Glazing, wall and loft insulation, draught 
proofing applied to most windows and doors. 

Installation of MVHR system 

14.31 13.65 

2 
 

Draught proofing throughout house re-done as 
inadequate installation previously, and extended to 

remaining windows and vents.  

9.84 9.39 

3 Service risers sealed. Covers fitted to door locks, 
pipe work envelope penetrations sealed (radiators, 
water pipes etc), Kitchen fan removed and bricked-

up. Sealing around boiler flue. 

8.6 8.21 
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Fig. 1.  E.On house heat loss at peak space heating load 
 
Figure 2 details the distribution of the annual building’s energy consumption, and the 
percentage reduction achieved after applying the series of retrofit measures. The MVHR 
system installed in stage 1 contributes to an increase in auxiliary energy, but the impact is 
minimal in this instance because of the considerable reduction in space heating due to the 
thermal upgrades. Stage 2 and stage 3 improvements demonstrate further reductions in annual 
energy performance, totalling 64% as a result of the improvements to the building air 
tightness and heat recovery efficiency. 
 
Although stage 3 displays lower building energy consumption compared to the previous 
analyses, the comparison is not a fair one as there is debate about the point at which a 
controlled ventilation strategy becomes necessary. BRE Digest 39812 advises that a whole 
house ventilation strategy should maintain an air change rate of 0.5ach-1, less the background 
infiltration rate. Applying Kronvall’s rule, a tested air change rate of 13.65ach-1 corresponds 
to a background infiltration rate of 0.68ach-1 for the E.On house, indicating that a forced 
ventilation system is unnecessary. If the MVHR system was not included in stage 1 and stage 
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2 analyses, the building energy consumption would be lower as the auxiliary energy would 
decrease, and the lack of ventilation losses would mean less demand on the space heating. 
Stage 3 therefore does not necessarily demonstrate an improved energy performance 
compared to less airtight buildings when they are considered without a forced ventilation 
strategy. 
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Fig. 2.  E.On house percentage reduction in annual building energy consumption 
 
4.2. Impact of building air permeability on the thermally improved E.On House  
The second investigation assesses the impact on the performance of the E.On house if future 
draught-proofing measures were able to achieve lower air permeability values. A ventilation 
strategy was applied based on the guidance outlined in Approved Document F13, detailed in 
table 2. The results are compared against a naturally ventilated E.On house, at an air 
permeability of 10m3/m2.h at 50Pa. 
 
Table 2. Building Regulation Criteria 

Standard Criterion Infiltration 
Reduction 

E.On House 
Ventilation Flow 

Rate (l/s) 
Approved Document F  

(Air permeability > 5 m3/m2.h) 
0.3 l/s/m2*  0.04 x gross 

internal volume 
21 l/s 

Approved Document F  
(Air permeability < 5 m3/m2.h) 

0.3 l/s/m2*  n/a 30 l/s 

* 21 l/s flow rate is stated for a three bedroom house, but the ventilation should not be less than 0.3 l/s.m2, therefore the greater of the two 
values should be applied. 

 
The introduction of the ventilation flow rate initially increases the E.On house heat losses at 
the time of the peak space heating load (Figure 3), however the combined effects of the 
MVHR system and improvements to the building air tightness to achieve 7m3/m2.h at 50Pa 
decrease the infiltration by enough to reduce the overall heat loss to less than the naturally 
ventilated case.  
 
The ventilation losses are greater for the last two analyses, but it should be noted that the peak 
space heating load occurs at a different time for these from the first three analyses. The 
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ventilation losses are dependent on the temperature difference between the supply air and the 
room temperature, which vary over the course of the day depending on the room use. This 
means the peak ventilation loss does not necessarily coincide with the peak space heating 
load. As a result, figure 3 shows that improving the building air permeability to 5m3/m2.h or 
less reduces the infiltration losses by enough to move the peak space heating load to a 
different time, when the ventilation losses form a greater proportion of the total heat loss. 
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Fig. 3. Heat loss at peak space heating load for improving building air permeability 
 
The annual energy consumption associated with the operation of the building is attributable to 
the space heating, auxiliary energy (e.g. pumps and fans), domestic hot water, lighting and 
equipment. The last three parameters are related to occupancy behavior, and predefined by the 
room templates. Based on the assumption that there is no change in occupancy behavior, table 
4 reports the annual energy consumption associated with the space heating and auxiliary 
systems for the E.On house at different air permeability values. Table 4 details values 
associated with the E.On house for a natural ventilation strategy with an air permeability of 
10m3/m2.h at 50Pa, an MVHR system specified to minimum building standards and an 
MVHR system specified to best practice standards. Table 3 gives the performance parameters 
of system components associated with these strategies. 
 
Table 3. Performance parameters of system components 

Component Minimum Building 
Standards14 

Best Practice15 

Specific Fan Power 
(Exhaust Only) 

0.5 W/l/s n/a 

Specific Fan Power (Whole 
House Ventilation) 

1.5 W/l/s 1 W/l/s 

Heat Recovery Effectiveness 70% 85% 
 
The introduction of the MVHR system increases auxiliary energy consumption, and initially 
increases the space heating energy as a result of forcing an increased building air change rate 
which places an additional load on the boiler. The combined effects of improved building air 
tightness and effective heat recovery need to reduce the space heating energy by enough to 
negate the increase in auxiliary energy.  
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For an MVHR system specified to minimum building standards, a reduction in annual energy 
is achieved when the building air permeability has been improved to 3m3/m2.h at 50Pa, 
compared to the naturally ventilated case.  
 
In contrast, an MVHR system operating at best practice standards achieves the break-even 
point at an air permeability of 7m3/m2.h at 50Pa. Further improvements contribute to overall 
energy savings, with an air permeability of 3m3/m2.h at 50Pa achieving a 10% reduction in 
the combined annual space heating and auxiliary energy from the naturally ventilated case. 
 
However, an energy reduction does not directly equate to a CO2 reduction because of the 
higher carbon intensities associated with electricity compared to gas. The combined effects of 
reduced air permeability and MVHR must reduce the space heating energy by nearly three 
times the increase in auxiliary energy to ensure a net reduction in CO2 emissions. Improving 
the building air permeability to 3m3/m2.h at 50 Pa successfully realises a total reduction in 
CO2 emissions for the E.On house when the MVHR equipment is specified to both minimum 
and best practice standards, though the saving is more significant for the latter. 
 
Table 4. Annual space heating and auxiliary energy consumption for improving air permeability 

Building Air Permeability at 
50Pa (m3/m2.h) 

10  7  5  3 

Naturally Ventilated 
Building 

Space Heating 
(kWh/m2) 85.19  - 

 
 

-  - 

Auxiliary 
(kWh/m2) 9.55  -  -  - 

Combined 
(kWh/m2) 94.74  -  - 

 
 

- 

Minimum Building 
Standards MVHR 

equipment 

Space Heating 
(kWh/m2) 96.67  85.83 

 
 

83.42  76.32 

Auxiliary 
(kWh/m2) 11.83  11.83  12.72  12.72 

Combined 
(kWh/m2) 108.50  97.66  96.13 

 
 

89.04 

Best Practice 
Standards MVHR 

equipment 

Space Heating 
(kWh/m2) 94.67 

 
 

83.92  80.72  73.73 

Auxiliary 
(kWh/m2) 10.81  10.81  11.40  11.40 

Combined 
(kWh/m2) 105.48  94.73  92.12 

 
 

85.13 

 
5. Conclusion 

The modelling indicates that the application of all the retrofit measures detailed in table 1 
have successfully reduced the energy consumption associated with the E.On house by 64% 
compared to the initial 1930’s base case scenario. 
 
An MVHR system operating at minimum building standards achieves an overall reduction in 
building energy consumption compared to the naturally ventilated case only when the air 
permeability has been reduced to 3m3/m2.h at 50 Pa, based on the E.On house which has been 
thermally upgraded.  
 
On the other hand, an MVHR system operating at best practice standards can equal the energy 
performance of the naturally ventilated case when an air permeability of 7m3/m2.h at 50 Pa is 
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achieved. Further improvements to the building air tightness to achieve 5m3/m2.h at 50 Pa or 
less will contribute to net energy savings. 
 
The results from the modelling show that the building airtightness plays a critical role in 
achieving a reduction in building energy consumption, and more significantly CO2 emissions. 
The difficulties experienced by the E.On house in improving the building air tightness suggest 
that the challenge of achieving the necessary air permeability should not be under-estimated, 
and the practicalities should be carefully considered when addressing existing dwellings in the 
UK. 
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Abstract: We sent a questionnaire to chairmen of 3000 co-operative hosing association across Sweden to 
analyse their perception about energy efficiency aspects during June-October 2010, and 24% responded. About 
80-95% of the respondents had no intention to retrofit their building envelope components during the next ten 
years measures. A greater proportion of respondents perceived that energy efficient windows were more 
advantageous than improved attic, basement and external wall insulation. Respondents gave high priority to 
economic factors in deciding on an energy efficiency investment measure. For 54% of the respondents, lack of 
expertise of the executive board to assess the benefits of energy efficiency measures was a barrier to energy 
efficiency investments. Majority of respondents considered economic policy instruments, like investment 
subsidies and tax deductions, as the most effective method to improve energy efficiency. 

Keywords: Co-operative apartment buildings, energy efficiency, Sweden 

1. Introduction 

In Sweden, the residential and service sector’s final energy use in 2008 was about 141 TWh, 
or 36% of the national final energy use [1]. Building envelope components offer a large 
potential to reduce energy use in existing buildings as they are important source of heat loss. 
For example, approximately 15 TWh of heat is lost annually through windows of Swedish 
residential buildings [2], and this loss could be reduced significantly by upgrading the 
window stock [3]. Sweden has around 2.44 million dwellings in multi-storey buildings [4], 
which constitute about 55% of the total dwelling units. These buildings provide considerable 
opportunities for energy efficiency measures and many of them were built in the million 
house programme1, and require renovation.  

The ownership pattern of multi-storey apartment buildings can be categorised into municipal, 
private and tenant-ownership (henceforth co-operative). Approximately 40% of apartments in 
multi-storey buildings belong to municipal housing companies, while the rest is equally 
shared by private companies and co-operative housing associations. The municipal housing 
and private companies give their apartments for rent, while the co-operative sector resembles 
a condominium sector [5]. In this paper we discuss co-operative housing associations plan to 
replace/change their building envelope components, and the barriers to implement investment 
intensive energy efficiency measures.  

There are about 26500 co-operative housing associations in Sweden. These housing 
associations usually do not have individual measurements for heating and hot water 
consumption. Typically, the billing for heating and hot water use is included in a monthly rent 
and is based on the apartment size. The household electricity bill is usually metered 
separately, and charged to individual apartment owners. The decisions pertaining to the 
buildings are usually made by the executive board which is headed by a chairman. The 
executive board members and the chairman are elected by the members of the association and 

                                                           
1 The decision to built one million dwelling was made in 1965 to address the housing shortage and to stimulate 
the construction industry. 
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they occupy the post for a specific time period. The chairmen are in a good position to share 
information about the implementation of energy efficiency measures in their association’s 
buildings. The paper is based on the response of the chairmen of co-operative housing 
associations to our questionnaire. 

2. Theoretical Background 

Potential adopters consider adopting an innovation if they feel a need for it [6]. Need is a state 
of dissatisfaction or frustration that occurs when there is a difference between the desire and 
perceived actual state [7], i.e., when a problem is recognised [8]. Potential adopters may 
gather information on various alternatives and process the information to make the decision 
that best fulfil their prioritised need [8]. In doing so, they usually compare various alternatives 
based on their perception of the alternatives’ attributes, e.g. investment cost, environmental 
performance, ease of installation. A measure that has greater perceived advantages compared 
to others is likely to be adopted.  

In building envelope component replacement decisions, need may arise because of the 
condition of the existing component(s). The conditions generally depend on the age of 
installation. In addition, the perceived high cost of energy or a positive attitude to reduce 
energy use may induce the implementation of such measures. Furthermore, the awareness 
level [7] of such measures influence the adoption.   

However, there may be barriers to implement energy efficiency measures. Building owners or 
housing associations may not adopt such measures due to lack of awareness or lack of 
adequate and reliable information [9, 10], or the inability to interpret the available 
information. Furthermore, potential adopters may have difficulties in perceiving the 
performance and advantages of energy efficiency measures if the gains are not directly visible 
[11], insignificant, or delayed. Financial constraints such as difficulty to access capital also 
hinder investments in energy efficiency [12]. Even if owner/organizations have access to 
capital, still they may not invest in energy efficiency measures due to the perceived risk of 
such investment. The perceived risk may be due to their inability to understand the 
performance and benefits of the installation or due to the uncertainty in future energy price. 
For example, the return on investment for an energy efficiency measure will be less attractive 
if the energy price falls [12]. In such situation a risk-averse investor may avoid, or postpone 
or expect higher returns from energy efficiency investments [12]. A potential adopter may be 
able to collect information about energy efficiency measures from various sources. But, time, 
money or both is needed to acquire relevant information [13]. Such hidden costs could act as a 
barrier to invest in energy efficiency. Moreover, organizations might consider other matters 
for example cleaning and maintenance of the buildings more important than spending 
resources in energy efficiency. 

3. Methodology 

To investigate the adoption of energy efficiency measures in co-operative apartment buildings 
we sent a questionnaire to the chairman of about 3000 co-operative housing associations 
across Sweden. Major building management-decisions in co-operative housing associations 
are made by an executive board, which is headed by a chairman. The chairmen are in a good 
position to share information about the implementation of energy efficiency measures in their 
association’s buildings. As the number of such association varies significantly across different 
regions in Sweden, we sent the questionnaire to about 10-11% of associations in each of the 
21 counties in Sweden to avoid regional bias. The addresses of the associations were collected 
from Bolagsverket which drew the address randomly. The questionnaires were sent during 
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June-October 2010. Some of the associations replied that they could not respond to the 
questionnaire for various reasons, including their association is very small or their apartments 
were not currently occupied. Some questionnaires were returned unanswered due to a change 
in the recipients’ addresses. In total, we received approximately 675 completed 
questionnaires, which corresponded to a response rate of 24%. 

4. Results 

Approximately 50%, 19% and 14% of the respondents reported that their associations’ 
apartments were heated by district heating, combination with a heat pump and electrical 
heating, respectively. Approximately 15% of the respondents thought that their annual heating 
cost was high, while only 6% respondents considered their annual electricity cost as high. 
Still, for 55% and 38% of respondents, it was important to reduce heating and electricity use, 
respectively.  

About 80-95% of the respondents had no intention to retrofit their building envelope 
components during the next ten years (Table 1). One of the reasons was that they were 
satisfied with the condition of the existing installations. The majority of the respondents felt 
that their windows (76%), attic insulation (59%), basement insulation (64%) and insulation of 
external walls (80%) were in good condition (Table 2).  

Table 1: Plan to improve/change the majority of the building envelope components  
Building envelope components % of respondents 

No Yes, with 
in 3 years 

Yes, 3-10 
years 

Windows (N=578) 79 8 13 
Attic insulation (N=555) 84 8   8 

Basement insulation (N=534) 94 2   4 

External wall insulation (N=548) 94 3   3 

“Do not know” responses were considered as missing value 
 
Table 2: Perceived condition of the building envelope components  
Building envelope components % of respondents 

Good Medium Bad Do not know 

Windows (N=662) 76 19   4   1 
Attic insulation (N=654) 59 25 10   6 

Basement insulation (N=636) 64 19   5 12 

Facade (N=658) 80 16   3   1 

 
Potential adopters typically compare various energy efficiency measures based on a number 
of factors. The factors that are given high priority guide the decisions. A ranking of the 
priority of various factors is presented in Table 3. The results showed that annual energy cost 
saving and investment cost were the most important factors. Environmental factors were 
given low priority. 41% of the respondents reported that their associations consider life cycle 
cost while making investment intensive measures, while 26% and 32% of respondents 
reported that will not consider life cycle cost and sometime consider such cost, respectively 
(not shown in the table).  
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Table 3: Importance of various factors in respondents’ energy efficiency investment decisions 
Factors  % of respondents 

N Important Medium Less important 

Reduce annual energy cost  597 88 10   2 
Investment cost  593 88   9   3 

Functional reliability  532 70 25   5 

Improve indoor environment 540 60 35   5 

Payback period  547 59 30 11 

Environmental benefit  523 42 45 13 

Improve market value  525 43 34 23 

Technical limitation of buildings (for 
example no space to add more insulation)  

510 37 41 22 

Reduce greenhouse gas emission  514 32 47 21 

Small/no disturbance to residents  523 33 43 24 
N = Number of respondents 
 
We compared the respondents’ preference of various energy efficiency measures in building 
envelope to the ten factors mentioned in Table 3. Table 4 shows that significant percentage of 
respondents did not know about which building envelope components fares better among the 
various factors. However, those respondents who were aware about performance of building 
envelope components preferred energy efficient windows followed by improved attic 
insulation. More respondents were found to be aware or very much aware about energy 
efficient windows (59%) than about attic (53%) or basement (42%) or external wall insulation 
(50%) improvements (not shown in the table). 
 
Table 4: Preferred building envelope measure against the various factors 
 % of respondents (N=673) 

Energy 
efficient 
window 

Attic insulation 
improvement 

Basement 
insulation 
improvement 

External wall 
insulation 
improvement 

Do 
not 
know 

Annual energy cost 
reduction 

26 24 7 12 27 

Investment cost 27 21 6 10 25 

Functional reliability 14   9 3   5 43 

Improve indoor 
environment 

19   7 4   7 37 

Payback period   9   8 3   6 48 

Environmental benefit 11   9 5   6 47 

Improve market value of 
the property 

17   7 3   6 44 

Technical limitation of the 
buildings 

  4   6 4   4 54 

Reduce GHG emission    7  7 3   5 50 

Small/no problem for 
residents 

   8  9 3   5 45 
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Respondents’ views on issues that may influence implementation of investment intensive 
energy efficiency measures (like building envelope components, improvement in ventilation 
system) are presented in Table 5. For 54% of the respondents, lack of expertise of the 
executive board to assess the benefits of energy efficiency measures was a barrier to such 
investments. About 35-40% of respondents thought lack of appropriate and easily available 
information was a barrier, while economic constraints were reported to be a barrier by 34% of 
the respondents. Approximately 77% of respondents considered the financial position of their 
association as good and 61% considered it would be easy to finance renovation of their 
buildings. Similarly, about 40% of the respondents reported that their associations were 
interested to invest in energy efficiency measures if they receive attractive financing (not 
shown in the table). Respondents’ did not think that residents would oppose energy efficiency 
investment measures. However, in response to another question, a large number of 
respondents (45%) believed that if the investment in energy efficiency measure will increase 
the monthly payment then the residents will resist investments in such measures. 
 
Table 5: Issues regarding investment intensive energy efficiency measures in apartment 
buildings 
Statements % of respondents 

Agree Neither nor Disagree 
The board does not have own expertise to assess the benefits 

of energy efficiency measures (N=629) 
54 22 24 

Uncertainty about future energy prices makes it difficult to 
invest in energy efficiency measures (N=608) 

40 31 29 

It is difficult to obtain reliable information about costs and 
benefits of energy efficiency measures (N=611) 

37 33 30 

Time and effort required to collect necessary information is 
too high (N=612) 

35 31 34 

Financial constraints makes it difficult to invest in energy 
efficiency measures (N=611) 

34 29 37 

If the association reduce heat energy, district heating 
companies will increase energy price, thus making the 
effort worthless (N=550) 

26 26 48 

Changing behaviour like switching off lights is more 
beneficial than investments in energy efficiency measures 

 

22 40 38 

Investments in energy efficiency measures are low priority 
compared to other measures (N=622) 

21 38 41 

Members of association does not support investments in 
energy efficiency measures (N=609) 

  8 34 58 

Association has a complex chain of decision making process 
which makes it difficult to invest in energy efficiency 

  

  7 15 78 

N = Number of respondents 

Sweden uses an array of policy instruments to promote energy efficiency in building sector. 
However, the effectiveness of policy instruments may vary. Majority of respondents 
considered economic policy instruments, like investment subsidies and tax deductions, as the 
most effective method to improve energy efficiency (Table 6). More frequent meter reading 
and energy billing was favoured by less number of respondents. 
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Table 6: Chairmen’s responses to the question, “Irrespective of how much you know about 
the following measures – How effective do you think the following measures are to encourage 
you to implement measures to reduce energy use in your apartment buildings” 
 % of respondents 

Effective Moderately 
effective 

Less 
effective 

Investment subsidy (N=568) 73 18   9 

Tax deduction (N=563) 64 20 16 

Individual metering of tap water (N=555) 41 27 32 

Individual metering of space heating (N=555) 41 27 32 

Building regulations (N=546) 34 38 28 

Energy tax (N=574) 39 32 29 

Energy declaration (N=564) 29 31 40 

Energy labelling (N=531) 22 41 37 

Carbon dioxide tax (N=561) 27 33 40 

More frequent reading of energy (N=550) 28 29 43 

Electricity certificate (N= 551) 20 38 42 

Voluntary program  (N=528) 14 40 46 
More frequent billing of energy (N=549) 22 26 52 
N = Number of respondents 

 
5. Discussion and Conclusions 

Approximately 55% of the chairmen of co-operative housing associations’ have a positive 
attitude to reduce heat use. The lower concern towards electricity use by the respondents 
could be because the household electricity bill is usually metered separately and the collective 
burden of electricity cost is less. However, majority of co-operative housing association did 
not intend to replace/change majority of their building envelope components during the next 
ten years.  One of the reasons is that the associations were satisfied with the condition of 
existing building envelop components. In this situation, it is important to increase the 
awareness of energy efficient alternatives. A large percentage of respondents were not aware 
about the various energy efficient possibilities in building envelope. Moreover, about 35-40% 
of respondents thought lack of appropriate and easily available information was a barrier to 
implement energy efficiency investment measures. Information stressing the cost benefits of 
the energy efficient alternatives should be effectively communicated. The source of 
information is also very important in the adoption of investment measures. Hence, it is 
necessary to use the sources such associations consider important in adoption of energy 
efficiency measures.  

As annual energy cost reduction is a very important guiding factor in associations’ adoption 
of energy efficiency measures, information campaigns announcing the cost advantages of 
energy efficiency measures may be helpful in adoption decisions. However, majority (54%) 
of respondents reported that they did not have the expertise to assess the benefits of energy 
efficiency measures, while 34% of respondents reported financial constraints as the barrier. 
Innovative energy efficiency renovation package which include consulting, financing, 
contract work and follow up may be able to tap this segment. 
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Since respondents gave higher priority to reduce the annual cost of energy than to 
environmental benefits, increasing energy prices using economic instruments to internalise the 
environmental costs could encourage people to implement energy efficiency measures. In 
Sweden, external cost of energy use is internalized through taxes on emission of CO2, sulphur 
and NOx. However the price elasticity of energy demand in Sweden is low [14], and in such 
situations imposition of taxes to reduce energy use may be less effective [15].    

Respondents gave high priority to investment cost in their energy efficiency decisions. 
Respondents also favour economic policy instruments compared to other policy instruments 
as the most effective method to improve energy efficiency. Subsidies may encourage the 
adoption of investment intensive energy efficiency measures by reducing the investment cost. 
The cost effectiveness of the subsidies could be improved by restricting its beneficiaries, for 
example subsidies may be granted based on the age of the components/buildings. 

More respondents were unsatisfied with their attic insulation compared to other building 
envelope components. However, the respondents were more likely to replace windows than 
attic insulation. This could be because windows have a higher degree of observability as 
compared to attic insulation. If we encounter a problem frequently, we give priority to that 
problem more so than to others that are less observable [16]. Also more respondents had a 
favourable attitude towards energy efficient windows compared to other building envelope 
measures on various factors that influence the adoption decision.   
 
A large percentage of respondents were unaware about various aspects of different energy 
efficient building envelope measures. The situation calls for measures to improve awareness 
about such measures among co-operative housing associations. As many respondents were 
not satisfied by the attic insulation of their buildings, it may be relatively easier to influence 
them to implement energy efficiency improvements in the attic insulation.  
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Abstract:  A cold storage air-conditioning system was built to investigate the energy saving effect of using 
tetrabutylammonium bromide (TBAB) clathrate hydrate slurry (CHS) as cold storage medium, the corresponding 
COP during TBAB CHS generation and the pumping power during the cold release were measured. As the 
increase of the TBAB CHS mass fraction during the generation, the system COP generally decreased from about 
1.92-2.95 to about 1.05-1.49, depending on TBAB CHS flow rate. To clarify the performance of this system, 
several cold storage strategy cases are studied, the corresponding electric power consumption and the cost saving, 
compared with water as the cold transportation medium, are shown in this work as well.  
 
Keywords: Clathrate hydrate slurry, Secondary loop air-conditioning system, evaluation. 

1. Introduction 

As a n ew kind of phase change slurry material, tetrabutylammonium bromide 
([CH3(CH2)3]4NBr, TBAB in abbreviate) clathrate hydrate slurry (CHS) was studied by 
many researchers in recent years. Due to the adjustable phase change temperature over the 
range of 5−12 oC, the good cold-carry capacity which is about 2−4 times of that of chilled 
water and the good fluidity, TBAB CHS is considered promising in an air-conditioning 
system, where this slurry can be used both as cold storage and transportation medium. 
 
Researchers in Japan firstly reported this new material for air-conditioning using, and 
measured the basic thermo-physical properties, including the phase diagram, latent heat, 
density, heat capacity, thermal conductivity etc. [1, 2], and they also applied it to a real 
application [3]. Hayashi et al. [1], Darbouret et al. [4], Xiao et al. [5] and Ma et al. [6] all 
investigated the flow characteristics of TBAB CHS in straight tubes, nevertheless, the results 
reported were divergent. Moreover, Ma et al. [6] reported the forced convective heat transfer 
characteristics. However, the application of TBAB CHS is still limited by the deficient studies, 
and the performance in an air-conditioning system is rarely reported. 
 
In the present study, a cold storage air-conditioning system using TBAB CHS was built and 
the corresponding performance was presented. System COP during TBAB CHS generation 
and the pumping power during cold release were both measured, based on which the system 
energy consumption was numerically estimated in different cases. In addition, the cost saving 
of using TBAB CHS compared with that of using chilled water as the cold transportation 
medium was evaluated. 
 
2. Methodology 

2.1. Basic thermo-physical properties of TBAB CHS 
The TBAB CHS is a kind of solid-liquid suspension with white color, as shown in Fig. 1, 
which can be easily generated at atmosphere condition by cooling down the TBAB aqueous 
solution to supercooling state. The melting temperature, mass fraction, latent heat and other 
properties (such as density, heat capacity and thermal conductivity) of TBAB CHS are 
introduced in this section. 
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Fig. 1.  Photo of the TBAB CHS. 
 
The melting temperature could be determined with the aid of the phase diagram, which 
describes the relation between it and the corresponding solution concentration. Differential 
Scanning Calorimeter (DSC, TA, Q2000) was applied to record the heating processes of 
TBAB CHS at a heating rate of 0.5 oC/min, and then the phase diagram could be plotted based 
on the test results, which is shown in Fig. 2 as well as the comparison with that obtained by 
other researchers.  
 
The volume and mass fraction of CHS can be determined by Eq. (1) and (2), with several 
requisite parameters provided by the phase diagram. 
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where ωp is the crystal mass fraction of TBAB CHS, ω0 is the initial solution concentration, 
ωH is the TBAB mass fraction in the hydrate crystal, ωliq is the concentration of the liquid 
phase in the slurry, φ is the TBAB CHS volume fraction, ρp and ρliq are densities of the 
crystal and the liquid phase, respectively. Two different hydrates with different hydration 
numbers were observed, and the corresponding thermo-physical properties have been 
summarized by Ma et al. [6], as shown in Table 1, the two values of some properties in the 
table were the result of different researches referenced. 
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Fig. 2.  Phase diagram of TBAB CHS. [6] 
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Table 1. Thermo-physical properties of TBAB hydrate crystals [6]. 
 Hydration 

number 

- 

Melting 
temperature 

(ºC) 

Density 

(kg/m3) 
Latent heat 

 (kJ/kg) 

Heat 
capacity 

(kJ/(kg⋅K)) 

Thermal 
conductivity 

(W/(m⋅K)) 

type A 26 11.8/12.0 1080 193.18±8.52 2.22/1.86–
2.61 0.42 

type B 36/38 9.90 1030 199.59±5.28 2.00–2.54 – 
 
Density of TBAB aqueous solution was measured using a balance (FS: 2200g, accuracy: 0.01 
g) and a graduated flask (FS: 50 mL, accuracy: 1 mL), while the heat capacity was measured 
based on the heat balance with water in a plate heat exchanger. Thereafter, these properties of 
TBAB CHS can be calculated by the corresponding values of TBAB solution we measured 
and that of TBAB hydrate crystal given in Table 1. M eanwhile, thermal conductivity of 
TBAB aqueous solution as well as TBAB CHS was measured by a transient hot-wire unit (the 
measuring error was less than ±3% while water was applied). All the properties of TBAB 
CHS (type B hydrate, original 15 wt% solution) are presented in Table 2. 
 
Table 2. Thermo-physical properties of TBAB CHS (type B hydrate crystal, original 15 wt% solution). 

Mass 
fraction 

(wt%) 

Density 

(kg/m3) 

Heat 
capacity 

(kJ/(kg⋅K)) 

Thermal 
conductivity 

(W/(m⋅K)) 
5 1015.690 4.001 0.469 
10 1015.656 3.933 0.473 
15 1015.635 3.865 0.476 
20 1015.608 3.798 0.480 
25 1015.585 3.732 0.483 
30 1015.560 3.667 0.485 

 
The enthalpy change (Q) of TBAB CHS in a certain temperature range, 5–12 oC for example, 
is an important parameter which indicates how much cold energy is stored or released. 
Basically, there are two methods to calculate the enthalpy change of this slurry. One is 
introducing the slurry fraction change (Δω), the latent heat (ΔH) and the sensible heat (CpΔT) 
into Eq. (3): 
 

/100Q H Cp Tω= ∆ ∆ + ∆                                                                               (3) 
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Fig. 3.  (a) DSC curve; (b) enthalpy change of TBAB CHS. 
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The other method is integrating the DSC heating curve against temperature shown in Fig. 3(a). 
The comparison between these two methods is shown in Fig. 3(b). The enthalpy change 
within the temperature range of 5 to 12 oC calculated by Eq. (3) is about 10.9% smaller than 
that calculated by DSC curve, and the latter method was applied in the present work. 
 
2.2. Experimental set-up and CHS generation method 
Fig. 4 shows the schematic diagram of the constructed cold storage air-conditioning system 
using TBAB CHS. Two thermal insulated tanks (1.2 m3) were used for solution and slurry, 
respectively. Three Pt100 sensors (accuracy: ±0.15 oC) were employed to record the 
temperature variations at the bottom, middle and top of the each tank. A double-tube heat 
exchanger (ShenShi, GT-U0480) with corrugated flow passage was applied to undertake the 
heat exchange between solution and the evaporating refrigerant. The refrigerator used was an 
outdoor unit of a commercial air-conditioner, which can switch from cooling to heating by a 
four-way valve. The used slurry pump was a speed adjustable rotational pump and a 
stabilizing tank located at the downstream of the pump was used to stabilize the flow. A 
simple agitator was mounted on the slurry tank, which was operated to avoid the deposition of 
crystals. A plate heat exchanger (Swep, B8×30) was selected as the load side heat exchanger 
since its high heat transfer rate, and hot water acted as the cooling load. The hot water was 
stored at an insulated water tank before experiment and was drained after used. Moreover, 
pressure sensors (accuracy: 0.1%) were located at different positions of the fluid flow to 
measure the pressure drop, and the electric power consumed by the refrigerator and the pump 
were measured as well. 
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Fig. 4.  Schematic diagram of the experimental set-up. 
 
The test was divided into three steps based on the state of the TBAB CHS: (1) The aqueous 
solution was cooled to supercooling state. However, the supercooling state cannot be achieved 
by only one cycle from the solution tank to the slurry tank due to the limited cooling power of 
the refrigerator. As a consequence, the solution must be continuously pumped through the 
double-tube heat exchanger from and back to the slurry tank. (2) Hydrate crystals appeared. 
Accompanied with mechanical shocks between the returned fluid and the stored fluid, TBAB 
hydrate crystals can be generated in the supercooled solution, and the fluid temperature 
increased because of the released latent heat. Moreover, sometimes the agitator should be 
operated to accelerate the hydrate crystal generation. (3) TBAB CHS was kept cooled to reach 
the desired crystal fraction. (4) TBAB CHS was pumped to the load side to release the stored 
cold energy, and afterwards became aqueous solution again and flowed back to the solution 
tank. 
 
The crucial disadvantage during the entire test occurred in step 3. Before the desired hydrate 
fraction was achieved, TBAB CHS was continuously cooled and hydrate crystals grown 
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inside the heat exchanger. The generated crystals would adhere to the heat transfer surface 
where the temperature was extraordinary low. The adhered crystals layer deteriorated the heat 
transfer between refrigerant and TBAB CHS. The worse thing was that the refrigerant 
temperature dropped a lot to maintain the heat exchange, which resulted in forming more 
hydrate crystals and creating thicker crystal layer on the heat transfer surface. A malignant 
cycle occurred, the hydrate crystals were difficult to be continuously produced and the system 
efficiency became low.  
 
Three methods are mainly proposed to solve the aforementioned low-efficiency problem: (1) 
Maintaining the refrigerant temperature at a certain temperature range by adjusting the 
refrigerant flow rate. (2) Increasing the flow velocity of the TBAB CHS to be high enough to 
flush and break off the crystal formed on the flow passage wall so that to ensure a good heat 
transfer. (3) Operate the refrigerator reversely from cooling to heating for a while to melt the 
adhered hydrate crystals. In this work, a manual needle throttle valve was applied to 
implement the first method, and it was found that more accurate control of the throttle valve 
was needed. Thus, the method (2) and (3) were applied to ensure the continuous generation of 
hydrate crystals and high system efficiency, as shown in Fig. 5. With high flow rate (about 
16–18 kg/min in Fig. 5) and reverse operation, we obtained 31 wt% TBAB CHS successfully. 
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Fig. 5.  Typical generation process of TBAB CHS. 
 
3. Results and discussions 

The system COP during the CHS generation was calculated by Eq. (4): 
 

cold energy stored by TBAB CHS
refrigerator power pumping power

COP =
+

                                               (4) 

 
It should be claimed that the stored cold energy was all calculated from 15 oC solution to the 
stored TBAB CHS. Fig. 6 shows COP as function of the mass fraction as well as the flow rate. 
The COP of 0 wt% TBAB CHS shown in the figure was the average system COP before the 
hydrate appearance. The hydrate crystals were generated instantaneously, thereafter about 14–
16 wt% mass fraction was soon reached, hence COP from the beginning to this moment was 
higher than that before the generation. However, as increase of the mass fraction, COP 
reduced from about 1.92–2.95 to about 1.05–1.49 due to the aforementioned crystals 
adherence to the heat transfer surface. Meanwhile, the reverse operation of refrigerator 
consumed additional energy, which was another attributor to the COP reduction. As 
mentioned, high flow velocity was beneficial to the heat transfer between TBAB CHS and 
refrigerant, since the adhered crystals would be flushed down by the strong shear force, which 
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was validated by COP profile shown in the figure―higher flow rate generally led to a higher 
COP. However, this phenomenon depended on the performance of the pump. 
 
The pumping power during the cold release will be reduced if TBAB CHS is applied as the 
secondary refrigerant instead of chilled water due to its higher cold-carry capacity and thus 
the flow rate is lower. Fig. 7 presents the pumping power of water, 20 wt% CHS, 25 wt% 
CHS and 30 wt% CHS as the function of the cooling load during the cold release. As seen in 
the figure, more energy saving on pumping power was achieved by using TBAB CHS with 
higher mass fraction. 
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A study case is assumed for better exhibiting the performance of TBAB CHS. The assumed 
cooling load is in eight hours in daytime, during which the average cooling load is 21 kW and 
the maximum value is 33 kW, therefore the totally cooling duty is 604800 kJ . Fig. 8 shows 
four types of system operation strategies. For each case, 20 wt%, 25 wt% and 30 wt% CHS 
are applied, the system COP during the TBAB CHS generation is about 2.10, 1.79 and 1.54, 
respectively based on the results in Fig.6 (flow rate: 16.5 kg/min). The storage ratio (which is 
the ratio of the storage cold energy to the total required cold energy) of case 1 and case 2 is 
40% while that of case 3 a nd case 4 i s 60%, the other cooling load is satisfied by the 
refrigerator (average system COP is about 2.32) while considering water as the secondary 
refrigerant. Moreover, assume the application of water as case 5 f or the comparison, and 
consider water as the secondary refrigerant for all the cold release and no cold storage is 
conducted.  
 
Fig. 9(a) shows the electric power consumption with all the study cases based on the present 
system. It can be seen from the figures, the power consumption increases as the increase of 
the mass fraction, which is obviously caused by the lower system COP. All the power 
consumptions in cases 1-4 are higher than that of case 5, w hich means there is no e nergy 
saving of the application of TBAB CHS compared with water. However, the operation cost 
does decrease as the increase of TBAB CHS mass fraction and the cost saving is shown in Fig. 
9(b) (the price of the electricity is taken as 0.3 RMB/kWh during night time while 0.6 during 
daytime), about 8–27% cost saving can be achieved. However, since the the present system is 
limited by the room space, the piping from the storage tank to the load side is very short and 
thus the pumping power shown in Fig.7 is not coincident to the practical system with the 
assumed cooling load. Therefore, we re-calculate all the cases with amplifying the pumping 
power to 3 times as large as the present measured values during the cold release, the original 
case 1–5 become to case 1’–5’. Fig. 10(a) and (b) show the corresponding electric power 
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consumption and the cost saving. It is noticed that about 1.4–3.5% energy saving is achieved, 
calculated by 20 wt% TBAB CHS with all the operation strategies, while the cost saving 
increases to about 10–29%. 
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Fig. 8.  System operation strategies. 
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Fig. 9.  Electric power consumption and cost saving.  
 
4. Conclusion 

The present work mainly constructed and tested a cold storage air-conditioning system using 
TBAB CHS and estimates the energy consumption. The system COP decreased from about 
1.92–2.95 to about 1.05–1.49 during CHS generation. The energy saving by using TBAB 
CHS instead of water was not achieved as expected since the piping was short and the 
pumping power was low in the present system, while 8–27% cost saving was achieved. 
However, about 1.4–3.5% energy saving could be achieved if the pumping power was 
amplified to 3 times as large as the original values, meanwhile the cost saving was about 10–
29%. 
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Fig. 10.  Electric power consumption and cost saving with amplified pumping power.  
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Abstract: The 2008 Climate Change Act has committed the UK government to reduce CO2 emissions by 80% 
of 1990 levels by 2050. To meet this target a significant reduction in energy consumption will be required from 
domestic dwellings and in particular space heating which accounts for more than 50% of the energy used in the 
UK housing stock. The UK government has initiated a number of policies to reduce energy use from UK 
dwellings. Energy savings that result from energy efficiency improvements to dwellings have sometime been 
lower than expected as a result for the rebound effect. Discussion of the rebound effect has questioned whether 
these polices will result in the CO2 reductions required to meet the national targets. Large-scale survey research 
has shown that energy use is related to climate, built form of properties, efficiency of heating systems, socio-
economic indicators and occupant behaviour. Temperature monitoring studies have been undertaken to gain 
insight into how occupants heat their homes. If the variation in indoor temperatures can be explained by; (1) 
social determinants such as age, income and the number of household occupants and; (2) technical determinants 
such as house type, house age and level of insulation then this would enable energy efficiency initiatives (e.g. 
cavity wall installation or education programmes) to be targeted where they will be most effective. This paper 
presents preliminary results from a large-scale city-wide survey of over 500 homes in the city of Leicester, UK.  
temperature measurements were recorded at hourly intervals over a nine month period for the living room and 
main bedroom spaces in over 300 homes. Household data, including socio-demographic information, was 
collected for each household. This dataset is used to investigate indoor temperatures across house types. The 
results confirm that house type is related to differences in indoor temperatures. Flats have the highest average 
temperatures while detached homes have the lowest. To gain insight into heated periods households with average 
evening temperatures were identified. It was found 45% of mid terrace properties had evening temperatures 
below 18°C and more than a third of detached and semi detached home also had cold evening temperatures. 
There are a number of reasons for low indoor temperatures in dwellings during occupied periods including 
inefficiency of buildings and heating systems, the inability of occupants to afford heating and personal choice. It 
is concluded that to meet Government CO2 reduction targets the rebound effect should be taken into account 
when calculating the energy savings expected from energy efficiency programmes. Further analysis is ongoing to 
identify how other social and technical factors relate to indoor temperatures. Multiple regression analysis will be 
used to identify how internal temperatures are  correlated against a number of determinants including building 
characteristics (built form type, age, heating system type, heating controls) and household characteristics (age of 
occupants, income).  
 
Keywords: Indoor temperature, Heating practices, Household behaviour, Space heating, Energy efficiency. 

1. Introduction  

The 2008 Climate Change Act committed the UK government to reduce CO2 emissions by 
80% of 1990 levels by 2050 [1]. To meet this target a significant reduction in emissions will 
be required from all energy sectors. In 2008 energy use from domestic buildings accounted 
for 27.5% of total UK energy consumption [2]. CO2 emissions associated with domestic 
buildings are predominantly related to electricity generation and energy used for space and 
water heating. Space heating accounts for 57% of all energy used in UK domestic buildings 
[3]. Reducing the energy used for space heating is a challenge as it is related to the technical 
performance of the building and its heating systems, as well as the behaviour of occupants [4, 
5]. The UK government has introduced a number of policies that are designed to reduce the 
energy use related to space heating. One of these is the ‘Green Deal’ which was announced by 
the UK government in 2010. Householders will be given a loan to make energy efficiency 
improvements to their properties and are expected to make repayments using money saved 
due to lower energy bills [6]. Technical improvements to dwellings such as cavity wall or loft 
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insulation or the installation of energy efficient boilers do not always result in the expected 
energy savings [7]. This was evidenced by the Warm Front study, energy use was measured 
before and after energy efficiency improvements and theoretical energy use compared to 
actual energy use. It was found that actual energy improvements were approximately 30% 
less than expected [7]. This phenomenon is called the ‘rebound effect’ and brings into 
question the ability of households to make payments based on energy savings [8]. Literature 
on the ‘Green Deal’ does not discuss how payments will be made if energy efficiency 
improvements do not result in financial savings. The rebound effect has been used to argue 
against making efficiency improvements in the existing housing stock [9]. As a consequence, 
Government emissions targets based on expected energy savings are unlikely to be met. This 
criticism, however, does not account for the improvements in health and wellbeing of 
occupants that are related to the increase in indoor temperatures that can be the result of 
energy efficiency measures [10]. The challenge for policy makers is to address energy and 
CO2 reduction while accounting for the ‘rebound’ effect.  One example of this is the 
households in fuel poverty. A household is said to be in fuel poverty if they require more than 
10% of their income to heat their home to a comfortable temperature [11]. In 2007 3.5 million 
households in the UK were in fuel poverty [11], if energy efficiency improvements were 
made in these dwellings it is assumed that energy savings would be minimal, as indoor 
temperatures would increase in many of the households.  
 
The health and wellbeing of the occupants has been addressed for new builds since the 
publication of the Code for Sustainable Homes in April 2007 [12]. Health and wellbeing have, 
however, not been addressed in discussions about energy efficiency improvements in older 
properties which make up the majority of the housing stock or in the energy saving advice 
that is provided by local and national government. Generic energy saving advice such as ‘turn 
your thermostat down 1°C will save you 10% of your heating bills’ may be appropriate for 
some households but not occupants that are already living in cold homes [13]. These issues 
raise two concerns; (1) how can energy efficiency policies ensure both energy savings and 
improved health and comfort of occupants and; (2) what energy savings should be expected as 
a result of energy policies after the indoor temperatures in some households have increased. 
The mitigation of the effects of climate change is a strong driver for energy reduction but 
should not be addressed outside of the context of other health and comfort issues. For energy 
policy to effectively reduce CO2 emissions and improve the health and comfort of building 
occupants more information about the housing stock and the drivers of indoor temperatures is 
required. The accidental benefits of energy improvements such as improved health of 
occupants should not be ignored. Joined up solutions designed to reduce energy consumption 
in the housing stock while improving the thermal comfort of vulnerable household occupants 
are required to address a fully sustainable approach to emissions reduction programmes. The 
benefits of the rebound effect should, therefore, be recognised despite the reduction in CO2 
emissions savings that may result in a portion of the housing stock. For policy makers to 
accurately predict the result of energy efficiency improvements at the national scale the 
proportion of dwellings where reduced savings are expected should be considered.   
 
To promote the health and wellbeing of building occupants the World Health Organisation 
(WHO) has suggested dwellings are heated to indoor temperatures of 21°C in the living room 
and 18°C in bedroom spaces [14]. Previous temperature monitoring studies provide insight 
into the temperatures to which UK dwellings are heated. To understand whether dwellings are 
heated to the recommended temperatures it is important to ascertain what the indoor 
temperatures are in living spaces during occupied periods. Shipworth et al. (2010) measured 
temperature in a large sample across the UK [15]. Daily peak temperature was estimated to be 

1127



 
 

21.1°C. This finding, however, can be easily influenced by periods of high internal or solar 
heat gain. Other studies have reported temperatures averaged over the whole day. Oreszczyn 
et al. (2006) monitored temperature in over 1600 low income dwellings. Average living room 
temperature, adjusted for outdoor temperature, was reported to be 19.1°C [10]. Summerfield 
et al. (2006) monitored indoor temperatures in 14 UK dwellings built to high thermal 
standards and found that the average living room temperature was 19.1°C [16]. Yohanis and 
Mondol (2010) reported an average living room temperature of 19.4°C measured in 25 
dwellings in Northern Ireland [17]. All of the average temperatures reported in the UK studies 
are lower than the recommended temperature of 21°C.  
 
The temperatures reported in these papers have not been analysed to ascertain which 
dwellings have low indoor temperatures. In order to inform how policy can be targeted a 
sample which includes all house types and people groups is required. These studies have 
gained valuable insights into indoor temperatures in UK dwellings but have not reported 
indoor temperatures during occupied periods. Isaacs et al. (2010) monitored temperature in 
New Zealand homes and calculated average temperatures for different parts of the day [18]. 
Average temperatures suggested that many dwellings were not heated to the 21°C 
recommended by the WHO [18]. Dwellings heated by solid fuel were found to have warmer 
living room temperatures on average than those heated in other ways. This finding led to a 
policy change by the New Zealand government to subsidise the installation of wood burners 
as well as gas and electric fires. Empirical evidence is required to see if any changes to UK 
CO2 reduction policy are necessary.  
 
This paper presents initial analysis of temperature data collected in over 300 houses across 
Leicester, UK between July 2009 and March 2010.  This data set is novel as it is the first large 
scale study to focus on a single UK city. This work seeks to identify where energy efficiency 
initiatives should be targeted. This information is key for the accurate prediction of CO2 
savings so that Government can ensure that targets are met. Dwellings with low indoor 
temperatures during heated periods will be identified as it is assumed that these dwellings 
would benefit from efficiency improvements without the expectation of energy savings. 
Findings will be valuable for policy makers to ensure that energy efficiency policy will 
deliver estimated CO2 emissions reductions and additional benefits for the health and comfort 
of vulnerable portions of society.  
 
2. Methodology 

Data were collected during a large-scale city-wide housing survey carried out in Leicester, 
UK in 2009-2010 [19]. The Living in Leicester (LIL) Survey was designed by the 4M project 
- Measurement, Modelling, Mapping and Management (4M): An Evidence-Based 
Methodology for Understanding and Shrinking the Urban Carbon Footprint - a collaboration 
between four Universities funded through the Engineering and Physical Sciences Research 
Council (ESPRC). 4M is studying CO2 emission sources and sinks in urban areas and has 
collected data from households within Leicester including indoor air temperatures in domestic 
buildings. Households were randomly selected after stratifying by percentage of detached 
homes and percentage of households with no dependent children in each of the 36 middle 
layer super output areas. 575 households were involved in face to face interviews which were 
conducted by the National Centre for Social Research (NatCen).  
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Hobo data loggers (Figure 1) were used to monitor air temperature every hour between July 
2009 and March 2010 in a subset of these households. The sensors were calibrated by 

Tempcon Ltd and were found to be accurate to 
±0.4°C [20]. NatCen interviewers asked the 
occupants to place the Hobos in the living room and 
main bedroom. Guidance on the placement of 
sensors was provided and stated that the Hobos 
should be placed away from heat sources and not in 
direct sunlight. A distinct advantage of this data set 
compared to previous national studies is that outdoor 
temperature and climate can be assumed to be the 
same across the whole sample. At the end of the 
monitoring period the Hobos were returned in pre-
paid envelopes. 620 Hobos were returned from 321 
households. Only households with temperature data 

for living room spaces were suitable for this analysis. 31 households were excluded from the 
analysis for a number of reasons including; loggers failing to download; data not being 
available for the whole monitoring period; and average temperatures being below 10°C (when 
it was assumed that sensors were in unheated spaces, misplaced or faulty).  
 
Temperature data for the month of February 2010 were analysed to provide understanding of 
heating patterns during a typical winter heating period. The average daily temperature profile 
was calculated for each house. Although average temperatures were calculated for both living 
room and bedroom spaces only living room temperature considers the ability for households 
to heat their living spaces to adequate temperatures. Consequently, this analysis concentrates 
on living room temperatures. Average temperatures for morning (7:00-9:00), day (9:00-
17:00), evening (17:00-23:00) and night (23:00-7:00) were calculated to aid understanding 
heated and unheated periods. Temperature data were combined with data on the built form of 
the properties for analysis.  
 
3. Results 

3.1. Analysis of indoor temperature data  
Average temperatures were compared to those measured in New Zealand homes, which is a 
comparable study reporting average evening temperatures [18] (Table 1).  
 
Table 1. Average temperatures reported. Temperatures in Leicester for the 4M project are reported 
for February 2010. New Zealand (HEEP) temperatures are for the whole winter. 
Room   Average evening temperature (°C)   
  Morning 

(7:00-9:00) 
Day  
(9:00-7:00) 

Evening 
(17:00-23:00) 

Night 
(23:00-7:00) 

Living room  4M (n=290) 17.4 17.8 18.7 18.9 
 HEEP (n=348) 13.5  15.8 17.8 14.8 
Outdoor 
 

Leicester 
New Zealand 

1.5 
7.8 

3.6 
12.0 

2.6 
9.4 

1.6 
7.6 

 
Indoor temperatures measured in Leicester were found to be higher than those measured in 
New Zealand; average evening temperatures were 18.7°C and 17.8°C respectively.  
Temperatures in UK dwellings are also more uniform throughout the day; New Zealand 
morning temperatures were 13.5°C compared to 17.4°C in Leicester. There are numerous 

 
Figure. 1 Hobo data logger used to 
measure indoor air temperature in 
290 dwellings in Leicester City.    
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Figure 3. Histogram of average evening 
living room temperature measured in 290 
households in Leicester during February 
2010.  
 

reasons why this might be that case, these include that homes in Leicester may have longer 
heating periods, better thermal insulation, more efficient heating systems or occupants that 
prefer warmer indoor temperatures. Average temperature profiles were used to identify the 
variation of indoor temperatures relating to different house types (Figure 2). None of the 
property types had average temperatures that reached the temperatures recommended by the 
WHO. It was observed that flats were warmer for the majority of the day, on average, 
compared with other house types. It is hypothesised that this is due to flats being more 
thermally efficient than other property types as they have less exposed surface area. Detached 
dwellings reach the lowest temperatures. Although mid terrace properties have less exposed 
wall area than end terraces and are assumed be more thermally efficient, lower temperatures 
on average were observed. Further data analysis is required to comment on the reasons or 
validity of this observation.   

 

3.1 Recognising rebound in UK policy making  
Analysis was carried out to identify the proportion dwellings where energy efficiency 

improvement may not result in the expected 
energy savings. To do this it was assumed 
that the heating was operational in all 
dwellings during evening periods. A 
histogram of average evening (17:00 – 23:00) 
temperatures illustrates the variation in 
indoor temperatures during heated periods 
(Figure 3). Mean evening indoor temperature 
was 19.9°C with a standard deviation of 
2.1°C. 7% of dwellings can be observed to 
have evening temperatures over 22°C (Table 
2). In these homes it is assumed that energy 
efficiency improvements are expected to 
result in energy savings as higher indoor 
temperatures are unlikely to be desired. 36% 
of dwellings had evening temperatures below 
18°C and therefore it is assumed that energy 

efficiency improvements may not deliver energy savings but contribute to increased indoor 

 
Figure 2. Daily living room temperature profile averaged for each hour in February 2010 for 
indoor temperatures measured in 290 homes in Leicester.   
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temperatures. These data were divided into house types to see whether certain house types 
could be targeted by policy makers. 45% of mid terrace properties were found to have low 
evening temperatures and more than a third of detached and semi detached homes also had 
low evening temperatures. Further analysis of these data is required to identify which other 
social and technical variables also relate to indoor temperatures and to test the statistical 
significance of these results.  
 
Table 2. Average evening temperatures under18°C measured in dwellings in Leicester in February 
2010 

 
% with average evening 
temperature under 18°C 

% with average evening 
temperature above 22°C 

All dwellings (n=290) 36 7 
Detached (n=28) 39 4 
End terrace (n=28) 29 7 
Flat (n=36) 25 14 
Mid terrace (n=69) 45 6 
Semi detached (n=129) 35 6 

 

3.2 Discussion  
A challenge in this analysis is the number of influences on indoor temperatures. Thermal 
comfort is defined as a product of indoor temperature, mean radiant temperature, air speed 
and occupant activity. Indoor temperature is related to the outdoor climate, the efficiency of 
the built form and heating systems in dwellings as well as occupant behaviour. Gathering and 
analysis of data to inform policy makers is therefore complex and it is important not to make 
assumptions. For example, if improvements were made to a buildings’ air tightness this would 
reduce the energy lost via infiltration and reduce drafts (air speed). This could increase 
occupant thermal comfort while indoor temperatures could remain the same or even be 
lowered. This measure would reduce energy use from the dwelling but this could not be 
observed by using only indoor temperature data. It should also be noted that although it is 
assumed here that there is a portion of the housing stock where occupants are unable to 
maintain their preferred temperature due to the inefficiency of building fabric or heating 
systems or the inability to afford heating, there are some occupants that prefer lower indoor 
temperatures. Further analysis and data collection are therefore required to continue to 
develop the understanding of the drivers of indoor temperatures in domestic dwellings and 
how these can be analysed to inform policy makers. This will include using analysis of 
covariance to identify the variables which influence households to have high or low 
temperatures during occupied periods. This analysis will address whether other social and 
technical factors can explain more of the variation in indoor temperatures. This dataset will be 
used to explore relationships between indoor temperature and income, house price, built form, 
controllability of heating systems, age of property and number of occupants. Outdoor air 
temperature, average temperatures during heated periods and estimations of daily heating 
period and demand temperature based upon analysis of daily temperature profiles will also be 
considered.  
 
4. Conclusion  

This paper presents initial analysis of indoor temperature data measured during February 2010 
in 290 households in Leicester, UK. Average temperatures were calculated to identify 
variations in indoor temperature in dwellings. The data were used to address how house type 
relates to indoor temperatures. Temperature profiles showed that on average flats had higher 
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indoor temperatures than other house types. It is suggested that this was due to flats being 
more thermally efficiency due to their limited exposed wall. Average temperatures for 
evening periods were calculated to identify the proportion of Leicester properties which have 
high and low evening temperatures. It was found that 36% of the households had average 
evening temperatures below 18°C which is below the 21°C recommended by the WHO. 
Nearly half of all mid terrace properties and over a third of detached and semi detached 
properties were found to have evening temperatures below 18°C. Further analysis is required 
of this data set to fully address the reasons why these properties have low temperatures during 
occupied periods. There are many drivers of indoor temperatures in domestic dwellings which 
require understanding if energy reduction policy is to be fully effective. It is concluded that to 
meet Government CO2 reduction targets the rebound effect should be taken into account 
when calculating the savings expected as a result of energy efficiency programmes.  
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Abstract: This paper presents the optimization of the consumption and production rates of a steam reforming 
plant using natural gas as raw material for generating hydrogen as principal product. Different strategies are 
applied to select the most adequate techniques and to obtain different configurations or alternatives for the 
process. The methodology used in this work includes both quantitative and qualitative analyses. The aim of this 
work is to apply various possible alternatives to control emissions and reduce energy inputs, according to the 
recommendations of the European IPPC Bureau and the United Nations Framework Convention on Climate 
Change. The actions are oriented towards reducing the consumption of the plant by improving process heat 
recovery and improving energy integration. The results will be focused on the energy consumption analysis for 
the different alternatives, showing the best option to design the plant, maximizing production and optimizing 
energy use. This approach produces large amounts of hydrogen, decreases environmental impacts and increases 
economical profits. 
 
Keywords: Hydrogen production, Natural gas, Energy efficiency, Best Available Techniques 

1. Introduction 

The synthesis of hydrogen has been largely used to obtain ammonia and related derivates. As 
a result of the growth of the industry during the last century, new processes and methods 
using hydrogen as raw material appeared. Some examples are Fischer-Tropsch processes, 
hydrogenation processes for the petrochemical industry, direct use of hydrogen as an energy 
vector, and others [1-6]. Nowadays this continuous improvement not only responds to 
compliance with the normative, but also to the demands and expectations of consumers. To 
get quality products at the lowest possible cost, it is necessary to implement optimization 
techniques that reduce material and energy use, taking advantage of the recent revolutionary 
technological changes related with energy optimization patterns. These technology advances 
can lead to more efficient processes that reduce energy use and pollutants emissions. 
 
Environmental problems, such as global warming, may lead to restrictions on the use of 
energy in the near future. CO2 emissions reduction goals can be achieved by introducing 
energy efficiency improvements in the production processes [7]. 
 
Hydrogen plants are major energy-demanding processes and important CO2 releasers [1, 2, 8]. 
According to the latest surveys, the greenhouse gas emissions from the hydrogen industry 
were calculated to be around one hundred million tonnes CO2 equivalent per year. In spite of 
that, this industry has already come a long way towards reducing energy use and related 
emissions by improving its performance. 
 
An industrial sustainable system is characterized by minimal environmental exchanges, with a 
more rational use of the available resources. This implies the integrated reduction of the 
environmental impacts, acting over the effects derived from the activities (waste generation, 
air pollution, etc) and implementing measures related to resources exploitation and pollution 
prevention. 
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In this context the EU published in 1996 the IPPC Directive [9] (meaning Integrated Pollution 
Prevention and Control) that introduced, among others, the Best Available Techniques (BAT) 
and the Emission Limit Values (ELV) for the affected industrial potentially polluting sources. 
 
On the other hand the United Nations created in 1988 the Intergovernmental Panel on Climate 
Change (IPCC). They published in 1996 the Kyoto Protocol fixing the objective of 
greenhouse gases reduction for the signatory countries. It includes the Clean Development 
Mechanisms, which enables developed countries to accredit units or credit emissions 
reduction when projects are financed in developing countries [10]. 
 
The world H2 production is estimated to be around 45 million tonnes (500 million m3) per 
year. Around 96% of it is derived from fossil fuels. In 2000 crude oil was the dominant fossil 
fuel to produce H2 (55%), followed by natural gas and coal. At present, 49% of the hydrogen 
is produced by reforming natural gas, 29% (Fig. 1). 
 

 
Fig. 1. Current worldwide H2 production [11]. 
 
Natural gas has been selected as raw material in the steam reforming process as it is the least 
polluting alternative within the group of hydrocarbon feedstock. Comparatively, other 
processes consuming different raw materials have not been completely developed, so they 
imply high energy costs and show some technological limitations [6-8, 11, 12]. 
 
This paper presents the optimised design of a steam reforming plant using natural gas as raw 
material for producing hydrogen as principal product. Various possible alternatives are 
proposed to prevent and control emissions and reduce energy inputs. This work follows the 
recommendations of the European IPPC Bureau [13] and the United Nations Framework 
Convention on Climate Change [10]. 
 
2. Methodology 

The methodology includes both quantitative and qualitative analyses that were developed and 
applied to meet the objectives of this work, which was oriented to prevent and control 
emissions and reduce energy demand in the case study. The qualitative analyses begins with a 
detailed description of the process, followed by the study of the main environmental impacts 
that leads to an inventory of the BAT, the evaluation of these techniques and finally the 
assessment of the possible improvements of the environmental performance of the plant 
achieved after the application of the selected techniques. On the other hand, quantitative 
analysis includes process modelling and simulation, solving material and energy balances for 
each configuration by using a process simulation tool, Aspen Plus HYSYS®. 
 
The qualitative and quantitative analyses carried out during this work were developed 
according to the sections included below. 
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2.1. Qualitative analysis 

2.1.1. Detailed description of the process 

In order to provide proper results, the process is divided into stages, including inputs and 
outputs of materials and energy (Fig. 2). 
 

 
Fig. 2. Flow-sheet of the hydrogen production process. 
 
2.1.2. Study of the main environmental impacts to be addressed by the process which can 

cause negative effects (atmospheric emissions, liquid effluents and solid wastes) 

The reforming reaction is strongly endothermic so it is required a large input of heat, around 
70%. Pumps and refrigeration from the CO2 removal section account for 10% of the total 
energy needed [14]. Linked to the high-energy requirements, relevant greenhouse emissions 
are produced. For instance, within the hydrogen production field, the CO2 generation from 
NH3 production ranges from 1.52 to 3.06 t CO2/t NH3 produced [15]. On average, one-third of 
CO2 emissions result from burning fuel and two-thirds from the use of hydrocarbon feedstock. 
Fig. 3 shows that energy consumption decreases with time in NH3 plants. 
 

 
Fig. 3. Relative energy requirements as a function of time (adapted from [17]). 
 
Due to the high temperatures of the combustion process, large amounts of NOx are generated 
in the reformer and in the auxiliary boilers. The kind of burning fuel and the usage of 
hydrocarbon feedstock determine the quantity of SOx emissions. Pollution problems related to 
water are associated to the formation of condensates or to the scrubbing of waste gases. Spent 
catalysts and molecular sieves are solid waste sources [16]. 
 
2.1.3. Inventory of BAT using different sources of background information available 

The proposed techniques [18-23], which are candidate to be BAT for the analysed processes, 
are summarized in Fig. 4. 
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Fig. 4. Inventory of the best available techniques. 
 
2.1.4. Analysis of the previously reported measures 

All the techniques are analysed in order to select those that are already implemented and those 
that are not, bearing in mind the improvement of global energy efficiency. To facilitate this 
task, a technical data sheet for each technique is done taking into account some of the items 
established by the EIPPCB [13]: technical description of the measure, benefits or 
environmental data, secondary effects, implementation, applicability and characterization. 

2.1.5. Assessment of the possible environmental performance improvement of the plant by 
selected techniques. 

After a careful evaluation of the understudy hydrogen plant, a retrofit was decided. According 
to the current methodology, a combination of the proposed measures is selected to assess the 
energy savings of the new flow-sheet. Thereby, in this paper the potentiality of the 
highlighted measures (Fig. 5.) is tested. 
 

 
Fig.5. Techniques selected for the reformer section. 

 
2.2. Quantitative analysis 

Aspen HYSYS 7.1 has been used to model the process in order to compare different possible 
configurations. The improvement of the process has been done progressively (Fig. 6). Once 
the model is ready (the base case and the retrofit), several simulations are carried out to obtain 
the main parameters of the equipment and flows. 
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BASE CASE 

IMPROVED CASE 

 

 

 

Improvement 1 

 

Improvement 2 

Improvement 3 

Fig. 6. Comparison of the base case with the improved case. 

 
3. Results 

Simulation results show that energy can be saved by implementing the selected techniques. 
The implementation of a pre-reforming reduces more than 10% the required energy input. 
Moreover, energy consumption is reduced 21.5%, regarding the base case, by implementing 
preheating of combustion air (Table 1). The final substitution of the purification stage by the 
PSA eliminates de energy requirements of the absorption stage (Table 2). 
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Table 1. Energy savings in the reforming section 

Technique 
Energy required in the reforming section 

Before implementation After implementation 
T 2.2. Pre-reforming 107.2 MW 95.8 MW 
T 2.3. Pre-heating of combustion air 95.8 MW 84.2 MW 
 
Table 2. Energy savings in the purification section 

Technique Energy required in the purification section 
T PSA. Substitution to PSA tech 5,000 MJ/t CO2 saved by eliminating absorption stage
 
Besides these data, Fig. 7 shows how energy consumption in the plant decreases by the 
progressive implementation of the selected techniques in the corresponding sections. The base 
case is not energetically integrated at all. The proposed techniques achieve the maximum 
energetic integration for this process, reducing 85.9% energy consumption (Fig. 8). 
 

 
Fig. 7. Energy consumption evolution 

 
Fig. 8. Energy consumption reduction 

 
4. Conclusions 

This work shows an assessment of the potential measures to reduce and control emissions and 
energy use in a hydrogen plant. Consequently, a methodology was introduced including both 
quantitative and qualitative analysis. From the qualitative analysis, a list of specific measures 
was proposed. The achieved results showed that, despite being a mature technology, 
important energy efficiency improvements and CO2 emissions reduction could be achieved. 
Therefore, the proposed methodology has turned out to be satisfactory.  
 
The highlights are: 
- The consumption in the primary reformer is reduced. Nevertheless, this option can cause 

problems if an integrated energy balance is not done properly. 
- A pre-reforming installed prior to the first reformer reduces energy consumption. 
- The substitution to ATR technique provides a significant reduction of the energy needs and 

improves the yield (steam needs are reduced to ratio V/C = 1). 
- The substitution to PSA technique provides a reduction of energy needs, but it is necessary 

more adsorbent. 
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Abstract:  Hydrolysis of boron is investigated as a part of a boron/boron oxide solar, water-splitting, 
thermochemical cycle.  Boron was hydrolysed and boron oxide was gasified with steam in a tubular reactor.  The 
influence of the reactor temperature and time on hydrogen conversion was measured at furnace set point 
temperatures of 873, 973 and 1073 K.  The hydrogen production rate was measured by inline gas 
chromatography. The products were analyzed by X-ray diffraction.  The average hydrogen production efficiency 
of 92% was obtained for both 973 and 1073 K.  The formation of a boric acid layer on the reactor walls was 
attributed to the gasification of the boron oxide.  The X-ray analysis shows 100% conversion of the boron to 
boron oxide and boric acid. 
 
Keywords: hydrogen, thermochemical cycle, boron, oxide layer removal  

1. Introduction 

Hydrogen is an abundant and clean fuel with high energy density, making it a leading 
candidate in the search for an alternative to fossil fuels.  However, the storage and 
transportation of hydrogen fuel for practical applications (e.g. internal combustion engine or 
fuel cells) remain among the most difficult problems to overcome before hydrogen can serve 
as a real alternative to fossil fuels [1].  Numerous methods for storage of hydrogen on-board 
vehicles have been considered, including compressed gas, liquid hydrogen and hydride 
compounds.  Each method has significant and unresolved technical, safety and economic 
issues.  Finding a feasible, on-board hydrogen storage solution is one of the major challenges 
in achieving a hydrogen economy.  One such solution may be to produce the hydrogen on-
board the vehicle at a rate that matches the rate of demand of the car engine.  One method of 
on-board hydrogen production is to react a light metal with water.  Boron is one of the most 
promising metal candidates for this purpose [2].  It is a light element with a molecular weight 
of 10.8g/mol.  The reaction of boron with water yields a high hydrogen-to-metal ratio 
compared to other metals (see Table 1) [3].  Moreover, boron is very safe to store and to 
transport because its ignition temperature is high in dry or moist air and even in water. 
 
Table 1. Theoretical H2 produced by the hydrolysis of metals 

Reaction mole H2/g-Fuel STP L H2/g-Fuel 
2B + 3H2O → 3H2 + B2O3 0.139 3.00 

2Al+ 3H2O → 3H2 + Al2O3 0.056 1.25 
Mg+ H2O → H2 + MgO  0.041  0.92 
Fe+ H2O → H2 + FeO 0.018 0.40 
Zn+ H2O → H2 + ZnO 0.015 0.34 

 
The ignition and combustion processes of boron have been of great interest to many 
researchers because of its high heating value.  Considerable experimental [4-5] and theoretical 
research [4-9] has been conducted with the objective of understanding the ignition and 
combustion of boron particles in oxygen.  The data show the ignition of boron particles is 
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significantly delayed because of the formation of a layer of boron oxide (B2O3) on the surface 
of the boron.  
 
Several studies prove that adding water to the oxygen environment can increase the oxidation 
rate. This finding is of particular significance to the proposed study.  It is suggested that the 
increased oxidation rate is due to gasification of the protective B2O3 layer to boric acid 
(HBO2).  Smolanoff et al. [10] showed that the addition of water to the boron/oxygen reaction 
yields a higher reaction rate than when HF(g), CO2(g), and BF3(g) are added.  Data obtained 
by Krier et al. [11] show that the addition of water reduces the ignition delay time and reduces 
the ignition temperature for combustion of boron when compared to combustion in pure 
oxygen.  Vovchuk et al. [12] measured B2O3 gasification rates in pure water and dry air 
atmospheres for temperatures as high as 1303 K.  They found that the gasification rates for 
B2O3 in water vapor were significantly greater than those in air.  Sontgen et al. [13] found 
that the addition of 3 to 8% water vapor to air significantly increased the oxidation rate at 803 
K. 
  
Data on the hydrolysis of boron in the absence of oxygen are limited.  Experiments in steam 
by Rosenband et al. [14] were the first to demonstrate that the production of hydrogen by this 
method is feasible.  Vishnevetsky et al. [15] considered the hydrolysis of boron in the absence 
of oxygen at moderate reactor temperatures (below 873 K).  The hydrogen yield was 47 to 
62% of the theoretical equilibrium value.  It was confirmed that the reaction occurs only at 
temperatures above the melting point of boron oxide (723 K).  Removal or thinning of the 
liquid oxide layer is attributed to a gasification reaction with steam that produces volatile 
metaboric acid.  Limitations of the test apparatus excluded experiments above 873 K, where 
the gasification rate of boron oxide increases and higher hydrogen production yields are 
expected. 
 
The objective of this paper is to investigate the effect of temperature on boron hydrolysis (2B 
+ 3H2O → 3H2 + B2O3) and to study the effect of boron oxide gasification reaction (B2O3(l) 
+ 3H2O(g) → 2H3BO3(g)) on the hydrolysis process. 
 
2. Methodology 

The experimental setup is shown in Figure 1.  A 100 cm long and 2.3 cm i.d. tubular, quartz 
reactor is placed inside a tubular furnace (40 cm long, concentric, cylindrical, electric ceramic 
heater).  Steam was generated upstream in an electrical heater.  The amount of steam 
generated was controlled by controlling the water flow via a peristaltic pump.  Prior to each 
experiment, a crucible was loaded with weighed boron particles of 0.1 grams (amorphous, 
97% pure) and placed in the reactor.  Each time, the reactor was closed, evacuated and purged 
with N2.  The nitrogen flow rate was 0.3 l/min during the whole experiment.  When the 
desired temperature (873 K, 973 K, 1073 K) in the furnace was reached, the steam flow was 
directed into the reactor (0.54 mL/min, equivalent to 1 rpm in the peristaltic pump).  During 
the experiment, the excess of steam was condensed into a water vapor trap.  The outlet gas 
was analyzed continuously using an inline gas chromatograph (Varain 430 GC).  The GC was 
fixed in automatic sampling mode and started to record data as soon as the steam valve was 
opened.  Each run lasted 2 minutes.  
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Fig. 1. Boron hydrolysis experimental setup 
 
To examine the gasification of the oxide layer produced, small changes have been made to the 
experimental setup.  A shorter quartz reactor (60 cm length, 2.3 cm i.d.) was placed in the 
tube furnace.  The outlet of the quartz tube was open.  Prior to each experiment, 4 crucibles 
were inserted into the reactor with the same amount of boron powder (0.1g) and placed in the 
reactor (dry and purged with N2).  During the experiment, boron crucibles were pushed out 
from the reactor into 500 mL flasks that contain nitrogen gas in order to prevent any further 
oxidation with air.  This process was conducted on a regular time interval: 3 minutes between 
each crucible.  Then the mass of the crucible was recorded. 
 
3. Results and Discussion 

Figures 2a and 2b show the hydrogen production at 973 and 1073 K.  The hydrogen 
production efficiency at 973 K was 86 and 98% for run 1 and 2, respectively.  At 1073 K, the 
efficiency was 93 and 90% for run 1 and 2 respectively.  These values are much higher than 
the efficiency values obtained by Vishnevetsky at. al., [15].  In both of the runs at both of the 
temperatures, the hydrogen production followed the same trend.  The hydrogen production 
reached the maximum at t = 8 and 10 minutes for 973 and 1073 K, respectively. 
  

  

(a)                                                                           (b) 
Fig. 2. Hydrogen production at a: 973 K and b: 1073 K 
Figure 3 shows a comparison of the hydrogen production at 873, 973 and 1073 K. As seen 
from this figure, at 873 K, there was very low hydrogen production (efficiency only 5%) for 

0

20

40

60

80

100

0 10 20 30

H
2 

fl
ow

 r
at

e 
 m

L
/m

in
 

time (min) 

Run 1 at 973 K
Run 2 at 973 K

0

20

40

60

80

100

120

0 10 20

H
2 

fl
ow

 r
at

e 
m

L
/m

in
 

 

time (min) 

Run 1 at 1073 K
Run 2 at 1073 K

1145



the period of the experiment.  At 973 and 1073 K, the first detected hydrogen production was 
after 2 minutes.  At 1073 K, the hydrogen production was higher than at 973K, but the 
efficiency was lower.  Here, it is important to mention that the hydrogen analysis was 
performed every 2 minutes and that, most likely, there was more hydrogen produced than the 
values measured.  The X-ray analysis shows that all the boron was converted to boron oxide 
and boric acid in the first 3 minutes. 
 
In all runs, the hydrogen production started immediately after switching the steam valve on.  
This is confirmed by the visual observation of the condensation of boric acid and the gas 
chromatography analysis.  
  

 

Fig. 3. H2 production comparison for different temperatures 
 
From the first minutes of the reaction, a formation of white, glittery particles was observed on 
the inner wall of the quartz tube outside the furnace where the temperature is 376 K.  These 
particles start to condense on the tube directly after the steam valve is switched on (Figure 4a 
and 4b).  These condensed particles continued to accumulate during the experiment and were 
very easy to remove.  The X-ray analysis of these particles indicates that they are orthoboric 
acid (Figure 5).  The formation of this layer is evidence of the gasification of boron oxide 
(B2O3(l) + 3H2O(g) = 2H3BO3(g)) in parallel with the hydrolysis reaction. 

                        

                          (a)                                                                                 (b) 

Fig 4. The condensation of boric acid on the inner wall of the reactor during the hydrolysis 
experiment. a: at the beginning and b:  at the end of the experiment. 
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Fig 5. X-Ray analysis of condensed powder layer outside the furnace 
 
Figure 6 shows the mass change during the hydrolysis of the boron powder at 973 K.  
Theoretically the hydrolysis of 0.1 grams of boron will generate 0.638 g of boron oxide; but 
the maximum weight recorded during the experiment was 0.229 g after 6 minutes of the 
reaction.  This is due to the immediate gasification of the boron oxide layer.  This gasification 
process was observed during the hydrolysis experiments: a white color deposition of boric 
acid was observed at t = 1 min of the hydrolysis experiment.  After the sixth minute of the 
reaction, the weight of the particles in the crucible started to decrease.  The X-ray analysis of 
the particles that remained in the crucibles shows 100% boron oxide after 3 minutes (Figure 
7).  
 

           

Fig. 6. Mass change in the boron sample during the hydrolysis process 
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Fig 7. X-Ray analysis of particles remaining after the boron hydrolysis process (t = 3 min) 
 

4. Conclusion 

In this study, a tubular reactor was built and operated for the hydrolysis of boron and the 
gasification of boron oxide in nitrogen carrier gas.  Hydrogen production was measured at 
furnace set point temperatures of 873, 973 and 1072 K.  The primary objective of these initial 
experiments was to understand the boron hydrolysis process.  
 
Hydrogen conversion was 92% for both 973 K and 1073 K.  Very slow hydrogen production 
was observed at the temperature of 873K.  Extensive deposition of boric acid was observed on 
the wall of the reactor outside the furnace where the temperature was 376 K.  
 
The hydrolysis experiments show parallel processes of boron hydrolysis and boron oxide 
gasification.  X-ray analysis of the particles remaining in the crucible shows 100% boron 
oxide.  Thus, we conclude that the boron hydrolysis reaction is faster than the boron oxide 
layer gasification.  In other words, the chemical reaction between the boron and the steam is 
much faster than the chemical reaction between the boron oxide and the steam.  The use of the 
boron/boron oxide thermochemical cycle for hydrogen production shows an advantage over 
other cycles, due to the ease of removal of the oxide layer.  By comparison, in the zinc/zinc 
oxide (ZnO) cycle, once a ZnO layer is formed, the hydrolysis reaction becomes limited by 
the diffusion of the reactants through the layer, which is harder to remove than the boron 
oxide layer [16].   
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Abstract: The use of PV array energy in supplying the electrolyzer systems is very suitable. During the daylight 
hours, the sunlight converts by PV array into electrical energy which will be used for electrolyzing process. Then 
hydrogen produced by the electrolyzer is compressed and stored in hydrogen vessel. This provides energy for the 
fuel cell to meet the load when the solar energy is insufficient. Solar hydrogen technology is relatively simple 
and the only raw material for the production of solar hydrogen is water. In this study technical results obtained 
from direct connection of 10 kW PV array with 5 kW electrolyzer systems for hydrogen production and storage 
at Taleghan site. Variations of the solar radiation intensity, hydrogen production rate, solar hydrogen efficiency 
and overall efficiency of solar hydrogen energy were considered as base of analyses. It is found that the 
minimum and maximum overall energy efficiency values of the system are 0.93 % and 5.01 %, respectively. The 
result shows a great potential in direct solar radiation for absorbing and converting it to other types of energy in 
Iran. Using solar energy required high initial investment, so converting solar energy to other types of energy with 
high efficiency systems is vital. 
 
Keywords: Photovoltaic, Water Electrolysis, Hydrogen Production, System Efficiency, 
Taleghan 

Nomenclature 

E calorific value of hydrogen ................ J.mlP

-1 
Q hydrogen production rate ............... ml.secP

-1 
S solar radiation intensity ..................... W.mP

-2 
A PV array surface ...................................   mP

2 
IReR current ...................................................... A 
TRcR the PV cell temperature .......................... P

o
PC 

TRrR PV cell reference temperature ................. Po PC 
ν hydrogen production ........................ mP

3
P.hr P

-1 
β Temperature coefficient of a solar cell in 

STC .....................................................   °CP

-1 

 
1. 0BIntroduction 

As conventional fossil fuel energy sources diminish and the world’s environmental concern 
about acid deposition and global warming increasing, renewable energy (RE) resources are 
attracting more attention as alternative energy sources [1]. The use of RE resources, which do 
not endanger the environmental balance, is a way to solve many of the environmental 
problems caused principally by the excessive use of fossil fuels. RE resources are free of 
pollution during their development and operation for power generation [2]. RE systems based 
on intermittent sources exhibit strong short term and seasonal variations in their energy 
outputs. Therefore, the need for storage of energy arises; storing the energy produced in 
periods of low demand to utilize it when the demand is high, ensuring full utilization of 
intermittent sources available [3]. Solar photovoltaic energy has been widely utilized in small 
size application and is the most promising candidate for research and development for large-
scale use, as the fabrication of less costly photovoltaic devices becomes reality [1]. Hydrogen 
holds a preeminent position among the solar fuel candidates because of its high energy 
content, low environmental effect, storage compatibility and distribution [4-6]. Solar 
hydrogen is described as a potential energy storage medium to offset the variability of solar 
energy [7]. The seasonal storage of solar energy in the form of hydrogen can provide the basis 
for a completely renewable energy system [8]. Hydrogen can be generated by using different 

1150



technologies, but only some of them are environmentally friendly. It is argued that hydrogen 
generated from electrolyzing water is a leading candidate for a r enewable and 
environmentally safe energy carrier due to the following reasons [9]: 
• Solar hydrogen technology is relatively simple and, therefore, the cost of such a fuel is 

expected to be substantially less than the present price of gasoline. 
• The only raw material for production of hydrogen is water, which is a renewable resource. 
• Large areas of the globe have access to solar energy which is the only required energy 

source for solar hydrogen generation. 
Country of Iran with more than 4.5 kWh/m2.day radiations has a great potential for converting 
solar radiation to electricity. One of the efforts done in the field of constructing and utilization 
solar hydrogen plant is constructing stand-alone energy system PV-electrolyzer-fuel cell in 
Taleghan-Iran. The purpose is to demonstrate the technical feasibility of using hydrogen as 
solar energy storage medium. This small scale demonstrative energy system uses PV as the 
primary energy conversion technology, hydrogen as the storage medium and a fuel cell as the 
regenerative technology [10]. 
 
2. Methodology 

In this study, we will evaluate overall efficiency from connection of 10 kW PV array with      
5 kW alkaline electrolyzer systems for hydrogen production and storage at Taleghan 
renewable energies site. We assumed that water electrolysis operated during a sample day in 
summer season during 150 minutes (10:30 until 12:50). Variations of the solar radiation 
intensity, hydrogen production rate, solar hydrogen efficiency and overall efficiency of solar 
hydrogen energy in operating conditions were gathered and considered as base of analyses. 
 
3. Results  

3.1. Description of the solar hydrogen energy system 
This energy system is located in a mountainous area with latitude N 36o, 8', longitude             
E 50o, 34' and altitude 1700 m. The system consists of a 10 kW photovoltaic (PV) array 
coupled to a 5 kW bipolar, alkaline electrolyzer, and a gas hydrogen storage tank. When the 
sun shines, PV power is available and directly supply the load. By this power electrolyzer 
produces hydrogen, which is delivered to the hydrogen storage tanks. When PV array cannot 
provide electricity, the 1.2 kW PEM fuel cell will begin to produce electricity. Hydrogen in 
storage tank prepares the feed of fuel cell for production of needed electricity [11].  
 

DC-Bus

PV
10 kWp

Battery Bank
57.6 kWh

-
-

-
~

Load

Converter 
10 kW

HT Electrolyzer
5 kW H2 Storage Tank Ballard PEM

Fuel Cell 1.2 kW

Converter 
10 kW

 
Fig. 1. Schematic of solar hydrogen energy system at the Taleghan site 
 
Experimental results for the operation of directly coupled PV-electrolyzer in operating regime 
of electrolyzer for a sample day in summer are presented. The schematic of this energy 
system is given in Fig. 1. 
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3.2. Photovoltaic array 
Solar energy is one type of the RE resources, which can be converted easily and directly to 
the electrical energy by PV converters. The PV module is a polycrystalline silicon type with 
maximum output of 45 W, an open circuit voltage of 20.5 V and 10 kW PV array consists of 
224 solar panels MA36/45 modules installed at the Taleghan site. The PV array has a fixed 
inclination of 45 degree with horizontal and it is mounted such that the module is facing south 
direction [12]. Each module is 462 mm wide and 977 mm long for an area of 0.45 m2 per 
module and total surface of 101.1 m2 (2×7×16×0.45 ≈101.1 m2). This angle corresponds to 
the optimum tilting in spring for the installed PV and is the latitude of Taleghan area. The 
power also depends on t emperature, wind speed, and age of cells. The efficiency (ηe) of a 
solar cell is a function of the cell temperature (Tc) and it is defined as: 
 

( )[ ]rCre TT −−= βηη 1                                                                                      (1) 
 
Where ηr is the efficiency of a solar cell at standard conditions, Tc the temperature of PV cell 
(oC), Tr the PV cell reference temperature, and β is the temperature coefficient of a solar cell 
in STC (that for PV module is a polycrystalline silicon is 0.0004 °C-1) [13-14].  
 
Table 1.Parameters related to solar radiation, ambient temperature and power system vs. time 
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Fig. 2. Variations of the solar radiation intensity and power of 10 kW PV vs. time for a sample day 
 
According to data received such as solar radiation intensity, ambient temperature, modules 
temperature, can be produced solar modules and system efficiency in the period 6 a .m. till      

Efficiency 
system (%) 

Power system 
(kW) 

Module 
temp. ( P

o
PC) 

Ambient 
temp. ( P

o
PC) 

Insolation 
(W/mP

2
P) Time 

11.45 0.2989 20 19 26 6 a.m. 
11.41 0.9045 22 20 79 7 a.m. 
11.32 1.9988 24 20 176 8 a.m. 
11.13 4.3236 29 21 387 9 a.m. 
10.99 6.1016 33 22 553 10 a.m. 
10.86 7.3760 38 24 677 11 a.m. 
10.81 8.0086 40 25 738 12 a.m. 
10.81 7.9306 41 26 731 13 p.m. 
10.86 7.4087 41 27 680 14 p.m. 
10.95 6.4277 37 25 585 15 p.m. 
11.13 4.4912 31 23 402 16 p.m. 
11.22 2.2642 26 20 201 17 p.m. 
11.32 1.0770 21 17 96 18 p.m. 
11.45 0.4138 17 16 36 19 p.m. 
11.50 0.0692 15 15 6 20 p.m. 
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8 p.m. in sample day at Taleghan site was calculated. Parameters related to solar radiation 
intensity, ambient temperature, modules temperature, power system and solar cell efficiency 
versus time for sample day are given in Table 1. Variations of the solar radiation intensity, 
producing power system, efficiency and cell temperature of PV array against to time for a 
sample day are given Figs. 2 and 3. 
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Fig. 3. Variations of efficiency of PV arrays and cell temperature vs. time for a sample day 
 
3.3. Battery bank 
It is known that a solar hydrogen system needs a storage system to provide energy for the 
cases of inappropriate weather conditions, instantaneous overload conditions, or demand for 
energy after sunset [15-16]. Sun irradiance is stochastic variables by nature. Energy storage 
such as in a battery is required for storing energy from PV array for the back up and stand by 
power source. The battery type is lead-acid because of the low cost and good electrical 
performance under various conditions [17-18]. The selection of a proper size of the battery 
bank for these types of applications requires a complete analysis of the battery's charge and 
discharge requirements [19-20]. The lead-acid batteries have the longest life and the least cost 
per amp-hour of any of the choices [21].The battery system is made up of forty-eight deep 
discharge lead-acid batteries which are installed at the capacity of 57.6 kWh (12V×100 Ah × 
48 cell). Each battery has an average lifetime of five years. When the electrolyzer is turn off, 
the excess energy generated from PV array is used to charge the batteries. If electrolyzer 
needs more power, the rest of power for operation is supplied by the batteries. 
 
3.4. 7BInverter 
A 10 kW  Sunny Boy 2500U model inverter is a single-phase AC power source that is 
connected between the battery bank and utility grid at 195-251 VRACR. The battery voltage 
decrease when the AC loads increase. The inverter is based on a power unit that operates with 
a very high efficiency and optimal reliability. For more specifications, see Table 2 [22]. 
 
Table 2. Inverter technical characteristics (Sunny Boy model 2500) 
PRnominal 2200 WRp Max. AC-power 2500 W 
Max input voltage  600 V Peak inverter efficiency (ηRmaxR) 93-94.4% 
Max input current 11.2 A AC input frequency 49.8-50.2 Hz 
PV-voltage range MPPT 250-600 V VRAC 198-251 V 

 
3.5. 8BHydrogen unit 
Water electrolysis technology has the highest energy efficiency in non-fossil fuel based 
hydrogen production and is ideally suited for coupling with intermittent renewable energy 
resources [19]. In general, there is a good match between the polarization curves of PV cells 

1153



and water electrolysis. However electricity from PV is expensive and hydrogen produced 
from such electricity is even more expensive, but this technology is well developed and 
matured for a large scale electricity and hydrogen generation [23]. The decomposition of 
water into hydrogen and oxygen can be achieved by passing an electric current between two 
electrodes separated by an aqueous electrolyte. The total reaction for splitting water is [24]: 
 

( ) ( ) ( )gOlOH 222 2
1gHEnergy Electrical +→+  

 
In this pilot, the electrolyzer is a bipolar and alkaline type manufactured by the Hydrotechnik 
(Germany). The electrolyzer module consists of 10 c ells in series. The nominal operating 
point is rated load, 250 amperes and rated voltage, 25 Vmax. The electrolyte (KOH) 
concentration inside the cells is about 28 wt. %.; the amount of hydrogen produced in one 
hour by the electrolyzer is found by the formula: 
 

/hr)(m   .1012.4000419.0 33
ee InAI −×=×××=ν                                                  (2) 

 
where Ie is the current (in Ampere), A is a coefficient, n is number of electrolytic cells, and ν 
is the hydrogen production in m3/hr. Hydrogen is stored at 10 bars in a tank to feed the fuel 
cell at low solar radiation levels and hence supply the required load power [25]. The 
maximum stable rate of hydrogen production was about 1 Nm3/hr. The electrolysis efficiency 
is about 70 %, based on the HHV (Higher heat Value) [26]. 
 

( )
( )

( )
( )

( )
( )

( )
( ) 3544W

80640
285830000

1
1000

sec3600
1

H mol1
285830

4.22
H mol1

1 3
2

2
3

==××××







=

m
lithrJ

lithr
mPout  

( )
( ) 0.7089

5000
3544

===
W
W

P
P

in

outη                                                                                     (3) 

 
The oxygen output still contains small amounts of hydrogen gas and vast amounts of water 
vapor. It was not used in this system and was released into the atmosphere [27]. The hydrogen 
from the electrolyzer is sent into a low pressure tank (buffer tank) that is kept at a pressure 
lower than the hydrogen output pressure of the high pressure tank as shown in Fig. 4. 
 

H2 Storage TankH2 Buffer Tank

Electricity
Hydrogen

From 
Electrolyzer

H2 Compressor

From 
AC-Bus

To 
Fuel Cell

 
Fig. 4.  Schematic of hydrogen storage system 
 
Compression occurs during compressor cycles in which the hydrogen is continuously 
removed from the low-pressure tanks beginning at the current pressure of the low-pressure 
tank and ending when the pressure drops to a specified minimum supply pressure. The 
volume of hydrogen vessel is 1 m3 and maximum pressure is 10 bars. It is known that a stand-
alone photovoltaic system needs a storage system to provide energy for the cases of 
inappropriate weather conditions, instantaneous overload conditions, or demand for energy 
after sunset [28]. Due to simple operation, high efficiency and ability to provide power 
quickly from a standby configuration, a PEM fuel cell was chosen for this project. This 
system manufactured by Ballard power system Inc.(Canada) that has 30 cells and provides up 
to 1.2 kW of unregulated DC power at a nominal output voltage. The output voltage varies 
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with power, ranging from about 43 V at system idle to about 26 V DC at full load. It has the 
capability to operate at low temperature and has short start-up period [29] .Overall system 
efficiency for the direct coupling system calculated according to the following equation: 
 

AS
EQ

overall ⋅
⋅

=η                                                                                                             (4) 

 
where A is the PV array total surface (m2), Q is hydrogen production rate (ml/sec), E is the 
calorific value of hydrogen (J/ml), and S is solar radiation (W/m2) [30].  
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Fig.5. Variations of solar radiation intensity and solar hydrogen efficiency for a sample day 
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Fig.6. Variations of HPR vs. solar radiation 
 
Hydrogen gas has the highest calorific value. When one gram of hydrogen is burnt 
completely, it produces 150 kJ. Thus the calorific value of hydrogen is 150 kJ/g (≈12.6 J/mol) 
[31]. We assumed that water electrolysis operated during a s ample day in summer season 
during 150 minutes (10:30 a.m. until 12:50 a.m.).  
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Fig.7. Variations of solar hydrogen system efficiency vs. solar radiation  
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Overall efficiency of solar hydrogen system in this time is shown that in Table 3; also 
variations of the solar radiation intensity and solar hydrogen efficiency versus time are shown 
in Fig. 5 a nd variations of hydrogen production rate and solar hydrogen energy system 
efficiency versus solar radiation intensity are shown in Figs.6 and 7. The effects of hydrogen 
production rate and solar radiation on the overall efficiency system are also given in Table 3 
and are plotted in Fig. 7. The increase in overall efficiency was from 0.93 to 5.01 % with the 
increase in current from 25 t o 250 amperes, module temperature from 34 to 41oC and 
hydrogen production rate from 9 to 15.5 lit/min.  
 
Table 3. Parameters related to solar radiation, ambient temperature and power system vs. time 

 
4. Conclusions 

- The coupling of PV filed and an electrolyzer allows converting renewable electricity into 
time-stable storage. The time of storage can be unlimited and there is no loss of energy in 
stored energy. Using a fuel cell provide a silent electricity generator which has no 
environmental impact. 

- The replacement of conventional technologies like batteries by new hydrogen technologies 
including using fuel cells in RE based stand-alone power systems is technologically 
feasible. It reduces emissions, noise and fossil fuel dependence and increases renewable 
energy penetration. 

- New energy generators for stand-alone applications are expected to increase the comfort 
of people. The actual solutions are either limited by a low autonomy inducing reduction of 
the electricity consumption during worst seasons or noisy and using fossil energy. 

- Iran country located on solar belt and has a great potential in direct natural solar radiation. 
Solar energy required high initial investment, so converting solar energy to other types of 
energy with high efficiency systems is vital. 
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Abstract: One of the most attractive features of hydrogen as an energy carrier is that it can be produced from 
abundant material like water. The use of electrolysis to produce hydrogen from water is an efficient method from 
small to large scales. Energy for supplying water electrolysis systems can be provided by photovoltaic arrays. 
During the daylight hours, the sunlight on the photovoltaic arrays converts into electrical energy which can be 
used for electrolyzer. The hydrogen produced by the electrolyzer is compressed and stored in hydrogen vessel 
and provides energy for the fuel cell to meet the load when the solar energy is insufficient. This study 
investigates a stand-alone power system that consists of 10 kW PV arrays as power supply and 5 kW 
electrolyzer. They have been integrated and worked at Taleghan site in Iran. Result was simulated and optimized 
by using HOMER simulation tools and techno-economic analysis of system presented in this paper. 
 
Keywords: Hydrogen, PV array, Electrolyzer, Fuel cell, HOMER 

1. 0BIntroduction 

Renewable energy (RE) sources are attracting more attention as alternative energy sources 
nowadays. Depletion of energy sources and global warming play big role in this movement 
[1]. RE sources can open a new ways to solve these environmental issues. They usually free 
of pollution during development and operation for power generation [2]. Integration of RE 
with energy storage would provide a better system reliability making it s uitable for remote 
stand-alone applications [3]. Among these sources, solar energy is an important kind of them. 
Solar photovoltaic (PV) energy has been widely utilized in small size application and is the 
most promising candidate for research and development for large-scale use, as the fabrication 
of less costly PV devices becomes a reality [1]. Seasonal solar energy which stores in the 
form of hydrogen can provide the basis for a completely renewable energy system. One of the 
most promising applications is stationary stand-alone power systems, particularly those 
located in remote areas where the cost of transporting fuel is high [4]. There is a growing 
awareness that hydrogen is the fuel of the future. Solar hydrogen is a leading candidate for a 
renewable and environmentally safe energy carrier [5]. Iran with more than 4.5 kWh/m P

2
P.day 

radiations has a great potential for attracting and converting it to electricity. One of the efforts 
done in the field of constructing and utilization solar hydrogen plant is constructing stand-
alone power system PV- electrolyzer- fuel cell in Taleghan site. The current paper evaluates 
the techno-economic aspects of PV-Electrolyzer-Fuel cell system. Hybrid optimization model 
for electric renewable (HOMER) was used as the simulation and optimization tools. The 
schematic of the plant at Taleghan site is given in Fig. 1. 
  
2. 1BMethodology 

Hybrid systems based on the synergy between RE sources and conventional energy systems 
can be a reliable solution for remote sites to provide their need of energy. In this study, first 
PV cells hourly data of Electricity production gathered. Specification of each units in system 
such as PV array, water electrolysis, hydrogen storage tank, a f uel cell and a Power 
Management Unit (PMU) collected and they used for design and calculating primary model of 
HOMER. Then model optimized by software and the results of techno-economic analysis of 
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integration between PV panels, alkaline water electrolysis and hydrogen storage tank are 
presented. 
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Fig. 1.  Schematic of the PV-Electrolyzer-Fuel cell energy system at the Taleghan site 
 
3. Result  

3.1. Description of the system 
This stand-alone energy system is located in altitude 1700 m and consists of a 10 kW p PV 
array coupled to a 5 kWe bipolar, alkaline electrolyzer, a gas hydrogen storage tank (1 m3), 
battery banks, converters DC/AC and a PMU. When the sun shines, PV power is available 
and it used directly to supply the load. Then electrolyzer turns on for producing hydrogen, 
which is delivered to the hydrogen storage tanks. In absent of solar the 1.2 kW Proton 
Exchange Membrane (PEM) fuel cell will begin to produce energy for the load using 
hydrogen from the hydrogen storage tank to produce the necessary electricity [6]. The PMU is 
in charge of the conversion and the dispatching of the energy between each component. It is 
composed of many converters and an inverter as well as a PLC, programmed to optimally 
switch on or off system components [7]. 
 
3.1.1 PV array 
Solar energy is one type of the RE resources, which can be converted easily and directly to 
the electrical energy by PV converters. The PV array consists of 224 solar panels MA36/45 
modules configured into 14 independent sub arrays. The array is broken into sub arrays that 
are each individually controlled. Each sub-array consists of 16 modules, which connected in 
parallel of seven modules in series. The nominal power rating for the array is 10 kWp. The PV 
module is a polycrystalline silicon type with maximum output of 45 W. Each module is 462 
mm wide and 977 mm long for an area of 0.45 m2 per module and total surface of 101.1 m2 
(2×7×16×0.45=101.1 m2).  
 
Table 1. Photovoltaic Module Electrical characteristics (MA 36/45) 
Nominal power 45 W Short circuit current 2.96 A 
Nominal load voltage 20.5 V Current at maximum power point 2.74 A 
Voltage in maximum power point 16.7 V Nominal efficiency 0.115 

 
The tilt angle is fixed at 45 degree with horizontal in south direction [8]. The specifications of 
the modules in the standard condition (1000 W/m2 radiation & 25 °C temperature), are listed 
in Table 1 [9]. 
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3.1.2 The Battery Bank 
Due to the stochastic nature of photovoltaic system, energy storage is needed to supply the 
load "on demand" by storing energy during periods of high bright sun. When the total output 
of the PV array is more than the energy demand, the battery bank is charged. The battery used 
in this system consists of 57.6 kWh (12V×100Ah×48cell). The 48 V battery bank originally 
consisted of 57.6 kWh of storage in (12×4) sealed, valve-regulated, deep-cycle batteries. 
 
3.1.3 10BThe Inverter 
These units turn DC power into conventional AC power, as well as offer the ability to provide 
backup power during a power outage. When you need to use an electrical appliance, but only 
have access to DC power, an inverter is perfect. The inverter used in this project is a Sunny 
Boy model 2500U. It is based on a power unit that operates with a very high efficiency and 
optimal reliability. It is designed for strings with 18 t o 24 s tandard modules connected in 
series. For more detailed specifications, see Table 2 [10]. 

 
Table 2. Inverter technical characteristics (Sunny Boy model 2500) 

PRnominal 2200 WRp Max. AC-power 2500 W 
Max input voltage  600 V Peak inverter efficiency (ηRmaxR) 93-94.4% 
Max input current 11.2 A AC input frequency 49.8-50.2 Hz 
PV-voltage range MPPT 250-600 V VRAC 198-251 V 

 

3.1.4 11BElectrolyzer 
Water electrolysis technology has the highest energy efficiency in non-fossil fuel based 
hydrogen production and is ideally suited for coupling with intermittent RE sources. In this 
method, electricity is used to split water into hydrogen and oxygen [11]. Water electrolysis is 
particularly suitable to be used in conjunction with PV array. The electrolyzer used in this 
project is a bipolar alkaline type. The electrolyzer module consists of 10 cells in series. The 
nominal operating point is rated load, 250 amperes and rated voltage, 25 VRmaxR. The electrolyte 
(KOH) concentration inside the cells is about 28 wt. %. It had a maximum power of 5 kW and 
yielded about 1 Nm P

3
P/h hydrogen at normal conditions and a purity of 99.9 %. Under nominal 

condition, the efficiency of system is 70 %. 
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Fig. 2. Schematic of hydrogen storage system 
 
The oxygen gas is far from pure as it leaves the electrolyzer's cells. The oxygen output of the 
electrolyzer still contains small amounts of hydrogen gas and vast amounts of water vapor 
[12-13]. The hydrogen from the electrolyzer is sent into a low-pressure tank (buffer tank) that 
is kept at a p ressure lower than the hydrogen output pressure of the high-pressure tank as 
shown in Fig. 2. The intermediate reservoir system is used so that the compressor is only run 
when sufficient excess energy is available eliminates the use of energy from the fuel cell or 
enlargement of the battery bank to power the compressor. Compression occurs during 
compressor cycles in which the hydrogen is continuously removed from the low-pressure 
tanks beginning at the current pressure of the low-pressure tank and ending when the pressure 
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drops to a specified minimum supply pressure. The hydrogen gas is then compressed by about 
10 bars by the compressor and sent for storage to hydrogen vessel. 
 
3.1.5 Fuel cell 
A fuel cell is an energy conversion device, which converts the chemical energy of a fuel and 
oxidant, often hydrogen and oxygen, to electrical energy fuel cells are similar to batteries, 
however, unlike battery a fuel cell must be continuously provided with fuel, rather than 
deriving energy from materials contained within the cell, and the products of the 
electrochemical reaction must be removed the cell. They can achieve operating efficiencies 
approaching 60 % nearly twice the efficiency of conventional internal combustion engines 
[14]. The outputs of the fuel cell are DC electricity and water. Fuel cells are a very attractive 
option to be used with intermittent sources of generation like the PV. Their feasibility in 
coordination with PV systems has been successfully demonstrated for both grid-connected 
and stand-alone applications [15]. A PEM fuel cell was chosen because of its passive 
operation, high efficiency, silent and its ability to provide power quickly from a standby 
configuration. In this project, The Nexa ™ system has 30 cells and provides up to 1.2 kW of 
unregulated DC power at a nominal output voltage of 26 VDC. The output voltage varies with 
power, ranging from about 43 V at system idle to about 26 V at full load [16]. 
 
3.1.6 Hydrogen Storage 
Hydrogen as an energy carrier must be stored to overcome daily and seasonal discrepancies 
between energy source availability and demand. Hydrogen storage has an economic 
advantage over lead acid batteries for long-term storage. Currently, pressurized tanks are still 
the most cost-effective means of hydrogen storage for most applications [17]. It is known that 
a stand-alone energy system needs a storage system to provide energy for the cases of 
inappropriate weather conditions, instantaneous overload conditions, or demand for energy 
after sunset [18]. In this project, hydrogen gas produced in the electrolyzer at 10 bars. This 
gas is stored in one hydrogen storage tank (1 m3) with a rated working pressure of 10 bars.  
 
3.2. Advantages of the PV-Electrolysis system 
There are three main reasons why the PV efficiency is lower than we had hoped. First, the 
MA36/45 modules are rated at 45 W but when we tested them, the average output was lower 
than the manufacturer claimed. Second, the various wiring connections required by code add 
up to an appreciable voltage drop. And finally, the electrolyzer operating voltage usually 
doesn't exactly match the maximum power voltage of the array. The match between the 
electrolyzer and PV array is an important aspect of solar hydrogen system design [19]. 
Advantages of the PV-Electrolysis system: 
• PV modules are sold with a warranty that guarantees the power generation for typically 

25 years [10]. 
• PV modules are an ideal power supply for an electrolyzer. The output voltage of a PV 

array is DC and is roughly constant with illumination level. This is a good match to the 
electrolyzer, which requires a c onstant voltage of at least 1.9 VDC (for the generic 
considered). Increasing PV current would increase the overall volume of hydrogen 
produced, although it would also slightly lower the production efficiency [20]. 

• The water electrolysis and PV array can be sized independently and located separately. 
In this system, consumption power consists of 5 kW water electrolysis and 1.5 kW hydrogen 
compressors. In eight hours continuous working of electrolyzer, hydrogen compressor work 
just three hours; therefore total of demand energy in one-work days equal to: 
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The average annual global radiation for Taleghan region is 4.5 kWh/m2; Therefore power of 
PV system in this pilot equal to: 
 

kWkW
mWh
daysWhPPV 1088.9

/4500
/44500

2 ≈==                                                                                  (2) 

 
The Depth of discharge (DOD) is defined as the amount of energy that has been removed 
from a battery or battery pack and usually expressed as a percentage of the total capacity of 
the battery. In this case, 30 % DOD means that 30 % of the energy has been discharged, so 
the battery now holds only 70 % of its full charge [21]. In this pilot, we used type of sealed 
lead acid with technical properties, 12 V and 100 Ah. 
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3.3. Simulation solar hydrogen system with HOMER tools 
National Renewable Energy Laboratory’s software HOMER is used to select an optimum 
energy system. It also performs sensitivity analysis to evaluate the impact of a change in one 
or more of input parameters. Some required input information for HOMER are electrical 
loads, renewable resources, component technical/costs, constraints, controls, type of dispatch 
strategy, etc. [22]. The schematic of this system is shown in Fig. 3. Several simulation have 
been made by considering different capacities of PV panels, hydrogen tank, electrolyzer, 
battery bank, converter, fuel cell and primary load that the results of simulation, optimization 
and analysis for this system are described in the following sections: 
 A cost of 342 $/45 W was used, resulting in a total capital cost of 76000 $ for a 10 kW PV 

array. PV array operation and maintenance (O&M) cost is considered practically zero and 
their lifetime is 20 years. After some preliminary runs with HOMER, it was decided that 
the most suitable PV size to be considered was 10 kW. 
 A battery bank with a capacity of 1200 Ah (12 V, 100 A) per unit was installed. The total 

capacity of batteries installed was 57.6 kWh and the estimated lifetime was 5 years. The 
total capital cost of the battery bank was 4896 $. S izes of batteries considered in the 
optimization were: 48 and 0 kWh (no batteries). 
 An AC-DC power converter unit has been installed in PV-Hydrogen system of Taleghan 

site. Power conditioning capital cost is around 600-800 €/kW [23]. A cost of 1350 $/kW 
was chosen for Taleghan site. A lifetime of 20 years was assumed and a converter 
efficiency of >94%. 
 The cost of hydrogen production unit integrated to the proposed PV-hydrogen cost was    

2700 $ per Nm P

3
P/h HR2R. The introduction of this unit sizes (0-6.5 kW) was investigated with 

HOMER. The lifetime of this unit was considered as equal to 10 years.  
 The capital cost of Nexa system (1.2 kW) is 5000 $/kW for the stand-alone energy system 

in Taleghan site (because of its very small-scale). Fuel cell lifetime was 1500 operating 
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hours. Three different PEM fuel cell size (1-1.2 kW) were considered in the calculations 
performed with HOMER and electrical efficiency assumed constant at 38 %. 
 Compressed gas storage is used for this study. Small-quantity prices are around 1500 $/kg. 

A hydrogen storage tank options was investigated in the optimization process, namely       
1 Nm3 (≈1kg) and the lifetime were also considered 20 years [23]. 
 This system has an average AC load of 31 kWh/days, with the peak load of 2.9 kWh/days. 

HOMER allows input of the operating reserve for the system. Result of here required the 
operating reserve to be 10 % of the hourly load, plus 25 % of PV power output. 

 

 
Fig. 3. Schematic of PV-Electrolyzer-Fuel cell power system 
 
3.4. PV-hydrogen system optimization results 
Actual load profile and meteorological data from the operation of the PV-fuel cell system in 
Taleghan site were used in this study. Hourly solar radiation measurements for a period of one 
year were imported into HOMER tools in order to calculate monthly average values of 
clearness index and daily radiation [24]. According to data from Taleghan area, the solar 
radiation is high, especially between June and August. The annual average global radiation is 
4.5 kWh/m2.day with an annual average clearness index of 0.62 a nd the average daily 
radiation is 5.095 kW h/m2. The existing system was simulated in order to evaluate its 
operational characteristics, namely annual electrical energy production; annual electrical loads 
served, excess electricity, RE fraction, capacity shortage, unmet load etc. some environmental 
impact parameters of the system. A load-following control strategy was followed in the 
simulation. Under this strategy, whenever a power generator in needed it produces only 
enough power to meet the demand. Load following strategy tends to be optimal in systems 
with a surplus of renewable energy. An annual interest rate of 10 % and a project of 20 years 
were used in the economic calculations [24].   
 
Table 3. Electrical production and demand for the stand-alone system 
Annual Electric Energy 
Production 

Annual Electric Energy 
Consumption Other 

PV Array 18025 kWh 
(99%) AC Primary Load 11116 kWh 

(98%) Excess Power 4109 kWh/years 

Fuel Cell 101 kWh  
(1%) Electrolyzer Load 392 kWh  

(2%) 
Capacity 
Shortage 157 kWh/years 

Renewable 
Fraction 100% Total 11508 kWh CO2 

Emissions 0.0619 kg/year 

 
The results of the simulation showed that this system had a total annual electrical energy 
production of 18126 kWh, the RE fraction of which was ≈1 (i.e. 18025 kWh were produced 
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by the PV array). All results related to the electric energy production and electric energy 
consumption is summarized in Table 3. Latter is attributed to high nighttime load, which 
enable the operation of fuel cell because PV energy stored in batteries is not adequate to serve 
the load overnight. To increase renewable energy penetration excess energy can be stored in 
the form of compressed hydrogen and drive a PEM fuel cell.  
 
Table 4. Distribution of annualized costs for the main components of the stand-alone energy system 

Component 
Initial 
Capital 

($) 

Annualized 
Capital 
($/year) 

Annualized 
Replacement 

($/year) 

Annual 
O&M 

($/year) 

Annual 
Fuel 

($/year) 

Total 
Annualized 

($/year) 

PV Array 76000 8927 0 0 0 8927 

Fuel Cell 5000 587 88 12.1 0 687 

Battery 4896 575 320 0 0 895 

Converter 13650 1603 0 0 0 1603 

Electrolyzer 8100 951 272 0 0 1223 

Hydrogen Tank 1500 176 0 0 0 176 

Other 0 0 0 0.2 0 0 
 
The Electrical production and demand of this system are listed in Table 3. When excess PV 
energy is available, power is supplied first to the batteries, and then to an electrolyzer, which 
generate hydrogen for storage. By using HOMER it can be decided whether to use energy 
from the battery, fuel cell, or both based on the replacement cost and O&M of the devices. 
PV-Hydrogen system components are described in more detail in the following sections. Total 
annualized costs for each component of the stand-alone energy system are shown in Table 4. 
This is attributed to the fact that the lifetime of batteries is only 5 years, and the system 
lifetime is 20 years. Therefore the battery bank needs to be replaced several times during the 
project. The total net present cost (NPC) of this system at Taleghan site is around 115034 $ 
and cost of energy (COE) of the proposed hydrogen system is 1.216 $/kWh. 
 
4. Conclusions 

The replacement of conventional technologies, namely batteries by hydrogen technologies 
including fuel cells in RE resources based stand-alone power systems is technologically 
feasible. It reduces emissions, noise and fossil fuel dependence and increases RE penetration. 
The coupling of PV field and electrolyzer allows converting at high efficiency renewable 
electricity. There is no loss whatever the storage time and no need of consumption to avoid 
storage destruction. Using a fuel cell to get back to electricity induces a low efficiency but 
allows building a silent energy generator consuming no materials. New energy generators for 
stand-alone applications are expected to increase the comfort of people. The actual solutions 
are either limited by a low autonomy inducing reduction of the electricity consumption during 
worst seasons or noisy and using fossil energy. The coupling of a PV field and an electrolyzer 
allows converting at high efficiency renewable electricity into time-stable storage from pure 
water. Using a fuel cell to get back to electricity allows building a noiseless energy generator 
consuming no materials. The gas storage induces a complete autonomy during all the years 
and should increase the use of the renewable production. Iran country located on solar belt, so 
it has great potentional in direct natural insolation for consuming and converting it to other 
types of energy. Using solar energy required high initial investment, so converting solar 
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energy to other types of energy with high efficiency systems is vital. Photovoltaic technology 
provides a reliable energy for producing hydrogen by electrolysis. Constructing this project 
illustrates photovoltaic system reliability, availability and being disputable in rural areas and 
end point of electricity yield. (Conclusion extract from) system operation conclusions shows 
equal real outputs, which calculated data and this, will be a start for gathering and processing 
information from operational parameters, in software. 
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Abstract: This paper presents a comprehensive, consistent and systematic mathematical modeling for PEM fuel 
cells that can be used as the general formulation for the simulation and analysis of PEM fuel cells. As an 
illustration, the model is applied to an isothermal, steady state, two-dimensional PEM fuel cell at different 
operation voltages to investigate the fuel cells performance parameters such as the mass concentration, the 
velocity distribution of reactant, current density distribution, and polarization curve.  The model includes the 
transport of gas in the gas flow channels, electrode backing and catalyst layers; the transport of water and 
hydronium in the polymer electrolyte of the catalyst and polymer electrolyte layers; and the transport of 
electrical current in the solid phase. Water and ion transport in the polymer electrolyte has been modeled using 
the generalized Stefan–Maxwell equations. Moreover, the reactant gas flow in the gas channel has been modeled 
by continuity and the steady state incompressible Navier-Stokes equations. All of the model equations are solved 
with finite element method using commercial software package COMSOL Multi physics. The results from PEM 
fuel cell modeling at different operation voltages are then compared with each other and finally according to the 
results, the strategy to improve fuel cell performance with the target of reducing cost is introduced.  
 
Keywords: PEM fuel cell, Mathematical modeling, Finite element, COMSOL multi physic

1. Introduction 

Fuel cells and hydrogen technology represent the most promising alternative pathway for 
automotive and stationary applications. The PEMFC offers low to zero emission from sub-
watt to megawatt power generation, for applications in transportation, industries and portable 
supplies units [1, 2]. In this paper, we focus on t he role of computational tools in order to 
verify some experimental results and demonstrate the better performance of PEMFC 
constructed by application of optimizations techniques. Experimental research and numerical 
simulation have been used in fuel cell design in order to improve the performance of fuel 
cells. The experimental data will be useful to validate the model. 

The search for reliable computational models is a ch allenge because it involves several 
transport phenomena: multi-component, multi phase and multi-dimensional flow processes, 
electrochemical reactions, convective heat and mass transport in flow channels, diffusion of 
reactants through porous electrodes, transport of water through the membrane and transport of 
electrons through solid matrix. The Computational Fluid Dynamic (CFD) is a very useful tool 
to simulate hydrogen and oxygen gases flow channels configurations, reducing the costs of 
bipolar plates’ production and optimizing mass transport [3-5]. 

The computational models are efficient in predicting the cell performance under a variety of 
design parameters. Fuel cell models can be classified into 1D, 2D and 3D according to 
dimensions. The accuracy of 1D model [6,7] is sacrificed due to some assumptions made in 
order to simplify the problem to 1D. A 3D model simulates the reactant gas flow in the 
directions along the flow channel and perpendicular to the flow channel simultaneously, 
which results in more accurate results but requires longer computational time and larger 
computing capacity facility [8, 9]. A 2D fuel cell model [10,11] combines the benefits of 1D 
and 3D models and gains its popularity in PEM fuel cell modeling due to its higher 
computational efficiency compared to 3D models and better simulation accuracy compared to 
1D model. A two-dimensional mathematical model of a PEM fuel cell can be conducted in 
two different modes: parallel or perpendicular to the gas flow direction in the gas channel 
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while the other modeling dimension is across the membrane in both cases. Models conducted 
in the first mode (parallel to the gas flow direction) consider the influence of fluid behavior in 
the channel; while in the second mode (perpendicular to the gas flow direction) the 
interdigitated flow pattern can be easily investigated. The goal of the present work is to 
develop 2D isothermal, steady state PEM fuel cell models in perpendicular to the gas flow 
direction to investigate the performance of fuel cells such as the mass concentration and 
velocity distribution of reactants, polarization curve, output power density at different 
operation voltages so that one can examine the influence of operation voltage on those items.  
 
2. Modeling 

Fig. 1 schematically shows a 3D single PEMFC and its various components including the 
membrane, flow channels, gas diffusion layers and catalyst layers on both anode and cathode 
sides. To conduct a 2D simulation, there are two options to choose the modeling geometry: 
one is in x-z plane as shown in Fig. 2(a), and the other is in x-y plane as shown in Fig. 2(b). 
The geometry which is shown in Fig.2 (b) will be studied in this paper. 
 

 
Fig.1. Three dimensional diagrams of a PEMFC and its various components. 
 

 

                          (a) x-z plane model geometry                                          (b) x-y plane model geometry 
Fig.2. Two-dimensional PEM fuel cell modeling geometry. 

 
2.1.  Model Definition 
The modeled section of the fuel cell consists of three domains: an anode (Ωa), a proton 
exchange membrane (Ωm), and a cathode (Ωc) as indicated in Fig. 3(a). Each of the porous 
electrodes is in contact with an interdigitated gas distributor, which has an inlet channel   
(∂Ωa, inlet), a current collector (∂Ωa, cc), and an outlet channel (∂Ωa, outlet). The same notation is 
used for the cathode side. The model geometry is shown in Fig. 3(b). 
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                  (a)Sub domain and boundary labels                                  (b) Model geometry 
 Fig.3. Model geometry with sub-domain and boundary labels. 
 
2.2. Governing Equations 
2.2.1.  Flow Channels 
Based on the model assumptions, the reactant gas flow in the gas channel is governed by the 
continuity equation to insure the mass conservation as well as the steady state incompressible 
Navier-Stokes equation to describe the momentum conservation of Newtonian fluids. The 
multi-component diffusion and convection in flow channels are described by the Maxwell-
Stefan equation. It solves for the fluxes in terms of mass fraction. The general form of the 
Maxwell-Stefan equation is shown below. 
 

1
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( ) } ]
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j j
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t M M
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∂

∇
− + =

∑
                                            (1) 

 
Where ijD ( 2 /m s ) is the diffusion coefficient; iR (kg/ 3m .s) is the reaction rate and it is zero 
in the flow channel; x is the mole fraction; ω is the mass fraction; M (kg/mol) is the molecular 
mass; The subscript i (or j ) represents each species of hydrogen and water on the anode side, 
and oxygen, water, nitrogen on the cathode side. On the cathode side, the transport equations 
are solved for two species since the third species can always be obtained from the mass 
balance equation given as the following: 
 
  

2 2 2 2 2
1  ;   1N O H O H O Hw w w w w= − − = −                                                          (2) 

 
2.2.2. Gas diffusion layers and catalyst layers 
Since gas diffusion layers (GDL) and catalyst layers are porous media, the velocity 
distribution is therefore formulated by Darcy’s law and mass conservation equation. 

   u pκ
µ

= − ∇                                                                                                     (3)                                                                                             

  .( )u Sρ∇ =                                                                                                      (4) 

Where κ ( 2m ) is the permeability; and μ (Pa.s) is the dynamic viscosity. S is the source term, 
kg/ ( 3m .s). The continuity equation for the gas flow mixture describes the sum of all the 
involved gas species at each side. The source term, S, accounts for the total consumption and 
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production during the electrochemical reactions. In the catalyst layer, the reaction rate iR  
corresponding to each species is given as: 

2 2 2 2 2 2 ; ;  
2 4 4

c ca
H H O O H O H O

j jjR M R M R M
F F F

= − = − =                                  (5)  

                                                                           
2.2.3.  Current transport 
The continuity of current in a conducting material is described by: 
  
  . . . 0s ei i i∇ =∇ +∇ =                                                                                            (6) 

Protons travel through the ionic conductor (the membrane) to form an ionic current denoted 
by ei  while electrons can only be transferred through the solid matrix of electrodes which 
results in an electronic current denoted by si . The potential equations for both solid and 
electrolyte phases are obtained by applying Ohmic’s law to Eq. (6). 
 

  Electron transport:  .( )  ;  Proton transport: .( )s s s e e eS Sσ φ σ φ∇ − ∇ = ∇ − ∇ =        (7)                                                                                   

Where φ is the phase potential, V; σ (s/m) is the effective electric conductivity; S (A/ 3m ) is 
the current source term; the subscript s denotes the property of a solid phase and e denotes the 
property of an electrolyte phase. The source terms in the electron and proton transport 
equations, result from the electrochemical reaction occurring in the catalyst layers of anode 
and cathode sides. 
 

  
 Catalyst Layer:   ;      , 

Cathode Catalyst layer:   ;  
e a s a

e c s a

Anode S j S j
S j S j
= = −
= = −

                                                  (8)                                                                      

Where aj and cj  are the transfer current density corresponding to the electrochemical 
reaction at the anode and cathode catalyst layers, which is formulated by the agglomerate 
model. In the catalyst layers, the agglomerate is formed by the dispersed catalyst, and this 
zone is filled with electrolyte. Oxygen is dissolved into the electrolyte and reaches the catalyst 
site. The agglomerate model describes the transfer current density as following [12]: 
Anode: 
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where aggC  (mol/ 3m ) is the gas concentration at the surface of the agglomerates; 
refC (mol/ 3m ) is the dissolved gas concentration at a reference state;; aggD ( 2m /s) is the 

diffusion coefficient of the dissolved gas inside the agglomerate; aggR  (m) is the agglomerate 
radius; 0j ( A/ 2m ) is the exchange current density; s ( 2m / 3m ) is the specific surface area; η  
(V) is the electrochemical over potential which is expressed by the potential difference 
between solid matrix and electrolyte and is defined as: 
 

   
3

 side :  ;  Cathode side:

Open-Circuit Potential: 1.23 0.9 10 (T-298)      
s e s e OC

OC

Anode U
U

η φ φ η φ φ
−

= − = − −

= − ×
                          (11)                                                                                                   

 
The dissolved gas concentration at the surface of the agglomerates is corresponding to the 
molar fraction in the gas phase through Henry’s Law: 

  gasagg C P
C

H
=                                                                                                   (12)   

Where H ( 3. /pa m mol ) is the Henry’s constant. 
 
2.3. Numerical Procedure 
COMSOL Multiphysics, which is a commercial solver based on the finite element technique, 
is used to solve the governing equations. The stationary nonlinear solver is used since the 
source terms of the current conservation equation make the problem non-linear. Furthermore, 
the convergence behavior of this non-linear solver is highly sensitive to the initial estimation 
of the solution. To accelerate the convergence, the following procedures are adopted. The 
Conductive Media DC module is firstly solved based on the initial setting. Secondly, Darcy’s 
Law and Incompressible Navier-Stokes modules are solved together using the results from the 
previous calculation as initial conditions. After the previous two modules converge, all the 
coupled equations including Maxwell-Stefan Diffusion and Convection module are solved 
simultaneously until the convergence is obtained. 
 
3. Results and Discussion 

Using the aforementioned procedures, the x-y geometry as described in Fig. 2(b) simulated in 
different voltages. The parameters values that used in this study are extracted from [13].  The 
x-y model represents the PEM fuel cell with interdigitaed channels on the bipolar plate. Fig.4 
shows the current density curve obtained from the x-y model at the anode active layer for a 
given operation voltage of 0.7.  
 

 
Fig.4. Current-density distribution at the anode active layer. 
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The current density is uneven with the highest density in the cell’s upper region. This means 
that the oxygen-reduction reaction rate in the cathode determines the current-density 
distribution. The maximum current density arises close to the air inlet. Figure 5 shows the 
current distribution in the PEM fuel cell for a given operation voltages of 0.7 and 0.6. There 
are significant current spikes present at the corners of the current collectors and this trend will 
be more sensible at low voltages. The convective fluxes generally dominate mass transport in 
the cell. To study the convective effects, the velocity field is plotted in Fig.6. The flow-
velocity magnitude attains its highest values at the current collector corners and it is more 
evident at lower operation voltages. 
 

           
(a) 0.6 voltages                                             (b)  0.7 voltages 

 Fig.5. Current density (surface plot) and current vector field (arrow plot). 

            
                     (a) 0.6 voltages                                               (b) 0.7 voltages 
Fig.6. Gas velocity field in the anode and cathode compartments. 
 
Figure 7 shows the reactant (oxygen and hydrogen) weight fractions in the cathode and anode 
gases. It is interesting to note that the hydrogen fraction increases as the anode gas flows from 
the inlet (at the bottom) to the outlet (at the top). This is the result of the electro osmotic drag 
of water through the membrane, which results in a higher flux than the consumption of 
hydrogen. This means that the resulting convective flux of anode gas towards the membrane 
causes the weight fraction of hydrogen to go up. In the cathode gas, there is an expected 
decrease in oxygen content along the flow direction and a small change in the oxygen flow 
gives a substantial change in cell polarization. Figure 8 depicts the water mass fraction in the 
anode and cathode gases as well as the diffusive flux of water in the anode. It is clear that 
water is transported through diffusion and convection to the membrane on the anode side.  
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                    (a) 0.6 voltages                                               (b) 0.7 voltages                         
Fig.7.Normolized Reactant mass fractions, on the anode side (left) and cathode side (right).  
 
The results show a minimum occurs at the upper corner of the membrane on the anode side 
that limit fuel cell performance. If the anode gas becomes too much dry, the membrane dries 
out, resulting in a decrease in ionic conductivity and failure of fuel cell. On the other hand, at 
the cathode side the water levels increase with the direction of flow and a local maximum in 
water current occurs at the lower corner of the membrane. This may also be critical since the 
water droplets can clog the pores and effectively hinder gas transport to the active layer. 

 

  
                       (a) 0.6 volt voltages                                         (b) 0.7 volt voltages 
Fig.8. Water mass fraction in the anode (left, surface plot) and the cathode (right, contour plot).  
The arrows visualize the diffusive flux vector field on the anode side. 

 
4. 3BConclusion 
Two-dimensional, single-phase and isothermal models of PEM fuel cells have been developed 
at two different operation voltages. The model is able to investigate the transport phenomena 
and electrical potential distribution for the various PEM fuel cell components including the 
gas channels, gas diffusion layers, catalyst layers and membrane. The current density curve 
has been presented. The x-y model used to study the fuel cell with interdigated channels 
design, shows that the fuel mass fraction decreases faster when the cell works at low voltage 
and high current density. The potential distribution indicates a major potential drop across the 
membrane. Moreover, a higher over potential on the cathode catalyst layer is noted. A 
minimum water mass fraction at upper corner of the membrane on anode side, reveals that 
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this phenomenon is more sensible at low voltages. The flow velocity magnitude attains its 
highest value at the current collector corners and it is more intensified at low voltages. 
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Abstract: Microbial fuel cell, as a new technology for energy generation, has gained a lot of attention in 
converting a wide range of organic and inorganic substrates to bioelectricity in recent years. Substrate as the fuel 
of MFCs has an effective role on the performance of MFCs. To investigate the effect of type and concentration 
of substrate on the MFC performance, glucose and date syrup were examined over a concentration range of 2-20 
g.l-1. Date syrup or any waste of date could be used as a natural substrate while glucose is considered as a 
synthetic carbon source. In this research a two-rectangular chambered MFC separated by a Nafion 112 proton 
exchange membrane, was constructed. The anodic compartment was inoculated by saccharomyces cerevisiae as 
biocatalyst. 200 µmol.l-1 of neutral red as the anodic mediator and 300 µmol.l-1 of potassium ferricyanide as 
oxidizer were added to anode and cathode chambers, respectively. The results has shown that 3 g.l-1 date syrup-
fed- MFC had the highest power density, 51.95 mW.m-2 (normalized to the geometric area of the anodic 
membrane, which was 9 cm2), corresponding to a current density of 109.0384 mA.m-2

 and a MFC voltage of 
967 mV.  
 
Keywords: Microbial fuel cell, Substrate, Glucose, Date syrup, Power density. 

1. Introduction  

The microbial fuel cells convert the chemical content in organic and inorganic compounds to 
electricity via catalytic activity of microorganisms as the biocatalyst. Oxidation of substrate in 
anode chamber by microorganisms results in proton and electron production. Protons are 
transferred to cathode chamber through proton exchange membrane [1-3] . Depending on the 
type of electron transfer mechanisms, MFCs are categorized to two main groups, i.e. MFCs 
using mediator and mediator less MFCs [4]. 

Proton exchange system [5], electrode type and distance [6], temperature [7], pH [8], 
inoculums [9] and substrate [10, 11] as the main effective parameters on MFCs performance 
were investigated by many researchers. The substrate, as a key parameter, influences the 
integral composition of the bacterial community in the anode biofilm, and the MFC 
performance including the power density (PD) and Coulombic efficiency (CE) [12].  MFCs 
have been solely considered as a bioelectricity generation method, until different wastewaters 
were utilized as the fuel in anode chamber for the wastewater treatment [13]. Wide varieties 
of substrates ranging from pure compounds to complex mixture of organic matters present in 
wastewater have been used in MFCs as the carbon source for bioelectricity generation as well 
as wastewater treatment purposes. Acetate [14] and glucose [15] as the most common 
substrates, sucrose [16], xylose [17] and varios types of wastewater like synthetic [18], 
domestic [19], brewery [20], swine [21] and paper recycling wastewater [22] with different 
concentrations have been studied by many researchers. But it is difficult from literature to 
compare MFCs performances, due to different operating conditions such as surface area, type 
of electrodes and different microorganisms used. The main purpose of this article was to 
investigate the effect of two types of substrates, i.e. glucose and date syrup, as well as their 
concentration on the MFC electrical performance in a dual chambered fuel cell. Date is one of 
the main products of desert regions and its application as a substrate for MFCs in 
environmental biosensors in remote areas could be considered. A comparison was made by 
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the measurement of polarization curve under various concentrations for both types of 
substrates. Different concentrations ranging from 2- 20 g.l-1 were chosen, while all other 
conditions kept constant. 

2. Methodology 

Saccharomyces cerevisiae PTCC 5269 was supplied by Iranian Research Organization for 
Science and Technology, Tehran, Iran. The microorganisms were grown in an anaerobic jar. 
The general medium for seed culture of both, Glucose-fed and date syrup-fed MFCs, 
consisted of yeast extract, NH4Cl, NaH2PO4, MgSO4 and MnSo4: 3, 0.2, 0.6, 0.2 and 0.05 
g.l-1, respectively. Glucose and date syrup as the carbon sources were added to this medium in 
a range 1-20 g.l-1. Due to high concentration of date syrup, date syrup was pretreated with 
different methods to break all its complex mixture to glucose. It was diluted, hydrolyzed with 
hydrochloric acid and then autoclaved for several times till getting constant sugar content. 
These processes convert all its sugar content to glucose. The medium then was sterilized, 
autoclaved at 121°C and 15psig for 20 min.  

The medium pH was initially adjusted to 6.5 and the inoculum was introduced into the media 
at ambient temperature. The inoculated cultures were incubated at 30°C. The bacteria were 
fully grown for the duration of 24 hours in 100 ml flux without any agitation. Substrate 
consumption was calculated based on determination of the remained sugars in the culture. All 
chemicals and reagents used for the experiments were analytical grades and supplied by 
Merck (Germany). The pH meter, HANA 211(Romania) model glass-electrode was employed 
for the pH measurements of samples in the aqueous phase. The initial pH of the working 
solutions was adjusted by addition of dilute HNO3 or 0.1M NaOH solutions.  DNS reagent 
was developed to detect and measure substrate consumption using colorimetric method [23] 
and cell growth was also monitored by optical density using spectrophotometer (Unico, 
USA). 
 
The fabricated cells in the laboratory scale were made of Plexiglas material. The volume of 
each chamber (anode and cathode chambers) was 800 ml with working volume of 600 ml 
(75% of total volume). The sample port was provided for the anode chamber, wire point 
inputs and inlet port. The selected electrodes in MFC were graphite felt in size of 50352 
mm. Proton exchange membrane (PEM; NAFION 112, Sigma–Aldrich) was used to separate 
two compartments. The Nafion area separated the chambers was 3.79 cm2. Nafion as a proton 
exchange membrane was subjected to a course pretreatment to take off any impurities that 
was boiling the film for 1h in 3% H2O2, washed with deionized water, 0.5 M H2SO4, and 
then washed with deionized water. The anode and cathode compartments were filled by 
deionized water when the biological fuel cell was not in use to maintain membrane for good 
conductivity. Natural Red and Ferricyanide were supplied by Merck (Germany). These 
chemicals in optimum concentrations (200 µmol.l-1 & 300 µmol.l-1) were used as mediators in 
anode and cathode of MFC, respectively.   

 S.cerevisiae used as a biocatalyst in microbial fuel cell for production of bioelectricity from 
carbohydrate source. This microorganism was grown under anaerobic condition in biofuel 
cell. Fixed incubation time and enriched media was used. The obtained data has shown that 
S.cerevisiae had good ability for consumption of substrate at anaerobic condition   
 The schematic diagram and illustration of the fabricated experimental set up with auxiliary 
equipments are shown in Fig. 1.  
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Fig. 1. The schematic diagram and illustration of the fabricated experimental set up with auxiliary 
equipments  

3. Results and discussion 

As the MFC were inoculated with S.cerevisiae, the voltage was continuously monitored by a 
data acquisition system to reach the constant open circuit voltage (OCV). It took 42, 57, 67, 
65, 58, 48 and 30 hours for glucose with concentration of 1, 3, 5, 7, 10, 20 and 30 g.l-1 to 
reach constant voltage of 922, 957, 970, 955, 920, 800mV respectively, These results were 64, 
67, 72, 68, 64, 52 and 40 hours for the same concentrations of date syrup with the constant 
OCV of 988, 985, 948, 922, 916, 656 mV respectively. The results indicated that an increase 
in the substrate concentration increased the time needed to reach constant OCV at low 
concentration of 1-5 g.l-1 for glucose and 1-3 g.l-1 for date syrup. 

Polarization curves were recorded by the data acquisition system after the mentioned time 
duration when the constant OCV was achieved. Fig. 2 shows polarization curves of the MFC 
at the glucose concentration range of 1-20 g.l-1. As the glucose concentration increased from 1 
to 5g.l-1, power and current density gradually increased. However when the glucose 
concentration increased from 7 to 20g.l-1, it was observed that the power and current density 
were considerably decreased. That was because the most of glucose remained unconsumed at 
high concentrations. The increase in time duration to reach constant OCV at low 
concentrations of 1-5 g.l-1 for glucose and 1-3 g.l-1 for date syrup, and subsequently the 
decrease at higher concentrations, 7-20 g.l-1 for glucose and 5-20 g.l-1 for date syrup, can be 
also attributed to the substrate inhibition effect. Indeed, all carbon sources available in the 
substrate solution at low concentrations were consumed resulted in longer time for attaining 
constant OCV. However as the substrate concentration increased, the constant OCV was 
achieved earlier with lower outputs, due to limitation in consuming carbon content in the 
substrate at higher concentration by microorganisms. 
 

Anode 

Membrane 

Cathode 

Data Logger 

PC 
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Fig. 1. Effect of different glucose concentrations on polarization curves 

A) 1 g.l-1, B) 2 g.l-1, C) 5 g.l-1, D) 7 g.l-1, E) 10 g.l-1, F) 20 g.l-1  

Fig. 3 shows polarization curves for the date syrup at the same concentration range. 
Comparing the results shown in Figure 2 and 3, the best results were achieved at the 
concentration 3 g.l-1 of date syrup with the maximum power 53.7031 mW.m-2 and current 
density 110.86 mA.m-2 .These results were followed by 5 g.l-1 of glucose (50.41 mW.m-2, 
107.16 mA.m-2 ), 5 g.l-1 of date syrup (49.51 mW.m-2, 195.19 mA.m-2) , 3 g.l-1 of glucose 
(48.23 mW.m-2, 94.16 mA.m-2 ) and 1 g.l-1 of date syrup (47.36mW.m-2, 104.12 mA.m-2).  
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Fig. 3. Effect of different date syrup concentrations on polarization curves  

1 g.l-1, B) 2 g.l-1, C) 5 g.l-1, D) 7 g.l-1, E) 10 g.l-1, F) 20 g.l-1  

Fig. 4 compares the power and current output for the two types of substrates used in this study 
at their optimum concentration. The Figure indicates a superior electrical performance for the 
date syrup compared to the glucose.  
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Fig. 4. Comparison of the MFC electrical performance working with glucose and date syrup as 
substrate at optimum concentration 
 
4. Conclusions 

In this study the effect of substrate type and concentration on the performance of microbial 
fuel cells was investigated. The glucose and date syrup were utilized as the carbon source for 
the production of electrical energy by means of Saccharomyces cerevisiae as the biocatalyst. 
Several concentrations of glucose and date syrup at the range of 1-20 g.l-1 were experimented 
in a two-chambered fabricated MFC. The results revealed that the optimum concentration 
with the highest electrical performance were 3 g.l-1 for date syrup and 5 g.l-1 for glucose. 
Comparing the two types of substrates used in this study, date syrup has shown a superior 
electrical performance. The best results was achieved using the date syrup at optimum 
concentration of 3 g.l-1 with the maximum power 53.7031 mW.m-2 and current density 110.86 
mA.m-2. The results also indicated that the substrate inhibition effect may have a significant 
role in the performance of MFC at high concentration of glucose and date syrup. 
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Bioelectricity power generation from organic substrate in a Microbial fuel 
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Abstract: In recent years, as a novel mode of converting organic matter into bioelectricity, Microbial fuel cells 
(MFCs) have gained significant attention. Among effective parameters in MFCs, substrate type and 
concentration play major role on MFC performance. In this study, a dual chamber MFC was used with a wide 
range of fructose concentrations: 10, 20 30 and 40 g/l. The MFC was inoculated with Saccharomyces cerevisiae 
as biocatalyst. A100µm of neutral red as mediator and also 100µm ferricyanide as oxidizer added to anode and 
cathode chambers, respectively. The MFC generated an open circuit voltage (OCV) of 690, 768, 548 and 507 
mV with concentration of fructose from 10 to 40 g.l-1, respectively. Maximum power density of 32.16, 23.7, 18.9 
and 10.47 were obtained with substrate concentration of 10 to 40 g.l-1, respectively. The maximum value of OCV 
and power density obtained with 10g.l-1 of carbohydrate. To investigate resistance effect on MFC performance, 
for each substrate concentration data acquisition system was set at optimum value for the resistance which was 
resulted by the polarization curve. Then maximum power and optimum current density were recorded. 
 
Keywords: Bioelectricity, External resistance, Fructose, Microbial fuel cell, Saccharomyces cerevisiae 

1. Introduction 

As fossil fuel sources are depleted, alternative energy sources are developed. Renewable 
energy is much eco-friendly such as biomass converted to fuel and energy in many alternative 
processes.  
 
In the near future, the trends for new alternative renewable energies are gradually 
increasing.[1-4] Major efforts were devoted to develop alternative electricity generation 
methods.[5, 6] Among renewable alternatives, microbial fuel cell (MFC) created great 
interests for many researchers due to its possibility of directly harvesting electricity from 
organic wastes and renewable biomass.[7]  MFC operates under very mild conditions and 
wide variable ranges of biodegradable materials are used as fuel.[8, 9] The bio base materials 
are oxidized by the microorganisms in the anode and the biocatalysts have the great potential 
to generate electrons. Biological systems possess number of advantages over the conventional 
chemical systems. Microbial fuel cell as the newest type of chemical fuel cells is a bioreactor 
that can generate electricity from what would be considered as organic wastes by means of 
microorganisms as biocatalysts. In this approach, bioelectricity generation and simultaneous 
waste treatment may take place in a cel l; therefore the yield of newly developed system is 
much higher than any conventional processes. [10, 11] 
 
A typical MFC consists of anodic and cathodic chambers partitioned by a proton exchange 
membrane (PEM). Microbes in the anodic chamber oxidize substrates and generate electrons 
and protons in the process. As an oxidative by-product, carbon dioxide is also produced. 
However, there is no n et carbon emission because of the carbon dioxide originated from 
renewable biomass incorporated into photosynthetic process. Unlike in a direct combustion 
process, the electrons are absorbed by the anode and are transported to the cathode through an 
external circuit. After crossing a PEM or a salt bridge [12], the protons enter the cathodic 
chamber where they combine with oxygen to form water. Microbes in the anodic chamber 
generate electrons and protons in the dissimilative process of oxidizing organic substrates.[13, 
14] Electric current generation is made possible by keeping microbes separated from oxygen 
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or any other end terminal acceptor other than the anode and this requires a separate anaerobic 
anodic chamber. In general, there are two types of microbial fuel cells: mediator and 
mediator-less microbial fuel cells.[15-18] 
 
Among effective parameters on performance of microbial fuel cell, substrate type and 
concentrations had a s ignificant effect on cell power.[19-22] The aim of this study was to 
investigate the effect of fructose, a monosaccharide that could be found in many fruit juices. 
Substrate concentrations were varied from 10 t o 40 g .l-1. Also, the influence of external 
resistance on production of bioelectricity in a dual chamber MFC was evaluated. 
 
2. Methodology  

Saccharomyces cerevisiae PTCC 5269 was supplied by Iranian Research Organization for 
Science and Technology (IROST), Tehran, Iran. The microorganisms were grown in an 
anaerobic jar. The prepared medium for seed culture consists of yeast extract, NH4Cl, 
NaH2PO4, MgSO4 and MnSO4: 3, 0.2, 0.6, 0.2 and 0.05 g.l-1, respectively. Fructose as 
carbon source was added to the medium with concentration in the range of 10-40 g.l-1. The 
medium was sterilized, autoclaved at 121°C and 15psig for 20 min.  

The medium pH was initially adjusted to 6.5 a nd the inoculums were introduced into the 
media at ambient temperature. The inoculated cultures were incubated at 30°C. The bacteria 
were fully grown for duration of 24 hours in 100 ml flask without any agitation. Substrate 
consumption was calculated based on determination of reduced sugars in the culture broth. 
All chemicals and reagents used for the experiments were analytical grades and supplied by 
Merck (Darmstadt, Germany). The pH meter, HANA 211(Romania) model glass-electrode 
was employed for pH measurements of the samples in aqueous phase. The initial pH of the 
working solutions was adjusted by addition of dilute HNO3 or 0.1M NaOH solutions.  DNS 
reagent was employed to detect and measure substrate consumption using colorimetric 
method and cell growth was also monitored by optical density using spectrophotometer 
(Unico, USA) at wave length of 620nm. 
 
The fabricated cells in laboratory scale were made of Plexiglas material. The volume of each 
chamber (anode and cathode chambers) was 800 ml with working volume of 600 ml (75% of 
total volume). The sample port was provided for anode chamber, wire point inputs and inlet 
port. The selected electrodes in MFC were graphite felt in size of 50352 mm. Proton 
exchange membrane (PEM; NAFION 112, Sigma–Aldrich) was used to separate two 
compartments. The Nafion area separated the chambers was 3.79 cm2. Nafion as a proton 
exchange membrane was subjected to a course of pretreatment to take off any impurities. The 
membrane pretreatment started  with boiling the film in 3% H2O2 for 1h, washed with 
deionized water, 0.5 M  H2SO4, and then washed with deionized water. The anode and 
cathode compartments were filled by deionized water when the biological fuel cell was not in 
use to maintain and preserve the membrane for good conductivity. Natural Red and 
Ferricyanide were supplied by Merck (Germany). These chemicals with the concentrations of 
100 µmol.l-1 & 100 µmol.l-1 were used as mediators in anode and cathode of MFC, 
respectively. 
   
In the microbial fuel cell, S. cerevisiae was used as a b iocatalyst for production of 
bioelectricity from carbohydrate source. This microorganism was grown under anaerobic 
condition in the biofuel cell. Fixed incubation time and enriched medium was used. The 
obtained data showed that S. cerevisiae had good ability to consume substrate under anaerobic 
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condition. The Fabricated cell for the experimental set up with auxiliary equipments is shown 
in Fig. 1.  
 

  

Fig. 1. The laboratory-scale MFCs with thermal controller in enclosed space 
 
3. Result and Discussion 

To start up t he process, S. cerevisiae was inoculated into anode chamber. Fructose fed to 
microbial fuel cell with concentrations ranged from 10 t o 40 g.l-1. The output result in the 
form of open circuit voltage (OCV) was recorded by the data acquisition system. Biochemical 
activity of the microorganisms gradually increased electricity generation. At incubation time 
64, 68, 59 and 57 hours after inoculation, the output OCV remained constant while the cell 
growth proceeded to stationary phase. The recorded voltages were 690, 768, 548 and 507 mV 
for 10, 20, 30 and 40 g.l-1 of fructose, respectively. Due to stability of process operation after 
incubation time, the polarization curves were also recorded by data acquisition system in 
order to evaluate the performance of the MFCs. Fig. 2 shows the substrate concentration was 
increased (10 to 40 g.l-1) the power and current density were decreased. With substrate 
concentration of 10 g.l-1, maximum power and current density generated were 32.16 mW.m-2 
and 96.59 mA.m-2, respectively. 
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Fig. 2. Effect of different concentrations of fructose on polarization curves 

a) 10 g.l-1, b) 20 g.l-1, c) 30 g.l-1, d) 40 g.l-1 

 
As the electrical resistance applied to plot polarization curve varied in the range of 65535 to 
0.1 kΩ, the pick point of the graph occurred at 3.88kΩ. Pick point demonstrated maximum 
power density and the optimum current density were proportional to applied resistance. The 
MFC performance is illustrated in Fig. 3. T he cathode and anode of MFC were connected 
together through a circuit of 3.88kΩ as an external resistance. Due to presence of resistance, 
the power and voltage were considered as operational electricity (see Fig. 3).  
 
 
 
 

a b 
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Fig. 3. Effect of external resistance on power density and voltage of MFC fed with 

a) 10 g.l-1, b) 20 g.l-1, c) 30 g.l-1and d) 40 g.l-1 of fructose solution 

 
 The performance of MFC with respect to time was monitored. The voltage and power density 
in experimental runs for the course 30 minutes were obtained. In addition, current density was 
also recorded but due to complexity of presented plots the data are not shown. However the 
recorded data were averaged and summarized in Table 1.  
 

Table1. Mean power and current density and mean voltage in presence of 3.88 kΩ as an external 
resistance 

 
 

Fructose Concentration 

g.l-1 

Mean Power Density 

mW/m-2 

Mean Current Density 

mA/m-2 

Mean Voltage 

mV 

10 11.26 56.25 196.02 

20 9.8 39.17 248.2 

30 5.86 36.88 165.7 

40 2.3 15.86 145.9 

a 
b 

c d 
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4. Conclusions 

The effect of substrate concentrations was investigated in a dual microbial fuel cell. Fructose 
was chosen as the simple carbon source with concentrations ranged from 1 to 40 g .l-1. S. 
cerevisiae as the biocatalyst successfully oxidized the soluble substrate. The biocatalysts in 
the media with concentration of 10 g.l-1 of substrate demonstrated the maximum power and 
optimum current density of 32.16 mW/m-2 and 96.59 mA/m-2, respectively. The proportional 
resistance to the pick point of the polarization curve at 3.88 kΩ, was applied to the circuit as 
an external resistance in the operating system. The obtained averaged power and current 
density were 11.26 mW/m-2 and 56.26 mA/m-2, respectively. The presented data were 
allocated to fructose with total sugar concentration of 10 g.l-1. 
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Abstract: Current wastewater treatment processes require large amount of power for various treatment units and 
most of the useful energy available in the wastewater remains unrecovered. With increase in demand for clean 
treatment technologies, Microbial Fuel Cell (MFC) technology is a v iable option for treatment of wastewater, 
since simultaneous recovery of energy in the form of direct electricity with desired degree of treatment can be 
achieved in this process. Extensive research on MFCs is going on at laboratory scale but very few pilot scale 
studies have been reported. An attempt has been made to produce low cost scaled up MFCs fabricated using 
naturally available cheaper clay material as proton exchange membrane without involving any costly polymer 
membrane or noble metals for electrode fabrication. The results of the experimental study are promising and 
encouraging for further scaling up of MFCs. 
Economic feasibility of MFCs for treating municipal wastewater having COD of 500 mg ∙L-1 has been studied.  
The cost analysis shows that clay material may be suitable option as a membrane in scaling up of MFCs. It needs 
further study on strength of clay material as membrane to handle higher wastewater flows in larger reactor 
volume. Although, these clay MFCs were operated for more than six months, the life of this material without 
deteriorating its functional utility also need attention. 
 
Keywords: Earthen cylinder MFC, Proton exchange membrane, Power density  

1. Introduction 

The global energy demand is increasing with exponential growth of population. Unsustainable 
supply of fossil fuels and the environmental concerns like air pollution and global worming 
associated with the use of fossil fuels are acting as major impetus for research into alternative 
renewable energy technologies. The high energy requirement of conventional sewage 
treatment systems are demanding for the alternative treatment technology which will require 
less energy for its efficient operation and recover useful energy to make this operation 
sustainable. In past two decades, high rate anaerobic processes such as up-flow anaerobic 
sludge blanket (UASB) reactors are finding increasing application for the treatment of 
domestic as well as industrial wastewaters. Although, energy can be recovered in the form of 
methane gas during anaerobic treatment of the wastewater, but utilization of methane for 
electricity generation is not attractive while treating small quantity of low strength wastewater 
and usually it is  flared [1]. Therefore, other alternatives for simultaneous wastewater 
treatment with clean energy production are much desired. 

Microbial fuel cell (MFC) is a promising technology for simultaneous treatment of organic 
wastewater and bio energy recovery in the form of direct electricity, which has gained much 
interest in recent years. Conventionally, MFC is made up of an anode chamber and a cathode 
chamber separated by a proton exchange membrane (PEM). MFCs are devices that use 
bacteria as the catalysts to oxidize organic matter and generate current. Electrons produced by 
the bacteria from the substrates i.e., organic matter present in wastewater in this case, are 
transferred to the anode. The electrons are transported to the cathode through an external 
circuit and protons are transferred through the membrane internally, where they utilize either 
oxygen to form water or other chemical oxidants to form reduced product. 
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The PEM used in MFC plays a substantial role in the power generation [2]. Despite of the 
rapid development of separators in recent years, there are limitations such as proton transfer 
limitation and oxygen leakage, which increase the internal resistance and decrease the MFC 
performance, and thus limit the practical application of MFCs [3]. Various materials are used 
by the researchers for separating anode and cathode chambers, including cation exchange 
membrane, anion exchange membrane, ultrafiltration membranes [4], bipolar membrane [5], 
microfiltration membrane [6], J-Cloth [7] and salt bridge [8], etc. The advances in separator 
materials and configurations have opened up new promises to overcome these limitations, but 
challenges remain for the practical full scale application of MFC for wastewater treatment 
using this material because of its high production cost and fouling of membrane expected 
requiring replacement. Recently successful treatment of synthetic and rice mill w astewater 
has been reported in MFC fabricated using earthen pot acting as membrane and its 
performance has been compared with MFC fabricated using Nafion membrane [9,10].  In 
terms of organic matter removal and power production it is reported that the earthen pot 
membrane MFC demonstrated better performance than the Nafion membrane MFC.  Better 
performance of earthen cylinder MFC has been reported without employing commercially 
available PEM than that of MFC using Nafion as PEM [11]. Utilization of such low cost 
separator will drastically reduce production cost of MFC and it will help in enhancing its 
application for small wastewater treatment system. 

Extensive research on MFCs is going on at laboratory scale but very few pilot scale studies 
have been reported. To bring this novel technology from laboratory to pilot scale, an attempt 
has been made for volumetric comparison of the performance of low cost mediator-less MFCs 
fabricated using naturally available cheaper clay material as proton exchange membrane 
instead of costly membrane and without using any catalysts. Economic feasibility of MFCs 
for treating municipal wastewater having COD of 500 mg ∙L-1 has been studied.  

2. Methodology 

2.1. Experimental set-up 
The study was carried out in two laboratory scale up-flow dual chamber MFCs (MFC-1, 
MFC-2) with outer cathode chamber and inner cylindrical anode chamber without employing 
commercially available PEM. The anode chamber in both the MFCs was made up of earthen 
cylinder and the wall (5 mm thick) of the earthen cylinder itself was used as the medium for 
proton exchange. The working volume of anode chamber of MFC-1 and MFC-2 was 0.6 L 
and 3.75 L, respectively.  The cathode chamber volume was 4.5 L and 16 L in MFC-1 and 
MFC-2, respectively. Earthen cylinder, made from locally available soil (elements present: 
Na-1.15 %, Mg- 1.52 %, Al-20.50 %, Si-53.52 %, K-4.74 %, Ca-1.15 %, Ti-0.94 %, Fe- 
16.48 %), was used in this study. The MFCs were operated under continuous mode. The 
wastewater was supplied to the MFCs from the bottom of the anode chamber with the help of 
peristaltic pump. The effluent leaving the anode chamber at the top was brought to the 
cathode chamber to work as catholyte, where it was given further aerobic treatment with the 
help of aerators. Stainless steel mesh having total surface area of 360 cm2 and 2250 cm2 was 
used as anode electrodes and graphite plates, having total surface area of 250 cm2 and 1562.5 
cm2, was used as cathode electrodes in MFC-1 and MFC-2, respectively. The electrodes were 
connected externally with concealed copper wire through external resistance of 100 Ω. 

2.2. MFC Operation 
Synthetic wastewater containing sucrose as a source of carbon having chemical oxygen 
demand (COD) of about 500 m g ·L-1 was used in this study. The sucrose medium was 
prepared using the composition given by Jadhav and Ghangrekar [12]. During start up, MFCs 
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were inoculated with anaerobic sludge collected from septic tank bottom after giving heat 
pretreatment [13] and required amount of sludge was added to the reactors to maintain the 
sludge loading rate at 0.1 kg COD ∙kg VSS-1 ∙d-1. The influent feed pH was in the range of 7.2 
to 7.8 throughout the experiments. These MFCs were operated at room temperature varying 
from 26 to 34°C. Both the MFCs were operated under continuous mode at hydraulic retention 
time (HRT) of 13 h and organic loading rate (OLR) of 0.923 kg COD ∙m-3 ∙d-1. 

2.3. Analyses and calculations  
The suspended solids (SS), volatile suspended solids (VSS), and COD were monitored 
according to APHA standard methods [14]. The elemental composition of the earthen cylinder 
material was determined by Energy Dispersive X-ray analysis (EDX) scanning electron 
microscope with oxford EDX detector (JEOL JSM5800, Japan). The voltage and current were 
measured using a digital multimeter with data acquisition unit (Agilent Technologies, 
Malaysia) and converted to power according to P= I*V; where, P = power, I = current, and V 
= voltage (V). The Coulombic efficiency (CE) was estimated by integrating the measured 
current relative to the theoretical current on t he basis of consumed COD [15]. Polarization 
studies were carried out at variable external resistances (10000-10 Ω) using 10 KΩ variable 
resistors. Internal resistance of the MFCs was measured from the slope of line from the plot of 
voltage versus current [16]. 

3. Results 

3.1. Substrate degradation 
The synthetic wastewater having COD of about 500 mg ∙L-1 was treated anaerobically first in 
the anode chamber of the MFCs and further aerobic treatment was given to the anode 
chamber effluent in the cathode chamber. To achieve stable performance in terms COD 
removal efficiency MFC-1 took about 15 days and MFC-2 took about 13 days. Average COD 
removal efficiencies in the anode chambers of MFC-1 and MFC-2 were 77.5 ± 3.1% and 86.9 
± 2.65%, respectively. After aerobic treatment in the cathode chamber the total COD removal 
efficiencies of both MFC-1 and MFC-2 were 90.7 ± 4.2% and 93.12 ±  2.6%, respectively.  
The larger volume MFC (MFC-2) demonstrated higher COD removal efficiency when both 
the MFCs were operated at similar HRT and OLR.  The higher COD removal could be due to 
better retention of sludge in larger reactor as compared to smaller reactor improving solid 
retention time, which favors higher substrate degradation rates. 

3.2. Power generation 
Electricity generation in both the MFCs increased gradually with time and got stabilized. 
Maximum open circuit voltage (OCV) of 0.698 V and maximum short circuit current (SC) of 
6.04 mA were observed in MFC-1. Maximum OCV of 0.776 V and maximum SC of 27.6 mA 
were obtained in MFC-2.  The average electrical output from these MFCs is presented in the 
Table 1. Sustainable power density (normalized to the anode surface area) of 12.84 mW m-2 
and volumetric power (normalized to the working volume of anode chamber) of 770 mW ∙m-3 
(2.15 mA, 0.215 V) were generated at 100 Ω external resistance in MFC-1. MFC-2 generated 
sustainable power density and volumetric power of 12.11 m W ∙m-2 and 727 mW ∙m-3, 
respectively. Sustainable volumetric current density with respect to working volume of anode 
chamber achieved in MFC-1 and MFC-2 were 3.6 A ∙m-3 and 1.4 A ∙m-3, respectively. 
Maximum Coulombic efficiency of 5.43 % and 4.49 % was achieved in MFC-1 and MFC-2, 
respectively. 
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Table 1. Power generation in the MFCs at OLR of 0.923 kg COD ∙m-3 ∙d-1 
MFC OCV 

(V) 
SC 

(mA) 
Voltage 
across 
100 Ω 

(V) 

Current 
density 

with 
100 Ω  

(A ∙m-3) 

Power 
density 

with100 Ω      
(mW ∙m-2) 

Power/vol
.with  
100 Ω       

(mW ∙m-3) 

Max. Power/ 
vol. at 

optimum 
resistance  
(W ∙m-3) 

Internal 
resistance 

(Ω) 

MFC-1 0.692 4.9 0.215 3.6 12.84 770.4 0.96 212.0 
MFC-2 0.767 21.9 0.522 1.4 12.11 726.9 1.00 44.3 
 
Although, the larger volume MFC (MFC-2) demonstrated slightly lower CE (4.49 %) as 
compared to MFC-1 (CE of 5.43 %), the volumetric power produced in both these MFCs was 
similar.  This was due to 143 % higher working voltage demonstrated by MFC-2. This higher 
working voltage observed in MFC-2 could be due to higher working volume and hence 
having higher surface area of electrodes improving capacitance of the system. Also, the higher 
cathode surface area might have favored better cathodic reaction by reducing cathodic 
overpotential and improving voltage produced by this MFC as compared to MFC-1 with 
lower cathode surface area. Since oxygen is terminal electron acceptor in cathode, reduction 
of oxygen on cathode surface can occur in two different mechanisms at 25°C as: 

O2 + 4H+ +4e-                        2H2O (E0 = 0.816 V)  

2O2 + 4H+ +4e-                        2H2O2   (E0 = 0.295 V) 

Cathode potentials in MFC-1 and MFC-2 were 210 mV and 330 mV without employing any 
noble catalysts.  The typical measured cathode potentials using oxygen as terminal electron 
acceptor is around 200 mV [15]. The higher cathode potential observed demonstrates the 
better performance of graphite plate cathode while using earthen material as membrane. 

3.3. Polarization and internal resistance 
Polarization studies were carried out for the MFCs by varying external resistance from 10000 
Ω to 10 Ω. Maximum power densities observed during polarization were 15.97 mW ∙m-2 at 
external resistance of 234 Ω in MFC-1 and 16.74 mW ∙m-2 at external resistance of 45.5 Ω in 
MFC-2 (Fig. 1).  Internal resistance of the MFCs measured from the slope of line from the 
voltage versus current plot of MFC-1 and MFC-2 were 212 Ω and 44.3 Ω, respectively.  In 
spite of 6.25 times larger surface area of anode provided in MFC-2, it demonstrated slightly 
higher power density than the MFC-1 provided with lower anode surface area. Also, the 
larger MFC demonstrated very low internal resistance as compared to smaller MFC, 
indicating better substrate diffusion and less internal losses in larger MFC. This is particularly 
encouraging for scaling up of MFC and provides a scope for further increase in anode volume 
and surface area to obtain similar power density.  This experience has demonstrated that, if 
properly designed, similar energy recovery efficiency can be obtained from the larger MFCs.  
This will facilitate reducing number of MFCs, to treat same wastewater volume or produce 
desired power, thus reducing its production cost and also operating complications and cost. 

3.4. Cost Analysis for MFC 
Preliminary cost analysis for MFCs treating municipal wastewater having COD of 500 mg ∙L-

1 with anode chamber volume of 20 l iters and hydraulic retention time of 10 hour s was 
performed. For 1 m3 of wastewater treatment per day number of MFCs required are 21 and 
each will be treating wastewater flow rate of 48 L ∙d-1. With assumed COD removal efficiency 
of 75 %, cell voltage of 0.5 V and CE of 30 %, the power obtained from each cell is 0.3 W. 
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Reversal of voltage in stack of cells is not considered and maintenance cost of the cells and 
pumping costs are not included in the cost comparison. For treating wastewater flow of 1000 
m3 ∙d-1, total power achieved from MFC plant is 7.9 KW. Maximum power available in this 
wastewater is calculated based on 1g COD = 14.7 kJ [17].  Fig. 2 presents the power likely to 
be harvested from the MFCs treating 1000 m3.d-1 of wastewater flow rate at different 
Coulombic efficiencies. There is lot of scope for MFC to improve because from the 
theoretical calculations of power production at different flow rates with assumed voltage of 
0.5 V, maximum power achieved from MFCs is 23.6 kW at CE of 90% and at flow rate of 
1000 m3 ∙d-1. Maximum power available in wastewater at similar conditions is 63.8 kW. 
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Fig. 1. Polarization curves for MFC-1 and MFC-2 
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Figure 2 : Power achieved from the MFC treatment plant at different CE and different wastewater 
flowrates with assumed voltage obtained from each cell of 0.5 V and COD removal efficiency of 75 %. 

The materials considered for cell construction are Stainless Steel (SS) mesh as electrode for 
both anode and cathode, SintexR pipe for anode and cathode chamber in case of nafion 
membrane where 12 slits of 8 cm x 10 cm were considered on the circumference of anode 
chember wall for nafion membrane insertion (6 in bottom half and 6 i n top half of anode 
chamber). In the second case, hollow cylindrical earthen pot was considered for fabrication of 
anode and the pot material acting as a membrane separating anode and cathode and SintexR 

pipe was considered for fabrication of cathode chamber. Cost of each of these materials 
considered in this study is according to the prevailing Indian market. The approximate costing 
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of the MFCs for treatment of different wastewater flows is presented in the Table 2. MFC 
with earthen material as membrane is a sustainable option for its application in wastewater 
treatment because of low cost (79 % cost reduction compared to Nafion as membrane) and 
comparable power generation and treatment efficiency in terms of COD removal than Nafion 
as membrane. In addition to this no c hemical mediators are considered in this study to 
enhance the power production. 

Table 2. Total capital cost comparison of MFC plant at different flow rates of wast water 
Flow of 

wastewater 
(m3 ∙d-1) 

 Cost of MFC cells 
with Nafion membrane  

( Rupees) 

Cost of MFC cells 
with earthen pot as 

membrane (Rupees) 

%  of cost reduction 
with earthen material 

than Nafion 
1000 159,106,828  32,750,000 79 
500 79,553,414  16,375,000 79 
200 31,821,366  6,550,000 79 
100 15,910,683  3,275,000 79 
50 7,955,341  1,637,500 79 

 
4. Discussions  

The overall COD removal efficiency of both the MFCs were more than 90%, which 
demonstrates the feasibility of this configuration of MFC as an effective wastewater treatment 
technology and ensures better reliable effluent quality. It was observed that the power 
generation in the MFC did not change significantly when the volume of the reactor was 
increased from 0.6 L to 3.75 L. This result demonstrates that there is further scope in 
increasing the reactor size.  

Jana et al. [11] have reported sustainable power density of 48.30 m W ∙m-2 in an MFC 
employing earthen cylinder of 0.6 L capacity as anode chamber. The power generated in 
MFC-1 was lower than that obtained by Jana et al. [11]. MFC-1 was in operation over 6 
months prior to present study. The reduction in power generation might be due to fouling of 
earthen cylinder used as separator and decrease in the porosity of the earthen material, which 
probably has reduced the proton transfer and also due to the reuse of old graphite plate’s 
electrodes. Recently we observed that by polishing the surfaces of graphite plates increased 
the power generation. 

The internal resistance and overpotential losses of MFC-2 are less than MFC-1 which 
motivates further scaling up of microbial fuel cells with earthen cylinder as PEM. The study 
was carried out with synthetic wastewater. It needs further study on strength of clay material 
as membrane for higher wastewater flows and higher reactor volumes. The life of this 
material without deteriorating its functional utility also needs attention. 

Rozendal et al. [18] have compared the anticipated costs of MFCs with the capital costs of the 
two most widely used conventional wastewater treatment systems, i.e., activated sludge 
treatment and anaerobic digestion. This comparison shows that, based on t he materials 
currently used in the laboratory, the capital costs of a full scale bioelectrochemical systems 
would be orders of magnitude higher than those of conventional wastewater treatment 
systems. The capital cost might be reduced significantly by improving the design and 
employing innovative materials, but because of the inherently complex design of 
bioelectrochemical systems, it is  expected that the capital cost will always remain several 
times that of conventional wastewater treatment systems. However, for smaller wastewater 
flow such as from individual house or from the small group of housing, the cost of MFC may 
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become comparable with the other treatment methods and the advantage of direct electricity 
generation for powering certain onsite appliances can be gained.  A lso, this process can be 
best utilized for treatment of wastewater in remote area and generating the power in the form 
of direct electricity. Thus, the advantage of making electricity available can be utilized along 
with wastewater treatment in the remote area which is not connected with the electric grid.  

The major drawback in MFC as compared to other processes is smaller volume required for 
anode chamber.  Whatsoever the volume of anode, it will deliver maximum voltage of about 
0.7 V and hence, smaller anode volume is desirable for integrating voltage by putting several 
MFCs in series.  Whereas the single large anode of volume equal to that of summation of 
anode volumes in series will produce only about 0.7 V.  Hence, while scaling up a trade-off 
need to be maintained while finalizing anode volume between the voltage and current 
recovered.  If larger volume MFCs is able to demonstrate similar CE as smaller MFCs, higher 
current can be recovered from the MFC to maintain similar volumetric power densities.  
Therefore while scaling the geometrical arrangement and relative positions of the electrodes 
should be decided in such a way to obtain maximum Coulombic efficiency. Such large size 
MFCs will then be able to compete with the established alternative wastewater treatment 
processes in terms of capital investments. 

5. Conclusions 

Clay material was found to be a cheaper alternative to more commonly used expensive Nafion 
membrane in MFCs. It needs further study on strength of clay material as membrane for 
higher wastewater flows and higher reactor volumes.  A lthough, these clay MFCs were 
operated for more than six months, the life of this material without deteriorating its functional 
utility also need attention. It remains to be demonstrated whether the results from this liter 
scale MFC can be extrapolated to more realistic scales for industrial applications. Full scale 
implementation of bioelectrochemical system is not straightforward as it includes certain 
microbiological, technological and economic challenges, which need to be resolved that have 
not previously been encountered in any other wastewater treatment systems. 
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Abstract: In this study, we ivestigated how microbial fuel cell (MFC) performance can be affected by laccase 
and manganese peroxidase (MnP) enzymes as catalysts in the cathode compartment. Commercial laccase was 
immobilized by crosslinking on chitosan using glutaraldehyde. Immobilized enzyme was settled on graphite 
electrode previously covered with polymerized methylene blue. Application of this enzymatic electrode was 
investigated in the cathode chamber of a MFC. Output power density of the MFC in the mentioned situation was 
100% higher than that for the graphite electrode. The MnP was first, produced from a white rot fungus isolate 
and was immobilized on the graphite electrode via adsorption. This modified electrode with MnP was utilized as 
cathode. The fuel cell with MnP modified graphite electrode and H2O2 as oxidizer yielded the maximum power 
density of 46 mW/m2 at the current density of 109 mA/m2. This augmentation of MFC performance was due to a 
higher cathode electrode potential with H2O2 rather than oxygen. The most important function of MnP was to 
catalyze the reduction of H2O2 and hence diminished activation overpotential loss of the cathode. 
 
Keywords: Biocathode, Laccase, Manganese peroxidase, Microbial fuel cell 

1. Introduction 

Microbial fuel cells are devices that generate electricity by oxidation of organic substrates 
using bacterial metabolism. This technology is considered as a non-polluting and a new 
source of renewable energy [1,2,3]. 
 
Oxygen is a preferable oxidant in the cathode compartment of MFC because of its availability 
and its environmental friendly reduction product i.e. water [4]. Platinum has been applied as 
main catalyst to improve oxygen reduction rate in the cathode chamber; but it imposes high 
cost on MFC construction [5]. 
 
Application of biocatalysts as an inexpensive alternative to platinum is a potential solution 
[4]. Application of these components under moderate (ambient) temperatures and neutral pH 
are the main advantages of them over conventional catalysts [6].  Laccase, bilirubin oxidase 
and peroxidase like manganese peroxidase (MnP) has been used as biocatalysts in cathode of 
a MFC [6,7].  
 
Laccase (E.C. 1.10.3.2, p-benzenediol: oxygen oxidoreductase) is a multi-copper oxidase 
enzyme in plants, fungi and some bacteria which can catalyze the oxidation of phenolic and 
other aromatic compounds resulting in four-electron reduction of oxygen to water [8]. The 
active site of laccase contains four cooper atoms as redox centers, classified in three types, TR1R, 
TR2R and TR3R. The TR1R site is reduced by oxidation of substrate or involving in polarized 
electrode. Four electrons are transferred from TR1R site to TR2R and TR3R sites where, OR2R is reduced 
to HR2RO [9,4]. Palmore et al. have studied the application of fungal laccase in the cathode 
compartment of a dihydrogen/dioxygen biofuel cell. Reduction of dioxygen to water with 
laccase was mediated by redox mediator, 2,2'-azinobis (3-ethylbenzothiazoline-6-sulfonate). 
They concluded that a biocatalyst with specific activity of 10 P

3
P U/mg has a higher catalysis rate 

than a platinum as catalyst in the cathode compartment [4]. 
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Manganese peroxidase (MnP) (EC 1.11.1.13) is one of the major ligninolytic enzymes that 
can be produced by white rot fungi. This enzyme is a heme containing glycoprotein that uses 
hydrogen peroxide as oxidant and reduce it to water [10,11].  
 
In this study, methylene blue was electropolymerized on graphite electrode as an electrical 
active polymer that can enhance electron transfer. Commercial laccase was immobilized by 
crosslinking on chitosan with glutaraldehyde. Immobilized laccase was settled on a graphite 
electrode covered with polymethylene blue and this enzymatic electrode was applied in a dual 
chamber MFC as cathode electrode. In another attempt, MnP produced from a white rot 
fungus isolate was immobilized on graphite electrode via adsorption. Effect of this biocathode 
electrode was also investigated on the MFC performance. 
    
2. Methodology 

2.1. Microbial fuel cell assembly 
The MFC setup consisted of two 250 ml chambers joined through a short tube. Nafion 117 
was utilized as membrane with 1.5 cm diameter separating two compartments. Pretreatment 
of the membrane was conducted by soaking it in a 0.1 M H2SO4 solution, H2O2 solution and 
deionized water, each for 60 min at 60⁰C. Anode and cathode electrodes were 6cm×2cm and 
4cm×2cm graphite bars, respectively. These two electrodes were connected with a copper 
wire. The anode chamber was inoculated with anaerobic sludge and both chambers were 
mixed gently by a magnetic stirrer.  
 
Nutrient medium (pH 7)  utilized in the anode chamber consisted of molasses (1 g/l), 
K2HPO4, urea and trace elements ( 0.4 mg/l FeCl3, 3 mg/l MgSO4, 0.11 mg/l CuSO4.5H2O, 
0.7 mg/l NaCl, 0.015 mg/l ZnCl2, 4 mg/l Na2S2O5, 0.254 mg/l MnSO4.H2O, 2.06 mg/l 
FeSO4.7H2O). All experiments were performed at the ambient temperature (28±1⁰C). 
 
2.2. Microorganism and enzyme 
Commercial laccase was prepared from AB Enzymes GmbH, Germany. 
A lignolytic fungus isolated from rotted wood in Northern Iran was employed for the 
production of MnP. This isolate had indicated the capability to produce MnP as its main 
lignolytic enzyme. As much as 50 ml of the culture broth (30 g/l glucose, 10 g/l peptone, 5 g/l 
yeat extract and 0.1 mM Mn2+, pH 4) was prepared in 250 m l Erlenmeyer flasks and 
autoclaved (121⁰ C, 15 min). One mycelia piece of the isolated fungus was placed in the 
center of an autoclaved 3.9% potato dextrose agar plate and incubated at 32⁰ C. After 7 days 
of cultivation, a mycelial plug (diameter 10 mm) of this culture was used as the inoculum. 
The cultivation was conducted in a rotary shaker with the rotation speed of 160 rpm at 32⁰ C. 
After 14 days, when a maximum activity for the extracellular MnP was observed, the enzyme 
was collected from the culture broth by centrifugation (5,000 rpm for 30 m in). The 
supernatant then was utilized for immobilization on the graphite electrode. 
    
2.3. Preparation of enzymatic biocathodes  
Electropolymerization of methylene blue was performed by cyclic voltammetery using a 
potentiostat – galvanostat EG&G PAR 273A, Princeton Applied Research, US from -0.5 to 
1.2 V for 18 scans at a scan rate of 50 mV/s [13]. Electrolyte solution contained 0.01 M borate 
buffer (pH 9.1), 0.1 M NaNO3 and 0.4 m M methylene blue. In another study, the optimal 
monomer concentration was found to be 0.4 mM. As basic electrolyte solution, 0.1 M NaNO3 
was used. Nitrate ions have catalytic role on electropolymerization of methylene blue. 
Graphite electrode (12 cm2) was polished with emery paper and rinsed with distilled water 
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prior to use. The reference and counter electrodes were saturated calomel electrodes (SCE, 
0.241 V vs. SHE) and platinum sheet (2 cm2), respectively. 
 
Crosslinking method was employed for laccase immobilization. The enzyme was immobilized 
on chitosan using glutaraldehyde [12]. A 5 g /l chitosan solution was prepared using a 2% 
acetic acid solution to dissolve chitosan. By addition of 2 M NaOH to this solution, a white 
flocculent deposit was formed and separated from the wet chitosan carrier. The flocculent was 
washed with distilled water several times and then 20 ml of a 5% glutaraldehyde solution was 
added. In order to associate the glutaraldehyde to the enzyme, the solution was mixed for 8 h 
and then left overnight. After that, the deposit was washed with water and added to 50 ml of a 
20 g/l laccase solution.  Then, 5 ml of acetate buffer (pH 4.4) was added to the solution, 
agitated for 16 h a t room temperature and incubated at 4⁰C, overnight. The resulting 
settlement was immobilized laccase on chitosan. Then, 1 ml of the immobilized laccase on 
chitosan was pipetted onto the electropolymeried (polymethylene blue) graphite electrode and 
left to dry in a vacuum desiccator for 1 hour. Glutaraldehyde molecule includes two aldehyde 
group (-CHO) in its structure in which one of these groups react with amine group (-NH2) of 
chitosn and crosslinking takes place. The free aldehyde group of glutaraldehyde bounds to an 
amine group of laccase, covalently. Therefore, glutaraldehyde plays the crosslinking agent 
role in the linkage of laccase to chitosan. 
MnP was immobilized to the graphite electrode by adsorption. As much as 1 ml of the 
produced crude MnP was pipetted onto the graphite electrode and left to dry in a vacuum 
desiccator for 1 hour. 
 
2.4. Laccase and MnP activity assay 
Laccase activity measurement was performed spectrophotometrically at 25⁰ C, using 2,2-
azino-bis-(3-ethylbenzothiazoline-6-sulfonic acid) or ABTS as substrate. The mixture of 
reaction was contained 3 ml sodium acetate buffer (1 mM, pH 4.5), 0.1 ml ABTS (0.5 mM) 
and 0.1 ml enzyme solution. The reaction started by addition of ABTS solution (0.1 ml). The 
rate of ABTS+ formation was measured spectrophotometrically at 420 nm. One unit of the 
enzyme activity (U) determined as the amount of the enzyme necessary to produce 1 µmol of 
oxidized ABTS per minute [14]. 
 
MnP was assayed by the formation of Mn3+ in 50mM sodium malonate buffer (pH 4.5), using 
0.1 Mm H2O2 as substrate. The rate of complex formation between manganic ions Mn3+ and 
malonate was measured specrophotometrically at 270 nm. One unit of MnP activity defined 
as the amount of the enzyme necessary to produce 1 µmol of Mn3+ per minute at 25⁰ C [15]. 
 
3. Results and Discussion 

3.1. Electropolymerization of methylene blue on graphite  
Methylene blue was polymerized on the surface of a graphite electrode. According to cyclic 
voltammogram of polymethylene blue on the graphite (Fig. 1), the picks appeared at high 
anodic potential (almost 1 V) are related to the irreversible oxidation of the monomer. Other 
picks are formed due to polymerization of formed cation radicals of methylene blue. 
Therefore, after oxidation of methylene blue and formation of radicals, chemical reaction 
related to the polymerization of these radicals had been taken place. Methylene blue which is 
an electroactive polymer was utilized as a mediator due to its high conductivity. 
Polymethylene blue could increase electron transfer from the electrode to active sites of the 
laccase. Therefore, electron access will be improved after polymerization of methylene blue 
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on the electrode surface. As a result, mediator utilization will influence oxygen reduction to 
water, catalyzed by the laccase in the cathode compartment. 
 
 

 
Fig 1. Cyclic voltagram of methylene blue on graphite electrode (Scan rate 50 mV/s). 
 
3.2. MFC performance in the presence of laccase 
The polarization curve that was obtained by changing the external load at the maximum 
output voltage of the MFC, indicates the cell voltage drop and power dependence on current. 
In general, power density increases to a m aximum value against current density and then 
sharply decreases. Polarization and power curve of the cathode electrodes were plotted at the 
maximum voltage of the MFC when each of graphite, polymerized graphite or enzymatic 
electrode was used.  
 
The polarization curves of graphite, polymerized graphite and laccase immobilized graphite 
are shown in Fig. 2. Maximum current density of the MFC for the polymerized graphite as 
cathode was 20% higher than that for the graphite electrode. This increase in the current 
density is due to electron transfer improvement because of improved conductivity of the 
polymerized graphite electrode. 
 
The power curves of graphite, polymerized graphite and laccase immobilized graphite are 
indicated in Fig. 3. The maximum power density for the enzymatic electrode was 45.2 
mW/m2 at the current density of 175 m A/m2, which was two folds of that for the graphite 
electrode (maximum power density of 22.3 mW/m2 at current density of 106.9 mA/m2). The 
maximum power density for the polymerized graphite electrode was 31 mW/m2 at the current 
density of 140.6 mA/m2. The power density improved 40% in comparison to the graphite 
electrode. The maximum power density for graphite, polymerized and enzymatic graphite 
occurred at the external load of 1.2, 98 and 92 kΩ, respectively. According to Ohm’s law, at 
maximum power density, external load is equal to the internal load of MFC. Therefore, 
modification of graphite electrode through electropolymerization and enzyme immobilization 
causes a reduction in the internal resistance of the MFC. This phenomenon occurs due to the 
improvement of electron transfer when polymerized methylene blue or laccase is used on the 
graphite electrode and the internal resistance of the system decreases, accordingly.  
 
Fig. 3 also indicates that the slope of polarization curve for the enzymatic electrode is milder 
than that for the graphite electrode at lower current densities. This observation suggests that 
the activation overpotential of the enzymatic electrode is less than the graphite electrode.  
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Fig. 2.  Polarization curve of MFC with three different electrodes. 
  

 
Fig. 3.  Power density curve of MFC with three different. 
 
3.3. MFC performance in the presence of MnP 
The time course of open circuit voltage variation of the MFC after addition of H2O2 is shown 
in Fig. 4. After H2O2 addition, the voltage rapidly increased to a maximum value and then 
gradually decreased to a constant value. The voltage increase is related to a higher cathodic 
potential of H2O2 compared to oxygen potential. The MFC performance during this stable 
condition is shown in the polarization and power curves (Fig. 5 and Fig. 6). Maximum output 
power of 46 mW/m2 was obtained at current density of 108.8 mA/m2. This power density is 
106% higher than that for a non-enzymatic cathode. The slope of polarization curve for MnP 
with immobilized MnP cathode at low current densities is 54% less than that for the non-
enzymatic cathode. Therefore, MnP presence in the cathode reduces cathodic and overall 
activation overpotential which is attributed to the catalytic role of MnP in the cathode.  
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Fig. 4.  Open circuit voltage-time curve of MFC after H2O2 addition to the cathode in the presence of 
MnP. 
 
MnP can catalyze hydrogen peroxide reduction to water. Reduction of H2O2 causes the 
oxidation of heme group of the enzyme. The oxidized heme group needs to be reduced to 
keep its activity which can be fulfilled electrochemically or by an electron donor molecule. 
Here, Mn2+ acts as electron donor. Electrons generated through Mn2+ oxidation will be 
transferred to the active sites of the enzyme and will be utilized to reduce H2O2 to water. The 
produced Mn3+ ions extract electrons presented on the cathode surface. The cathodic reaction 
is catalyzed by MnP enzyme through repetition of the mentioned reactions, cyclically.  
 

 
Fig. 5.  Polarization curve of MFC with two different electrodes.  
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Fig. 6.  Power density curve of MFC with three different electrodes. 
 
4. Conclusion 

Commercial laccase and MnP produced from a white rot fungus isolate were immobilized on 
graphite electrode and used as new renewable catalysts in the cathode compartment of a dual 
chamber MFC. Application of these electrodes in the cathode, enhanced the MFC 
performance. Output voltage and current density increased as two times as output voltage of 
the MFC with non-enzymatic cathode. Activation overpotential of MFC decreased due to the 
catalytic effect of laccase and MnP on reduction of oxygen and H2O2, respectively. Laccase 
and MnP can be proposed as innovative catalysts to be applied in MFCs in order to achieve 
higher performance via improvement of reaction kinetic in the cathode and therefore, 
reduction of its related overpotential.      
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Abstract: This paper proposes the numerical analyses on performance for PEMFC in the aspects of water 
management and distribution of current density were performed to compare serpentine channel flow field of 5 
passes 4 turns serpentine and 25cm2 reaction surface between with and without sub-channel at rib. Through the 
supplement of sub-channel flow field, the improvement of water removal characteristic inside channel was 
confirmed from the numerical results because the flow direction of under-rib convection is changed into the sub-
channel. Reacting gases supplied from entrance disperse into sub-channel flow field and electrochemical 
reaction occurs uniformly over the reaction surface. Therefore, it was also known that total current density 
distributions become uniform because retention time of reacting gases traveling to sub-channel flow field is 
longer than main channel. At the averaged current density of 0.6 A/cm2, the results show that output power for 
the serpentine flow-field with sub-channel is 8.475 W which is decreased by about 0.35 % compared with 8.505 
W for the conventional-advanced serpentine flow-field, whereas the pressure drops on the anode and cathode 
side for the serpentine flow-field with sub-channel are 0.282 kPa and 1.321 kPa which are decreased by about 
22.95 % and 17.12 % compared with 0.366 kPa and 1.594 kPa for the conventional-advanced serpentine flow-
field, respectively. 
 
Keywords: PEM Fuel Cell, Current density, Water management, Under-rib convection, Sub-channel 

1. Introduction 

Proton exchange membrane fuel cell (PEMFC) has been considered one of the most 
promising alternative clean power generators because of its low to zero emission, its low 
temperature operation, high power density, and high efficiency [1]. Currently, many 
researchers have studied the bipolar plate considered performance and water management in 
the flow channel. Kanezaki [2] and Nam [3] have found that under-rib convection flow 
between adjacent channels. The under-rib convection is believed to increase the reactant 
concentration in the under-rib regions, facilitate liquid water removal from those regions, and 
enable a more uniform concentration distribution, thus explaining an experimental result of 
good cell performance.  
 
 

(a) case #1     (b) case #2 

Fig. 1. Two 25cm2 serpentine flow-field patterns; (a) case #1(without sub-channel); (b) case #2(with 
sub-channel). 
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This paper proposes the numerical analyses on pe rformance for PEMFC in the aspects of 
water management and distribution of current density were performed to compare serpentine 
channel flow fields of 5-passes and 4-turns serpentine and 25cm2 reaction surface between 
with and without sub-channel at rib. Two serpentine flow-field patterns are shown in Fig. 1. 
 
2. Numerical model 

In this study, CFD programs based on STAR-CD and ES-PEMFC were used to solve the fully 
coupled governing equations. The model assumes a s teady state, ideal gas properties, and 
homogeneous two phase flows. Assuming that liquid film is formed on the electrode surface 
during liquid water condensation, the Henry’s law of the solubility of gases in the liquid water 
is used to calculate the diffusion flux, electro-osmotic drag force, and water back diffusion [4, 
5]. To improve the computational accuracy, grid cells were established by equalizing the node 
connectivity in each component and by using the hexahedron mesh. The number of 
computational cells used in the model varied with complexity of the model. For the case #1, 
the total cell number was 3.078 million cells, case #2 had 3.336 million computational cells. 
The present numerical model was validated by grid tests and numerical simulation results on 
10cm2 serpentine with single channel flow-field PEMFC [4]. 
 
3. Results and discussion 

The parametric studies were conducted on 25 c m2 serpentine channels that have the case #1 
and case #2 configurations, all under the same operating conditions and inlet flow velocity as 
listed in Table 1 and Table 2. The performance-related parameters include membrane water 
content (λ), net water flux per proton (α), pressure drop, current density. They are investigated 
to generate the optimum serpentine flow-field that enhances the PEMFC performance. The 
net water flux per proton expresses the water transport between anode and cathode. If the net 
water flux per proton is greater than 0, t he electro-osmotic drag is higher than the back 
diffusion, and water is transported from the anode to the cathode. On the other hand, the net 
water flux per proton is less than 0 m ainly in the outlet area under the ribs, and water is 
transported from the cathode to the anode by the back diffusion. Back diffusion occurred due 
to the concentration of water on the anode is higher than on the cathode. 
 
Table 1. Inlet conditions at Anode and Cathode. 
Anode Inlet conditions Cathode Inlet conditions 
Gas Hydrogen Gas Air 
Stoichiometry 1.5 Stoichiometry 2.0 
Inlet temperature (℃) 75 Inlet temperature (℃) 75 
Inlet relative humidity (%) 100 Inlet relative humidity (%) 100 
Mass fraction of hydrogen 0.078 Mass fraction of hydrogen 0.169 
Mass fraction of water 0.561 Mass fraction of water 0.274 
 
Table 2. Operating conditions at Iave = 0.6A/cm2. 
Operating conditions  
%H2 in reformate 75 
Exit pressure (kPa) 101 
H2 exchange current density (A/cm2) 2000 
O2 exchange current density (A/cm2) 200 
Open circuit voltage (V) 0.96 
Cell temperature (℃) 75 

1206



Fig. 2 ~ Fig. 4 show the comparison of the membrane water contents (λ), net water flux per 
proton (α) and current density distributions at averaged current density of 0.6 A/cm2. 
 

 

(a) case #1 
 

(b) case #2 
Fig. 2. Water content (λ) at Iave=0.6 A/cm2; (a) case #1; (b) case #2. 
 
Fig. 2 shows the comparison of the membrane water contents between the case #1 and case #2 
at the averaged current density of 0.6 A/cm2. The membrane water content under the rib area 
is higher than that under the adjacent channel area because a lot of water produced at the 
cathode under the rib region can be absorbed into the membrane as shown in case #1. On the 
other hand, the membrane water content of the case #2 has smaller variation between the 
channel and rib than that of the case #1 because under-rib convection flow from channel to 
the adjacent rib and then flow from the inlet channel to the adjacent outlet channel, and liquid 
water gathers and discharges into sub-channel. 
 

 

(a) case #1 
 

(b) case #2 

Fig. 3. Net water flux per proton (α) at Iave=0.6 A/cm2; (a) case #1; (b) case #2. 
 
Fig. 3 shows the comparison of the net water flux per proton between the case #1 and case #2 
at the averaged current density of 0.6 A/cm2. The net water flux per proton is greater than 0 at 
the ribs and that is less than 0 a t the channels as shown in case #1. The net water flux per 
proton is always greater than at the ribs because the hydrogen ions are transported from 
cathode to the anode with a lot of water. Case #2 shows that the net water flux per proton at 
the ribs is lower due to sub-channel than the net water flux per proton at the channels i.e. a lot 
of water is transported from cathode to the anode. 
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(a) case #1 
 

(b) case #2 
Fig. 4. Current density distributions at Iave=0.6 A/cm2; (a) case #1, case #2. 
 
Fig. 4 presents the comparison of the current density distributions between the case #1 and 
case #2 at the averaged current density of 0.6 A/cm2. The overall distributions show that the 
local current density is decreasing from the inlet toward the outlet due to the consumption of 
the reacting gases. Through the supplement of sub channel flow field, it is shown from the 
results that water removal characteristic inside channel improves because the flow direction of 
under-rib convection is changed into the sub channel. Therefore, case #2 shows that total 
current density distributions become uniform because retention time of reacting gases 
traveling to sub channel flow field is longer than to main channel. 
 

 

Fig. 5. Index and location of the serpentine flow-field. 
 
Fig. 6 s hows the comparison of the total pressures between the case #1 and case #2 at the 
averaged current density of 0.6 A/cm2 and the same location as shown in Fig. 5.  The pressure 
drops on t he anode and cathode side for case #2 are 0.282 kP a and 1.321 kP a which are 
decreased by about 22.95 % and 17.12 % compared with 0.366 kPa and 1.594 kPa for case 
#1, respectively. The enhanced under-rib convection in both anode and cathode of case #2 
decreases the pressure drop, which also contributes to the performance by reducing the power 
consumption of air blower. 
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(a) Anode side 
 

(b) Cathode side 
Fig. 6. The comparison of the total pressures between the case #1 and case #2 at Iave=0.6 A/cm2; (a) 
Anode side; (b) Cathode side. 
 

 

Fig. 7. The comparison of the polarization and power density curves between the case #1 and case #2. 
 
To verify the maximization of power density among the performance-related parameters, the 
comparison of the polarization and power density curves between the case #1 and case #2 is 
given in Fig. 7. F or the current density lower than 0.6 A /cm2, the cell voltage and power 
density is independent of serpentine flow-field with and without sub-channel. For the current 
density greater than 0.6 A/cm2, the cell voltages and power densities of case #1 and case #2 
differ, the differences increase with the decreasing current density. 
 
4. Conclusions 

This study presents numerical analysis-based design of the serpentine flow field patterns to 
stimulate under-rib convection by adding sub-channel for improving the PEMFC performance. 
In the case of the case #2, under-rib convection flow from channel to the adjacent rib and then 
flow from the inlet channel to the adjacent outlet channel, and liquid water gathers and 
discharges into the sub-channel. Through the present numerical analysis-based design, the 
serpentine flow field with sub-channel enhances the performances of pressure drop, discharge 
of liquid water, and uniformities of current density.  
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Abstract: Here the 3D two phase homogenous CFD modeling for the anode channel and 1D two phase 
mathematical modeling for the porous media were considered. The challenging issue is to define the interface 
boundary conditions such as gradient of CO2 and methanol mass fraction between the diffuser layer and the 
anode channel. To overcome this difficulty, CFD modeling in the anode channel and mathematical modeling in 
the porous media were coupled. This combination models gives an accurate model to evaluate the cell 
performance and also to predict accumulation of CO2 in the channel and its negative effects on the cell 
performance. Output results of the combination’s model are in very good agreement with the experimental data. 
The distribution of CO2 in the anode channel shows that the accumulation of CO2 in the MSFF is less than 
SSFF and PFF configuration so the negative effect of CO2 decrease in the MSFF case relative to two other 
cases. Accumulation of CO2 is more in the channel rib relative to other places of channel. This is true for all 
three channel configurations. 
The cell voltage-Current density graph shows that the MSFF performance is better than two other cases. 
Comparing MSFF configuration with the SSFF shows that the performance of MSFF is a little more than SSFF. 
 
Keywords: Direct methanol fuel cell, Anode flow configurations, CFD modeling, Mathematical modeling 

Nomenclature 
C0            Average concentration of methanol at 
the channel/ADL interface………………. molm-3 
CI           Concentration of methanol at the 
ADL/ACL interface……………………….. molm-3 
CII         Concentration of methanol at the 
ACL/membrane interface………………... molm-3 
𝐶           Molar Concentration ………….kmolm-3 
𝐷          Diffusion coefficient ………… ...... m2s-1 
X           Mass fraction  
F           Faraday’s constant, 96,487…… Cequiv 
𝐼𝐶𝑒𝑙𝑙     Cell current density…………….…...Am-2 
𝐼𝐿𝑒𝑎𝑘      Leakage current density ……..…. Am-2 
𝐼𝑜,𝑟𝑒𝑓
𝑀𝑒𝑂𝐻   Exchange current density of methanol 

……………………………………..…….....….Am-2 
𝐼𝑜,𝑟𝑒𝑓
𝑂2     Exchange current density of oxygen 

…………………………………………… …… Am-2 
𝑁𝐶𝑟𝑜𝑠𝑠 𝑂𝑣𝑒𝑟
𝑀𝑒𝑂𝐻           Methanol crossover 

…………………………………………....molm-2 s-1 
P         Pressure ………………………..……...Pa 
T        Temperature……………..……………. K 
UMeOH                Thermodynamic equilibrium 
potential of methanol oxidation…..….….Volt 
UO2                            Thermodynamic equilibrium 
potential of oxygen oxidation………..…… Volt 
𝑉𝑐𝑒𝑙𝑙         Cell voltage………………….… Volt 
 UO2                    Thermodynamic equilibrium 
 potential of oxygen oxidation………...… Volt 

M             Molecular weight ….……...……km/kg    
Greek 
𝛼𝐴           Anodic transfer coefficient 
𝛼𝐶          Cathodic transfer coefficient 
𝛿𝐴𝐶          Anode Catalyst layer thickness……...m 
𝛿𝐴𝐷         Anode diffuser layer thickness……...m 
𝛿𝑀          Membrane thickness…………….…...m 
𝛼            Void fraction 
µ             Dynamic viscosity…….............kgm-1s-1 
ρ             Density……………..……………...kgm-3 
𝜂𝐴          Anode over potential………….……Volt 
𝜂𝐶           Cathode over potential……….…...Volt 
𝜉𝑀𝑒𝑂𝐻    Electro-osmotic drag coefficient of                                    
methanol 
κ             Ionic conductivity of the membrane 
…………………………………..……….Scm -1 
𝑥 ,         Quality 
Subscripts 

ADL                          Anode Diffuser Layer 
ACL                         Anode Catalyst Layer 
M                            Memberrane 
Superscripts 
MeOH                     Methanol 
O2                           Oxygen 
CO2                        Carbon dioxide 
K                             Species 
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1. Introduction 
Direct methanol fuel cells (DMFCs) are currently being investigated as an alternative power 
source to batteries for portable applications such as cell phones, laptop computers and video 
recorders. DMFCs with advantages of high energy density, rapid startup and response, low 
operation temperature, zero emission and refueling instantly, stand out as a most promising 
candidate to the applications of present and next generation of portable electronic devices    
[1, 2].Regarding the DMFCs studies have been focused on two categories, materials of the 
cell and the anode electrochemical reaction. Water, methanol and gas management are the 
three main issues that some attempts have been investigated to optimize these effects on the 
cell performance. A good understanding of this complex, interacting phenomena to optimum 
the design parameters of system leads to numerous experimental and comprehensive 
mathematical modeling of cells. 
 
Kulikovsky et al. [3] developed a vapor-feed two-dimensional DMFC model. Their model 
based on the mass conservation equations for concentrations of species and conservation 
equations of proton and electron currents, which govern the distributions of electrical 
potentials of the membrane and carbon phases. In his study, he neglected the methanol cross 
over the membrane.  
 
Wang and Wang [4] presented a 2-D, two-phase model of liquid – feed DMFC. They 
extended their previous two-phase PEMFC model [5] to include two phase flow and transport 
phenomena in a liquid feed DMFC.1- D drift flow model was used to describe the methanol 
flow in the anode channel. 
 
Here a comprehensive 3-D, homogenous two phase model for the anode channel and 1D two 
phase mathematical modeling for the porous region were considered. This combination model 
results in the easily managing and optimizing of effective parameters on DMFC.  
A typical DMFC consists essentially of a membrane-electrode assembly (MEA) sandwiched 
between two bipolar plates which have a channel for distribution the fuel, an aqueous 
methanol solution in the anode and oxygen from air in the cathode, Figure (1).In an operation 
DMFC, methanol solution diffuses through one of the porous diffusion layer and is oxidize at 
the anode to produce carbon dioxide, protons and electrons. At the cathode, Oxygen diffuses 
through another porous diffusion layer and is reduced with the proton passing through the 
proton exchange membrane as well as electrons flowing through load from the anode to 
produce water, equations (1), (2) .  

CH3OH+ H2O               CO2+6 H+ + 6 e-     (1) 
           
3/2 O2 + 6H++6e-            3 H2O                    (2)                          (2) 

 

 

 
 

Fig. 1. Schematic view of DMFC with different layers 
 

2. Model description  

Here 3-D homogenous, two phases, multi component flow for the anode channel and 1D two 
phase mathematical modeling for the porous regions were considered. For the anode channel 
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three type of flow patterns, parallel flow field (PFF), single-serpentine flow field (SSFF) and 
multiple serpentine flow field (MSFF) were considered, fig2. 

 
Fig. 2. Schematic view of DMFC with different anode configurations 

 
The combination of CFD modeling and mathematical modeling has been shown in fig3.  

 
Fig. 3. Coupling CFD modeling and mathematical modeling 

 
2.1. CFD modeling 
In this study, two phase homogenous model have been used to describe the fluid flow in the 
anode channel. The study of Triplett [6], Fukano and Kariyasaki [7], showed that the 
homogeneous model is valid for two-phase bubbly flow because the tube diameter is smaller 
than 5.6 mm. In this model it is assumed that the thermodynamics equilibrium are available 
between the phases and two phases are well mixed and therefore travel with the same 
velocities so the mixture is treated as a pseudo-fluid that obeys the usual equations of single-
phase flow.  

∇. (𝜌𝑚𝑖𝑥𝑈��⃑  ) = 0                                                    (3) 
 
∇. �𝜌𝑚𝑖𝑥𝑈��⃗ 𝑈��⃗ � = −∇𝑃 + ∇.𝑇 + 𝜌𝑚𝑖𝑥𝑔                    (4) 
 
𝑇𝑖,𝑗 = 𝜇𝑚𝑖𝑥 �𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖
− 2

3
𝛿𝑖,𝑗

𝜕𝑢𝑛
𝜕𝑥𝑛

�                         (5)   

           
∇. �𝜌𝑚𝑖𝑥𝑈��⃗ 𝐶𝑘� = ∇. �𝜌𝑚𝑖𝑥𝐷𝑘∇Ck�                          (6)  
                      
𝜌𝑚𝑖𝑥 = 𝛼𝜌𝑙 + (1 − 𝛼)𝜌𝑔                                     (8)  

𝛼 is void fraction and related to quality 𝑥 , by, 
 

𝛼 =
1

1 + (1 − 𝑥 ,

𝑥 ,   
𝜌𝑔
𝜌𝑙

)
                                     (9) 
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                                                 Fig. 4. MSFF configuration , boundary conditions and Meshing Scheme 

𝑥 , =
𝜌𝑔(𝑋𝑔𝐶𝑂2 + 𝑋𝑔𝐻2𝑂 + 𝑋𝑔𝑀𝑒𝑂𝐻)
𝜌𝑙(𝑋𝑙𝐻2𝑂 + 𝑋𝑙𝑀𝑒𝑂𝐻 + 𝑋𝑙𝐶𝑂2)

                                          (10) 

              
The Isbin equations have been used to calculate the mixture viscosity [8]. 
            

1
𝜇𝑚𝑖𝑥 = 𝑥 , 1

𝜇𝑙
+ (1 − 𝑥 ,)

1
𝜇𝑔

                                                     (11)  

 
2.2. Boundary Conditions  
Fig 4 shows the view of MSFF with the different boundary conditions. In the inlet, mass flow 
rate of dilute methanol is defined. In the outlet, fully developed condition for the SSFF, MSFF 
and pressure outlet for the PFF is applied. In the boundary between the anode channel and 
diffuser layer the mass fraction of MeOH and CO2 are defined.  
   
2.2.1. Channel/ Anode diffuser layer interface boundary conditions 
Consumed methanol in the anode catalyst layer and methanol cross over the membrane are 
equal to methanol transfer due to convection and diffusion in Channel/ Anode diffuser layer, 
  
𝜌𝑚𝑖𝑥  𝑈��⃗ .𝑛 ���⃗ 𝑋𝑀𝑒𝑂𝐻 + 𝜌𝑚𝑖𝑥 𝐷𝑀𝑒𝑂𝐻  𝜕𝑋

𝑀𝑒𝑂𝐻

𝜕𝑋
= 𝑀𝑀𝑒𝑂𝐻 𝐼𝑐𝑒𝑙𝑙

6𝐹
+ 𝑀𝑀𝑒𝑂𝐻𝑁𝐶𝑟𝑜𝑠𝑠 𝑂𝑣𝑒𝑟

𝑀𝑒𝑂𝐻                (12)  
 
The consumptions of the methanol, water and methanol crossover are equal to the total mass 
flow rate that goes out of the interface, so 
 
𝜌𝑚𝑖𝑥𝑈��⃗ .𝑛 ���⃗ = 𝑀𝑀𝑒𝑂𝐻 𝐼𝑐𝑒𝑙𝑙

6𝐹
+ 𝑀𝑀𝑒𝑂𝐻𝑁𝐶𝑟𝑜𝑠𝑠 𝑂𝑣𝑒𝑟

𝑀𝑒𝑂𝐻 + 𝑀𝐻2𝑂 𝐼𝑐𝑒𝑙𝑙
2𝐹

                      (13)   
   
If we replace the 𝜌𝑚𝑖𝑥𝑈��⃗ .𝑛 ���⃗   from equation (16) into the equation (15) it gives the diffusion 
flux from the channel into the diffuser layer. 
 
𝜌𝑚𝑖𝑥  𝐷𝑀𝑒𝑂𝐻  𝜕𝑋

𝑀𝑒𝑂𝐻

𝜕𝑥
= 𝑀𝑀𝑒𝑂𝐻 𝐼𝑐𝑒𝑙𝑙

6𝐹
(1 − 𝑋𝑀𝑒𝑂𝐻) + 𝑀𝑀𝑒𝑂𝐻𝑁𝐶𝑟𝑜𝑠𝑠 𝑂𝑣𝑒𝑟

𝑀𝑒𝑂𝐻 (1− 𝑋𝑀𝑒𝑂𝐻)     +

𝑀𝐻2𝑂 𝐼𝑐𝑒𝑙𝑙
2𝐹

𝑋𝑀𝑒𝑂𝐻            (14)    
 
For the carbon dioxide the diffusion flux, which comes into the channel via the diffuser layer 
is equal to the CO2 production in anode catalyst layer ,diffusion via convection neglected, so, 
 
𝜌𝑚𝑖𝑥𝐷𝑐𝑜2 𝜕𝑋

𝑐𝑜2

𝜕𝑥
= 𝑀𝑐𝑜2 𝐼𝑐𝑒𝑙𝑙

6𝐹
                                               (15) 

 
2.3. Mathematical modeling 
The porous media regions are divided to the diffuser, catalyst and 
membrane layer, Fig4. Mathematical modeling has been studied  
in the detail by Brenda[9]. Here only the results have been shown, 
 

CACMeOH =
ICell

12FδACDAC
MeOH  X2 + C1X +  C2              (16)  
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C1 =
CIIC − CIC

δAC
−

ICell(2δAD + δAC)
12FδACDAC

MeOH                         (17) 

 

C2 = CIC −
(CIIC − CIC)δAD

δAC
+

IcellδAD(δAD + δAC)
12FδACDAC

MeOH                      (18) 

 

CIC =
δACDM

MeOHKII �DAD
MeOHC0D −

IcellδAD
12F � + δMDAC

MeOH(DAD
MeOHC0D − (1 + 6   ξ MeOH) IcellδAD

6F )

DAD
MeOHKI�δACDM

MeOHKII + δMDACL
MeOH� + δADDAC

MeOHDM
MeOHKII

           (19) 

 
𝐶𝐼𝐼𝐶  

=
δM(DAC

MeOHDAD
MeOHC0D − δACDAD

MeOHKI(1 + 12   ξ MeOH) ICell
12F − δADDAC

MeOH(1 + 6   ξ MeOH) Icell
6F )

DAD
MeOHKI�δACDM

MeOHKII + δMDAC
MeOH� + δADDAC

MeOHDM
MeOHKII

    (20) 

 
The operation conditions, geometry and physicochemical properties have been come in  
table 1 and 2. 
 
Table  1.  Operation and Geometry values 

   Parameters                                             Symbols                                       Values 
Operation Temperature                                T       60oc 
Operation Pressure                                       P                                             1At 
Rib Height                                                   𝐻                                             0.001   (m) 
Rib Width                                                    𝑊                                            0.0013 (m) 
Diffuser layer thickness                              𝛿𝐴𝐷                                           0.0015 (m) 
Catalyst layer thickness                              𝛿𝐴𝐶                                           0.00023(m) 
Membrane layer thickness                          𝛿𝑀                                            0.0018  (m) 
 

Table  2.  Physicochemical properties 
Parameters                                                  Symbols                     Values              Ref 

Binary diffusion coefficient                                      DMeOH-Water       1.74 ×  10−6          [11] 
Binary diffusion coefficient                                      DCO2-Water          3.19 ×  10−6          [11] 
MeOH diffusion coefficient,diffuser layer               𝐷𝐴𝐷𝑀𝑒𝑂𝐻              8.7 × 10−3            [9] 
MeOH diffusion coefficient,catalyst layer               𝐷𝐴𝑐𝑀𝑒𝑂𝐻     2.8 × 10−9𝑒2436( 1

353−
1
𝑇)  [12]   

Methanol diffusion coefficient,memberane             𝐷𝑀𝑀𝑒𝑂𝐻         4.9 × 10−𝑒2436�
1
353−

1
𝑇�     [12] 

Thermodynamic potential of oxygen (Volt)             𝑈𝑂2                  1.24                        [4]                     
Thermodynamic potential of methanol (Volt)         𝑈𝑀𝑒𝑂𝐻              0.03                        [4] 
Ref, exchange current density of anode (A/m2)      𝐼0,𝑟𝑒𝑓

𝑀𝑒𝑂𝐻       94.25 𝑒
35570
𝑅 ( 1

353−
1
𝑇)          [4]          

Ref, exchange current density of cathode (A/m2)     𝐼0,𝑟𝑒𝑓
𝑂2        42.22𝑒

73200
𝑅 ( 1

353−
1
𝑇)          [15] 

Anodic transfer coefficient                                        𝛼𝐴                   0.52                        [4] 
Cathodic transfer coefficient                                     𝛼𝐶                   1.55                        [4] 
Ionic conductivity of the membrane(S/Cm2)            𝜅                    0.036                      [11] 
Electro-osmotic drag coefficient                               𝜉𝑀𝑒𝑂𝐻              2.5𝑋𝑀𝑒𝑂𝐻               [14] 
Partition coefficient                                                   𝐾𝐼                     0.8                        [13] 
Partition coefficient                                                   𝐾𝐼𝐼                    0.8                        [13] 
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3. Performance Evaluation 

To obtain the polarization curve the cell voltage of DMFC can be written as, 

𝑉𝑐𝑒𝑙𝑙 = 𝑈𝑂2 − 𝑈𝑀𝑒𝑂𝐻 − 𝜂𝐴 − 𝜂𝐶 −
δMEMICell 

κ 
                                                      (21) 

The over potentials term 𝜂𝐴 and 𝜂𝐶  can be determined from the Tafel equations, 

𝐼𝐶𝑒𝑙𝑙 =  𝐼0,𝑟𝑒𝑓
𝑀𝑒𝑂𝐻 𝐶𝐴𝐶𝑀𝑒𝑂𝐻

𝐶𝑀𝑒𝑂𝐻,𝑟𝑒𝑓
𝑒𝛼𝐴𝜂𝐴𝐹/𝑅𝑇 = 𝐼0,𝑟𝑒𝑓

𝑂2 𝐶𝑜2
𝐶𝑜2,𝑟𝑒𝑓

𝑒𝛼𝐶𝜂𝐶𝐹/𝑅𝑇 − 𝐼𝑙𝑒𝑎𝑘            (22) 

𝐼𝑙𝑒𝑎𝑘is the leakage current density due to the oxidation of the methanol crossover. 

Ileak
6F

= NCrossover
MeOH = (−𝐷𝑀𝑀𝑒𝑂𝐻

𝑑𝐶𝑀𝑀𝑒𝑂𝐻

𝑑𝑥
+ 𝜉𝑀𝑒𝑂𝐻

𝐼𝑐𝑒𝑙𝑙
𝐹

)                   (23) 
  
4. Results 

4.1. Effect of mass flow rate and inlet feed concentration on the cell performance 
The model has been validated by comparison of the results from SSFF configuration with its 
experimental data from Q. Liao and X. Zhu [10].The cell performance have been calculated 
for the methanol inlet feed concentration of M=1, temperature of 60oc and two different inlet 
mass flow rate. As it can be seen the model results are in the good agreement with the 
experimental data. In the right figure the variation of cell voltage with the current density at 
different inlet feed concentrations have been shown and it is obvious that the cell performance 
will improve while the inlet feed concentration increase. The performance improvement 
from1M to 2M is more than from 0.5M to 1M. This can be attributed to increasing methanol 
concentration, which satisfies the additional requirement of the electrochemical reaction in the 
anode due to higher current densities. 
 
 
 
 
 
 
  
 
  
 
  
       (6.a)                                                                          (6.b)                                  
Fig. 6. Numerical and experimental cell data performance for two different inlet mass flow rate (6.a) 
and Cell performance at different inlet feed concentration (6.b) 
 
4.2. Effect of flow configuration on CO2 and methanol concentration 
Distribution of CO2 molar concentration in the anode channel for different configurations at 
the  inlet feed concentration and current density 2M, 1500A/m2 respectively, have been 
shown in fig7.CO2 molar concentration increase incrementally from inlet to outlet and reach 
the maximum value 0.03 , 0.025 and .02 for PFF, SFF and MSFF respectively. Fig8 shows the 
distribution of methanol molar concentration. Here the methanol concentration decreases 
incrementally from inlet to outlet and reaches the minimum value of 0.5, 0.71 and 0.81 for 
PFF, SFF and MSFF respectively in the outlet of the channel. The distribution of the CO2 in 
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the MSFF is more smoothly relative to two other cases and the coalescence of gas bubbles in 
the corner of the ribs are less than other cases. 
 
  

 

 

 

 

Fig. 7.  Distribution of CO2 molar concentration for PFF, SFF and MSFF flow configuration 
 
 

 

 

 

 

 
Fig. 8. Distribution of MeOH molar concentration for PFF, SFF and MSFF flow 
configuration 
 
4.3. Effect of flow configuration and temperature on the cell performance 
The performance of the cell is depended on the mass fraction of methanol in the catalyst layer 
that is depended on the average methanol mass fraction in the anode channel. By calculation 
the cell performance using mentioned combination method, it can be seen that the MSFF 
configuration has better performance relative two other cases fig9a. In the right picture9.b the 
effects of temperature on cell performance have been shown. As it can be seen with 
increasing the temperature the cell performance will increase, especially at high current 
density. 
 
 

 

   

   

 

  

  
Fig. 9. Comparison of anode configuration on cell voltage (9.a) and effects of temperature on 
cell performance (9.b) 
 

(9.a) (9.b) 
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5. Conclusions 

DMFCs have the following advantages; easy fuel delivery and storage, no need for cooling or 
humidification, simpler system design and may even achieve higher overall energy efficiency 
than PEMFCs with further developments. This new modeling design is the way to find the 
exact cell performance with different geometry. From the results, MSFF flow configuration 
can give a better performance relative to two other cases so this kind of cell geometry can 
solve the problems regarding lower overall energy efficiency of DMFCs relative to PEMFCs. 
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Investigation of electrical, structural and thermal stability properties of 
cubic (Bi2O3)1-x-y(Dy2O3)x(Ho2O3)y ternary system  
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Abstract: In the scope of this work, (Bi2O3)1-x-y(Dy2O3)x(Ho2O3)y ternary system (x=1,3,5,7,9,11 mol % and 
y=11,9,7,5,3,1 mol %, dopant concentrations) sample materials were developed using solid state reaction method 
sintering each of them at 650, 700, 750, 800 °C for 48 hours. Structural, electrical and thermal properties of these 
samples which are candidate of electrolyte for solid oxide fuel cells (SOFCs) have been evaluated by means of 
XRD, four-probe method, and TGA / DTA. XRD measurements showed that except the samples annealed at 650 
oC, all the other samples have stabilized δ- Bi2O3 phase. It was seen that duration of sintering time and 
temperature was rather effective on the formation of the stabilized sample materials and their other properties, 
such as electrical and structural properties. It was seen that the electrical conductivities of all the examples 
developed sintering at 700, 750 a nd 800 °C for 48 hours increases with the increasing temperature having 
numerical values varying in the range of 7,65x10-2 Ω.cm-1 - 6,11x10-1 Ω.cm-1. Activation energy of the sample 
A6 was calculated and it was found 0.97 eV. On the other hand, the main purpose of this study is to find an 
electrolyte which does not have any degradation in its properties with time; this maybe caused either interaction 
between the different electrochemical cell materials or by instability of the ionic conductor under operation 
conditions. During the heating/cooling process, the four-point probe conductivity measurements have been 
performed. The hysteresis curve was obtained for this sample due to time interval difference of heating/cooling 
processes. It was observed that there is no gradation in the structure of the sample. 
 
Keywords: Electrolyte, Solid state reaction, Fuel cell, Electrical conductivity, XRD,  Four- probe point method  

1. Introduction 

Recently, it has been known that bismuth oxide based and doped with the other two ceramic 
oxides are ternary materials with the properties showing promise of utility in SOFC’s [1-7].  
In addition, the need to develop oxide ion conductive materials with high conductivity and 
desired structure stability at low temperature directs most of the research toward solid oxide 
electrolyte materials. Among these electrolyte materials, Bi2O3  - based solid oxide electrolyte 
materials with δ-phase fcc fluorite type crystal structure are of interest for use in solid oxide 
fuel cell (SOFC) due to their high oxide ion conductivity [8,9]. The fluorite type phase of pure 
Bi2O3, known as the most highly conductive oxide-ion conductor, has a conductivity of about 
1 Scm-1 at 750 °C. But, δ-phase Bi2O3 is stable only between 730 °C and 825 °C and cannot 
be quenched to room temperature [10]. However, the δ-phase can be obtained at room 
temperature by doping with some transition metal (Nb, Ta, V and W) and rare earth(Sm-Lu). 
It is also possible to use combination of oxides, so called double doping, to obtain the δ 
fluorite type phase. Fluorite type δ–phase materials displays very high oxide ion conductivity 
which is attributed to the highly polarisable Bi3+ cations and highly disordered structure of 
sublattice [11-15]. Structural and conductive properties of a solid material during the various 
temperature ranges determine its suitability as an electrolyte in the practical use. If an 
electrolyte material has a high conductive behavior over a long period of time at reasonably 
low temperature, it is possible to use at operation of a SOFC. Many researchers were reported 
that the fluorite type δ–phase Bi2O3 cannot be stabilized [11-13]. Some these kinds of 
materials had completely transformed into mixture phases after annealing for long time 
period. In addition, the conductivity decay can also occur for the fluorite type materials 
without changing its structure. The rate of conductivity decay is dependent on a nnealing 
temperature, long ordering oxide-ion sublattice and amount of doped cations. 
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2. Experimental 

2.1.  Sample preparation  
We have tried to stabilize the fluorite type δ-phase in the ternary system (Bi2O3)1-x-

y(Dy2O3)x(Ho2O3)y. As a result, we could obtained a stabilized δ-phase in limited 
compositional range of x and y.  
 
The desired proportions of the samples were accurately weighed and thoroughly mixed. The 
mixture was heated in an alumina crucible at 750 °C for 10 h a nd quenched to room 
temperature by air stream. Next, the samples were examined by XRD using CuKα radiation. 
Then, the prepared pellets were annealed at 650, 700, 750 an 800 °C for 48 h followed by air 
quenching. The same heat treatment was repeated several times in order to get its equilibrium 
state, after the conductivity measurements were performed in air. Finally, thermal behavior of 
the samples was taken the differential thermal analysis (DTA) measurements in order to find 
out whether any phase transition exists or not, after each measurement. 
 
2.2. XRD measurements 
Powder XRD measurements is carried out by using Bruker AXS D8 Advance type 
diffractometer with an interval 2Ө = 10o–90o, scanning 0,002o/min, and Cu-Kα radiation for 
the determination of the crystal structure of the samples at room temperature. These 
measurements were repeated for the powders of the samples obtained after every sintering 
process. Then, Diffrac Plus Eva packet program was used to analyze the unit lattice cell 
parameters (a, b, c , α, β, γ), Miller indexes, and the distance between the layers, d. On the 
other hand, Win-Index Professional Powder Indexing packet program was used for the 
indexing of the diffraction peaks in the powder patterns of the samples. 
 
2.3. Electrical measurements 
Conductivity of the samples was measured using four-point probe method. The pellets of the 
samples with 13 mm diameter and 2 mm thick were obtained by using a conventional press 
and then the pellets were being air-quenched after sintering. All of the measurements in this 
work were carried out by means of Data Acquisition Control System associated with a PC, 
interface card IEEE-488.2, multimeter with scanning card (Keithley 2700, 7700-2), 
programmable power supply (Keithley 2400), and computer program written for this purpose. 
These measurements were repeated for several times because of the electrical conductivity 
measurements performed during the first heating process are not enough to represent the 
complete electrical behavior of the samples. 
  
2.4. TG/DTA measurements 
The thermal behavior of the annealed materials was investigated by DTA/TG by means of DIAMOND 
TG/DTA-PERKIN ALMER Marck system. The samples whose masses are about 20-50 mg were 
heated at 200 °C min-1 in an alumina crucible and cooled quickly to room temperature under a stream 
of air.  
 
3. Results and discussion 

3.1. XRD measurement results  
Figure 1 shows the comparisons of the XRD spectra of the samples annealed at 650 °C for 48 
hours. As seen from this figure, all the samples do not have completely monoclinic-α phase, 
but some of them have also δ-phase. As a result, the samples prepared at this temperature 
have a mixed phase and the formation of the δ-phase also exhibits at this stage. 
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Fig.1. Comparisons of the XRD spectra of the samples annealed at 650 °C and for 48 hour s and 
having α+δ-Bi2O3 phase (a) A1, (b) A2, (c) A3, (d) A4, (e) A5 and (f) A6 
 
Figure 2 shows the comparisons of the XRD spectra of the samples annealed at 750 °C for 48 
hours. From this figure, it is observed that all the samples except A1 have only δ-phase. Two 
peaks at the right and left side of the most intensive peak of the sample A1 are seen and they 
are belonging to the α-phase. No significant modification of the intensity of the XRD pattern 
can be detected, which means that the δ-phase of the samples has not been decomposed into 
the other low conductivity phases by changing amount of the doped materials.   

                           
Fig. 2. Comparisons of the XRD spectra of the samples annealed at 750 °C and for 48 hours and 
having fcc δ-Bi2O3 phase (a) A1, (b) A2, (c) A3, (d) A4, (e) A5 ve (f) A6 
 
Also, there is no transformation of the quenched δ-phase is evidenced on the XRD patterns. 
The fluorite type δ-phase is obtained at the end of the process. The first generated δ-phase has 
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been kept stable during the electrical measurement annealed at 700, 750,  800 °C for all the 
samples.  

Summary of the observed phases from XRD measurements of the (Bi2O3)1-x-

y(Ho2O3)x(Dy2O3)y ternary-systems with different dopant ratios and developed at different 
temperatures mentioned above is given in Table 1. As seen from this table, all the samples 
except the samples annealed at 650 °C have stable fcc δ-phase. 
 
Table 1. Observed phases for (Bi2O3)1-x-y(Ho2O3)x(Dy2O3)y ternary-systems with different dopant 
ratios and developed at different temperatures 

 
3.2. Electrical conductivity measurements  
The conductivity measurements were performed on t he samples (Bi2O3)1-x-

y(Dy2O3)x(Ho2O3)y ternary system (x=1,3,5,7,9,11 mol % and y=11,9,7,5,3,1 mol %). 
Conductivity measurements were only carried out up to 850 °C in order to ensure that melting 
does not occur. In this report, we have presented only the electrical measurements of the 
samples developed at 750 °C, since it has the best conductivity. The conductivity of this 
sample is 0.6 (Ω.cm)-1 placing it among the most highly conductive materials known. 
 
Figure 3 shows the graphics of the conductivity of the samples versus to 1000/T K.  As seen 
from this figure, all the curves are similar with each other. It is the expected result since all of 
them have stable fcc δ-phase.  These results were supported by the XRD patterns of the 
samples which have been given in Fig.3 too.  
 
The Ho2O3 rich samples show higher electrical conductivity than the Dy2O3 rich materials. 
The conductivity results show that an intermediate fast changing conductivity region 
separated by linear evolution zone. The sharp rise of the conductivity is indication of an 
order-disorder transition.  
 
Increase in the conductivity of the materials with increasing amount of Ho2O3 is attributed to 
the increase in the proportion of highly polarisable cations and in the number of oxide ion 
vacancies. It can be noticed that the conductivity slightly increases with increasing the Ho2O3 
proportion, reaching highest values 0.6 (Ω.cm)-1 for x=11 an y=1 %mol (A6). This can simply 
be explained that can be attributed to the increase in the concentration of vacancies by the Ho 
cations located on t he host sub-lattice, which are available for oxide ion migration.  T he 
distribution of vacancies affects the long range migration of oxide ions and therefore the 
conductivity increases. Since dopant cations and oxide ion vacancies have negative and 
positive charges, attractions between them are likely to be mainly responsible for the high 
activation energy. As a result, it can be said that an electrical conductivity rise has been 
observed for all samples when the proportion of the Ho3+ cation is increased.  

Synthesing 
temperature   
( °C ) 

Synthesing 
time 
(hour) 

(Ho2O3)x(Dy2O3)y(Bi2O3)1-x-y            (x,y = mol %) 

x=1 
y=11 

x=3 
y=9 

x=5 
y=7 

x=7 
y=5 

x=9 
y=3          

x=11           
y=1 

650 48 α+ δ α+ δ α+ δ α+ δ α+ δ α+ δ 
700 48 δ δ δ δ δ Δ 
750 48 δ δ δ δ δ Δ 
800 48 δ δ δ δ δ Δ 
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Fig. 3. Oxygen conductivity, as a f unction of temperature, for the samples A1, A2, A3, A4, A5, A6 
obtained at 750 °C for 48 hours 
 
Figure 4 s hows the graphic of the conductivity of the sample A6 versus to 1000/T K at 
different annealing temperatures. As seen from this figure, two distinct regions observed on 
the curves corresponding to an order-disorder δ-phase transition which exhibits similar 
activation energy at these two regions. The characteristics of the conductivity curves are 
similar for all the samples. The conductivity values slightly increase with decreasing the 
annealing temperature especially at high temperature region.  
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Fig. 4. Oxygen conductivity, as a function of temperature, for the sample A6 
 
Activation energies of the samples can be obtained from the Arrhenius equation. As 
mentioned previously two distinct regions are observed for all samples corresponding to an 
order-disorder δ-phase transition which exhibits similar activation energy at these two 
regions. Activation energy calculated for sample A6 corresponding to the high temperature 
region is found 0.97 eV. And also, the conductivity results are in good agreement with these 
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already revealed by XRD and DTA/TG measurements. The samples which exhibit the lowest 
activation energy is associated the structure characterized by the fluorite type fcc lattice is 
likely responsible for opening of migration pathways for the oxide ions, and consequently to a 
decreasing of the activation energy.       
 
The main purpose of this study is to find an electrolyte which does not have any degradation 
in its properties with time; this maybe caused either interaction between different 
electrochemical cell materials or by instability of the ionic conductor under operation 
conditions. So this sample has been firstly heated from room temperature to 650, 700, 750 and 
800 °C in 48 hours and cooled from this temperature to room temperature in the same time. 
After this process, the four-point probe conductivity measurements have been performed.  
 
Figure 5 shows the hysteresis curve obtained for the sample A6. This sample has been firstly 
heated from room temperature to 800 °C in 2 hours and cooled from this temperature to room 
temperature within the 4 hour s. During this process, the four-point probe conductivity 
measurements have been performed. The hysteresis curve was occurred for this sample due to 
time interval difference of heating/cooling processes. From this figure, the slopes of these 
curves nearly are the same. It means that there is no gradation in the physical and chemical 
properties of this sample after applying the operation condition.   
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Fig. 5. Conductivity hysteresis curve obtained for the sample A6 obtained approximately 5 
hours being heated from room temperature to 800 °C and cooled to room temperature                               
 
TG/DTA measurements of the samples have been carried out after the conductivity 
measurements of the samples using the same pellets. In figure 6, TG/DTA graphics of the 
sample A6 annealed at 750 °C and for 48 hours are given. From this figure, a wide range of 
exothermic peak is seen in a temperature range between 325-415 °C for A6 sample in DTA 
curve. Similar variation is seen between the same temperature ranges in TGA curve whose 
slope is changing during heating treatment. In this case, this peak results from the 
order/disorder transformation in the structure of the sample rather than the phase 
transformation. During the cooling process, there are no exothermic peak and slope changes 
because of long cooling time interval. This transformation is seen in the conductivity graphics 
of the same sample and its hysteresis curve (Fig. 5) too.  
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Fig.  6.  TG/DTA graphics of sample A6 developed at 750 °C and for 48 hours   
 
4. Conclusion 

 In this work, data obtained from XRD, DTA, TGA and four probe point method 
measurements for (Bi2O3)1-x-y(Ho2O3)x(Dy2O3)y (x=1, 3, 5, 7, 9, 11 mol%, y=11, 9, 7, 5, 3, 1 
mol %)  ternary system samples synthesized at different temperatures by solid state reaction 
method has been investigated in detail and some important results have been obtained for the 
chosen sample A6 as following: 

• According to the obtained XRD results, all the samples synthesized at 700 °C, 750 °C and 
800 °C for 48 hours have dominantly homogeneous face centered cubic δ-Bi2O3 phase. 
The samples annealed at 650 0C have mixed phases composed from monoclinic α-Bi2O3 
phase and fcc δ-Bi2O3 phase. 

• According to conductivity measurements, all the samples, having stable δ-Bi2O3 phase 
and synthesized at 700 °C, 750 °C, and 800 °C for 48 hours, have a good oxygen ion 
conductivity property.  

• It has been observed that the electrical conductivity of all the samples increases while the 
percentage of the Ho2O3 doping materials increases.  

• The best electrical conductivity has been observed for the sample A6 synthesized at 750 
°C for 48 hours and having doping ratios % 11 mol for Ho2O3 and % 1 mol for Dy2O3 
and maximum conductivity value has been measured as 6.11x10-1 (Ω.cm)-1. 

• Stable δ-phase of (Bi2O3)1-x-y(Ho2O3)x(Dy2O3)y ternary system  has been observed firstly 
in this study in operation conditions of an SOFC. 

   
Comment 

We are planning to perform resistance tests for this material for long time periods under the 
operation conditions to show that this material can be used as an electrolyte in SOFCs.  
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Alkaline Fuel Cell (AFC) engineering design, modeling and simulation for 
UPS provide in laboratory application 
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Abstract: In the presented research, a feasibility study to cover a mobile electrolyte alkaline fuel cell behaviors 
and characteristics (which the electrolyte has system cooling role) for UPS (Uninterruptable Power Supply) 
application is provided to use in an energy laboratory. Electrochemical modeling and computations for 
irreversiblities led to optimization of cell voltage, current & power densities and the results are found to be 
0.566V, 574.3 mA/cm2, 325.2 mW/cm2 respectively. By using mentioned quantities, ideal thermodynamic 
efficiency, real thermodynamic efficiency and electrical efficiency concluded 80%, 38% and 34% respectively. 
Preliminary electrochemical studies in this research are combined with engineering designs in complementary 
stage of research. At the next stage, considerations on heat and mass transfer and contributed models lead to 
approve a double pipe heat exchanger as energy sink. Then the cost model is also determined and the 
optimization codes are developed to propose best operation point of system with minimizing total cost and 
determining the heat exchanger dimensions, flow rates and temperatures. Furthermore, parametric analysis for 
variation of temperature, electrolyte cooling rate and cost of planned AFC has been studied for energy efficiency 
and performance improvement. 

Keywords: Alkaline Fuel Cell (AFC), Irreversibilities, Heat Transfer, Cost Model, Parametric Analysis. 

1. Introduction 

Fuel cell is an electrochemical system that converts energy of the chemical reaction to useful 
electrical energy and is made of anode, cathode and electrolyte. Fuel cells classified according 
to practical temperature, type of electrolyte and constitutive materials; and alkaline fuel cells 
or AFCs are one of low temperature systems with an alkaline solution as the electrolyte. 
Alkaline fuel cell is the oldest type of fuel cells, which had described in 1902 and have used 
in spatial applications [1]. AFC produce electricity through oxidation - reduction reactions 
between oxygen and hydrogen. In the fuel cell reaction water is generated, and two electrons 
are released. The electrons flow through an external circuit, and have returned to the cathode 
to reduce oxygen in an electrochemical reaction and thus hydroxide ions are produced. 
Electricity and heat are made as byproducts of this product [2]. This system usually has 
peripheral equipment. Wide studies have done about alkaline fuel cells; but what had not 
enough attention is specialty study with practical and all purpose approach. Although the 
central system produce the power, but peripheral equipment also use and effect on whole 
system performance and the total cost. In this research has been trying to design system and 
accessories in the optimal mode of increasing efficiency and reducing costs are assessed. 

 
2. System configuration 

An energy laboratory is designed, which part of its power provide from fuel cell systems with 
ancillary performance and specific aims. Several different objects in correlation with together 
are contemplated in this laboratory that each has its survey. The typical plan of laboratory is 
shown in Fig.1. As seen a 100W AFC has chosen for UPS provider of this laboratory. In these 
cells the electrolyte is alkaline solution and how to use of is an issue. It can be in mobile 
electrolyte, static electrolyte and dissolved fuel alkaline fuel cells modes [1]. What are 
discussed in this research are electrochemistry calculations, engineering design and heat 
transfer of an alkaline fuel cell system with system optimization aim.  
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Fig. 1.   Designed Energy Laboratory 

The basic structure design for mobile electrolyte AFC system [3] is shown in Fig.2. 

 

Fig. 2.   Alkaline fuel cells with mobile electrolyte system and peripheral equipments 

Procedures in this type of systems is so that the electrolyte flow between the anode and 
cathode plates in addition ion transfer and electric current; with its circulation led the excess 
heat of system to the outside and before re-entry into the system shall pass within a heat 
exchanger for cooling. Electrolyte needs pumping system us to held circulating [1].  
 
2.1. Electrochemistry 
According to voltage losses [4] in a fuel cell system, optimum current is achieved so that 
losses would be minimum, and thus optimal power and voltage are obtained [5,6]. Types of 
efficiencies that are considered in this system are ideal and actual thermodynamic efficiency 
and electrical efficiency that can be helpful to evaluation of system. 
2.2. Engineering design  
Hydrogen and air consumption, and water, electricity and heat production flow rates are 
calculated. A fuel cell stack consists of many separate cells. Design of stack and cells 
arrangement (after obtain the whole required surface) can has different modes. According to 
the desired power, energy demand and circumstances can decide regarding choice of 
optimized mode. 
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2.3. Heat Transfer 
In mobile electrolyte systems, the cooling process is done by electrolyte. So according to the 
rate of heat production in electrochemical reactions and selected materials [7,8], electrolyte 
flow rate can set somehow that eject the waste heat from system and kept system performance 
in ideal temperature [9,10]. Overall fuel cell system heat transfer can be done through 
conduction, convection and radiation. Since the alkaline fuel cell systems have low operation 
temperature, radiant heat transfer can be waivered [11].  
 
3. 2BSystem Modeling 

To begin calculations, considering series of assumptions and initial conditions are necessary 
[12]. The system is considered to produce 100 watt in atmospheric pressure. It is assumed that 
produced water is in liquid form. Electrochemistry relations have scrutinized with 
optimization voltage and current using GAMS software. The optimum solution determined 
efficiency values and input and output flow rates. According to the steps of stack and cells 
arrangement [13], algorithm of Fig.3 can be used in modicum number studies.  

 

Fig. 3.  Stack design algorithm 

To evaluate heat transfer of system, anode, cathode and the whole of system are considered as 
three distinct control volumes, and heat and mass transfer relationships are extracted [14,15]. 
As noted, according to system description, a heat exchanger is required. For this purpose a 
double pipe heat exchanger is designed which electrolyte as the warm fluid have streaming in 
the inner tube and water consider as cooling fluid within the external tube [16]. In order to 
having a circulating electrolyte stream a proportional pump should be applied.  
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3.1. Cost model 
A mobile alkaline electrolyte fuel cell system requires peripheral equipment such as hydrogen 
storage tank, circulating pump to provide the electrolyte driving force, heat exchanger and 
series of additional process such as hydrogen production. So in addition to the fuel cell cost, 
there are other equipments that should be considered. Thus, if consider the computing for 
1000 hours annual performance, five years of application, and 15% inflation rate, with 
determining costs equation and set values also using the equations of heat transfer section and 
the heat exchanger design, it could be possible to optimize the overall system performance. 
For this purpose, GAMS code was developed, using heat transfer, heat exchanger design and 
the cost model equations the aim to minimize required cost to obtain the optimal heat 
exchanger area, rate of input and output flows and temperatures in the heat exchanger. 

If design and calculation steps collect in an algorithm and associate them with each other, 
algorithm of Fig.4 will be obtained: 

 
Fig. 4.  Main steps of system design algorithm 

 
4. 3BResults 

The results of electrochemical section and codes are presented in Table 1 and Fig.5 : 
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Table 1. Optimum electrochemical results 
Voltage (V) Current Density (mA/cm2)  Power (mW/cm2) 

0.566  574.316  325.19  

Required area for desired power is 308cm2. Relation between voltage and current density [17, 
18] is affected by irreversibilities and when cell current [19] increases, voltage of cell drops 
[20] because of activation, ohmic and mass transfer losses. 

 

Fig.5.   Voltage-Current graph 

Designed system performance is presented in Table 2.  

Table 2. Amount of efficiencies 
Electrical efficiency Actual thermodynamic efficiency Ideal thermodynamic efficiency 

34% 38% 80% 

In engineering design step inlet and outlet flow rates are calculated as Table 3. 

Table 3. Electrochemical flow rates 
 Produced water Outlet air Inlet air Oxygen Hydrogen 

(kg/s) 1.65×10P

-10 1.12×10P

-4 1.26×10P

-4 1.48×10P

-5 1.85×10P

-6 

Also it is concluded that for 100W power, overall 263W energy is generated. So it is seen that 
power to overall energy ratio is exactly 38%; and this is equal with calculated actual 
thermodynamic efficiency. Estimated cost for designed system in five years of operation is 
2560 $. Obtained temperature, required area and flow rates in optimal mode are as Table 4: 

Table 4. Optimum temperature, required area and flow rates 
40 ( P

0
PC) Electrolyte inlet to heat exchanger and outlet of cell temperature 

1.6×10P

-4
P (Kg/s) Mass flow rate of electrolyte 

73 (P

0
PC) Electrolyte outlet of heat exchanger and inlet to cell temperature 

2.827×10P

-4
P (Kg/s) Cold fluid mass flow rate (Water) 

25 ( P

0
PC)  Cold fluid outlet temperature (Water) 

0.07 (mP

2
P) Area of heat exchanger 

5.2×10P

-4
P (Pa) Pressure drop 

121.7 (W) Total Heat rate 
 
The performance of cell is under influence of different factors, such as temperature. In order 
to peruse the effect of temperature on cell and all of system (cell and peripheral equipment), 
the graphs of difference efficiencies toward temperature are depicted in Fig.6. It is found that 
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because of reducing sensitivity of total system toward temperature with existing cooling 
section, its gradient is less than ideal performance of cell.   

 

Fig. 6.  Difference efficiency toward performance temperature  

Nether graph is depicted to survey the effect of parameters variations toward electrolyte outlet 
temperature from AFC. As seen in Fig.7, with increasing temperature, flow rate of electrolyte 
and its pressure drop that depend on circulating flow rate, moreover the actual efficiency of 
system, are decreased. However, required heat exchanger area increases; because it should 
cool the warmer electrolyte. The minimum value of system total cost, which is obtained from 
system optimization GAMS codes, has been shown in this graph. 

 

Fig. 7.  Change of parameters toward electrolyte outlet temperature 

Considering the gradient of cost in Fig.7, by temperature reducing before minimum cost, 
increasing of cost is more strongly; But after minimum cost by rising of temperature cost 
increasing is milder; And this suggests that circulating system is more effective than cooling 
system on total cost (Fig.8 confirm this matter, too). 

Fig.8 is depicted to survey parameters variations toward electrolyte inlet temperature to AFC. 
As seen, with increasing temperature, flow rate of electrolyte and its pressure drop increase; 
because the electrolyte with increasing the circulation rate can compensate additional heat. 
Similar to Fig.7, increasing temperature of cell has led to decrease the actual efficiency of 
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system. Also required heat exchanger area is decreased; because it does not need to cool 
electrolyte to lower temperature and it needs lesser area.  

 

Fig. 8.  Change of parameters toward electrolyte inlet temperature 

According to the influential parameters plotted in the graphs and change quantities, from it is 
seen quality viewpoint that priority of items that effect the composite AFC system are for 
electrolyte pressure drop, electrolyte flow rate and heat exchanger area, respectively and two 
first items are running cost type, and third item is fixed cost type.  

In Fig.7 and Fig.8, the effect of electrolyte input and output temperatures have been 
evaluated, hence with combining them the effect of ΔT changes can be deduced. Except 
actual efficiency of system, the changes sense is same with flow rate, pressure drop, heat 
exchanger area at all values, and also with total cost before and after the minimum point. 

5. Conclusions 

In the presented research, a 100W alkaline fuel cell with mobile electrolyte and its peripheral 
equipment have been designed in determined steps to achieve a design model. Presented 
model has been optimized using GAMS codes to find optimum values of cost model, 
electrochemical and heat transfer equations. 

It was concluded that electrolyte flow rate and its inlet and outlet temperatures, pressure drop, 
heat exchanger area are some of parameters that effect on cell performance and total cost. 
Also the efficiency of system reduces toward temperatures rising. 

Change of total cost is more sensitive toward input electrolyte temperature rather than output 
electrolyte temperature. Because input flow controls by peripheral systems; but outlet 
temperature is a function of fuel cell operation. 

 Also it was found that running cost is more effective parameter than the fixed cost, in the 
total cost of systems with similar capacity. 
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Energetic performance evaluation of an earth to air heat exchanger system 
for agricultural building heating 
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Abstract: The main objective of the present study is to investigate the performance characteristics of an 
underground air tunnel (Earth to Air Heat Exchanger) for greenhouse heating with a 47 m horizontal; 56cm 
nominal diameter U-bend buried galvanized ground heat exchanger. This system was designed and installed in 
the Solar Energy Institute, Ege University, Izmir, Turkey. Based upon the measurements were made in the 
heating mode. The system COP was calculated based on the amount of heating produced by the air tunnel and 
the amount of power required to move the air through the tunnel.  
 
Keywords: Energy, earth to air heat exchangers, COP, sustainable resources 

Nomenclature  

COP, heating coefficient of performance of the  
bW   work input rate to the blower ........... ….kW 

 system…………. ............... .…dimensionless 
D pipe diameter………................. ............ ...m 
f  fraction losses coefficient ..... dimensionless 

iah ,  specific enthalpy at underground air tunnel 
 inlet……… ...................... ………….…kJkg-1 

0,ah  specific enthalpy at underground air 
  tunnel outlet ............................... ….…kJkg-1 

ibh ,  specific enthalpy at blower  
 input…… ............……………………... kJkg-1 

obh ,  specific enthalpy at blower output…… 
 . ..................................................... .....kJkg-1 

ivh ,   specific enthalpy of water vapor at 
underground air tunnel inlet.... ...... ....kJkg-1 

0,vh  specific enthalpy of water vapor at 
underground air tunnel outlet..... ..... .kJkg-1 

ah   convective heat transfer coefficient of 
air…… .......... …………................W m -2 ºC-1 

k   coefficient of  thermal conductivity of  
pipe………… ............. …………….W m-1 ºC-1 

L   pipe length… ............ ………………………m 

am   mass flow rate of air ............ ……….…kgs-1 
Nu  Nusselt number …… ............ .dimensionless 
Pr  Prandtl number….  ...........  …dimensionless 
 Re  Reynolds number…............. .dimensionless 

rQ
•

  extracted heat (underground air tunnel  
 load)…… .......................... ………….…...kW 

wT   measured temperature of pipe surface.K, ºC

fT   arithmetic average temperature of air 
flowing in buried pipe………… .... ……K, ºC 

U   Velocity……… .................. … …………m s-1 
V   volumetric flow rate of air…… ....... …m3 s-1 

iw   absolute humidity  at underground air 
tunnel inlet  ..... (kg moisture per kg dry air) 

0w   absolute humidity at underground air 
tunnel outlet  ... (kg moisture per kg dry air) 

 
 

 
Greek letters 
 
ηmec mechanic efficiency of 
fan……………………...dimensionless 

P∆  pressure loss……………….……..Pa 
ζ  particular resistance losses of pipe 
line…………………  Pa 
ρ  density of air………….kgm -3 
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1. Introduction 

Although various studies [e.g., 1-6] were undertaken to evaluate the performance of 
underground air tunnel, as described previously, to the best of authors’ knowledge, except 
authors’ previous works [1-5] no studies on the performance testing of an underground air 
tunnel with a 47m, 56cm nominal diameter U-bend horizontal galvanized ground heat 
exchanger for greenhouse cooling have appeared in the open literature under Turkey’s 
conditions. This study consists of an alternative to heating greenhouses with the utilization of 
an underground air tunnel system. The present study undertakes performance evaluation of 
underground air tunnel systems –earth to air heat exchangers (EAHE)- and applies to a local 
one in Turkey. Namely, thermodynamics performance of an EAHE has been evaluated in a 
demonstration in Solar Energy Institute of Ege University, Izmir, Turkey. 
 
2. System Description  

2.1. Experimental set-up 
This system mainly consists of two separate circuits: (i) the fan (blower) circuit for 
greenhouse cooling, and (ii) the ground heat exchanger (GHE) (underground air tunnel). The 
underground air tunnel system studied was installed at the Solar Energy Institute of Ege 
University (latitude 38o 24’ N, longitude 27o 50’ E), Izmir, Turkey. Solar greenhouse was 
positioned towards the south along south-north axis. The greenhouse will be conditioned 
during the summer and winter seasons according to the needs of the agricultural products to 
be grown in it. A positive displacement type of air (twin lobe compressor) blower of 736 Watt 
capacity and volumetric flow rate of 5300m3/h was fitted with the suction head positioned in 
the southwest corner of the greenhouse [1-5]. 
 
2.2.  Measurements 
Experiments were performed at the Ege University, Izmir, Turkey. A galvanized pipe of 56cm 
in diameter 47m in length was buried in the soil at about 3m in depth, a galvanized pipe of 
80cm in diameter 15m in length. The three main reasons for this (i) air blowing speed is 
advised to be 0-3m/s in greenhouses in terms of efficient grow crop from unit area,  (ii) 
blower power consumption rate was reduced due to low pressure losses, and (iii) pipe works 
as a heater. It is well known that increasing surface area of heater leads to increasing 
convection heat transfer rate. Due to the reasons listed, pipe diameter was selected as large. 
The soil at site was a mixture of clay, sand and small rocks. A sample of the soil taken from 
3m depth was tested for thermal properties. Thermal conductivity was estimated to be 
2.850W/mK.Temperatures of air, galvanized pipe surface, and soil at different locations was 
measured using PT-100 resistant thermometers. The temperatures of the air were measured at 
distances of 0, 4.2m, 8.4m, 12.6m, 16.8m, 21.2m, 25.6m, 29.8m, 34m, 38.2m, 42.4m, and 
47m from the inlet end. Since the resistant thermometers used to measure the air temperature 
in the pipe were not shielded, there would be a small error in the air temperature measurement 
because of infra red radiative transfer between the resistant thermometers and the pipe surface 
and line voltage drop between measuring point and display. To measure soil and pipe surface 
temperatures, the resistant thermometers was positioned in the soil at the 25.6m length of the 
pipe. Air velocity in the pipe measured about 1m from the entrance; these measurements were 
subject to error because of entry length. To minimize the errors, air velocity was at several 
points on four different points and then averaged [1-5].  
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3. Analysis 

In this context, two different ways of formulating heat extraction rate. The first form of the 

rate of heat extraction by the underground air tunnel in the heating mode rQ
•

 is calculated 

from the following equation [1-5] 
 
 ( )oaiaar hhmQ ,, −=             (1) 

where  

( ) ( )iviiaia hwhh +=,  and ( ) ( )ovooaoa hwhh ,,, += .  

Note that here; the values of iah , and oah ,  can be directly obtained from the psychometric 

chart. The second form of the rate of heat extracted by the underground air tunnel can be 
written as follows:  

( )fwar TTAhQ −=                                                              (2) 

with  

  
D

Nukha = ,               (3) 

 

 3/18.0 PrRe023.0=Nu ,             (4) 

where ah is the convective heat transfer coefficient of air, A is the surface area of the 

underground air tunnel (galvanized pipe), wT  is the temperature of pipe surface, fT  is average 

temperature of air flowing in buried pipe (U-tube), k  is the coefficient of  thermal 
conductivity of the pipe, and D  is the pipe diameter.  The convective heat transfer coefficient 
“ ah ” in the above equations depends on the Reynolds number, the shape and roughness of 

the pipe for turbulent flow. The work input rate to the blower is 

( )
mec

obiba
b

hhm
W

η
,, −=


                               (5) 

or 

mec
b

PVW
η
∆

=                 (6) 

where P∆ is the pressure loss, V is the volumetric flow rate of air, and mecη  is the mechanic 

efficiency of the blower.  P∆ is written as follows: 

  ζρ Σ+=∆ 25.0 U
D
LfP                                          (7) 
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where U is the velocity, f is the fraction losses, ζ is  the particular resistance losses and L is the pipe 
length. Hence, the COP of the system can be calculated as  

b

r

W
QCOP



=                                                      (8) 

The coefficient of performance of the overall heating system (COP) is the ratio of the 
greenhouse heating load (heat extracted by the underground air tunnel, rQ ) to work 

consumption of the blower ( bW ). It can be noticed that the heat generated by the fan goes into 

the heated space. 
 
4. Results and Discussion 

In the present study, the results obtained from the experiments were evaluated to determine 
the overall performance of the system. The minimum ambient air temperatures varied 
between 4.7 and 13 oC during the experimental studies. If the system is operated, the 
maximum greenhouse temperatures changes between 13.1 and 25.2 oC. The average values of 
the temperature for the ambient air and the greenhouse are obtained to be 12.98 oC  and 20.2 

oC, respectively. When the system operates, the greenhouse air is at a minimum day 
temperature of 13.1ºC with a relative humidity of 32%. The maximum COP of the 
underground air tunnel system occurred at approximately 07:31 AM on November 29, 2009. 
For example, the maximum heating power of 4.5 kW could be realized at 07:31 PM for the 
buried pipe with the radius of 0.28m. Fig. 1 shows the COP and heating capacity variations of 
the underground air tunnel system of 0.28m radius, and illustrates the hourly variations of 
COP for the period studied. The maximum heating coefficient of performance of the 
underground air tunnel system is about 6.42, while its minimum value is about 0.98 at the end 
of a cloudy and cold day and fluctuates between these values at other times.  The total average 
COP in the heating season is found to be 5.16. 

 

 

 

Fig. 1. Hourly variations of heating capacity and COP of  the underground air tunnel system [4] 
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5. Conclusions 

The experimental results indicate that this system can be used for greenhouse heating in the 
Mediterranean and Aegean regions of Turkey.  During this test the underground air tunnel 
was able to provide 60.8 percent of the design heating load cold winter days. In spite of 
difficulties primarily encountered in coupling geothermal energy with conventional space 
heating and cooling equipment, underground air tunnels seem to be an exciting alternative [4].  
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Abstract: Geothermal power plants are designed for optimal utilization of geothermal resource. However, 
geothermal fields typically undergo significant changes in resource characteristics such as pressure, temperature 
and steam quality over their life span. With appropriate reservoir modelling it is possible to predict the future 
resource characteristics of a geothermal field to a reasonable degree of accuracy. We propose a new adaptive 
design approach that would allow geothermal power plants to take into account the change of resource 
characteristics that occur over a 30-40 years time horizon based on the results of reservoir modelling. Currently, 
it is difficult and expensive to modify or renovate an existing plant due to space constraints, piping 
arrangements, transportation of machinery etc. The adaptive design approach would allow cost effective 
modifications in operation and equipment to adjust to changes in resource characteristics in the future. A simple 
model for a typical combined cycle geothermal power plant is considered as a test case for the adaptive design 
approach. Simulation is carried out using changes in both wellhead specific enthalpy and mass flow rate. There 
are four case studies presented in this paper that analysed various possible options of the hypothetical power 
plant depending on the changes in resource characteristics. Taking into account the results of the simulation, 
alternative plant designs are presented and improvements in performance are discussed. Although, the initial 
investment cost might go up as a consequence of adaptive design, over the life span of the plant the total benefit 
may be greater. 
 
Keywords: Geothermal power, resource characteristics change, adaptive design, low temperature power source. 

1. Introduction 

We are at a point of time when on one hand, the negative effects of anthropogenic 
atmospheric alteration are more evident than ever, and on the other, the demand for energy is 
ever increasing. Although it claimed that there exists a vast reserve of fossil fuel, field by field 
petroleum production is decreasing [1]. The huge challenge of emission reduction, growing 
energy demand and peak oil can be approached in two ways. Firstly, by improving energy 
conversion efficiency of traditional energy sources and secondly, switching to more and more 
renewable energy sources. Unfortunately, most renewable energy sources are dependent on 
climatic variation and are not suitable for base load operations. Geothermal energy, on the 
contrary, provides a clean, reliable source of renewable energy. Energy concentration in 
geothermal sources is much higher than in many other renewable sources. Moreover, 
geothermal power plants are considered to have significant lower CO2 emissions than a 
standard combined cycle power plant or a pulverized coal fired power plant [2].  
 
Current research and development trends towards geothermal power generation, specifically, 
low temperature power cycles are noticeable [3-12]. Geothermal power plants are generally 
designed based on constant resource characteristics. However, it has been observed in many 
plants that the resource characteristics change significantly throughout the lifetime of the 
plant [13]. Consequently, deterioration of plant performance and unplanned design changes 
occur. However, geothermal power plants are very capital intensive and it is not very easy to 
change a plant to adapt to resource characteristics different from the original design.  
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By appropriate reservoir modelling, it is possible to predict future resource characteristics 
depending on various parameters including the rate of resource utilization, the percentage of 
brine reinjection etc [14]. In this paper we propose an adaptive design approach where 
provisions are kept for a plant to adapt to resource characteristics changes at the time of 
building which may save a great deal of effort and money in the long run. We have presented 
several case studies to demonstrate the benefit of the adaptive design approach.  
 
2. Methodology 

We have taken a hypothetical combined cycle geothermal power plant for our study. The 
geothermal fluid is a mixture of steam and brine. Steam is separated from the brine in a 
suitable separator then used to power a steam turbine. The exhaust steam from the steam 
turbine is used to power bottoming organic Rankine cycle units (BOT-ORC). The separated 
brine is also used in other organic Rankine cycle units (BRN-ORC). After the heat recovery, 
both condensed steam and geothermal brine are mixed together and reinjected to the reservoir. 
Pentane is used as the working fluid in the binary cycles. Fig. 1 shows a schematic of the 
hypothetical power plant. The base case considered here has four BOT-ORCs and two BRN-
ORCs as presented in Fig. 1.   
 

STEAM
TURBINE

STEAM

BRINE

BOT-ORCBOT-ORC

BOT-ORC BOT-ORC

BRN-ORC

BRN-ORC

Reinjection

VENT

 
Fig. 1.  Schematic diagram of the combined cycle geothermal power plant.  
 

2.1. The component model 
Simple models have been used for the analysis presented here. Independent component 
modules are developed in Matlab/Simulink [15] which can be connected later to develop a 
system model. The thermo-physical properties are calculated using the REFPROP [16] 
database. The working fluid flow round the cycle and each process may be analysed using the 
energy conservation, mass conservation and entropy generation applied to a system boundary 
around each system component. Changes in kinetic energy and potential energy may be 
neglected and equilibrium conditions can be assumed at the cross-sections of both inlet and 
outlet. Detailed discussion on the modelling of these ORCs is available in our previous work 
[9].  
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2.2. The Resource Affected Performance Model 
A geothermal field passes through four different phases or periods [13]: (1) development, (2) 
sustainment, (3) decline and (4) renewable. During the last phase, a geothermal resource 
approaches the ideal of a sustainable and renewable resource. To attain this pahse requires 
prudent management of the resource. In a Resource Affected Performance Model (RAPM) we 
change the geothermal resource characteristics and observe the effect on plant performance. 
We assume that the reservoir modelling predicts that the geothermal resource enthalpy will 
increase from about 1400 kJ/kg to 2000 kJ/kg over the life time of the power plant. An 
adaptive design approach is discussed here which keeps provision for this change in resource 
characteristics.  
 
Applying conservation of mass at the well head 
 

sbT mmm  +=                                                                                     (1) 

 
where, Tm  is the total mass flow rate at the well head, bm  is the brine mass flow rate and sm  

is the steam mass flow rate. Dividing Eq. (1) with Tm  yields  
 

sb CC +=1                                                                                               (2) 
 
where, bC  is defined as brine content and sC  is defined as steam content. It is advantageous 

to express resource characteristics as steam content ( sC ). Applying energy balance at the well 

head 
 

sbRT hmhmhm  +=                                                                                         (3) 

 
where, Rh  is the resource enthalpy, bh  is the enthalpy of the brine (saturated liquid) and sh  is 

the enthalpy of the steam (saturated vapour).  The reinjection temperature is calculated from 
the energy balance of mixing of brine and condensate before reinjecting to the geothermal 
field.  
 

ccbbRNGT hmhmhm  +=                                                                                  (4) 

 
where RNG stands for reinjection, b stands for brine and c stands for condensate. 
 
From Eq. (2), if the steam content of a geothermal field ( sC ) increases, the brine content ( bC ) 

must be reduced and vice versa. If we want to keep bm  and bh  unchanged as sC  increases or 

decreases, we must manipulate parameters of the left hand side of Eq. (3). Since, Rh  is the 
parameter characterised by geothermal resource, we may not want to manipulate it. The only 
suitable solution would be to control the geothermal fluid flow rate ( Tm ). When sC  increases, 

we can keep bm  constant by using condensate recirculation and increased geothermal fluid 

flow rate ( Tm ). If we are interested only on the constant heat transfer in the vaporizer, the 
reinjection temperature (i.e. brine outlet temperature) can be lowered. The following 
assumptions are made for the RAPM. 
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1. Operating state points of the geothermal power plant remain unchanged i.e., the 
change in mass flow rate in steam and brine are only responsible for the change in 
overall heat transfer coefficient.  

2. To control the vaporizer steam outlet condition, excess steam is vented to the 
atmosphere.  

3. The off-design well-head condition is always within the wet-steam zone i.e., there is 
no change in temperature at the well head and the geothermal fluid is a mixture of 
steam and brine.  

 
3. Results  

There are four case studies presented which analyze adaptive design approach to address the 
change in geothermal resource characteristics. These case studies present four possible 
solutions for the assumed future resource characteristics.  
 
3.1.  The base case 
Normally, each turbine has an operating limit and for the steam turbine it has been fixed to 37 
MW. For the pentane turbine the maximum power is fixed at 7 MW. Fig. 2 shows the plant 
output in the base case as the resource enthalpy increases. With increasing steam content from 
about 25% (1400 kJ/kg) to about 35%, the steam turbine reaches its maximum and produces 
the same power thereafter. Since the steam turbine is unable to utilize the excess steam, the 
bottoming cycle is receiving condensate at an elevated mass flow rate. Therefore, the power 
output of the BOT-ORC increases and owing to a lack of brine, the BRN-ORCs are producing 
much less than their capacity.  
 
3.2. Case study 1: increased geothermal fluid flow rate 
The reduced brine flow problem can be tackled in many ways. If one uses excess geothermal 
brine to reheat the condensate collected from the BOT-ORC, an increased mass flow of brine 
can be ensured for the BRN-ORC. Fig. 3 presents a schematic diagram of such a design. Here, 
more power is being produced at the expense of more geothermal fluid, which means the 
resource is being utilized at a higher rate; not necessarily ensuring optimum utilization. Fig. 4 
shows a corresponding improvement in plant performance by adopting this approach. It is 
noticeable from Fig. 4 that the BRN-ORC produces gradually less power from 25% steam 
content to 35% then its power production is independent of steam content. Since, it is more 
efficient to directly expand steam in a turbine to produce power than in bottoming cycle, one 
should utilize as much steam as possible in the steam turbine within its manufacturing limit. 
By increasing the geothermal fluid flow rate, the brine reinjection temperature does not 
change much.  
 
3.3. Case study 2: upgrading the steam turbine  
Fig. 5 shows the performance of the geothermal power plant with increasing steam content 
when the original steam turbine is replaced with a higher capacity. The rated capacity of the 
new turbine is assumed 42 MW with the maximum power 47 MW. It is evident from the 
figure that such an upgrade results in significant improvement in power output. However, it is 
associated with large capital investment.   
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Fig. 2.  Theoretical power for the base case as a function of resource enthalpy 
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Fig. 3.  Adaptive design for an increased flow of geothermal fluid 
 

3.4. Case Study 3: constant flow of geothermal fluid and lowered reinjection temperature 
In case 1, more geothermal fluid was used to overcome the problem of reduced brine in BRN-
ORCs which results in utilization of the resource at a higher rate. The reinjection temperature 
of the geothermal brine is not affected much. In the base case, the reinjection temperature is 
about 125°C. The minimum recommended reinjection temperature of the site is about 80 ºC to 
prevent silica formation. So there is a possibility of further extracting heat from the reinjected 
brine. 

The alternative design would look the same as Fig. 3. However, the geothermal resource is 
utilized at constant rate i.e. mass flow of geothermal fluid to the plant is the same as the base 
case. The plant performance would look like the same as Fig. 4 but the reinjection 
temperature will change. Fig.6 shows the corresponding reduction in reinjection temperature. 
It is clear from Fig. 6 that it is possible to stabilize the brine flow rate of the BRN-ORCs and 
consequently power output by keeping the reinjection temperature within an acceptable limit 
(80 ºC). 
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Fig. 4.  Theoretical power for base case with increased mass flow of geothermal brine to keep the 
brine flow rate constant for the BRN-ORC as function of resource enthalpy 
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Fig. 5.  Theoretical power of the geothermal power plant with a higher capacity steam turbine 
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Fig. 6.  Theoretical reinjection temperatures for case 1, case 3 and case 4 
 
3.5. Case study 4: constant flow of geothermal fluid with excess steam (50/50) 
It was stated earlier that the steam turbine has a power producing limit. Beyond this limit, the 
steam turbine cannot utilize the excess steam and the consequence is a higher discharge 
enthalpy. Another possible alternative is depicted in Fig. 7. The excess steam can be bypassed 
and used to reheat the condensate collected from the BOT-ORCs. The results of mixing 
excess steam (50%) and condensate (50%) are presented in Fig. 8. It is clear from Fig. 8 that 
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the reheating of the condensate by excess steam mitigates the reduced brine for the BRN-
ORCs. The reinjection temperature is not reduced by this approach (Fig. 6). 
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Fig.7.  Adaptive design for a constant flow of geothermal fluid and regenerative heating 
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Fig. 8.  Theoretical power of the geothermal power plant and constant mass flow of geothermal brine 
with regenerative heating of the brine by excess steam 
 
4. Discussion and conclusion 

This paper has introduced an alternative design approach that takes into account possible 
changes in future resource characteristics. As geothermal power plants are very capital 
intensive and it is not very easy to change a plant to adapt to resource characteristics different 
from the original design, keeping provision for future resource characteristics can be very 
effective. Although, the initial investment cost might go up as a consequence of adaptive 
design, over the life span of the plant the total benefit may be greater. A proper cost benefit 
analysis is necessary to identify the economic benefit. There are four case studies presented in 
this paper that analysed various possible options of the hypothetical power plant depending on 
the hypothetical changes in resource characteristics. The results show provisions that could be 
kept in the plant for future resource characteristics. The next phase is to do a cost benefit 
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analysis of these options and select the optimum option. In this paper we have only discussed 
adaptive design approach for increasing resource enthalpy. Similarly, adaptive design for a 
decreasing resource enthalpy can also be carried out which will provide different provision for 
the geothermal power plant. One such provision is that one or more of the BOT-ORCs can be 
designed in such a way that they can be used as BRN-ORCs when geothermal resource 
enthalpy reduces to utilize the increased brine available.  
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Abstract: The fast pace of project development, design, and execution of power generation projects, together 
with the nature of Engineering-Procurement-Construction (EPC) contracts popular in the industry and to banks, 
often make sustainability considerations a grudging afterthought to the contractor or owner. Although careful 
consideration of technical, environmental, and social impacts may have been part of the up-front permitting 
process, the control wielded by skilled engineers during the detailed design process, if implemented in an 
educated and structured fashion with the owner, and in an EPC environment, with buy-in from the contractor, 
can result in plant designs that better benefit the local community in dimensions beyond thermal efficiency. This 
paper will present a structured review process developed by the authors, which is targeted toward the specific 
considerations of geothermal power projects. This procedure may be applied to other renewable projects, 
especially those with similarly complex processing systems such as biofuel refineries or solar thermal projects. 
The review process is performed with the owner and is documented to demonstrate upon completion the 
project’s commitment to sustainable principles. These audit principles provide a platform to educate owners on 
topics such as alternative methods of construction best suited to the local conditions, workforce, and carbon 
footprint; project management structures to maximize local content and knowledge transfer, and assessment of 
all resource and revenue streams from the plant in addition to electrical production. The paper describes the way 
in which geothermal plants have and require a closer relationship with the local community, and strengthening 
this relationship is the goal of these processes. 
 
Keywords: Geothermal, Sustainability reviews, Local content, Project management. 

1. Introduction 

The nature of geothermal projects, with their wide range of resource conditions and variety of 
material and revenue streams, render them more complex cases than many other “plug and 
play” fossil or renewable generation options. While careful consideration of technical, 
environmental, and social impacts may have been part of the up-front environmental and local 
permitting processes, these are often managed by developers and government agencies more 
focused on establishing the viability of the overall project than optimization of sustainability 
features. These features may include selection of equipment with lower energy requirements 
or greater local involvement, such as materials of construction for cooling towers, or use of 
byproduct streams for maximum benefit, such as recovered sulphur for fertilizers. The time 
and incentive to focus on sustainability features is diminished by the tendency for many of 
these projects to be executed under financing structures that discourage value engineering. 
This paper presents a method to integrate sustainability considerations more systematically 
into plant design. 

This paper presents a structured audit and review process developed by the authors, based on 
the principles of sustainable development and their experience with geothermal projects, with 
case studies from locations in the developing world. The review process is targeted toward the 
specific considerations of geothermal power projects, performed with the owner, and 
documented to demonstrate upon completion the project’s contributions to sustainable 
principles and community acceptance. These audit principles provide a platform to educate 
owners on topics such as alternative methods and materials of construction best suited to the 
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local conditions, best integration of local workforce for initial construction and O&M 
activities; reducing carbon and land footprint; project management structures to maximize 
local content and knowledge transfer, and assessment of multiple potential resource and 
revenue streams from the plant. This process represents a minor investment for the owner, 
makes best use of the talent available in the design phase, and is executed in the appropriate 
stage of development for greatest impact at least cost. Pitfalls will be discussed along with 
ways in which the review can be customized to suit the needs of various owners. Structured 
sustainability reviews will result in designs that harness the resource more fully, respect the 
owner’s constraints, and contribute to greater project success. 
 
The remainder of the Introduction section will discuss considerations of project execution and 
financing constraints specific to geothermal plants. The Methodology section will describe the 
timing and structure of sustainability audits developed by the authors for geothermal projects. 
The Results section will describe several case studies of how these audit principles have been 
applied successfully. 
 
1.1. Geothermal Project Development 
Geothermal plants, while lacking the aerodynamic sleekness of wind projects or the cutting 
edge science of photovoltaics, nevertheless can be major contributors to a country’s 
renewable energy portfolio, providing dispatchable, reliable baseload power unaffected by the 
vagaries of fuel costs and environmental conditions. In developing countries such as 
Nicaragua and Kenya, geothermal offers the potential to completely displace fossil fuel 
generation as the lowest cost alternative.  
 
While the capital costs of these projects may be substantial – perhaps $3,000 to $5,000 per 
kW of installed capacity – they also include the up-front “fuel costs” of well drilling. This 
high initial cost is further mitigated by the fact that geothermal plants operate at high capacity 
factors, routinely exceeding 90%. 
 
A typical geothermal project encompasses three major areas:  

• the reservoir, from which the hot geofluid (steam or water) is drawn and spent fluid 
returned, 

• the gathering system, where the collected geofluid is conveyed from production wells 
to the plant and returned to injection wells, and 

• the power plant, where power is generated from the geofluid by a variety of methods, 
most commonly flash (directly driving steam through a turbine) or binary (using the 
geofluid to vaporize a secondary working fluid, often a hydrocarbon, which passes 
through the turbine). 

 
The characterization and exploration of the geothermal reservoir is a task that may take years 
and require the efforts of a dedicated team of geoscientists. Even with the best estimates, the 
production capacity of a geothermal field is generally uncertain until several wells have been 
drilled and proven. Until sufficient capacity has been proven, often to a significant percentage 
of the required plant capacity and typically above 50%, banks are generally unwilling to 
finance the project. For this reason, exploration is generally funded with equity from a 
developer which may amount to a considerable sum; a typical 50 MW plant may require an 
investment of $15 million of equity before loans can be obtained [1]. However, with proven 
wells and the requisite permits in place, the developer turns quickly to the challenge of 
designing and financing the project in preparation for construction. 
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1.2. Project Structures for Execution 
The traditional structure for utility projects has historically been a Design-Bid-Build (D/B/B) 
approach, where the Owner will engage an Engineer to carry out the detailed design. The 
Owner and Engineer work collaboratively to define the design criteria, design the process, and 
specify equipment. Purchase orders for equipment are placed by the Owner. After 
approximately 60% of the design is complete, construction specifications for bidding by 
Contractors are prepared, where the Contractor will place orders for bulk materials and carry 
out the requisite work. The advantages of the D/B/B approach are that the Owner maintains 
firm control over the design process, avoids Contractor markups on major equipment, and the 
project schedule can be shorter than alternative project delivery methods. One disadvantage is 
that the firm project cost is not known until later in the process, which makes D/B/B less 
appealing for financiers. The Engineer might prefer a D/B/B approach because it leaves more 
room for value engineering and sustainability considerations in collaboration with the Owner. 
However, narrowly focused financial considerations are leading to an increase in projects that 
must be executed under an “EPC” approach, discussed next. 
 
An Engineering-Procurement-Construction (EPC) approach is more favored by financiers, 
although the financial benefits are balanced by certain complications. The Owner begins by 
preparing a fairly detailed performance specification. An EPC Contractor then gives a firm 
lump sum bid backed by schedule and performance guarantees. This process is time intensive, 
leading to EPC projects generally being at least 4-6 months longer than a well executed 
D/B/B approach. Next, the Contractor engages an Engineer to perform the detailed design and 
the Contractor places the purchase orders for major equipment. The advantage of the EPC 
approach is ease of financing due to the Owner’s financier having a firm price and 
performance/schedule guarantees at the beginning of the project. Disadvantages include less 
Owner control over the evolution of the design, since it is constrained only by the initial 
specifications; higher cost, due to additional markups and risk burden on the Contractor; and 
generally longer schedule due to the lengthier contract negotiations and some redundancy in 
design effort between the Owner and Contractor.  
 
The initial phase of conceptual design by an EPC Contractor/Engineer team generally consists 
of several months of equipment specification and procurement, the goal being to award 
purchase orders for the critical path items that define the overall project schedule and impact 
the design of foundations and supporting subsystems. These major plant items include the 
turbine/generator, condenser, cooling tower, non-condensible gas removal system, and major 
pumps. These all will be ordered generally within four to six months after EPC contract 
award. 
 
The opportunity to explore plant improvements that would improve sustainability attributes 
can be inhibited by the EPC approach. The contract is generally awarded to the lowest bidder; 
discouraging the search for solutions that may have greater long-term value. After award, the 
Contractor generally faces liquidated damages for schedule delays, hence they and the 
Engineer are considerably motivated to avoid proposing investigation of upgrade 
opportunities. Finally, the lump sum contract would require renegotiation in the event that the 
Contractor proposes investments in upgrades. All these, along with the rapid pace of design 
and construction, are disincentives to thoughtful plant optimization under the EPC approach.  
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2. Methodology 

2.1. Timing of the Sustainability Review 
The Engineer faces the challenge of how to incorporate sustainability considerations swiftly, 
appropriately, and in a win-win approach with the Owner and Contractor, which may have 
competing interests. The methodology developed by the authors incorporates a Sustainability 
Review into a natural Owner and Contractor design review process that generally occurs after 
3-4 months for a typical project. In this design review the conceptual-level documents are 
reviewed for adequacy and conformance with the project specifications. At this time it is also 
common to hold a Process Hazard Analysis (PHA), or Hazard and Operability Study 
(HAZOP), which is a structured “what-if” review of the conceptual documents to explore the 
possibilities to improve safety. HAZOP reviews were originally developed for the chemical 
industry, and conducting these is often an Owner or regulatory requirement for a complex 
processing plant, such as a geothermal project, with its multitude of fluids and flows. The 
expansion of ‘binary‘ technologies, which can be used in geothermal, ocean thermal, and 
solar thermal projects, generally call for HAZOPs since they often incorporate hydrocarbon 
working fluids. The Sustainability Review we have developed is scheduled at the same time 
and has a similar structure to the HAZOP. 
 
2.2. Objectives of the Sustainability Review 
The Bellagio Principles [3] are used as guidance, which emphasize among others clear goal 
setting, a holistic perspective, considerations of economic and non-economic principles, local 
and regional effects, short and long-term effects, and a focus on practical goals. The objective 
of the Sustainability Review is to emerge from the process with: 

• Clear direction from the Owner and agreement with Contractor on any specification, 
contract, or schedule modifications required to enhance sustainable attributes. 

• Written documentation describing the steps Owner, Contractor, and Engineer have 
taken to be mindful of sustainability considerations, in a format suitable for 
dissemination to the public if the Owner so chooses. 

• An expectation that future changes will be minimized so as to protect the Contractor’s 
project schedule and ongoing design. 

 
2.3. Structure of the Sustainability Review 
The proposed Sustainability Review process can be submitted to proposed EPC clients as part 
of the proposal documentation for consideration according to their green values. This is 
treated as a value-adding cost option, so that it is appreciated in its own right, and yet does not 
jeopardize winning an EPC project by building in costs that other bidders may not have 
allocated. If the project is a win, the Engineer works with the Owner and Contractor to make 
selections consistent with their philosophy on sustainability.  
 
During the initial conceptual design phase, a preliminary project sustainability report is 
generated; typically at around the 3 month time frame and prior to the Design 
Review/HAZOP/Sustainability Review sessions. This provides an agenda and some suggested 
topics of discussion for the Review. Each proposed aspect should be developed with the 
following considerations in mind: 
 
1. The Engineer’s role is to educate and inform; the Owner and Contractor will be the final 

arbiters. 
2. Must be mindful of the client’s own sustainable charter. 
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3. Must sell on its own merit such that cost benefits, positive environmental impacts, better 
integration with the surrounding community and other intangible benefits make the 
program attractive.  

4. Must be easy to understand, clearly defined (can be organized by system, discipline or 
combination thereof) and practical for implementation. 

5. Positive impacts to the environment as well as a business case and cost justification must 
be measurable and presentable to both the Owner and Contractor 

6. Flexibility in the program will allow clients to have the freedom to choose the weighted 
aspects of sustainability they want their project to possess. 

7. Conduct risk assessments and comparative studies to show how an innovative technology 
compares with traditional technologies. 

 
Following the Sustainability Review, a Sustainability Report is generated as part of the 
project record documentation, identifying the areas of positive impact and stating both one 
time and recurring benefits. 
 
The effort involved in preparing for and executing the Sustainability Review is not 
inconsiderable, but the impact on even small subsystems can be substantial. Compare a 
scenario where 10 workdays are spent in preparation, 20 workdays for an attendance of ten 
representatives for two days of the review, and 10 workdays for preparation of the summary 
report. This may come to some tens of thousands of dollars for a dedicated review. Yet, 
identifying even small efficiency upgrades or locally, less expensive materials can be 
tremendously impactful. Plant output may be assessed with net present values in the 
$4000/kW range, meaning a 1% identified efficiency improvement on a 1000 kW 
pump/motor may cover the cost of the study. Similarly, the cost of a single imported stainless 
steel large diameter flange may exceed $20,000; alternative materials, layouts, or suppliers 
permitted by the Owner may result in significant cost savings. Also, design modifications that 
reduce environmental impact may have long term value for the Owner in terms of local 
acceptance of the project. 
 
2.4. Methodology of the Sustainability Review 
Similar to a HAZOP study, the Sustainability Review is designed to promote discussion and 
generation of ideas by being open ended. Specific suggestions may be covered in the 
preliminary report, if some research is required, but other ideas may be generated by the 
participants during the meeting. A full and comprehensive review meeting may last for 
several days and require an interdisciplinary and interparty team of 5-15 people, but an 
abbreviated review can be performed with a smaller group of stakeholder participants.  
 
Natural divisions consistent with plant design may be used to facilitate an organized search 
for potential sustainability features. Primary divisions may be based on engineering 
disciplines such as Architectural, Civil, Structural, Mechanical, Electrical, and Controls. Each 
discipline brings to the review key deliverables such as Process Flow Diagrams, Electrical 
One-Line Diagrams, or General Arrangement Drawings. A set of key plant areas, systems, or 
equipment that merits study is developed. The team brainstorms to come up with alternative 
configurations within the area/system/equipment. Then each alternative is evaluated with 
regard to sustainability attributes and metrics. The following are sample parameters to be 
discussed and assessed with a weighted score. 

• Environmental: Green/LEED structures, provide animal crossings, minimize chemical 
waste streams or improve disposal practices. 

1253



• Social: Use local labor and locally supplied materials. Innovative designs that appeal 
to the public while improving sustainability (geothermal heating, energy efficient 
lighting, passive solar, novel waste heat utilization), reduce noise levels. 

• Health & Safety: Minimize use of hazardous materials. Use safer construction 
practices and materials. 

• Diversity: Consider how alternatives may contribute to the diversity of organisms or 
institutions that benefit from its application. 

• Natural Resources: Minimize land use. Minimize water use. Utilize waste streams. 
• Human Resources: Make changes to facilities to improve workforce morale (covered 

walkways, breakrooms, better maintenance access ways, etc.) 
• Engineering and Procurement: Increase efficiency due to alternative materials, 

equipment type, layout, or other design parameters. Improve off-design and turndown 
capabilities. Shorten the procurement cycle. 

• Construction: Compress project schedule with changes to equipment, layout, 
materials, etc. Use locally available materials and construction techniques. 

• Availability: Add equipment redundancy where appropriate. Review single points of 
failure. 

• Operations: Consider alternatives to improve operator experience, ease of 
troubleshooting, etc.  

• Maintenance: Evaluate impact on maintenance frequency, cost, need for specialists. 
 
A typical Sustainability Review process is outlined in the appendix. Each suggestion for 
improvement is reviewed against the tender specifications to verify that it is not already a 
mandatory requirement. The cost of any suggested enhancement is assessed or tagged for 
further study. Within several weeks the facilitator prepares a report of the suggested upgrades, 
the proposed costs, and any schedule adjustments. Those options that are implemented and 
other observations such as plant benefits to the local community are documented in the report 
in a manner sufficient for use by the Owner to demonstrate their commitment to sustainable 
principles. The usefulness of this procedure would not necessarily be limited to powerplants; 
other similar renewable energy projects such as a biofuel synthesis facility could be studied 
with these techniques. 
 
3. Case Studies  

Through reviews such as these, several modifications leading to improved sustainability 
aspects have been successfully implemented in geothermal projects around the world.  
 
Darajat II, Indonesia: This 110 MW geothermal plant houses the world’s largest single 
pressure geothermal turbine. During reviews between the Owner, Contractor, and Engineer of 
the Darajat II project, it was revealed that several workers had died during the construction of 
the Darajat I concrete cooling tower some years earlier by a different team. Although a 
change in the style of construction of the tower was not a contract requirement, the Contractor 
and Engineer shifted from a cast-in-place concrete cooling tower to a precast design, where 
forms were set on grade and pieces lifted into place similar to the erection of a massive log 
building. This had not been attempted before on a geothermal project, and posed POWER 
Engineers and the cooling tower manufacturer, SPX, with several new challenges. 
Nevertheless, the tower was constructed without a major construction incident. Ironically the 
Contractor’s project manager, who proposed the modification, lost his life due to illness 
during the project; the tower is a memorial of sorts. 
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Germencik, Turkey: This 47.4 MW unit is the largest geothermal plant in Turkey. A decision 
was made in the design phase to maximize the use of local subcontractors and materials, with 
consideration that in Turkey little geothermal-specific design expertise existed. A division of 
labor for the systems was developed that allowed specialist firms to design such items as the 
powerhouse layout and structural steel required to support equipment and piping, given 
certain critical loads, while Turkish firms familiar with locally available architectural styles 
and fixtures completed the detailed design of the façade. A list of structural shapes commonly 
available in Turkey was provided to POWER Engineers and preferentially used in the steel 
design to minimize the need for importation [4]. 
 
San Jacinto II, Nicaragua: These 2 x 38.5 MW flash plants currently under construction will 
add 10% of renewable capacity to Nicaragua’s total generation of 750 MW, displacing about 
one million barrels of diesel fuel per year. Due to challenging construction conditions and a 
local scarcity of construction equipment such as augers, several modifications were made to 
reduce the size and depth of foundations associated with the major pumps, shortening the 
construction period and reducing concrete quantities. A shift was made from galvanized steel 
structures to wider use of painting to resist corrosion, in a desire to reduce imports due to a 
local scarcity of galvanizing facilities. 
 
4. Conclusion 

The rushed pace of project execution, especially for EPC contracts, make incorporation of 
sustainability considerations a challenge for the engineer. However, the customization of each 
geothermal plant, required due to the unique nature of each resource, means some time should 
be allocated to explore new opportunities for each project. Addressing these at the appropriate 
time during the conceptual design phase or early detailed design phase, and doing so with a 
structured process between the Owner, Contractor, and Engineer, is necessary for the right 
ideas to find expression in the plant design. The metrics to be applied and the appropriate 
weightings are parameters that may change for each project; better quantifying and handling 
of these is an avenue for future work. Documenting the decisions made and the potential 
positive impacts the plant can bring to the local community can improve the relationship 
between the Owner and local resources including workers and policy makers, making ongoing 
plant modifications or expansions (a common occurrence when new fields are incrementally 
developed) a smoother process. The review process suggested here is intended to bring more 
of these considerations into the awareness of the various parties, and may be extended for use 
to other sorts of analogous renewable projects. 
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Appendix: Sample Sustainability Audit Process 

 

1 2 

3 4 

DEFINING REVIEW AREAS 

SUMMARY AND ACTIONS ASSESSING ALTERNATIVES 

IDENTIFYING ALTERNATIVES 

Architectural
Civil
Structural
Mechanical
Electrical
Instruments&Controls

General Arrangement Drawings
Process Flow Diagrams
Piping and Instrumentation Diagrams
Specifications
…

1. Cooling Tower
2. Compressed Air System
3. Component Cooling Water (CCW) 

System
4. ...

Disciplines

Deliverables

Plant Area, System, Equipment Item
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Abstract: A three dimensional numerical model of the northwest Sabalan geothermal system was developed on 
the basis of a conceptual model drawn from the analysis of the available field data. A numerical model of the 
reservoir was expressed with a grid system of a rectangular prism of 12km × 8km with 4.6km height, giving a 
total area of 96km2. The model has 14 horizontal layers ranging in thickness between 100m to 1000m extending 
from a maximum of 3600 to -1000m a.s.l.  Fifteen rock types were used in the model to assign different 
horizontal permeabilities from 5.0×10-18 to 4.0 ×10-13 m2 based on the conceptual model. Natural state modeling 
of the reservoir was performed, and the results indicated good agreements with measured temperature and 
pressure in wells. Numerical simulations were conducted for predicting reservoir performances by allocating 
production and reinjection wells at specified locations. Two different exploitation scenarios were examined for 
sustainability of reservoir for the next thirty years. Effects of reinjection location and required number of makeup 
wells to maintain the specified fluid production were evaluated. The results showed that reinjecting at Site B  is 
most effective for pressure maintenance of the system.  
 
Keywords: Geothermal, Reservoir, Simulation, Capacity, Sabalan, Iran 

1. Introduction 

In this study, simulation for natural state and capacity assessment of the reservoir were 
undertaken for the primary purpose of predicting and assessing the response of the NW 
Sabalan geothermal reservoir to the planned development scenarios.  The computer codes of 
TOUGH2 [1] and AUTOUGH2 [2] were used with the equation of state of water and steam 
(EOS1). Different production scenarios were examined by numerical simulations for 
evaluating the reservoir responses, and consequently the optimum future development 
scenario was defined. Three exploration wells, NWS1, NWS3 and NWS4, were drilled in the 
study area based on the results of geological, geochemical and geophysical studies. According 
to the geophysical surveys, deep geothermal reservoir may extend from northeast to southwest 
where exploration wells were drilled along this suitability area [3, 4, 5].  
 
2. Conceptual model of NW Sabalan reservoir  

Before a numerical simulation model of a given geothermal field being set up, a conceptual 
model must be developed. The model is usually represented by sketches showing a plan view 
and vertical sections of the geothermal system. On these sketches the most important features 
such as geothermal surface manifestations, hydrological boundaries, main geologic features 
such as faults and geological layers, zones of high and low permeabilities, location of deep 
inflows and boiling zones need to be involved. Thus, developing a conceptual model requires 
the synthesis of information from a multi-disciplinary team. The geological map of the 
Sabalan area with main surface manifestation, geological structures shown in Figure 1.  A 
conceptual model of the study area was drawn along AB line in Figure 1, with 12km length, 
from north to south. Three drilled exploration wells were projected on the AB line [6] and 
Subsurface geology of the area is described along cross section AB, using geological data and 
information from three deep and two shallow exploration wells. In the central part of the 
model, Dizu formation presents and extends to the depth of about 200m a.s.l. This formation 
clearly exposed in the area where Wells NWS1 and NWS3 are located throughout the 
Valhezir formation reaches to the surface in the east of Well NWS4 and extends to 700 m 
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depth in the whole study area from top or below Dizu formation. In the northern part of the 
area where Well NWS3 was drilled, geological unit is comprised of andesitic lava flows, tuff 
and tuff breccia that belong to Dizu formation of Neogene to Quaternary and Mejendeh 
metamorphics of Paleozoic in descending order down to 1000 m below sea level. 
Magnetotelluric (MT) survey was carried out in 1998 with 212 stations [6]. Nineteen 
measurement stations were located along the AB line, and the results were analyzed which 
shows two anomalies of low resistivity in south and north part and a high resistivity in the 
central part which can represent the location of an intrusive body beneath Well NWS4. 
Temperature contours are drawn using measured temperatures in exploration wells. The 
temperature increases from north to south which suggests that an upflow zone of high 
temperature fluid likely presents in the southern part of the field. Thus, Faults NW3, NNW5, 
NE5, NNW2 and NW4 play as upflow zone of the system. By integrating the subsurface 
geology from the wells with resistivity and temperature data, the conceptual model of the 
system can be illustrated in Figure 2. Differences of subsurface geology revealed from drilling 
between Wells NWS4 and NWS3 support the presence of Fault NE2. Temperature profiles of 
these two wells also show differences, which implies that Fault NE2 plays as an impermeable 
or low permeable boundary.  The presence of slightly high resistivity zone beneath Site B can 
be interpreted as the existence of a diorite porphyry intrusive body. It has been assumed that 
geothermal fluids ascend through Faults NW3, NNW5, NE5, NNW2 and NW4. This faulted 
area can be an upflow zone of the system. The fluids would ascend through this fault zone to 
higher elevations and then flow horizontally in shallow layers to the northward due mainly to 
gravitational force and discharge through hot springs in lower elevations. 
 
3. Development of numerical model  

3.1. Grid system and rock type and  properties 
The NW Sabalan geothermal system was modeled with a rectangular prism 12km long, 8km 
wide and 4.6km depth. The model has 14 horizontal layers, AA to PP, ranging in thickness 
between 100 to 1000m extending from a maximum of 3600 to -1000m a.s.l with 2595 grid 
blocks in total. For neglecting water-air unsaturated zone, first two top layers, AA and BB, 
were discarded from the model. Each layer has 192 grid blocks 500×500 and 1000×1000m. 
The exploration drilling area is located in the center of the model, covering an area of 3×5km.  
Permeability values were given to the model in ranges from 5.0×10-17 to 4.0 ×10-13m2, with 
the maximum value in the shallow permeable horizon on depth between 1900 and 1400 m 
a.s.l (Figure 3). Sixteen rock types were used mainly for assigning different permeability. 
Porosity, rock density and thermal conductivity were 0.1, 2500kg/m3 and 2.5W/m2°C to all 
rocks. Rock parameters corresponding to the optimum natural state model are summarized in 
Table 2. The rock types CAP01, TOP01 and TOP02 with lowest permeability were assigned 
to layers CC, DD and EE which represent the cap rock of the system. The MAKH0 with low 
permeability was assigned to the northern part of the field below Site C to layers FF, GG, HH, 
and II.  The rock LOW01 was given to the deep part in C area from 1400-500m a.s.l. 
corresponding to the metamorphosed rocks appeared in Well NWS3. The TOP04 was 
assigned to the area beneath Site B and surroundings for representing the conductive 
temperature profile observed in Well NWS4. This rock types appears in elevation from 2000-
1400m a.s.l. belong to the layers EE, FF, GG, HH and II. The MAKH1 rock type with high 
permeability was for the layer MM in Site B. The MAKH2 was assigned to the layers EE, FF, 
GG, HH and II from elevation of 2000-1400m a.s.l. according to information from Wells 
NWS1 and NWS4 as high permeable rock formations were found in these horizons. The 
LOW02 was used to the grid blocks in the layers KK and LL in the southern and central part 
and represent low permeability between two high permeable layers. The UPFLO rock type 
indicates the upflow zone with high vertical permeability. Six grid blocks (500×500m) in 
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southern part were assigned with this rock type from layer PP to GG. Information from two 
wells, NWS1 and NWS4 indicates that there are two main permeable horizons in the 
reservoir: a shallow zone between 1800 and 1400m a.s.l. in southern part, and a deeper zone 
between 500m a.s.l. and sea level in both wells. In the computational grid system, the 
uppermost high permeable horizon in the reservoir was therefore subdivided into four layers 
(FF, GG, HH and II). The layer MM denotes the deep permeable horizon. The layers AA and 
BB represent the unsaturated zone, which were discarded from computing. This geothermal 
field is located in an arid area and two top layers are unsaturated. We can model such 
condition by using EOS3 with all layers or EOS1 be neglecting unsaturated zone.  
 

Table 1 Rock parameters of the best natural-state model 

Rock  
type 

Density  
(kg/m3) 

Porosity 
(%) 

Permeability (m2) Thermal 
cond.  
(W/m2°C) 

Specific 
heat  
(J/kg°C) 

Kx Ky kz 

ATMOS 2500  99 2.5×10-14 2.5×10-14 2.5×10-14 2.50  9.0×105 
CAP01 2500  10 2.0×10-16 2.0×10-16 7.0×10-17 2.50  1.0×103 
BASE1 2500  10 6.0×10-15 6.0×10-15 3.0×10-15 2.50  1.0×103 
BOND1 2500  10 9.5×10-16 9.5×10-16 6.6×10-16 2.50  1.0×103 
TOP01 2500  10 5.5×10-16 5.5×10-16 1.1×10-16 2.50  1.0×103 
TOP04 2500  10 5.0×10-15 5.0×10-15 1.1×10-15 2.50  1.0×103 
BASE3 2500  10 1.0×10-17 1.0×10-17 5.0×10-18 2.50  1.0×103 
LOW01 2500  10 6.0×10-14 6.0×10-14 1.0×10-14 2.50  1.0×103 
MAKH3 2500  10 2.0×10-13 2.0×10-13 5.0×10-14 2.50  1.0×103 
MATRX 2500  10 5.0×10-15 5.0×10-15 1.0×10-15 2.50  1.0×103 
TOP02 2500  10 5.0×10-16 5.0×10-16 2.0×10-16 2.50  1.0×103 
MAKH0 2500  10 5.0×10-15 2.0×10-15 5.5×10-16 2.50  1.0×103 
LOW02 2500  10 7.0×10-16 7.0×10-16 1.5×10-16 2.50  1.0×103 
MAKH1 2500  10 1.0×10-15 1.0×10-15 5.0×10-16 2.50  1.0×103 
MAKH2 2500  10 4.0×10-13 4.0×10-13 7.0×10-14 2.50  1.0×103 
UPFLO 2500 10 3.0×10-13 3.0×10-13 3.0×10-13 2.50 1.0×103 
 
3.2. Initial and boundary conditions 
The peripheral boundaries are impermeable for mass and adiabatic for heat. Grid blocks were 
filled with 15°C of water and pressure was equilibrated as an initial condition. High 
temperature fluid recharges at a rate of 90kg/s of 1159kJ/kg from the bottom layer was given 
through regional faults in the southwest region. The temperature of inflow geothermal fluid 
was calculated using geochemical geothermometers [6] and also slightly changed by trial and 
error manner through iterative process of natural state simulation. According to a vertical 
temperature distribution across AB cross section using data from the wells an upflow zone 
may present about 2.5 km to the southeast of Well NWS1. The recharge was assigned to the 
grid blocks of 89, 92, 103, 105, 109 and 111 in PP layer. A flow rate of 8kg/s of low 
temperature, 130°C, inflow was assigned to the grid 4 in northwestern part to simulate the 
temperature and pressure condition of the northern part close to Well NWS3. Natural 
discharge from the field was modeled using deliverability method. The productivity index (PI) 
was calculated on deliverability model [1] and well bottom pressures (Pwb) were obtained by 
trial-and-errors manner. Mass flow rate on deliverability is proportional to the pressure 
difference between the grid block and a prescribed pressure that is lower than that of the 
block. There are several hotspring with surface temperatures from 25 to 85°C and the flow 
rate of about 50kg/s. In order to reproduce the hot spring activity in the numerical model, 
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fluid production based on deliverability was utilized in three blocks in layers FF (51, 78, and 
183) and one block in layer II (130). Heat flux was given to the blocks in the bottom layer, 
PP, of the model as a conductive heat supply. A heat flux of 200mW/m2 was used as the 
initial basis for calculating the heat inflow in southern and central parts.  
 
3.3. Wells data matching and model validation  
The validation process normally involves comparing the computed results against measured 
temperature and pressure in three wells. This pressure are measured as stationary pressure 
measurement of single major feed zone during well testing. The matches between the 
measured and computed values were improved primarily by adjusting the permeability, fluid 
flow rate and specific enthalpy of the high-temperature recharge assigned to the bottom six 
grid blocks. Also the lower temperature in Well NWS3 was reproduced in the model by 
assigning an inflow from grid block 4 in the northwestern part.  
 
4. Production prediction simulations 

Once a reasonable numerical model of the natural state of reservoir has been developed, it can 
be used as an initial model for future prediction performances upon various exploitation 
scenarios. Main concern of prediction in terms of reservoir management is to examine 
whether the reservoir can produce required steam for specified period of the present state or is 
able to produce more steam within acceptable effects or changes in reservoir conditions. Two 
different exploitation scenarios are designed and then examined for future reservoir 
performances in this field. Wells on deliverability have been used for evaluating production 
rate of wells during prediction calculations. The well productivity depends on the well bottom 
pressure (Pwb) where the reservoir pressure will decreases during production, and if the 
reservoir pressure draw down to equal to the Pwb, the well cannot produce the fluid. 
Numerical simulations were carried out using the AUTOUGH2 simulator for 30 years from 
year 2015. Numerical simulations were conducted for predicting reservoir performances by 
assigning production and reinjection wells. The production zones are located in the southern 
area on Sites A, D and E (Figure 1). These areas situated in a junction of Faults NNW2, 
NNW3, NNW5, NE5, NE6, NW3, NW4 and NW5 where high permeable fractured zones can 
be developed along these faults. The northern part of the field with lower elevation was 
recommended for reinjection. Reinjecting geothermal waste water to these localities with 
different arrangement was examined on production scenarios. The simulations were run for 30 
years of production. The recharge flow rate of the high temperature fluid to the system may 
increases upon production due to reservoir pressure drop. In prediction simulations, however, 
constant recharge flow rate was assumed as same as the natural state (98 kg/s).  Prediction for 
NW Sabalan geothermal projects was simulated for two different cases for two power output 
scenarios; Scenario II: 50MW; Case 1: with drilling makeup wells and; Case 2: without 
drilling makeup well and; Scenario III: 100MWe; Case 1: with drilling makeup wells and 
Case 2: without drilling makeup well. In these scenarios, declines of pressure, temperature, 
enthalpy and mass rates of fluid and steam productions of wells were evaluated. The mass 
production rates of fluid and steam were calculated from fluid discharges of production blocks 
at a separator pressure of 5.5bar. The reinjection rate of wastewater and its enthalpy into 
reservoir were given as that of the separator pressure and temperature of 155°C. On the basis 
of discharge data from Well NWS4, required amount of geothermal fluid for a proposed 
single flash power plant was calculated [7]. The input parameters are; produced fluid enthalpy 
985kJ/kg, separation pressure 5.5 bar, condenser pressure, 0.1bars, outlet temperature 46°C 
and isentropic efficiency of the turbine 0.78. By assigning these inputs and output 
information, required production rate of geothermal fluid for different scenarios and number 
of wells are summarized in Table 2.  

1260



 
4.1. Scenario II:     50 MWe power production   
In this scenario for 50MWe generation, total amount of 690kg/s of the geothermal fluid is 
required. This amount of geothermal fluid was assigned to produce initially from 13 
production wells which are fed from the layer MM. For reinjection of the wastewater, seven 
wells were allocated in the northern and central parts (Site B area) of the field. Two different 
cases in this scenario were simulated and the effects of production on total mass and steam 
productions, reservoir pressure, temperature, average flowing enthalpy and natural discharge 
rates were evaluated. To optimize the production scheme two production and injection cases 
were designed for this scenario including; Case 1 : 50 MWe steady power production with 
makeup wells and Case 2: 50 MWe power production without makeup well. 
 
Table 2 Characteristics of the production scenarios  

Item Scenario II Case1 Scenario II Case2 Scenario III 
Power output (MWe) 50 50 100 

Total production (kg/s) 690 690 1380 

Steam production (kg/s) 106 106 212 

Brine production (kg/s) 584 584 1168 

Number of prod. well 13 13 35 

Number of reinj. well 7 7 16 

makeup wells 7 0 5 
 
In Case 1; the base level was designed to produce 50MWe over 30 years. Because of pressure 
drop during production, steam flow rate as well as total production rate decrease. When the 
steam production rate decreases to 90% of the designated level or power generation drop 
below 45MWe, new makeup wells start to production for maintaining the total production 
rate. In Case 2 no makeup well was assigned and the production from 13 wells was 
maintained over 30 years and the behavior of the reservoir was monitored. Table 5 
summarizes the production and reinjection flow rates and grid blocks.  
 
4.1.1. Steam flow rates  
Steam flow rates versus time for two cases in Scenario II are presented in Figure 4. In early 
times, production rates rapidly decease with time in both cases. In Case 1, steam production 
rate decreases below 95kg/s after 3 years of production and then a makeup well starts to 
production. This new well can keep the power production more than 45MWe for two years 
and another new makeup well was required. In this scenario seven makeup wells in total were 
required in years at 2018, 2020, 2023, 2026, 2029, 2033, and 2038 to keep the power 
generation of 45MWe for 30 years. In Case 2 the makeup well was not assigned and 
production was continued by 13 initially drilled wells over 30 years. The steam production 
rate decreases rapidly in the first 5 years with an average of 3.5% per year. From the year 
2020 to 2030 the decline rate is moderated to 1.2% per year and in the next 15 years (2030-
2045) the steam flow reduces only 0.31% per year. It can be concluded that the production 
rate eventually stabilize after 15 years of production. In this case, total production rate drops 
by 34% in 30 years.  
 
4.1.2. Predicted pressure and temperature 
Pressure and temperature changes of the reservoir were monitored while running this 
production scenario for 30 years. Changes of the pressure and temperature from their initial 
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values at shallow and deep layers are evaluated.  Temperature drops in layers HH and MM for 
Case 1. In Layer HH temperature drop is less than 1°C. In the main producing layer of MM, 
cooling occurs in the northern part of the reservoir in reinjection area.  Decrease amount of 
temperature shows up to 60°C in the central part of the reinjection zone and the area of 10°C 
cooling extends over 4.5km2. Low temperature front moves from reinjection area to the 
southward of production zone. Actually, the temperature drop in production zone is only 
about 1°C. As shown in the figures cooling in main production and reinjection layer, MM, is 
more apparent than layer HH. Pressure changes also occurred in layers HH and MM. Pressure 
drops at layer HH are in the range of 4-11 bard . Largest pressure drop occurs in the main 
production zone in the southern part. In Layer MM the pressure drop in production zone is 
larger than that in Layer HH, and reaches up to 12 bar of pressure drop in the central part of 
the production zone. In reinjection area, pressure increases up to 50bar due to reinjection of 
large amount of the waste water.    
 
4.2. Scenario III:     100 MWe power production   
The largest power generation of 100MWe was examined for Scenario III. This requires a 
production of 1380kg/s of the geothermal fluid.  For this scenario, total number of 35 
production and 16 reinjection wells were assigned.  The grid number corresponding to each 
production and reinjection wells and assumptions of the scenario is presented in Table 5.  
However, thirty five production wells is a large number, and it causes higher cost per kW of 
electricity generation. This scenario was given to evaluate the maximum production capacity 
of the field. As one well can be assigned in one grid, the maximum number of production 
wells being allocated is forty in the production zone. Thus, five wells can be allocated as the 
maximum number of makeup wells. One makeup well was allocated every 5 years for this 
scenario.  
 
4.2.1. Total flow rate and flowing enthalpy 
Figure 5 presents the total production rate with time. By starting the simulation with total flow 
rate of 1380kg/s the flow rate declines rapidly in both cases in 5 years. The result clearly 
indicates that adding five makeup wells do not increase the total production rate. The total 
production rate decreases to 600kg/s after 10 years. This corresponds to steam production for 
electricity generation of 47MWe. Based on the currently available subsurface information this 
field can produce 100MWe electricity for a short period, 5 years, and then decline to about 
50MWe in following years. Total number of 35 production wells of 3000m depth makes the 
total length of 100km of drilling in this field. Consequently,  electricity generation rate can be 
1MWe per one kilometer of drilling in early stage of the production, but it is predicted to be 
decreased in the later years.  World average rate is 2-5 MWe/km [8,9] which is much higher 
than this value. To evaluate the effects of total number of wells on average well output the 
simulations were carried out with different number of wells, from 5 to 35 wells. The results 
show that average production rate of each well decrease with an increase of the total number 
of the wells. Figure 6 illustrates relationship between average well output and the total 
number of the production well. For 5 to15 wells the average well output is 1.3MWe/km, 
which is still lower than the world average but output reduces to 0.8MWe/km by increasing 
the number of wells. This is considerably low and results in an increase of the electricity 
production cost. The simulation was run for 100 years to find out the reservoir capacity that 
can deliver steam at stabilized rate. Results show that after 20 years the steam flow rate 
reaches stable with rate of 98 kg/s which can generate 45-50MWe of electricity over 100 
years. The flowing enthalpy does not change significantly during simulation period in both 
cases and the average flowing enthalpy of the produced fluid shows 998 kJ/kg.  
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4.2.2. Predicted pressure and temperature 
The temperature and pressure changes for scenario III were examined for Layers MM. 
Cooling occurs in the northern part of the reservoir where reinjection wells locate.  
Temperature drops by 80°C from the initial in the central part of the reinjection zone, and 
more than 10°C cooling can be seen over an area about 7km2 which is 4.5km2 in Scenario II. 
In Layer MM the pressure drop in the production zone is large and shows up to 30bar in the 
central part of the production zone. This pressure drops can cause the production rate decline. 
Larger pressure drop in Layer MM occurs in a wider area compared with that of Scenario II.  
In the reinjection area, pressure increases due to the reinjection of large amount of waste 
water. In reinjection area pressure increases up to 80bar.   
 
5. Conclusions 

A three dimensional numerical 
model of the NW Sabalan 
geothermal field was developed and 
calibrated by numerical 
simulations. Prediction simulations 
of reservoir behaviors were also 
carried out using the numerical 
model developed. Two hypothetical 
development scenarios were 
evaluated for production capacity 
assessment and reinjection effects 
on fluid production. The 
conclusions are summarized as 
follows:  
The results of natural state simulation using the AUTOUGH2 simulator indicated good 
agreements in temperature and pressure profiles of three deep wells with measurement. 
Reinjection of the waste water is effective for moderating reservoir pressure drop. The 
immediate adjacent area, north to the production area, named as Site B is recommend for 
locating reinjection wells because of more effective on the pressure support compared with 
reinjection at further north area, Site C. Based on existing data and assumptions reservoir can 
sustain steam production equivalent to 50 MWe  of electricity for 30 years or more. The 
reservoir can produce in maximum capacity for production of 90-100MWe for short period of 
time (5 years), but the production rate decreases gradually to the level of 50MWe after 20 
years. The reservoir can sustain steam production for 50MWe  over 100 years. 
 

 
Figure 2 Conceptual model of the NW-Sabalan geothermal field 

 
 
 

 

Figure 1 Geological map of the Sabalan area with  grid system 
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Figure 3 The grid system and faults in study area 

 
Figure 4 Steam flow rate change with time for 
Scenario II 

 
Figure 5 Total production rate over 30 years for 
Scenario III 

 
Figure 6 Relationship between average well-
output and power generation per km of drilling 
and number of the production well
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current state and perspectives 

Dejan Milenic1*, Ana Vranjes1 

1Univesity of Belgrade, Faculty of Mining and Geology, Department for Hydrogeology, Belgrade, Serbia 
*Tel/fax: +381 11 3346 000, , E-mail: dmilenic@yahoo.ie 

Abstract: The development strategy of the energy sector in Serbia anticipates the intensive utilisation of 
renewable hydrogeothermal energy sources by using energy efficient technologies. The main aim of the paper is 
to perceive, for the first time, quantities and possibilities of the utilisation of available hydrogeothermal energy 
accumulated in groundwater with the temperature  up to 30 oC in the concept of the substitution of fossil fuels by 
renewable  en ergy sources in the Republic of Serbia. The available quantities of groundwater have been  
observed by regions whose borders correspond with hydrogeological characteristics of the terrain and conditions 
of groundwater formation. The territory of the Republic of Serbia is divided into eastern part, to which there 
belong estimated quantities of about 7400 l·s-1, namely the available heat power amounts about 200 MW, central 
and western parts of the territory (to which the capital city Belgrade also belongs) have about 14900 l·s-1, which 
is adequate to about 400 MW of heat power, and northern part of the territory with available 6600 l·s-1, namely 
about 180 MW of heat power. If we take into account the territory of the whole Republic, the available resources 
of subgeothermal energy amount about 28m3·s-1, namely over 770MW of heat power.  
 
Keywords: Hydrogeothermal energy, Subgeothermal energy, Groundwaters, Serbia 

1. Introduction 

According to development plans in the field of energetics and energy efficiency of the 
Republic of Serbia, hydrogeothermal resources belong to renewable energy sources whose 
application and utilisation, namely the verification of reserves is in its initial phase. The 
potential and reserves are not examined and explorations of this kind of renewable energy 
have become significant lately. The strategy of energy development in Serbia anticipates the 
intensive utilisation of renewable hydrogeothermal energy sources, especially low 
temperature groundwater via the energy efficient technologies by using heat pumps.  

The main aim of the paper is to perceive, for the first time, quantities and possibilities of the 
utilisation of available hydrogeothermal energy accumulated in groundwater with the 
temperature up to 30 oC (subhydrogeothermal energy) in the concept of the substitution of 
fossil fuels by renewable energy sources in the Republic of Serbia. In the past three years 
subhydrogeothermal energy resources have been classified in Serbia for the first time 
(Milenic et.al. 2010, V ranjes 2008), as well as the valorisation of available resources of 
subhydrogeothermal groundwaters (Stevanovic et al.2010). Hydrogeothermal resources of 
low enthalpy (fluid temperature to 100ºC) have been classified  as the sub(hidro)geothermal 
energy (fluid temperature to 30ºC) and hydrogeothermal energy in the narrow sense (fluid 
temperature from 30ºC to 100ºC). Further in the text, for the sake of simplification, the 
notion: “sub(hydro)geothermal energy” will be used as subgeothermal energy. 

On the basis of the mentioned explorations, the definition of subgeothermal energy sources 
has been deduced: “subgeothermal energy sources are a kind of hydrogeothermal energy of 
low enthalpy accumulated in groundwaters of the temperature scope to 30 oC,  a nd whose 
exploitation and utilisation are conditioned by the application of geothermal heat pumps”. 

Consequently, groundwaters with the temperature of 30oC are significant subgeothermal 
resources, especially in alluvial plains and Neogene basins in the Republic of Serbia. On the 
basis of classifications stated in this way, the scientific-research project initiated in the year 
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2008 (Stevanovic et al.2010), evaluated the availability of groundwater resources which can 
be used as sources of subgeothermal energy (SGTE) as a kind of hydrogeothermal energy of 
low enthalpy.The obtained results point out the enormous potential of groundwater in the 
concept of utilisation as a renewable energy source. However, a small number of 
subgeothermal systems worked out so far points out the necessity of wider engagement of 
both the state and independent experts in the sense of awareness are using of the significance 
of this kind of renewable energy. 

The significance of explorations and the utilisation of subgeothermal energy can be seen in 
the following: groundwater is “easy” for taping and the energy resource is inexpensive for 
development and exploitation, a l ocally available resource is used via relatively simple 
technology, the conservation of fossil fuels (oil, natural gas) by the renewable energy source, 
the increase of self-sufficiency and the sustainability of energy consumption, the increase of 
environmental quality through the decrease, namely the reduction of the emission of 
hazardous gases, such as  CО2 ( up to 75% in relation to a conventional heating procedure) 
the improvement of image in public, financial savings due to the reduced purchase of fossil 
fuels, and the introduction of the principle of “sustainable development”. 

2. Applied methodology 

Hydrogeological and hydrogeothermal explorations in this field are of a highly 
multidisciplinary character and imply the engagement of researchers from the field of 
hydrogeology (geothermal resource provision), mechanical engineering (thermo engineering 
part, the utilization of SGTE), and architecture (the increase of energy efficiency and the 
correct utilization of SGTE in building).  

Hydrogeological explorations imply the evaluation of resource availability, as to: 

1. Quantity defining: 
i) hydrogeological regionalisation of the territory of Serbia 
ii) defining of aquifer types within each hydrogeological region  
iii) carrying out of pumping tests at the existing wells within the particular 

aquifer type 
iv) yield measurements at springs within the particular aquifer type 
v) collecting and synthesis of results of past explorations in the field of 

hydrogeology 
2. Defining of aquifer hydrodynamic characteristics: 

i) calculation of environmental basic parameters  
ii) workingout  of aquifer hydrodynamic model  

3. Defining of physic-chemical characteristics: 
iii) determining of ground water temperature regime  
iv) determining of qualitative regime 
v) basic chemical composition of ground water 
vi) water aggressiveness (corrosiveness /inscrutability) 

After available quantities of subgeothermal energy had been defined, the data obtained in 
additional explorations were used in discussions, first of all: 

Thermodynamic and energy explorations, i.e. calculation of required energy quantity for the 
heating building / buildings (building energy consume) and techno-economical analyses, i.e. 
the economical analysis of the investment cost-efficiency in the utilisation of renewable 
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energy resources comparative analysis of expenses for various fuels and the period of 
investment cost-efficiency. 

The aim of the work methodology set in this way was, first of all, hydrogeological. The paper 
did not deal, in details, with the efficiency of the utilisation of heat pumps, the analysis of 
COP, etc. As regards that the utilisation of heat pumps in Serbia is in its initial state, it is not 
possible to give any detailed analyses of the mentioned parameters of the heat pump work.  

3. Survey of subgeothermal potential in Serbia 
The Republic of Serbia is pronouncedly rich in hydrogethermal resources (Fig.1a). The waters 
of Vranjska Banja Spa (96оC), Јоsanicka Banja Spa (78оC) and some others have the highest 
temperature. Groundwater with the temperature over 30оC is relatively well utilised. Unlike 
them, groundwater with temperatures up t o 30оC (subgeothermal energy) has not been the 
subject of explorations from other points of view, except for the needs of water supply. 
Development of heat pump systems, their growing commercialisation and application in the 
world, have resulted in increased possibilities of multipurpose utilisation of this water.The 
availability of subgeothermal groundwater resources is mainly related to depth up t o 200m 
from the surface of the terrain and, on t he territory of Serbia it is not evenly spaced. The 
largest quantities of this kind of energy are related to alluvions of big rivers, especially in 
towns they run through. Due to the heat island effect, temperatures of groundwater in towns 
are higher in relation to rural environment, thus the energy potential is higher. On the basis of 
carried out preliminary explorations of the assessment of groundwater resources with the 
temperature up to 30°C, the territory of the Republic of Serbia is a highly prospective one, 
from the point of view of the utilisation of subgeothermal energy. The available quantities of 
groundwater have been considered by regions, whose boundaries are adequate to 
hydrogeological characteristics of the terrain and conditions of groundwater formation. 
Available heat power of low enthalpy hydrogeothermal energy was calculated from the 
following equation (Eq.1): 

E = TQC p ∆⋅⋅          (1) 

where: 

E  - available heat power (KW, MW) 
CP - the specific heat of water (constant, 112.4 −− °⋅⋅ CkgKJ ) 
Q - yield of the wells ( 1−⋅ skg , the same as 1−⋅ sl ) 
∆T - temperature reduction which can be realised in the heat pump (oC) 

The areas of big towns in Serbia have special potential, which due to the hot island effect 
have the most favourable subgeothermal characteristics with raised temperatures of 
groundwater even to 5oC in relation to the remaining territory. The "heat island" effect is a 
consequence of urbanisation, leading to micro climatic changes expressed as air temperature 
raising. This temperature increase can reach 5oC, in relation to inurbane suburbs. Being highly 
urbanised the City of Belgrade (the city core covers an area of over 10km2, with more than 
1,500.000 inhabitants) has all predispositions for heat island effect occurrence. The geological 
characteristics of the Belgrade area conditioned the existence of significant quantities of 
ground waters where heat effect is induced as temperature anomaly. 
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Fig. 1. a)Geographical position of the study area, b)Partition of the investigation area 

The available energetic potential of ground water on carried out test exploited wells in New 
Belgrade goes over 0.5 MW for an individual well. This record was obtained by using 
minimal well yield of about 1,000- 1,500 m3/daily and minimal temperature of ground water 
of 13 to 15oC. Hydroisotherms point out clearly that the groundwater temperature in lesser 
urbanised areas amounts 13-14oC. Moving to central and highly urbanised parts of New 
Belgrade the groundwater temperature reaches even 20oC (in summer months), i.e. the 
groundwater temperatures are higher from 3 to 6 oC. Fig 2. 

 
Fig. 2.  Hydroisotherm maps of the territory of New Belgrade 

The available quantities of groundwater have been observed by regions whose borders 
correspond with hydrogeological characteristics of the terrain and conditions of groundwater 
formation. The territory of the Republic of Serbia is divided into eastern part, central and 
western parts of the territory (Table 1). 
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Table 1.  

 

Estimated quantities 
of groundwaters for 
all purposes (l·s-1) 

Total 
(l·s-1) 

Total* 
heat 

power 
(MW) 

Available 
quantities for 
SGTE (l·s-1) 

Heat 
power 

for 
SGTE 
(MW) 

Groundwater 
temperature (°C)   Groundwater 

temperature (°C)  

10-16 16-
22 

22-
30   10-16 16-

22 
22-
30  

1 2 3 4 5 6 7 8 9 
Eastern Serbia  

Alluvial 
deposits 15750 0 0 15750 388 5510 0 0 138 

Neogene 
aquifer 2090 340 200 2630 73 730 155 105 34 

Karstic aquifer 5080 130 50 5260 110 725 48 25 23 
Fractured 
aquifer 200 60 50 310 11 71 28 25 5 

TOTAL 23120 530 300 23950 582 7036 231 155 200 
Central and western Serbia (Including Belgrade) 

Alluvial 
deposits 29000 0 0 29000 728 10150 0 0 255 

Neogene 
aquifer 4700 350 320 5370 159 1645 150 140 60 

Karstic aquifer 7000 380 130 7510 205 2450 150 45 73 
Fractured 
aquifer 250 90 60 400 15 88 45 30 7 

TOTAL 40950 820 510 42280 1107 14333 345 215 395 
Northern Serbia  

Alluvial 
deposits 12100 0 0 12100 304 4235 0 0 107 

Plioquaternary 
deposits 5100 200 100 5400 146 1785 100 50 54 

Neogene 
aquifer 800 200 100 1100 38 280 100 50 16 

Karstic aquifer 0 0 0 0 0 0 0 0 0 
TOTAL 18000 400 200 18600 617 6300 200 100 177 
TOTAL 

TERRITORY 82070 1750 1010 84830 2306 27669 776 470 770 
 
* Groundwater temperature 10-16 °C, ΔT=6 oC 
   Groundwater temperature 16-22  °C, ΔT=12 oC 
   Groundwater temperature  22-30 °C, ΔT=18 oC 
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4. Discussion 

As can be seen from Table 1, the territory of the Republic of Serbia is divided into eastern 
part to which there belong estimated available quantities for SGTE of about 7400 l·s-1, namely 
the available heat power amounts about 200 MW, central and western parts of the territory (to 
which the capital Belgrade also belongs) have about 15000 l·s-1, which is adequate to about 
400 MW of heat power, and northern part of the territory with available 6600 l·s-1, namely 
about 180 MW of heat power. Taking the whole territory of the Republic into account, the 
total estimated quantities of groundwaters for all purposes amount about 85 m3·s-1, the total 
heat power is about 2306 MW, the available resources of subgeothermal energy amount about 
29 m3·s-1, namely over 770MW of heat power (Figure 1b). 

If the obtained data are crossed according to types of water bearing structures, it can be seen 
that intergranular environments in alluvial deposits are far the most abundant. The positions-
locations of the biggest towns in Serbia correspond with these environments, thus the 
possibilities of applications in them are the highest.  

If  t he temperature of groundwater is observed  as  a p arameter, it can be seen  t hat 
groundwaters with the temperature range of  10-16oC  are most widely distributed. Waters of 
this temperature in the areas of big towns can be affected by the heat island effect being the 
most convenient ones for the use of heat pumps. 

Utilisation has been mostly related to the territory of the city of Belgrade so far occurring 
individually, not organized. According to recorded users on the territory of Belgrade, for the 
needs of climatization of buildings, overall 100 l·s-1 of groundwater of 12ºC  to 16ºC has been 
used, while  on the territory of whole Serbia the quantities do not exceed 250 l ·s-1 (overall 
about 100 users). 

On the basis of the stated data, the great potential of subgeothermal resources in Serbia is 
obvious. The current energy crisis and increasing costs of fossil fuels used for heating(it is 
primarily related to natural gas whose price rises every year) impose the necessity to take 
seriously into account the utilisation of subgeothermal resources instead of ignoring it.  

The significance of such a way of heating/cooling (by utilisation of SGTE) in building has 
been highly recognized in the EU. At the end of the last century the member states of the EU 
completed projects of rehabilitation of the existing housing in order to save energy tending to 
consume energy for heating lower than 80-100 kWh·m-2 annually. In Serbia, the state is still 
significantly different. The existing buildings are one of the highest consumers of energy in 
the Republic. Almost 50% of the consumed energy in Serbia is used in buildings, among 
which 65% for building heating. Almost the third of overall energy needs of Serbia is related 
to heating of residential and office buildings. According to estimation, the annual energy 
consumption for residential heating in Serbia ranges from 150 to 250 kWh·m-2 depending on 
the age and the state of buildings. The structure of energy consumption is exceptionally 
unfavourable: 26% of flats are connected to heating plants; 30% of households use electrical 
energy; 20% of them use firewood; 15% coal; <6% gas.  

Consequently, for the lowest level of consumption (heating) the most qualitative energy 
(electrical energy) is mostly consumed. The aim of the applied measures is to achieve the 
reduction of energy consumption in office buildings and public facilities of 80-100kWh·m-2 / 
annually and in individual houses to 70-90KWhm2/ annually, and in flats for collective 
dwelling to 65-80 kWh·m-2 /annually. 
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Buildings in Serbia are real energy wasters. Over 70% of existing residential buildings were 
constructed before passing the first serious regulations on thermal protection in the eighties of 
the last century. Bearing in mind that, annually, only 1% of the existing residential buildings 
is constructed, it is obvious that the basic resource for applications of energy efficiency 
measures of any sorts are the existing residential buildings. If only urban area is rehabilitated, 
i.e. 1.6 million of flats, in the period of the following ten years, that is the work worth 4.5 
milliard € or 450 million € annually. Such a wide action would result in the fast creation of 
conditions for the application of SGTE for due to considerably reduced needs for energy far 
larger number of facilities could use these resources. 

Accordingly, there also goes the comparative analysis of expenses required for the production 
of 1 MWh of heat energy in relation to the kind of the energy resource, the price of the energy 
resource, and the manufacturing price in the Republic of Serbia in the season 2010/2011 
indicating the highest cost-efficiency of the subgeothermal energy utilisation (Table 2). The 
analysis has been carried out in relation to the following parameters: natural gas is imported 
from Russia, the kind of coal is lignite, the approximate price of a pellet is 140 € /t, 
hydrogeothermal energy is from heat pumps with the approximate COP 1:4, and the price of 
electrical energy of 0.05  € /KWh. 

Table 2. Comparative analysis of expenses required for production of 1MWh of heat energy in relation 
to kind of energy resource, price of energy resource, and manufacturing price in Republic of Serbia in 
December 2010 

Kind of energy resource In relation to  energy 
resource price (€) 

Manufacturing price (€) 

Natural gas 52 72 
Mazut 48 68 
Coal 32 52 
Pellet 38 58 

Hydrogeothermal energy (SGTE) 15 35 
 
Nowadays, in Serbia, about 50-55% of overall energy consumption  is used in building and  
about 70% out of that for heating and cooling. By correct investment, with energy savings, 
energy consumption could be even halved, with invested money refund in the period of five 
years. The first step is the reduction of loss with final consumers -in flats. The energy 
rehabilitation of an average flat in Serbia with the surface of 70 m2  requires about 3000-4000 
€. By such investment  from 100 to 150 kWh·m-1 would be saved annually, meaning  400-600 
€ annually at nowadays’ prices. In this way such investment is repayed in the period of four to 
seven years. 

In order to establish economic justifiability of the SGTE system in new buildings it should be 
compared to conventional heating systems with regard to initial investment, maintenance 
expenses, system duration, and cost price of heating resources. Experiences indicate that 
initial investment in subgeothermal systems (capable to deliver 1 KW of thermal power) 
ranges within the scope of 850 € per kWh for heating, and up to 1000€ per kWh for combined 
heating and cooling systems. The initial investment prices in conventional systems are 
generally lower to some extent than in hydrogeothermal ones being about 40% in heating 
systems, namely 20% in combined cooling and heating systems. It should be stated that in 
recent years the prices of STGE systems have dropped significantly approaching those of 
conventional ones. Unlike the initial investment, the maintenance prices are lower in 
hydrogeothermal systems, about 50% in combined cooling and heating systems. The use of 
STGE in Serbia is not charged, once obtained licence for groundwater exploitation is renewed 
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every five years. Taking into account significant raising of prices of all kinds of fossil fuels, 
the economic cost-efficiency of this kind of heating is obvious.  

Besides, we should bear in mind the reduction of CO2
 emission into atmosphere. As Serbia 

has signed the Kyoto Protocol, via the system of “quota trade” compensation financial means 
are obtained on behalf of “preserved” thousand tonnes of CO2

 emission into atmosphere. The 
current Law on E nergetics introduces categories of privileged users, namely legal persons 
using renewable energy resources anticipating a set of benefits and facilities for them (tax free 
import of heat pumps, etc.). 
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Abstract: Geothermal energy is used for electric power generation and direct utilization in the United States.  
The present installed capacity (gross) for electric power generation is 3,087 MWe with about 2,024 MWe net 
delivering power to the gird producing approximately 16,600 GWh per year for a 94% net capacity factor.  
Geothermal electric power plants are located in Alaska, California, Hawaii, Idaho, Nevada, New Mexico, 
Oregon, Utah, Wyoming.  The direct utilization of geothermal energy including the heating of pools and spas, 
greenhouses and aquaculture facilities, space heating and district heating, snow melting, agricultural drying, 
industrial applications and ground-source heat pumps.  The installed capacity is approximately 12,610 MWt and 
the annual energy use is about 56,550 TJ or 15,700 GWh.  The largest application is ground-source (geothermal) 
heat pumps (84% of the energy use). The largest direct-use (excluding geothermal heat pumps) is fish farming 
(34%), spa and swimming pool heating (28%), and space and district heating (23%). The energy savings from 
all geothermal use is about 48.5 million barrels (7.3 million tonnes) of equivalent fuel oil per year and reduces 
air pollution by about 6.65 million tonnes of carbon annually (compared to fuel oil). 
 
Keywords: geothermal energy, electric power, direct-use, geothermal heat pumps 

1. Introduction 

Geothermal resources capable of supporting electrical generation and/or direct use projects 
are found primarily in the Western United States, where most of the recent volcanic and 
mountain building activity have occurred.  The San Andreas fault running through California 
from the Imperial Valley to the San Francisco area, and the subduction zone off coast of 
northern California, Oregon and Washington along with Cascade volcanism are the source of 
much of the geothermal activity in the United States.  However, geothermal (ground-source) 
heat pumps extend the utilization to all 50 states.  The total identified potential for electrical 
production is estimated at 21,000 MWe (above 150oC) and 42 EJ (between 90o and 150oC) of 
beneficial heat [1], and a recent estimate by the U.S. Geological Survey estimates a mean 
probability of electrical power generation from identified geothermal resources in12 western 
states during the next 30 years of 8,866 MWe, which would nearly triple the existing 
electrical capacity.  Currently, the geothermal electrical generation installed capacity is 3,048 
MWe (gross), 2,024 MWe (net), and the annual energy produced is 16,603 GWh/yr. 

Geothermal direct-use is currently estimated at 9,152 TJ/yr (2,542 GWh/yr) with an installed 
capacity of 611 MWt.  Geothermal heat pumps contribute 47,400 TJ/yr (13,167 GWh/yr) 
with an installed capacity of 12,000 MWt.  The total of all direct utilization in the United 
States is 56,552 TJ/yr (15,709 GWh/yr) with an installed capacity of 12,611 MWt.  A total of 
20 new direct-use projects have come on line over the past five years, but this increase has 
been partially offset with closing of one agricultural drying plant and two small district 
heating projects.  Geothermal heat pumps have seen the largest gain, growing at slightly over 
10 percent a years with installed units.   

This paper is based on material present at the World Geothermal Congress 2010, Bali, 
Indonesia [2]. 
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1.1. Summary of Electric Power Generation 
Even though the United States is the world leader in geothermal electric power generation, 
geothermal energy remains a small contributor to the electric power capacity and generation 
in the United States.  In 2009, geothermal plants constituted about 0.27 percent of the total 
operable power capacity, and those plants contributed an estimated 0.48 percent of the total 
generation.   

Since 2005 gross geothermal electrical production capacity has increased in the United States 
by approximately 500 MWe to a total an installed capacity of 3047.7 MWe and a net running 
capacity of 2,023.5 MWe due to derating of plants in The Geysers, producing 16,603.4 
GWh/yr for a gross capacity factor of 0.62 and a net of 0.94.  The low net value is due to 
plants, especially in The Geysers, operating in a load following mode rather than in a base 
load mode and due to a reduction in pressure and output of the steam field.  The geothermal 
electric power generation accounted for 4% of the total renewable based electricity 
consumption in the United States.  On a state level, geothermal electric generation is a major 
player in California and Nevada.  The period 1990-2004 also saw a reduction at The Geysers 
geothermal field in northern California from 1,875 to around 1,529 MWe installed capacity 
and 945 MWe running capacity.  Today, the installed capacity is 1584 MWe and 844 MWe 
running capacity.  This was due to the closing of four units and a reduction in the steam 
availability.  Some capacity has been restored due to the construction of two effluent 
pipelines, one from Clear Lake and the other from Santa Rosa,  that brings about 72,000 
tonnes of water per day (19 million gallons/day)  to The Geysers for injection.  This has 
restored an estimated 200 MWe of capacity to the field.   

1.2.  Summary of Direct Utilization 
Direct-use, other than geothermal heat pumps, has remained static with increases being 
balanced by closing of some facilities.  The main increases has been in expanding the Boise 
City District Heating System from 48 to 58 buildings; adding additional wells for space 
heating in Klamath Falls; expanding the snow melting system on the Oregon Institute of 
Technology campus from 316 m2 to 3,753 m2, increasing the amount of aquaculture product 
being produced, mainly Tilapia; starting two biodiesel plants; adding an absorption chiller for 
keeping the Ice Museum at Chena Hot Springs in Alaska intact during the summer months, 
and adding additional space heating to the Peppermill Casino in Reno.  Losses have been the 
closing of the district heating systems at the California Correctional Center (now using 
natural gas) and the New Mexico University heating system (due to difficulty with 
maintenance), and the closing of the Empire onion dehydration plant (due to competition with 
imported garlic from China) near Gerlach, Nevada.  

Geothermal heat pumps have seen the largest growth, increasing over the past five years from 
an estimated 600,000 to 1,000,000 equivalent 12 kW installed units.  The estimated 
installation rate is from 100,000 to 120,000 units per year, or about a 12 to 13 percent annual 
growth, with most of the growth taking place in the mid-western and eastern states.  A few 
states have tax rebate programs for geothermal heat pumps, and Congress has established a 
tax credit of 30% of costs up to $1,500 for installations.  Otherwise, there is little support for 
implementing direct-use projects.    
 
1.3. Enhanced (Engineered) Geothermal Systems 
Enhanced (Engineered) Geothermal Systems (EGS) is the current R&D interest of the U.S. 
Department of Energy, Office of Geothermal Technologies as part of a revived national 
geothermal program.  EGS includes the earlier hot dry rock technology, but now includes any 
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other method in which to improve geothermal reservoir performance.  EGS is associated with 
both magmatic and high heat producing crustal sources of geothermal energy commonly at 
depths of about 4 to 5 km to reach 200oC, but also having applications with normal gradient 
resources. However, EGC projects are currently at an early experimental demonstration stage. 
Several technological challenges need to be met for widespread efficient use of EGS.  The 
key technical and economic changes for EGS over the next two decades will be to achieve 
economic stimulation of multiple reservoirs with sufficient volumes to sustain long term 
production, with low flow impedance, limited short-circuiting fractures and manageable 
water loss [3].   

2. Production of Electricity 

The total geothermal electrical installed capacity at the beginning of 2010 was 3,048 MWe 
producing 16,603 GWh/yr from a running capacity of 2,024MWe.  A total of about 514 MWe 
has been installed in the last five years, amounting to a 20 percent increase or 3.7 percent 
annual increase.  

2.1. Installed and Future Capacity Update  
2.1.1. Alaska  
Alaska’s first geothermal power plant came online in 2006 in Chena Hot Springs. It is a small 
organic Rankine cycle (ORC) unit (250 kW gross) and produces electricity from the area’s 
low temperature (74oC) geothermal resource. Since coming online the power plant has added 
another 250 kW unit as well as a 280 kW unit, bringing total production capacity to 730 kW 
(gross).  

Alaska currently has 70 to 115 MW of planned geothermal production coming down the 
pipeline. Of projects with potential to come online, the Southwest Alaska Regional 
Geothermal Energy Project 25 MWe, is in an exploratory drilling and resource confirmation 
phase. Other notable projects are Tongass (20 MWe), Unalaska (10–50 MWe), Pilgrim Hot 
Springs (10 MWe), and Chena Hot Springs II (5-10 MWe). 
  
2.1.2. California  
Current geothermal electricity grossproduction capacity in California is approximately 2497 
MWe (1,627 MWe net). In 2010, 4.5% of California’s electricity generation came from 
geothermal power plants, amounting to a net total of 13,605 GWh. The 50 MW North 
Brawley facility is the state’s most recent geothermal power plant addition. Generally, 
geothermal power generation remains concentrated in California with the majority of 
production occurring at The Geysers in the north and Imperial Valley in the south.  
 
California has approximately 1,555 – 19,39 MWe of planned geothermal resource production 
in various stages of development. Production drilling and facility construction are underway 
at Western GeoPower Corp.’s Unit 1 (35 MWe) at the Geysers as well as CHAR, LLC’s 
Hudson Ranch I (49.9 MWe). Final permitting and PPA’s are being secured for Ormat 
Technologies East Brawley project (30 MWe), Calpine Corporations Buckeye-North Geysers 
(30 MWe) and Wildhorse-North Geysers (30 MWe) projects, and CalEnergy’s Black Rock 1, 
2, and 3 units (53 MWe each). 
 
2.1.3. Hawaii  
There is only one geothermal power plant in all of Hawaii. Located on the big island, the 
Puna Geothermal Venture facility has a 35 MWe nameplate capacity and delivers 25–35 
MWe of energy on a continuous basis and supplies 20% of the electricity needs of the big 
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island. Ormat is in the process of securing a PPA and final permitting for an 8 MWe 
expansion of its Puna project.  The 10 units consist of a flash steam plant with a binary 
bottoming cycle plant. 
 
2.1.4. Idaho  
Idaho’s first geothermal power plant, Raft River, came online in January 2008. Raft River is a 
binary plant that uses a 150oC resource and has a nameplate production capacity of 15.8 
MWe. Current net production output is between 10.5 and 11.5 MWe. US Geothermal is 
securing a PPA and final permitting for a 13 – 26 MWe expansion of the Raft River plant.  
 
Another geothermal company, Idatherm, is developing a number of projects throughout 
Idaho. Idatherm has begun exploratory drilling and resource confirmation operations for its 
Willow Springs project (100 MWe). It is also planning to develop its China Cap (100 MWe), 
Preston Area Project (50 MWe), and Sulfur Springs (25 – 50 MWe) resources but is still in 
the process of conducting initial exploratory drilling and securing rights to resource. Total 
potential geothermal production for Idaho is 238 to 326 MWe. 
 
2.1.5. Nevada  
In 2008 Nevada had 18 geothermal power plants with a total nameplate capacity of 333 MWe 
and with a total gross output of 10,791 MWh/yr. In 2009 Nevada increased its installed 
geothermal capacity with the addition of the Stillwater (ENEL, 47.3 MWe), Salt Wells 
(ENEL, 18.6 MWe), and the Blue Mountain “Faulkner 1” (Nevada Geothermal Power, 49.5 
MWe) power plants. Currently Nevada has more developing projects than any other state and 
it is expected that gross capacity will increase significantly in the future. The following 
companies have begun production drilling and facility construction at various project sites: 
Vulcan Power (Salt Wells, 175 – 245 MWe), Presco Energy (Rye Patch, 13 MWe), and US 
Geothermal (San Emidio “Repower” Project, 8.4 MWe), Ormat (Jersey Valley, 18 – 30 
MWe). Many other companies are in the process of securing PPA’s and final permitting for a 
number of projects and other companies are in the early exploratory stages of developing 
numerous geothermal resources. Nevada currently has 1,776 to 3,323 MW of geothermal 
capacity in development.    
 
2.1.6.  New Mexico  
In July 2008, a 0.24 MWe pilot installation project came online at Burgetts Greenhouses near 
Animas. The pilot installation is part of a larger project known as Lightning Dock that aims 
to bring a 20 MWe capacity geothermal power plant online in 2011.  
 
2.1.7. Oregon  
While there is only one small unit producing geothermal electricity, significant developments 
are forthcoming. The Oregon Institute of Technology (OIT) has installed a 280 kWe (gross) 
binary units and is currently producing power for use on campus – the first campus in the 
world to generate its own power from a resource directly under campus.  OIT has also 
completed production drilling of a 1,600-m deep well and will install a 1.2 MWe binary 
power unit by 2012 using the 93ºC resource at 158 L/s. Davenport Power, U.S. Renewables 
Group, and Riverstone are securing a PPA and final permitting for their 120 MWe Newberry 
Geothermal project as is Nevada Geothermal Power for its 40 – 60 MWe Crump Geyser 
project. U.S. Geothermal, Inc. successfully completed the drilling of its second full sized 
production well at Neil Hot Springs (20 – 26 MWe) in October 2009. Overall there are 317 to 
368 MWe of potential geothermal power capacity in planning in Oregon.   
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2.1.8. Utah  
Currently, Utah has three power plants online.  Unit 1 of the Blundell Plant has a gross 
capacity of 25 MWe and Unit 2 has a capacity of 11 MWe. Utah’s third power plant came 
online in December 2008 and was the first commercial power plant in the state in more than 
20 years.  The Thermo Hot Springs power plant, a Raser Techologies operation, came online 
in 2009 and has a gross capacity of 14 MWe and is expected to generate with a net capacity 
of approximately 10 MWe.  Shoshone Renaissance Geothermal Project. ENEL North 
America has begun exploratory drilling and resource confirmation operations at its Cove Fort 
(69 MWe) project site. Other companies have potential geothermal sites that are in the early 
stages of planning/development and overall Utah has 272 to 332 MWe of planned geothermal 
capacity for future production.  
 
2.1.9. Wyoming  
In August 2008, a 250 kWe Ormat organic Rankine cycle (ORC) power unit was installed at 
Rocky Mountain Oil Test Site (RMOTC) and a month later it began operating. As of January 
2009, the unit had produced more than 485 MWh of power from 413,000 tonnes of hot water 
annually.  The demonstration project is still in operation, and a United Technology 
Corporation 280 kWe plant is scheduled for operation in 2011.  During operation these plants 
will be an evaluation of how to reduce fluctuations of power and to generate more than 250 
kWe. 
 
3. Geothermal Direct Utilization 

3.1. Background 
Geothermal energy is estimated to currently supply for direct heat uses and geothermal 
(ground-source) heat pumps 56,552 TJ/yr (15,709 GWh/yr) of heat energy in the United 
States.  The corresponding installed capacity is 12,611 MWt.  Of these values, direct-use is 
9152 TJ/yr (2,542 GWh/yr) and 611 MWt, and geothermal heat pumps the remainder.  
 
Most of the direct use applications have remained constant or decreased slightly over the past 
five years; however geothermal heat pumps have increased significantly.  A total of 20 new 
projects have come on line in the past five years.  
 
3.2. Space Heating 
Space heating of individual buildings (estimated at over 2,000 in 17 states) is mainly 
concentrated in Klamath Falls, Oregon where about 600 shallow wells have been drilled to 
heat homes, apartment houses and businesses.  Most of these wells use downhole heat 
exchangers to supply heat to the buildings, thus, conserving the geothermal water [4]. A 
similar use of downhole heat exchangers is found in the Moana area of Reno, Nevada [5].  
Installed capacity is 140 MWt and annual energy use is 1361 TJ. 
 
3.3. District Heating 
There are 20 geothermal district-heating systems in the United States, most being limited to a 
few buildings.  The newest is a small project in northern California [6].  In this rural 
community of Canby, geothermal heat is used for heating buildings, a greenhouse, and most 
recently driers and washers in a laundry.  The city system in Boise, Idaho has added 10 
buildings to their system and will be extended to Boise State University next year. Klamath 
Falls system has expanded by adding a brewery and an additional greenhouse.  Installed 
capacity is 75 MWt and annual energy use is 773 TJ (215 GWh).   
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3.4.  Aquaculture Pond and Raceway Heating 
There are 51 aquaculture sites in 11 states using geothermal energy.  The largest 
concentration of this use is in the Imperial Valley in southern California and operations along 
the Snake River Plain in southern Idaho.  There is a report that some of the facilities in the 
Imperial Valley have closed, but reliable information is lacking.  A large facility at Kelly Hot 
Springs in northern California has been expanding and now produces slightly over half a 
million kg of tilapia annually.  Two unique aquaculture related projects are in operation in 
Idaho and Colorado – that of raising alligators [7].  Recent trends in the U.S. aquaculture 
industry have seen a decline in growth due to saturation of the market and competition from 
imports.  Installed capacity is 142 MWt and annual energy use is 3074 TJ (854 GWh).  
 
3.5. Greenhouse Heating 
 There are 44 greenhouse operations in nine states using geothermal energy.  These cover an 
area of about 45 ha, have an installed heat capacity of 97 MWt and an annual energy use of 
800 TJ/yr (222 GWh).  The main products raised are potted plants and cut flowers for local 
markets.  Some tree seedlings and vegetables are also grown in Oregon; however raising 
vegetable is normally not economically competitive with imports from Central America, 
unless they are organically grown.  One unusual greenhouse product, started recently, is 
spider mites grown on lima bean plants at Liskey Farms south of Klamath Falls, Oregon.  
They are grown for their eggs which are then shipped south as feed for predator mites, which 
in turn are sold to farms to eat spider mites – a complicated process, as the mites and eggs are 
almost microscopic in size and difficult to see [8]  
 
3.6. Industrial Applications and Agricultural Drying 
Industrial applications have increased significantly due to the addition of two biodiesel plants 
(Oregon and Nevada).  These plants primarily use geothermal energy for the distillation of 
waste grease from restaurants, but one also used canola oil.  Small industrial uses include 
clothes driers and washer installed in Canby, California, and a brewery using heat from the 
Klamath Falls district heating system for brewing beer and heating the building [9]. The main 
loss is the closing of an onion/garlic dehydration plant at Empire, Nevada due to competition 
with imported garlic from China.  The installed industrial capacity for these two applications 
is 40 MWt and the annual energy use 519 TJ/yr (144 GWh/yr) with nine facilities located in 
three states.  
 
3.7. Cooling and Snow Melting 
The two major uses of geothermal energy are for pavement snow melting, on the Oregon 
Institute of Technology (OIT) campus, and keeping the Aurora Ice Museum frozen year-
round at Chena Hot Springs, Alaska.  The installed capacity for this application is 4.8 MWt 
and the annual energy use is 68 TJ/yr (19 GWh/yr). 
 
3.8. Spas and Swimming Pools 
This is one of the more difficult applications to quantify and even to find all the actual sites, 
as most owners do not know their average and peak flow rates, as well as the inlet and outlet 
temperatures.  There are 242 facilities in 17 states, with an estimated installed capacity of 113 
MWt and annual energy use of 2,557 TJ/yr (711 GWh/yr).  
 
3.9. Geothermal (Ground-Source) Heat Pumps 
The number of installed geothermal heat pumps has steadily increased over the past 15 years 
with an estimated 100,000 to 120,000 equivalent 12 kWt units installed this past year.  
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Present estimates are that there are at least one million units installed, mainly in the mid-
western and eastern states.  The present estimates are that approximately 70% of the units are 
installed in residences and the remaining 30% in commercial and institutional buildings.  
Approximately 90% of the units are closed loop (ground-coupled) and the remaining open 
loop (water-source).  The estimated full load hours in heating mode is 2000/yr, and in cooling 
mode is 1000/yr.  The installation cost is estimated at US$6,000 per ton (US$ 1,715 per kW) 
for residential and US$7,000 per ton (US$2,000 per kW) for commercial.  The units are 
found in all 50 states and are growing 12 to 13% a year.  It is presently a US$2 to US$3 
billion annual industry.  The current installed capacity is 12,000 MWt and the annual energy 
use in the heating mode is 47,400 TJ/yr (13,168 GWh/yr).  The largest installation currently 
under construction is for Ball State University, Indiana where approximately 4,000 vertical 
loops are being installed to heat and cool over 40 buildings.   
 
3.10. Conclusions – Direct-Use 
The growth of direct use over the past five years is all due to the increased use of geothermal 
heat pumps, as traditional direct-use development has remained flat.  Unfortunately, there is 
little interest for direct-use at the federal level, as their interests are mainly in promoting and 
developing Enhanced (Engineered) Geothermal Systems (EGS) and co-produced systems 
using abandoned oil and gas wells.  There are few incentives for the traditional direct-use 
development, but as mentioned earlier, there are tax incentives for geothermal heat pumps at 
the federal level and in some states such as Oregon.  Since, most direct-use projects are small, 
there are few, if any, developers and/or investors who are interested in supporting these uses.  
 
4. Energy and Carbon Savings 

In total, the savings from present geothermal energy production in the U.S., both electricity 
and direct-use amounts to 48.5 million barrels (7.28 million tonnes) of fuel oil equivalent 
(TOE) per year, and reduces air pollution by 6.65 million tonnes of carbon annually.  CO2 
reduction is estimated at 18.8 million tonnes. 
 
5.  Comparison to Other Countries 

Based on data from the WGC2010 [10, 11], the following comparisons with the U.S. 
geothermal data are made: 
 
5.1 Worldwide Geothermal Electric Power Generation (5 leading countries, except USA) 
 
Country                        Installed capacity      Running capacity       Annual energy  
                                            (MWe)                   (MWe)                  produced (GWh/yr) 
Philippines                           1,904                      1,774                            10,311 
Indonesia                             1,197                      1,197                              9,600 
Mexico                                    958                         958                             7,047 
Italy                                        843                         843                              5,520 
New Zealand                         628                          628                              4,055  
World (24 countries)         10,715                          n/a                             67,246 
 
5.2  Worldwide Geothermal Direct Utilization (5 leading countries, (except USA.) 
 
Country                         Installed capacity          Annual energy           Principal use 
                                              (MWt)                produced (GWh/yr) 
China                                     8,898                         20,932              Bathing/district heating 
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Sweden                                 4,460                          12,585             Geothermal heat pumps 
Japan                                     2,100                            7,139              Bathing 
Turkey                                   2,084                          10,247              District heating 
Iceland                                  1,826                            6,768               District heating 
World (78 countries)           48,483                        117,778 
 
As can be calculated compared to the worldwide figures, the United States has 28.8% of the 
installed capacity, and 24.7% of the annual energy produced for electricity generation; and 
26.0% of the installed capacity, and 13.3% of the annual energy use.  The low annual energy 
direct-use percentage for the U.S. is due mainly to the large number of geothermal heat 
pumps, which have a low capacity factor. In terms of MWe and MWt, the USA is the leader. 
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Abstract: Chile has introduced sustainability goals in its electricity law in response to increased environmental 
awareness and the need to achieve higher levels of energy security. In northern Chile, the Atacama Desert has a 
large available surface with high radiation level, while the tectonic activity along the entire country testifies an 
ample yet unexploited geothermal resource. The novel concept of hybridizing a geothermal power plant with 
solar energy assistance is presented here for the particular conditions of Northern Chile. A thermodynamic 
model is developed to estimate the energy production in a hybrid power plant for two different configurations of 
solar resource use: adding peak power for a constant geothermal output, and saving geothermal resources for a 
constant power output. The thermodynamic model considers a single-flash geothermal plant with the addition of 
solar heat from a parabolic trough field. The solar heat is used to produce superheated steam and to produce 
additional saturated steam from the separator whenever possible. Results indicate that the energy produced by a 
geothermal well can be increased up to 11.6% and achieve savings of up to 10.3% in the use of geothermal 
resources by adding solar assistance when using the single flash geothermal technology. Moreover, the optimal 
mass flow rate of the geothermal plant is decreased when adding solar assistance. It is recommended to exploit 
solar energy together with geothermal energy wherever possible, to take advantage of each other's strengths and 
mutually eliminate weaknesses. 
 
Keywords: Concentrated solar power, Geothermal Power Plant, Hybrid, Chile 

1. Introduction 

Chile exhibits a large diversity of geographical features and climates which has a great impact 
on the availability of renewable energy sources and their proper assessment. The country has 
limited energy resources apart from hydroelectric capacity, with a negligible internal fossil 
fuel production, thus relies on fuel imports to meet its growing energy demand. Renewable 
energy sources in use by the country comprise only hydroelectricity and wood-based biomass, 
which combined, only account for 24% of primary energy consumption as of 2008, while 
non-renewable fossil fuels account for the remaining 76%. Primary energy (Ep) consumption 
has increased at a yearly rate of 5%, and it is projected to continue doing so as the country 
further develops [1]. The mechanism that is currently operating in Chile consists in the 
application of a mandatory renewable energy quota requiring a minimum of 5% of electricity 
generation starting in 2010 must come from renewable energy sources, excluding large scale 
hydroelectricity, with a gradual increase of the quota to reach a 10% in the electricity 
generation mix by 2024 [2]. Given the local distribution of renewable energy sources, 
northern Chile displays no potential whatsoever for hydroelectricity and biomass since the 
area is the driest desert in the world. Although there is considerable potential for solar and 
geothermal energy, none of them is currently contributing to the energy mix, mostly due to 
the high uncertainty and cost of geothermal exploration and the lack of proper solar radiation 
databases [3]. Here we propose to integrate both energy sources in a hybrid concept, in order 
to take advantage of each other strengths and eliminate possible weaknesses. Geothermal 
resources tend to supply saturated steam and thus are limited in temperature and efficiency, 
while solar resource is available in daily cycles unless thermal energy storage is used. The 
goal of the present study is to find the configuration of an hybrid power plant that result in the 
best combination of solar thermal and geothermal power cycles. The concept of harvesting 
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solar and geothermal energy together has been proposed in the literature [4, 5] although in 
those cases the solar energy is used to increase the dryness fraction of the geothermal brine. 
This approach has been demonstrated as flawed since it makes a less efficient use of the high-
exergy, high-cost solar heat. It has been showed previously that the best combination is to 
utilize the solar energy to increase the temperature of the geothermal fluid by superheating it, 
with the use of binary cycles also been proposed as a useful alternative for using low-enthalpy 
geothermal sources [6, 7]. In what follows, we will first describe a power plant configuration 
with an only-geothermal plant as base case, and then a model of hybridized plant for 
comparison purposes, aiming to improve the cycle’s thermal efficiency and to create 
synergies between the two energy sources. The results will compare the total electricity 
produced in a period, and the consumption of geothermal fluid which is related to well 
depletion. 
 
2. Power plant models 

This section presents the plant models under study, focusing on the thermodynamic cycles. 
First a base case of geothermal-only plant is presented, and then the hybrid Solar-geothermal 
plant is described. 

 
2.1. Geothermal base cycle 
The geothermal power plant model considered for this study consists on a single production 
well and the basic components of a single flash power plant: a steam separator, turbine, 
condenser, and re-injection well as shown in Fig. 1. We consider a demonstration plant which 
is fed by a single well reaching a nominal power of 3.974 MW. 
 

  
Fig. 1: Single flash plant and T-s diagram. 

 
Numbers in the plant schematic match those from the T-s diagram. The letters T, C, and G 
stand for turbine, condenser and generator respectively. The conditions at the reservoir are 
considered to remain constant, while the behavior of the production well is be assumed to 
follow the productivity curve given by the polynomial expression that relates the mass flow 
rate with the wellhead pressure [6]:  

 (1) 

This fixes the conditions at the cycle beginning. The well head pressure is selected by 
optimizing the output power as , where the index numbers matches 
those on Fig. 1; therefore, by fixing the working pressure of the condenser, i.e. the pressure at 
the turbine’s outlet, the geothermal power cycle is assumed completely determined. The 
condenser pressure used here is 0.01234 MPa, equivalent to a condensing temperature of 
50°C. For all cases, it is assumed that the reservoir is at a constant temperature of 250°C. The 
steam fraction after the separator is given by , and the specific power 
from the turbine is  where  stands for the enthalpy at the turbine outlet. If we 
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assume an ideal turbine, then we will have the ideal work produced by the turbine.  Thus, we 
define the isentropic efficiency as the fraction between the real work produced by the turbine 
and the ideal work at the same conditions, considering  as the isentropic enthalpy at the 
turbine outlet: 

  (2) 

The turbine efficiency is affected by the moisture level present in the steam during expansion. 
The larger the moisture present, the smaller is the turbine efficiency. This effect can be 
quantified using the Baumann’s rule [8] which proposes that a 1% increase in moisture causes 
roughly a 1% drop in turbine efficiency. Adopting this rule, the isentropic efficiency is given 
by: 

(3) 

Where  represents the turbine isentropic efficiency working with dry steam,  is the 
dryness fraction at the turbine inlet, assumed to be equal to one, and  is the dryness fraction 
at the turbine outlet. It is assumed that the turbine isentropic efficiency for dry steam is 
constant and equal to 85%. The dryness fraction at the turbine outlet is calculated as: 

 (4) 

Where  and  are the enthalpies of saturated liquid and saturated vapor at the condenser 
pressure. As the dryness fraction at the turbine outlet depends on the isentropic efficiency, 
Eqs. (1) to (3) need to be solved simultaneously in order to determinate h5 and therefore the 
specific power produced by the turbine. The mechanical power produced by the turbine is 
then calculated as  The model considers that the generator efficiency is 
equal to 1, and that the parasitic loads are negligible. Finally, the heat rejected by the 
condenser after the turbine expansion is given by: 

 

With this the geothermal base cycle is defined and can be solved in order to obtain the steady-
state power production. 

 
2.2. Solar Field Modeling. 
The solar field for the hybrid power plant is composed of parabolic trough collectors. The 
solar field sizing considers monthly means of solar radiation and the thermal energy demand. 
This demand depends on the characteristic of the thermodynamic cycle for each hybrid power 
plant configuration, depending on steam mass flow rate and the desired maximum 
temperature of the superheated steam being produced with solar heat. Once the thermal 
energy demand is determined, the field is sized for satisfying the demand by using a day 
modeled with the annual average radiation, which in northern Chile is within 20% of the 
annual maximum value. The sizing procedure includes an energy balance in which the 
collector area is determined as to ensure that the maximum desired temperature of the 
superheated steam is met after it passes through the heat exchanger system. The model utilizes 
Therminol VP1 as the solar field heat transfer fluid (HTF); its properties are obtained from the 
manufacturer, assuming a maximum working temperature of 400 °C [9]. Heat losses in the 
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receiver element are modeled based on correlations proposed by NREL [10] as a function of 
the temperature difference between HTF and the environment: 

 

A counter flow heat exchanger is used, considering an effectiveness of 95%. The energy 
balance in the heat exchanger is given by: 

 

Where  is the heat exchanger effectiveness,  is the HTF mass flow rate, CpVP1 is 
the HTF heat capacity, TD is the hot HTF temperature, TC is the cold HTF temperature,  
is the water or steam mass flow rate, is the steam heat capacity, TA is the sold steam 
temperature, and TB is the hot steam temperature. Once the parabolic trough array is sized, it 
is possible to simulate the operating conditions for each hour of the year by using hourly solar 
radiation data. The solar field works in a similar way for all cases, varying the mass flow rate 
of the HTF to keep the outlet temperature constant at the design temperature independent of 
the actual radiation value. If the solar radiation in a given hour is higher than the design 
radiation, then it will have a HTF mass flow rate greater than the designed and vice 
versa. When solar energy exceeds the design value, the extra energy is used to increase the 
brine dryness factor. 
 
2.3. Hybrid Power Plant 
The hybrid Solar-Geothermal power plant consists of a geothermal power plant with 
assistance from a solar field. Two main scenarios for power production are used; the first aims 
to produce as much energy as possible without altering the basic operation of the geothermal 
component of the system, keeping the geothermal optimal mass flow rate from the reservoir 
fixed and producing extra power as function of solar radiation availability. The second 
scenario intends to keep the power production constant by reducing the geothermal mass flow 
rate while supplying extra heat from the solar field. The basic premise here is that saving 
geothermal fluid could result in extended well and reservoir lifetime, and as a result, decrease 
make up drilling costs without compromising the energy output rate. The input data are the 
geothermal well production curve and the solar radiation available (as in Eq. 1), and the 
prevailing climatic conditions at the chosen plant location. The solar radiation is obtained 
from pyranometer data available for the general area of Calama (22° 2S, 68° 5 W). 
 

 
Fig. 2: Single flash Solar-Geothermal plant and T-s diagram. 

 
2.3.1. Hybrid Solar-Geothermal, Scenario 1 
A single-flash geothermal power plant is considered, with solar superheating after the 
separator. This scenario aims to increase production of the plant during the daylight hours 
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when electricity demand is higher and radiation is available. The geothermal well is kept 
working at constant mass flow rate, while solar thermal energy is added to increase output 
power. In this case, a superheating temperature of  is reached according with the 
thermodynamic conditions. With this temperature, using the radiation data for Calama and 
assuming an environment temperature of 15 °C, a solar field total aperture area of 4760 m2 is 
obtained. If the solar radiation is higher than the design radiation (which is used to size the 
solar field as previously explained), then the excess is used to evaporate part of the saturated 
liquid stream from the separator and thus increase the main steam flow. If the solar radiation 
is lower than the design radiation, point 4a in the T-s diagram does not reach the maximum 
temperature, but it is instead located closer to point 4. In the limit with no solar radiation 
available, points 4 and 4a merge and fall in the saturated steam line. When point 4a is below 
the maximum temperature, expansion within the turbine will occur in two stages; the first is 
an expansion of superheated steam where the turbine isentropic efficiency is not affected by 
moisture, and a second stage where the expansion falls into the saturated steam zone, with 
moisture causing the turbine efficiency to be reduced according to the Baumann´s rule [8]. 
 
2.3.2. Hybrid Solar-Geothermal, Scenario 2 
The second scenario aims to study a possible configuration that could reduce geothermal 
steam consumption and thus extend both well and reservoir life cycle. This can be achieved 
by replacing geothermal energy by solar energy when it is available, reducing the mass flow 
rate of geothermal fluid from the reservoir, and then using solar energy to compensate for the 
missing power by keeping the output power equal to the one obtained in the base scenario. 
The solar field sizing is done by fixing the turbine output at a value of 3.974 MW (equal to 
the base case, geothermal-only power plant), and then assuming that the design solar radiation 
is completely available. For this power output, the production curve of Eq. (1) indicates that 
the lowest extraction pressure is 0.9022 MPa, which results in a steam mass flow rate of 30.25 
kg/s from the well, yielding 5.1 kg/s of saturated steam after the separator. The maximum 
steam temperature is limited to 400 °C, due to the HTF working range. This requires a power 
of 2505 kW in the heat exchanger number one (HX1, as in Fig. 3) and then a reheating step to 
take the steam back to 400 °C in the HX2 in order to deliver the 533.7 kW that are needed to 
reach the base case output power. This gives a total solar contribution of 3038 kW for the 
design conditions, resulting in a solar field collection area of 3685 m2 in this scenario. 

 
Fig. 3: Single flash Solar-Geothermal plant with reheating and T-s diagram. 

 
An iterative process for the geothermal fluid mass flow rate is performed in order to 
determinate the thermodynamic states in the power plant model in an hourly basis during a 1-
year period. The starting point is a given mass flow rate, which is reduced according to the 
available solar radiation. A decrease in the well mass flow rate results in a pressure increase at 
the separator inlet, thus allowing the superheating pressure value to be established. Solving 
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for the base case output power gives the amount of reheating needed. Again, the procedure is 
repeated in an hourly basis for the entire 1-year period. 

3. Results 

The main results obtained in this study are the hourly energy production of the base 
geothermal-only and the two scenarios of the Solar-Geothermal hybrid power plant, which 
can be integrated in a 1-year period to obtain the annual energy production of each plant.  

 
3.1. Base Case 
The first results correspond to the base case, a geothermal-only plant. By solving the 
equations that represent the thermodynamic cycle in Fig. 2 for a geothermal power plant, it is 
possible to obtain the optimum mass flow rate from the reservoir and the pressure at which 
the separator operates, thus achieving the maximum possible power output. The output power 
is 3974 kW, the total mass flow rate is 42.22 kg/s, the separator pressure is 0.2897 MPa, the 
energy produced for the entire year assuming a plant factor of 100% is 34.81 GWh, and the 
amount of extracted geothermal fluid in a year is 1331500 Tons, parameters which are 
established as the base case for our comparisons, corresponding to a plant that operates with a 
single well for a 3.974 MW power output. 
 
3.2. Hybrid Solar-Geothermal, Scenario 1: Increased production 
Even though the Chilean Desert offers a large number of clear days throughout the year, the 
daily radiation is subject to hourly variability as can be seen in days 1, 2, 5, and 9 of the 10-
day sequence in Fig. 4. The different peaks in power output allow the plant to produce as 
much as 5.5 MW, an increase of more than 30% from the base power output. It can be seen 
that this scenario results in an annual increase of 11.36% on the total energy produced by the 
plant respect to the base case. An additional advantage of this configuration is that there is no 
need to regulate the mass flow rate of geothermal fluid from the reservoir, thus resulting in a 
much simpler plant operation scheme. However, the daily output power profile, where this 
scenario displays daily power production peaks make the power production variable and not 
easy to predict, which constitutes a disadvantage in terms of power dispatchability. Even 
though the difference between daily maximum and minimum varies only around 20%, the 
power curve is not as attractive as a flat curve. A positive point for these power production 
profiles is that, in general, the output power peak takes place during peak demand hours, thus 
resulting in highest spot prices that make this option attractive. The abnormality shown 
February is due to the altiplanic winter effect, where cloudy periods are present caused by the 
Amazonia wet season. 
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Fig. 4: Daily output power and monthly energy added, Solar-Geothermal plant Scenario 1. 
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3.3. Hybrid Solar-Geothermal, Scenario 2: Geothermal fluid savings 
In this scenario the goal is to produce the same amount of energy as in the base case, by 
reducing the mass flow rate of geothermal fluid according to the availability of solar radiation, 
thus using solar heat to compensate for the reduced steam flow while maintaining the power 
output constant. Fig. 5 shows the power production profile for the same 10-day sequence as in 
Fig. 4, this time for the conditions corresponding to Scenario 2. The power production 
remains flat at a 3.974 MW value. The geothermal contribution, however, decreases as solar 
radiation becomes available. A significant reduction of 10.36% in geothermal fluid mass flow 
rate can be achieved for this particular conditions, which might translate into longer well and 
reservoir life, thus reducing the cost of exploring and drilling for new wells to replace those 
already depleted. An additional benefit is given by the flat power production profile, which 
makes this plant configuration attractive for sales contracts as is able to supply base load to 
the Chilean grid. This plant configuration also requires the smallest solar field sizes, due to 
the reduced solar heat required and the improved thermodynamic efficiency obtained in this 
scenario. The reduction of mass flow rate from the producing well implies a higher working 
pressure as per Eq. (1); adding this to the increased steam temperature achieved by the solar-
superheated steam increases the efficiency of the thermodynamic cycle. Fig. 5 also displays 
the monthly total energy produced during a 1-year period. It can be seen that the solar 
contribution in this scenario is larger than that of scenario 1, thus effectively operating with an 
increased solar fraction.  
 

  
Fig. 5: Daily output power produced by the Solar-Geothermal plant, Scenario 2. 

4. Conclusions 

Chile faces several energy challenges as a country which is a net energy importer. The 
country exhibits ample potential for both solar and geothermal energy. Considering the 
variability of solar energy and the limitations that the use of saturated steam poses to 
geothermal energy, it is proposed to combine both energy sources into an hybrid power plant 
concept, with the general goal of taking advantage of each other strengths and mitigate their 
weaknesses. The hybrid Solar-Geothermal power plant models being presented consider a 
single flash geothermal plant with the addition of a parabolic trough collector solar field used 
for steam superheating. In this way the hybrid plant increases its maximum operating 
temperature and operates with superheated steam expansion in the turbine, as opposed to 
saturated steam expansion in the original, geothermal-only plant. Simulations of the plant 
operation in 1-year periods are performed based on hourly databases of available solar 
radiation for Northern Chile. Two different scenarios are proposed. The first allows the solar 
heat to increase the power production from the base case geothermal plant, while the second 
maintains a constant power output, instead utilizing the solar heat to reduce the geothermal 
fluid mass flow rate. It is found by the authors that the first scenario allows producing as 
much as 12% more energy than the base case due to the use of solar energy, producing an 
output power profile with daily peaks following the daily solar radiation availability. These 
power production peaks coincide with the peak energy demand hours, thus allowing the sale 

1287



of electricity at a larger price in the spot market. The main advantage of this generation 
scheme is the simplicity of its operation, where geothermal components operate the same way 
they do in a conventional geothermal power plant, allowing the solar radiation to add a 
contribution whenever available. The second scenario intends to use the available solar 
radiation as a way to save geothermal fluid mass flow rate. The basic premise is that reducing 
the well mass flow can result in an extended well and reservoir life, thus saving on 
exploration and perforation costs. This scenario produces a flat power output profile and 
therefore the same amount of energy produced than the geothermal-only base case, with lower 
geothermal fluid utilization. Reductions of more than 10% of geothermal fluid utilization 
were achieved when comparing to the base case. The operation of a power plant under this 
scenario requires constant monitoring of the well mass flow rate according to the availability 
of thermal energy coming from the solar field, which in practice is complex and has never 
been done before. It is also not known at the present time if the geothermal reservoir can be 
managed in such a way. The geothermal solar hybrid concept represents an interesting 
prospect for the Chilean electricity market, with the potential of providing base load energy 
with a high capacity factor from emissions-free and environmentally friendly sources. Further 
analyses are being performed for developing an economic model and assess in more detail the 
feasibility of this concept 
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Abstract: The lithium-ion battery is one of the most promising technologies for energy storage in many recent 
and emerging applications. However, the cost of lithium-ion batteries limits their penetration in the public 
market. Energy input is a significant cost driver for lithium batteries due to both the electrical and thermal energy 
required in the production process. The drying process requires 45~57% of the energy consumption of the 
production process according to a model presented in this paper. The model is used as a base for quantifying the 
energy and temperatures at each step, as replacing  electric energy with thermal energy is considered. In Iceland, 
it is possible to use geothermal steam as a thermal resource in the drying process. The most feasible type of dryer 
and heating method for lithium batteries would be a tray dryer (batch) using a conduction heating method under 
vacuum operation. Replacing conventional heat sources with heat from geothermal steam in Iceland, we can 
lower the energy cost to 0.008USD/Ah from 0.13USD/Ah based on average European energy prices. The energy 
expenditure after 15 years operation could be close to 2% of total expenditure using this renewable resource, 
down from 12~15% in other European countries. According to our profitability model, the internal rate of return 
of this project will increase from 11% to 23% by replacing the energy source.  The impact on carbon emissions 
amounts to 393.4-215.1g/Ah lower releases of CO2 per year, which is only 2-5 % of carbon emissions related to 
battery production using traditional energy sources. 
 
Keywords: Lithium ion battery, Geothermal energy, Energy cost, Carbon emission 

1. Introduction 

The exponential growth in the use of portable electronic devices and electric vehicles has 
created enormous interest in inexpensive, compact, light-weight batteries offering high energy 
density. Clearly, the lithium-ion battery is one of the most appealing technologies to satisfy 
this need. It is estimated that the global market for lithium-ion batteries could grow from $877 
million in 2010 to $8 billion by 2015[1]. However, cost limits their penetration in the global 
market. Energy is a significant cost driver for lithium batteries as both electrical and thermal 
energy is required in the raw materials processing and battery manufacturing and assembly. 
As energy use is significant in the process, the sustainability of the energy source influences 
the overall carbon footprint for the battery production. Iceland offers a number of potential 
avenues for cost and carbon emissions reductions in the manufacturing process, due to readily 
available medium grade thermal energy from geothermal or industrial sources, access to 
inexpensive renewable electricity, and a skilled workforce. The purpose of this paper is to 
quantify the economic advantages and carbon emission reductions to be gained by locating a 
lithium iron phosphate (LiFePO4) factory in Iceland close to geothermal heat sources, versus 
sites in other locations where fossil sources of energy must be used. Furthermore, we will also 
present the sensitivity of profitability to energy cost.  
 
2. Methodology 

The presented work consists of three main tasks: 1) Collection of relevant data and 
information. 2) Estimation of energy consumption and temperature levels at various steps in 
the production process and 3) Assessment of profitability and impact on carbon emissions. 
Firstly, the literature review, including interview data, provides us with information to draw a 
complete production process map of the lithium iron phosphate battery manufacturing 
process.  Unfortunately, detailed energy consumption data from each step in the lithium 
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battery production is not readily available from factories due to confidentiality reasons in this 
competitive market. Consequently, we build a theoretical energy consumption model for the 
drying process based on the thermal  
properties and moisture content of materials in the batteries, basic physical formulas, and 
industrial experience. There are some uncertainties in this model, as energy efficiency, and 
heat loss, are based on educated 
assumptions. The results from the 
model are therefore not data from 
an actual factory, but should be 
informative none the less. In 
reality, it could be lower or higher 
depending on de sign of industrial 
equipment components. For the 
profitability assessment, common 
standards of estimating the profit of 
an investment, for example, net 
present value (NPV) and the 
internal rate of return (IRR) are 
applied. Consequently, we build a 
comprehensive profitability 
assessment model for building a 
new lithium iron phosphate battery 
factory in Iceland. Most cost data are obtained directly from suppliers or publicly available 
information. The main assumptions are listed in Table 2.1. In the model, we make several 
financial assumptions, such as interest rate, capital structure and discount rate of based on 
current conditions in Iceland. The profitability calculation and Monte Carlo analysis are 
performed by Microsoft Excel plug in with @Risk5.7.  
 
3. Energy consumption of Lithium Iron Phosphate battery production process 

3.1. Energy consumption of entire process 
Energy consumption in lithium iron battery production is not openly available information 
from this emerging industry. Lifecycle analysis of lithium iron battery by Mats Zackrisson 
and Lars Avellán in 2010 claims that the total energy consumption corresponds to 11.7 kWh 
electricity and 8.8 kWh of thermal energy 
from natural gas per kg lithium-ion 
battery [2]. This corresponds to an energy 
consumption for 1Ah battery of 
approximately 0.68KWh, assuming that 
one kg lithium-ion provides 30Ah 
capacity of battery. In addition, energy 
consumption data were obtained from 
Matti Nuutinen, who reported data from a 
Chinese lithium iron phosphate battery 
factory and for European Batteries Oy[3]. 
In this report, Nuutinen shows that 
5000kw electric power is required to 
produce 80MAh battery per year. This equates to energy consumption for producing 1Ah 
battery is approximately 0.54KWh. Based on t hese sources the energy consumption could 
range from 0.54 to 0.68 KWh/Ah according to our investigation. 
 

Items Value 
Interest rate of loan 12%  
Sale price  1.44 (USD/Ah) with 3% 

annual decreasing trend 
Raw material price 0.69 (USD/Ah) with 2.75% 

annual decreasing trend 
Initial investment 9612 million ISK 
Discount Rate 15% 
Capital structure 70% loan, 30% equity 
Exchange rate 156 (ISK/Euro) 

112 (ISK/USD) 
Salary for workers 
 

Iceland: 238,000 (ISK/Month)  
Germany: 1944 (€/Month)  

Figure 3-1 Production process map of Part 1 

Table 2-1 Main assumptions of profitability model 
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3.2. Production process map 
In general, our analysis of the lithium iron battery production process starts with the various 
raw materials and components from suppliers. The overall process can be divided into two 
parts:  preparation of electrodes and cells assembly.  Fig 3-1 shows the main steps in first part 
of the production process. In first part, the first step is to mix anode and cathode powders with 
solvent and binder, coat them on t he respective foils, and dry them in the vacuum oven at 
around 120˚C for 8 hours. Traditionally the heat applied at each of the drying steps is obtained 
by electric heating. However, since the temperature needed in the vacuum oven is relatively 
low, we might be able to replace electric heating with heat exchangers using geothermal 
steam as a thermal source. After this drying step the electrode disks would be cut into suitable 
sizes and compressed thinner by automatic machines. At this stage, the individual electrode is 
ready for assembly.  
 
Fig 3-2 shows the second part, which 
is to assemble the various 
components, such as the separators, 
internal circuits, anodes and cathode 
altogether. In this step, the electrodes 
can be stacked and clamped first and 
put into a metal packing case. 
Afterwards, the battery cells are 
placed in the core drying machines. 
The purpose of this step is to remove 
the remaining moisture from 

electrodes completely. This is the most 
energy intensive step of the whole 
process. In principle it would seem feasible to accelerate this drying step by increasing the 
temperature in the oven. However, the melting point of the binder (PVDF) is around 170°C, 
so the temperature in the vacuum oven must be kept below 170°C. As an alternative the 
process is accelerated by lowering the pressure in the oven in order to efficiently remove the 
vapor formed.  Thereby the boiling point of water and solvent is decreased in order to shorten 
the drying process. In the end, the moisture content rate in the electrodes is reduced to 
500ppm [4]. After the core drying process, the electrolyte is injected into cell and it is sealed 
completely. Since the electrodes are very sensitive to moisture, those processes are usually 
operated in a room, where the humidity is kept at an acceptable level. In principle, the battery 
pack is ready for use at this stage. However, most producers test their products several times 
in order to ensure its performance and collect data before shipping the product to consumers.  

 
3.3. Energy consumption of the drying process 
Through production analysis, the approximate energy consumption figure has been already 
addressed in the previous text. But, we need to know the energy consumption of the drying 
process, if we want to consider alternative energy resources for the drying process. 
Consequently, we build a theoretical calculation model. It is not perfect, but a reasonable 
approach to figure out the approximate energy consumption of the drying process. The first 
step of building an energy consumption model of drying is to collect the weight percentage 
and thermal properties of component materials. Table 3-1, shows the physical thermal 
properties of each material in the lithium iron battery.  
 

Figure 3-2 Production process map of Part 2 
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Table 3-1 Physical properties of component material 
Information of 1 kg lithium iron battery component material 

Cathode 
Composition 

Weight (g) Heat capacity  Others 

LiFePO4 422 g [2]  Cv: 0.9 J/g-K [2] Melting point: 223°C  
Al foil 19 g [2] CP(25°C) 0.89  J/g-K Melting point: 660.3°C  

Carbon black 27 g [2] CP(25°C): 0.71 J/g-K Melting point: 3500°C  

Binder (PVDF) 28 g [2] Cv: 1.9J/g-K [5] Melting point: 170 °C  

 
NMP solvent 

Initial: 244.2 g 
Outlet: 10g[6] 

Cv: 1.76 J/g-K [7] Boiling point: 202°C 
Heat of vaporization, 
20°C: 550.5 KJ/g [6] 

Anode 
Composition 

   

Graphite 169 g [2] CP(25°C): 0.71 J/g-K  Melting point: 3500°C  

Cu foil 46 g [2] Cp(25°C): 0.385 J/g-K  Melting point: 1084.6°C  

 
NMP solvent 

Initial: 116.2 g  
Outlet: 4.8g [6] 

Cv: 1.76 J/g-K [7] 
 

Boiling point: 202°C 
Heat of vaporization, 
20°C: 550.5 KJ/g [6] 

Total moisture  Initial: 4.5g 
Outlet: 0.5g [4] 

 

Cv (25°C): 4.18 J/g-K 
Cv(100°C, steam): 

2.08  

Evaporation energy: 2270 
KJ/g)  

 
The model predicts how much thermal energy we need in order to remove the moisture and 
NMP from the electrodes. It is accompanied with the increasing temperature of other 
materials and some heat lost to environmental. The thermal energy consumption of the drying 
process calculation could be divided into two parts. (1) The energy for increasing the 
temperature of all component materials. (2) The energy for evaporating the moisture and 
NMP away from the feedstock. Through the thermal properties and some basic physical 
formulas, we obtain theoretical results for both parts respectively. And then, we take the 
empirical energy efficiency of the vacuum dryer into account to get more realistic data. The 
energy required for heating the materials to the dryer temperature would is 128.62kJ/kg. The 
second part is the energy consumption of evaporation. It dominates the energy consumption 
of drying process. The overall energy consumption of evaporation is 198197.8kJ/kg. The key 
factors in this calculation are the initial weight and outlet weight of moisture because the heat 
of evaporation of water and solvent dominates as compared to the sensible heat.  However, 
the energy efficiency is not 100%. Based on the literature we assume that the energy 
efficiency of the vacuum dryer is 0.6 according to the Handbook of Industrial Drying [8]. In 
this case, the practical energy consumption would be 0.186/0.6 = 0.26 KWh/Ah. As a 
consequence the energy required is approximately 0.31 KWh thermal to dry 1Ah of lithium 
iron phosphate battery. This number does not include the electricity for vacuum machines and 
drying rooms, which are also part of the drying system. It only focuses on the thermal energy 
that can be replaced by geothermal steam. According to the energy consumption data in 
previous research, the whole energy consumption of producing 1Ah lithium battery would 
raised from 0.54~0.68 KWh. Based on this information 45~57% of the energy consumed by 
the process can be replaced by an alternative thermal source.  
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3.4. Alternative drying technology 
The volatile components targeted in 
drying are moisture and organic 
solvent (NMP) that are a part of the 
cathode or anode paste. The oven 
provides thermal energy to the 
feedstock continuously by con-
vection, conduction or radiation in 
order to remove the targeted 
compounds from the battery 
components. In Iceland, geothermal 
power plants are typically operated 
with steam at 10-12 bar, but in some 
cases, a higher pressure up to 18 bar 
is applied. In this case we consider 
Reykjanes as a location due to the 
power plants proximity to a harbor 
and a d eveloped industrial area, so 
geothermal steam at 18 bar 207°C is used as a thermal resource for the analysis. However a 
resource at 9 bar and 173°C, which would be more widely available, is quite sufficient for this 
process. As the factory is located close to the geothermal power plant, steam from two-phase 
separators could be applied directly. The power company, Hitaveita Sudurnesja, has offered 
20 bar steam to other customers at 4USD/ton and 6 ba r at 3 U SD/ton in 1995[10]. As a 
comparison a diatomite processing plant at Lake Myvatn that was in operation until 2004 paid 
1 USD/ton for geothermal steam. In this model, a steam price of 4 USD/ton is assumed. In 
reality, this price highly depends on the negotiation with power companies. The optimal dryer 
technology for lithium ion battery production is a tray dryer (batch) using conduction heating 
method under vacuum conditions. Although the geothermal steam from well contains some 
deleterious materials, most of them would be contained within the liquid phase in the 
separators. Thus, we would be able to fill the geothermal steam into the entire cavity of 
shelves directly. As you can see in Fig 3-3, while the feedstock is placed on the shelves, the 
thermal energy is transferred to products by conduction. In addition to the conduction, it also 
could be combined with irradiative heating in order to accelerate the drying rate. We assume 
the new type of dryers will cost 20% more than normal electric dryers. As the cost of dryers is 
only 14% of production lines, it does not affect the overall cost of production significantly.  
 
4.  Reduction in carbon emissions 

From the data shown in Table 3-2, we can see that the energy structure of each country has 
different features. Based on that data, the average emission from electricity generation for 
each energy profile is calculated.  If we build a lithium iron phosphate battery production 
facility with 10MW power requirement in other countries, it will emit 36247~64771 tons of 
CO2 per year depending on t he country’s electric energy production profile. In Iceland, 
approximate 50% of energy consumption is still electricity, which emits 23.5 g/KWh CO2 on 
average [11]. The rest of the energy consumption will be replaced by geothermal steam, 
which emits 18g/KWh CO2 in this case. Thus, the total CO2 emission in Iceland would be 
around 1818 tons of CO2 per year.  In summary, this project in Iceland has 393.4-215.1 g/Ah 
lower CO2 emission advantage compare to other countries. However, we have to put it in 
mind that most of carbon dioxide is emitted naturally from geothermal area in Iceland. The 

Figure 3-3 Schematic model of vacuum oven could use 
working fluid as thermal resource [9]  
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emission from geothermal plants is already part of CO2 cycle, no new CO2 is being produced 
as is in the case of fossil fuel. 
 
Table 4-1 Comparison of carbon emission for Li-ion factories with 10MW power requirement located 
in different countries [12].  

 

5. Profitability assessment                                                                 

We built a comprehensive model containing cost analysis, investment, operation, cash flow, 
profitability and sensitivity analysis in order to estimate the profitability of building a lithium 
iron phosphate battery factory using renewable energy in Iceland.  We calculate NPV and IRR 
based on the current cost data on the market and some financial assumptions. The main results 
of this model are presented in the following text. 
 
5.1.1. Net present value 
Fig 5-1 shows that the NPV of 
total cash flow (for loan and 
equity) with 15% discount rate 
is 48.16 m illion USD after 15 
years operation time. Also, NPV 
net cash flow (only for equity) 
with 15% discount rate is 52.57 
million USD. The value of NPV 
of total cash flow and net cash 
flow take 9 and 8 years to turn 
positive, respectively. From the 
point of view of NPV, it seems a 
reasonably profitable business in 
Iceland. Building the factory at 
another location in Europe with 
similar operating environment, the accumulated net present value might turn negative due to 
much higher prices of industrial electricity. Applying European electric prices, the 
accumulated NPV of net cash flow will be -20.6 million USD, as shown in Fig 5-1.  Other 
cost contribution might vary slightly depending on location but it is  observed that energy 
price significantly affects net present value. The energy price will play more substantial part 
of the total variable as raw material prices are predicted to fall in the next 10 years.  

Various 
Resource 

Average CO2 
emission (g/kwh) 

China 
 

USA 
 

Germany 
 

Japan 
 

Renewable 50 0.4% 2.8% 11.6% 2.7% 
Oil 400 0.6% 1.3% 1.4% 12.8% 
Gas 430 0.9% 20.9% 13.7% 26.1% 

Nuclear 6 1.9% 19.2% 23.3% 23.8% 
Hydro 4 16.9% 6.4% 4.2% 7.7% 
Coal 925 79% 49% 45.6% 26.6% 
Total  100% 100% 100% 100% 

Average CO2 emission from 
electricity (g/kwh) 738.9 552.1 494.2 413.51 

Total emission from this project 
per year (87.66 GWh) 64771.9 48402.3 43321.5 36247.4 

Figure 5-1 Accumulated NPV comparison between Iceland 
and other European countries. 
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5.1.2. Internal rate of return 
In terms of internal rate of 
return, it is  used in capital 
budgeting to measure and 
compare the profitability of the 
investment. Fig 5-2 shows the 
internal return rate of total cash 
flow and net cash flow in 
Iceland is 22% and 27%, 
respectively. On the other side, 
the internal return rate of total 
cash flow and net cash flow in 
Europe is 11% and 12%, 
respectively. Although there is 
some risk and uncertainty in this 
project, IRR is higher than the cost of capital in the normal situation in Iceland. To compare to 
a common investment, it has a relatively high internal rate of return based on the assumption. 
However, 11~12% of IRR is a normal and acceptable result for an investment project in other 
European countries.  
 
6. Conclusion  

With the anticipated reduction in material cost for Lithium-ion batteries, the energy cost for 
battery production will play a more important role in the overall cost of lithium ion batteries. 
According to our investigation, the energy consumption could range from 0.54 t o 0.68 
KWh/Ah depending on the factory’s design and production process. Although we did not get 
access to first-hand energy consumption data of each step from factories directly, we can infer 
that the main energy consumption steps in the procedure are drying room, vacuum dryers, and 
testing equipment from our production process analysis, and create a process model. In 
locations with access to geothermal heat, such as Iceland, it is possible to replace the 
electricity used as a heat source for the drying processes by geothermal steam, reducing 
energy cost in combination with reasonably priced electricity. According to the model, the 
energy consumption of removing the moisture content in 1 Ah battery is 0.31 KWh, which is 
around half of the total energy consumption. The variable energy cost in Iceland could be 
reduced to 0.012 USD/Ah (0.007 USD for electricity; 0.005 for geothermal steam) if 
geothermal steam is used for drying. In this study Reykjanes in Iceland is considered as a 
location so geothermal steam at 18 bar 207°C is used as it is the available resource from an 
existing geothermal power plant. However a resource at 9 bar and 173°C, which would be 
more widely available, is quite sufficient for this process. In this case, the ideal type of dryer 
and heating method for lithium batteries would be a tray dryer. A profitability model was built 
using current cost data based on operating environment in Iceland. According to this model, 
the accumulated NPV for equity with a 15% discount rate is 52.5 million USD and internal 
rate of return is 27%. On the other hand, if we move the factory to other European countries 
with higher energy price (0.18€ /KWh[13]) and the same cost assumption, the NPV for equity 
will fall down to -20.6 million USD. The internal rate of return will fall from 27% to 11%. 
Moreover, with current feedstock prices the energy cost is estimated to be 1% with the 
Icelandic cost structure, while it would amount to 12~15% in other European countries based 
on average energy prices. The lower energy cost in Iceland results in an NPV less sensitive to 
fluctuation of energy prices. The geothermal resource seems to have a great economic 
advantage for lithium ion battery production due to lower energy prices, whether it is electric 

Figure 5-2 IRR comparison between Iceland and other 
European countries 
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energy or direct use of geothermal heat.  Another feature of even more importance is that the 
lower carbon footprint of geothermal heat and renewable electricity, will result in 34429-
62953tons lower CO2 emissions per year from running a battery factory with 10 MW power 
consumption and 160MAh production capacity, compared to the emissions where a t he 
electric production profile is more traditional as would be the case in Europe or China. That 
means that only 2-5% percent of the carbon dioxide would be emitted as a result from this 
process as compared to traditional energy usage. This could bring some practical carbon 
emission credit value or an advantageous position on g reen marketing. Although most of 
battery companies still focus on reducing the cost of raw material at this moment, the energy 
cost will become more and more critical in the entire cost structure with future price 
reductions of raw material. The trend for companies planning to develop production in Europe 
will be a higher emphasis on selecting a location with reasonably priced renewable sources 
for heat and electric energy. The access to low cost low emission energy sources should be a 
significant factor when selecting a location for Lithium ion battery production.  
 
References 

[1] Pike Research, “Asian Manufacturers Will Lead the $8 B illion Market for Electric 
Vehicle Batteries”, Retrieved 10.01.2010, from Pike Research: http: 
//www.pikeresearch.com/ newsroom/asian-manufacturers-will-lead-the-8-billion-market-
for-electric-vehicle-batteries 

[2] Zackrisson M &  Orlenius J, Life cycle assessment of lithium-ion batteries for plug-in 
hybrid electric vehicles e Critical issues. Journal of Cleaner Production, 2010, pp.1517-
1527. 

[3] Nuutinen, M, Lithium-ion battery factory relocation from China to Finland. Material 
science and engineering. Helsinki: Helsinki university of technology, 2007, pp.68-69. 

[4] She Haung Wu and Yang-Ting Lai, The effects of the moisture content of LiFePO4/C 
cathode and the addition of VC on the capacity fading of the LiFePO4/MCMB cell at 
elevated temperatures. The electrochemical Society, 2007. 

[5] Dr. Michael Eastman, Smart Sensors Based on Piezoelectric PVDF, 2010, pp-6 

[6] LICO Technology Corporation, LHB-108P Hydrophilic Binder, 2008, pp-6 

[7] Taminco Co, N-Methylpyrrolidone Electronic grade Technical Data Sheet, 2004, pp-1 

[8] Mujumdar A. S, Handbook of Industrial Drying. Taylor & Francis Group LLC, 2006, 
pp.1108-1109. 

[9] Weiss Gallenkamp, Vacuum oven and drying oven VVT, 2010, pp-4. 

[10] Invest in Iceland Agency, Doing business in Iceland 8 E dition. Reykjavik: Iceland 
investment agency, 2010. 

[11] Landssvirkjun, Landssvirkjun’s carbon footprint, Reykjavik: Landssvirkjun, 2009, pp-11. 

[12] World Energy Council, World Energy council. Retrieved 10 1, 2010, from World Energy 
council:http://www.worldenergy.org/publications/survey_of_energy_resources_2007/geo
thermal_energy/737.asp 

[13] Europe’s Energy Portal, Industrial Electricity Rate, November 2009, 
http://www.energy.eu/#Industrial 

1296



Energy and exergy analysis and optimization of a double flash power plant 
for Meshkin Shahr region 

Mohammad Ameri 1,*, Saman Amanpour 2, Saeid Amanpour 3 

1 Energy Eng. Department, Power & Water University of Technology, Tehran, Iran 
2 Department of Aerospace and Mechanical Engineering, Shiraz University, Shiraz, Iran 

3 Department of Electrical Engineering, University Teknologi Malaysia, Johor Darul Takzim, Malaysia 
* Corresponding author. +9821-73932653, Fax: +9821-77311446, E-mail: ameri_m@yahoo.com 

Abstract: One of the most influential improvements in geothermal industries has been the application of double 
flash power plants which can produce more power in comparison with single flash one. Although it is more 
expensive, however it is a reasonable option as the additional output power can justify the prices. The aim of this 
study is to represent a methodology in which a double flash power plant is thermodynamically designed and 
optimized in order to maximize the output power, and make a comparison with other possible type of geothermal 
power plant (single flash) for Meshkin Shahr region. Besides it represents the study of exergy and energy 
analysis for plant components through the optimization process, which can guide one to assess the operating 
status of plant components. It has been shown that flash vessels are the greatest exergy dissipaters and double 
flash power plant can be more efficient than single flash for this region. 
 
Keywords: Double Flash Power Plant, Geothermal Power Plant, Energy Analysis, Exergy Analysis, 
Optimization. 

Nomenclature 

c specific heat of water ..................... J/(kg K) 
.
E  Exergy ...................................................... kJ 
e specific exergy .................................... kJ/kg 
h specific enthalpy ................................ kJ/Kg 

.
m  mass flow rate ....................................... kg/s 
T temperature ............................................  °C 
w specific work ....................................... kJ/kg 
x quality or dryness fraction ................... m⋅s-1 
ρ density ............................................. kg⋅m-3Q 
Subscripts 
 

BF  ................................................. Brute Force  
Cond ................................................... condenser 
cw  .............................................. cooling water 
FV  .................................................. flash vessel 
FUN .................................................... functional  
lp  ................................................ low pressure 
t  ......................................................... turbine 
W  ............................................................. work 
Greek Letters 
η       efficiency 
∆      difference

1. Introduction 

Increasing oil price and environmental concerns about pollution and global warming in recent 
years has doubled geothermal energy use as a clean source of energy [1]. Today three major 
types of geothermal power plants are being utilized: dry steam plants, flash steam plants and 
binary cycle plants [2]. DiPippo has presented some information about new geothermal power 
plant designs [3]. Flash power plants are likely in liquid-dominated fields with temperature 
greater than 182° C [4]. An important concern in engineering field of geothermal energy is 
thermodynamic design and optimization of an energy system, especially a power plant, which 
can reduce the expenses significantly. The application of double flash power plant is not 
rational for all projects, since the conversion system is more complex and of course more 
expensive. Stefansson depicted a strategy for the investment costs of geothermal power plants 
and estimated investment cost level in unknown fields [5]. Therefore, it is important to assess 
the performance of geothermal plants based on an optimized thermodynamic scheme with 
respect to the surrounding conditions and thermodynamic state of geothermal reservoir, 
before putting the plan into action [6]. This can help the designer in better understanding of 
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the occasion so that a precise decision can be made to select either a single flash or a double 
flash plant with respect to costs. Ozcan and Gokcen managed a thermodynamic assessment of 
single flash power plant and studied the effect of non-condensable gases on plant performance 
[7]. Dagdas et al. carried out a thermodynamic optimization for a geothermal power plant 
based on real data and results revealed that 93.2% more power can be obtained [8]. Franco 
and Villani found that optimization of binary cycle power plants can yield to reduction of 
brine specific consumption in a significant way up to 30-40% [9]. 
  
The study of energy and exergy analysis, based on Second Law of Thermodynamics, helps to 
evaluate the performance of a geothermal power plant in order to eliminate excess energy loss 
and improve the overall efficiency of the plant [6]. Kanoglu performed an exergy analysis of a 
binary geothermal power plant using actual plant data and studied the causes of exergy 
destruction [10]. DiPippo also made comparisons between different cycles of binary plants for 
low-temperature geothermal fields based on Second Law of Thermodynamics [11]. 
 
Bodvardson and Eggers made a comparison between single flash and double flash power 
plants taking advantage of their exergy tables, as denoted by Yari [1]. Kanoglu and Bolatturk 
performed an exergy analysis of a binary geothermal power plant, applying actual plant data 
[2]. Cerci evaluated the performance of a single flash power plant in Turkey by using exergy 
analysis based on actual plant operation data [12]. He had a debate in the form of  response to 
Serpen who made some comments on performance evaluation of the same project in Turkey 
concluding that the performance of a geothermal power plant is affected by the chemistry of 
reservoir [13, 14, 15]. Serpen believed that the design and evaluation of geothermal power 
plants are subjected to profound study of the geothermal reservoir [13]. Madhawa et al. 
presented a criterion for cost effective optimum design of organic Rankine cycles based on 
low temperature geothermal heat sources [16]. Kanoglu et al. did a comprehensive survey on 
different power cycles including geothermal power plants and presented energy as well as 
exergy based efficiencies with some illustrative examples [17]. DiPippo also investigated 
different types of geothermal power generating systems and he applied the exergy analysis to 
geothermal power systems [3]. Yari did a comparative study of different geothermal power 
plants based on exergy analysis [1]. 
 
This paper represents a two dimensional optimization of a double flash power plant for 
Meshkin-Shahr region in which the pressure of the first and the second flashing process are 
optimized by help of a FORTRAN code in order to reach the maximum output power; and the 
results are sketched in form of 3D surfaces. Moreover, the isentropic efficiency of turbine, 
brute force and functional efficiency, and exergy dissipation of each plant components are 
calculated simultaneously in each step of optimization process. 
 
Meshkin-Shahr, a region in the Moil valley which is located on the western slopes of Sabalan 
Mountain, is a potential geothermal field for power generation. It is the place where the first 
Iranian geothermal power plant is going to be installed [4]. According to the reservoir type of 
this region, flash power plants are valid cases for utilization of geothermal energy. 
  
2. Methodology 

2.1. Energy and exergy analysis 
Exergy analysis is a thermodynamic analysis technique which is based on second law of 
thermodynamics. It presents a bright way for evaluation and comparison of processes and 
systems [18]. This method can be used to estimate the performance of any energy system and 
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the combination of this method with energy analysis can assist in elimination of excess energy 
loss in order to improve the overall efficiency [6]. All the processes in double flash power 
plant are assumed to be steady state processes. Therefore, the balance equations can be 
employed to calculate output power, exergy of flow streams and energy and exergy 
efficiencies. Neglecting the change in kinetic and potential energies, the First Law of 
Thermodynamics and mass balance equations can be written as: 
 


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. .
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The second law of thermodynamics for a perfect reversible process and the specific exergy of 
a fluid stream associated to dead state condition can be stated by Eq. (3) and Eq. (4) 
respectively. The subscribe "0" represents dead state condition at 20° C and 1 atm. 
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2.2.  Thermodynamic nature of processes in double flash power plants 
Double flash power plant as a choice of energy conversion system for liquid-dominated fields, 
constitute about 14% of all geothermal plants with the power capacity ranges from 4.7 MW to 
110 MW [3]. A T-S schematic diagram of a double flash power plant is shown in Fig. 1. 
 

 
Fig. 1.  Temperature-Entropy diagram of a double flash power plant. 

 
Two phase fluid from geothermal wells is pumped to power plant on the ground surface at 
condition near saturation and it can be assumed as pressurized liquid (point 1 in Fig. 1). The 
pressurized liquid undergoes the first flashing process by passing through a throttle valve so 
its pressure falls in an isenthalpic process, where a two phase fluid is produced (point 2 in Fig. 
1). These two phases are separated in a high pressure separator where the steam is guided to 
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drive the high pressure turbine (point 4 in Fig. 1) and the liquid phase undergone the second 
flashing process (point 3 i n Fig. 1) and the two phases are separated efficiently. The low 
pressure steam of this process is guided toward a d ual-admission turbine or it is guided 
toward a separate low pressure turbine (point 9 in Fig. 1) and the liquid phase is disposed to 
the injection wells (point 7 in Fig. 1). The two phased mixture of turbine exhaust will be then 
condensed in a condenser and disposed into injection wells (point 11 in Fig. 1). The enthalpy 
of actual turbines' processes can be easily calculated by incorporating fluid properties at state 
5s and 10s and the efficiency of turbines as well as the Baumann rule. This rule states that 
since the turbine processes take place in wet region, there would be a 1% drop in efficiency of 
turbines per every percent of average moisture. Thus for low pressure turbine one may write: 
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Properties at state 9 can be easily gained by combination of First Law of Thermodynamics 
and mass conservation and the condensation process is assumed to take place in a constant 
pressure process, and effects of non-condensable gases are neglected. 
 
2.3.  Exergy efficiencies and exergy dissipations of double flash power plant 
There are two different approaches for the definition of exergy efficiencies. Brute force 
efficiency, defined as the sum of all output exergy terms divided by the sum of all input 
exergy terms, and functional efficiency, defined as the exergy of desired energy output 
divided by the exergy spent to achieve the desired output [3]. According to Fig.1, exergy 
dissipations and exergy efficiencies of a double flash power plant's components can be 
expressed as follows, for brevity we just point out some of the relations and others can be 
written in a similar way [3]. 
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The functional efficiency for condenser can be estimated by two different approaches based 
on the nature of unit [3]. 
 
3. Results 

The methodology which is used in this paper is based on assumptions pointed out in table 1  
and piping losses are assumed to be negligible. "Equal-temperature-split" rule [3] is a usual 
method for the selection of temperature (or pressure) of separation process in order to 
approach the optimum state which leads to maximum output power. This rule cannot define 
the exact pressure since processes take place in two phase region. However, it can lead one to 
the verge of best option. The precise pressures require a two-dimensional optimization on 
vicinity of pressures estimated by "equal-temperature-split" rule. Fig. 2 illustrates a two-
dimensional optimization in form of a saddle shaped surface where the maximum vertical 
point illustrates the maximum output power which is equal to 67793.04 KJ. This power is the 
total power produced by high pressure and low pressure turbines and it seems that double 
flash power plant can produce about 13-14% more power than single flash one [6]. The 
related pressures to this point are 0.67 MPa and 0.1 MPa for the first and second separation 
processes respectively. It is worth to mention that P2 and P6 in the following figures are 
adopted from Fig. 1. 
 
Table 1. Fixed and variable parameters. 
Parameter Status Possible range 
Inlet temperature 225 ̊ C (based on reservoir 

condition) 
Temperatures greater than 
180 ̊ C [4] 

Inlet mass flow rate 700 kg/s - 
Separators' pressure Variable (optimized) 100-1000 KPa [19] 
Condensation pressure Fixed at 10 KPa Recommended 8-10 KPa 

[19] 
 

 
Fig. 2.  Two dimensional optimization for output power (KJ). 

 
Fig. 3 shows the effect of pressure change on the isentropic efficiencies of high pressure and 
low pressure turbines. It is obvious that the effect of separation pressures on isentropic 
efficiency of high pressure and low pressure turbines is somehow in opposite directions. Total 
exergy dissipations of turbines, flash vessels and condenser are illustrated in Fig. 4 and Fig. 5. 
It seems flash vessels are the greatest exergy dissipators in power plant and small changes in 
pressures can lead to a dramatic change in exergy dissipation of flash vessels. 
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(a)  (b)  

Fig. 3.  Isentropic efficiency for (a) High pressure turbine (b) Low pressure turbine. 

 
Fig.4.  Total exergy dissipation of turbines (KJ). 

 
(a) (b) 

Fig. 5.  Total exergy dissipation (KJ) (a) Flash vessels (b) Condenser. 
 

4. Discussion and Conclusions 

As there is no data available for Meshkin-Shahr power plant, the validation of this study is 
done for a geothermal power plant in Turkey [19]. It shows good agreement. However, the 
validation is limited to annual net output power. The results of our study demonstrate that the 
exergy efficiencies of high pressure and low pressure turbines change in opposite directions. 
Brute force efficiency can reveal how much exergy of incoming flow is utilized and how 
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much is lost. On the other hand functional efficiency can disclose how much of incoming 
exergy is conserved in flow stream and how much leaves the component.  

(a) (b) 
Fig. 6.  Brute force efficiency (a) High pressure turbine (b) Low Pressure turbine. 

(a)
 (b) 

Fig. 7.  Brute force efficiency (a) Low pressure flash vessel (b) High pressure flash vessel. 
 
The suffered brute force and isentropic efficiencies of low pressure turbine in comparison 
with high pressure turbine is due to the fact that more amount of incoming exergy has left the 
turbine. A more profound study of Fig. 6 and having in mind that in double flash power plants 
low pressure turbines have greater portion in output power production, one can easily find 
why the optimum point for pressures is situated in the intersection of 0.67MPa and 0.1MPa. 
Since the pressure of incoming flow to high pressure flash vessel is constant, one can easily 
understand why the brute force efficiency surface is like sets of stairs. 
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Abstract: In this study a thermoeconomic analysis of combined heat and power generation (CHP) for geother-
mal applications is presented. Different working fluids and power plant concepts are investigated for power 
generation by Organic Rankine Cycle and additional heat generation. For geothermal conditions in Germany, 
process simulations of series, parallel and hybrid circuits compared to sole power generation are performed. The 
results show that for power generation fluids with low critical temperature, like R227ea or isobutane, are suita-
ble. In general, an additional heat generation decreases the averaged costs of electricity generation. In case of a 
source temperature of 120 °C the costs can be reduced from 25 ct/kWh to 16 ct/kWh compared to power genera-
tion. For CHP applications fluids with higher critical temperature and series or hybrid circuits are the most effi-
cient concepts. With increasing temperature of the geothermal water an increase of supply temperature of the 
heating system has less influence on the costs of electricity generation. A doubling of mass flow of the geother-
mal water decreases the averaged costs of electricity generation in the range of 28 % and 43 % depending on 
power plant concept and boundary conditions.   
 
Keywords: Geothermal energy, Organic Rankine Cycle, cogeneration, thermoeconomic analysis 

Nomenclature  

c cost of electricity generation ........... ct/kWh 
C costs .......................................................... € 
e specific exergy .................................... kJ/kg 
Ė exergy flow rate ..................................... kW 
h enthalpy ................................................ J/kg 
i interest rate .............................................. % 
ṁ mass flow rate ....................................... kg/s 
 

n contract period ..........................................a 
N produced amount of electricity ............ kWh   
p pressure .................................................. Pa 
P mechanical power ................................. kW 
s entropy ............................................  J/(kgK) 
T temperature ............................................ °C 
η efficiency .................................................. %

1. Introduction 

Regarding base load capacity, geothermal resources play an important role for renewable en-
ergy generation. For temperatures of the geothermal water below 180 °C direct expansion or 
flash processes are not suitable under thermodynamic and economical aspects [1]. Instead 
binary power plants like the Organic Rankine Cycle (ORC) or the Kalina Cycle are used. 
Therefore thermal energy of the geothermal water is coupled with the secondary thermody-
namic cycle. Concerning the ORC, there are different possibilities, like selection of the work-
ing fluid, supercritical cycle or multi-stage expansion, to raise the electric efficiency [2-5]. 
Another interesting strategy to improve the second law efficiency and economic aspects is 
combined heat and power generation (CHP). In case of geothermal applications, previous 
exergoeconomic and thermoeconomic investigations are restricted to sole power generation or 
district heating [6-8]. In this study potential ORC fluids, isobutane, isopentane, R227ea and 
R245fa are investigated for power generation. In case of additional heat generation, parallel, 
series and hybrid circuit are considered. Second law efficiency and costs of electricity genera-
tion are calculated for an assumed heat demand and typical geothermal conditions in Germa-
ny. Detailed simulations are performed for variations of mass flow of the geothermal water 
and supply temperature of the heating system. The results provide basic criteria for fluid se-
lection under thermoeconomic aspects in case of power generation by ORC and CHP.        
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2. Methodology 

2.1. Simulation 
Process simulations are done by the software tool Cylce Tempo and fluid properties are calcu-
lated by REFPROP Version 8.0 [9,10]. The process scheme of the ORC for sole power gener-
ation (SPG) and the corresponding T,s-diagram for isopentane at standard conditions are 
shown in Fig.1.   
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Fig. 1. Scheme of a geothermal ORC-power plant and corresponding T,s-diagram of isopentane. 
 

The liquid fluid is compressed by the pump to maximum process pressure. The heat supply 
takes place in three steps. First the internal heat recovery, followed by the coupling with the 
geothermal heat source in the preheater and finally in the evaporator. As the analyzed fluids 
show a negative slope of the dew line in the T,s-diagram, so-called dry fluids, superheating is 
not necessary [11]. After the expansion the fluid is cooled down in the internal heat exchanger 
and condensed in the condenser. For the standard case, process parameters and boundary con-
ditions of the heat source and sink are listed in table 1.  
 
Table 1. Standard parameters of the ORC process simulation 

parameter  
temperature of geothermal water 120 °C 
mass flow of geothermal water 65.5 kg/s 

ΔT-pinch-point (evaporation / condensation) 5 K 
ΔT of the cooling water 5 K 

cooling temperature 15 °C 
maximum pressure ORC Cp. ⋅80  

isentropic efficiency (turbine / feed pump) 0.75 
 

Regarding the additional heat generation, three concepts are investigated. Fig. 2 shows the 
series (SC), parallel (PC) and hybrid circuit (HC). As standard parameters of the heating sys-
tem a supply temperature of 75 °C and a return temperature of 50 °C are assumed. The mini-
mum temperature difference between heating system and geothermal water is 5 K. The sup-
posed annual demand of thermal power is simulated in four steps: 10 MW for 1000 operating 
hours, 7.5 MW for 1500 operating hours, 5 MW for 2500 operating hours and 2.5 MW for 
another 3500 operating hours. 
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Fig. 2. Series circuit (a), parallel circuit (b) and hybrid circuit (c) as concepts for CHP 
 
In case of series circuit the temperature of the geothermal water at the outlet of the ORC must 
be adapted to the peak load of the heat demand. For parallel circuit fluctuations in heat de-
mand can be adjusted by varying the ratio of mass flow of the geothermal water. The hybrid 
circuit describes a coupling of series and parallel circuit. 
  
2.2. Second law analysis 
The simulations of the power plant are performed by solving a system of equations, consisting 
of energy balances of the heat exchangers units. Pressure and heat losses are not considered in 
the process components and pipes. As an example the energy balance of the preheater is given 
by 
 

)h(hm)-h(hm ORCPHGW,outGW,inGW 34 −=      (1) 

where ṁGW corresponds to the mass flow of the geothermal water, hGW,in and hGW,out to the 
enthalpy of the geothermal water at the inlet and outlet of the preheater. The mass flow of the 
ORC is described as ṁORC, h3  and h4 correspond to the enthalpies of the working fluid at the 
inlet and outlet of the preheater. A detailed formulation of the simulation model can be seen in 
Heberle and Brüggemann [12]. By using a user subroutine the outlet temperature of geother-
mal water is adapted to the maximum power output of the ORC in case of power generation. 
The second law efficiency for sole power generation is calculated by 
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elII, E

PP
η


+

=     (2) 

 

where PT is the power of the turbine and PP corresponds to the power of the pump. The max-
imum power output of geothermal source, the exergy flow GWE , is obtained by multiplying 

the specific exergy e with the mass flow of the geothermal water:  
 

emE GWGW  =     (3) 
 

The specific exergy is calculated by:  
 

)s(sThhe 000 −−−=     (4) 
 

The state variables T0, p0 and s0 are related to ambient conditions. In the case of additional 
heat generation, the numerator from Equation 2 is extended with the exergetic value QE  
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where the exergy flow of the thermal energy coupled to the heating system QE  can be calcu-

lated by 
 

( )HSinoutHSQ eemE −=      (6) 
 

where ṁHS is the mass flow of the heating system. The specific exergy at the inlet and outlet 
of the heat transfer unit of the heating system are ein and eout. 
 
2.3. Economic analysis 
The assumed parameters for the economic analysis, like exploration costs or specific costs for 
the ORC module and heating system, are listed in table 2 [13]. PRIVATE EQUITY AND 
STATE FUNDING ARE NOT CONSIDERED FOR THE CALCULATIONS. 
 

Table 2. Economic boundary conditions for geothermal CHP  
parameter  

exploration costs 18 000 000 € 
other (building, insurance, etc.) 4 000 000 € 

power plant (ORC) 4 000 €/kW 
heating system 150 €/kW 

costs of heating pipeline 150 €/m 
heating price 40 €/MWh 

rise in price rate (heating price) 1,5 %/a 
operating and maintenance (O&M) costs 750 000 €/a 

rise in price rate (O&M) 2 % 
interest rate i  7 % 

contract period n for consumption of fixed capital costs 20 a 
 
The annual costs CA of the power plant consist of capital consumption CC, imputed interest 
CI, and O&M costs CO&M . The imputed interest CI,t for the year t is calculated by 
 

iRRC tt
t,I ⋅

+
= −

2
1  with t = 1,…,n   (7) 

 

where Rt is the residual value and R0 corresponds to the initial investment costs. The costs of 
electricity generation ct at year t are calculated by 
 

N
CCC

N
C

c M&Ot,It,Ct,A
t

++
==     (8) 

 

where N is the annual produced amount of electricity. In the following the averaged costs of 
electricity generation c are calculated for the economic analysis by: 
 

n

c
c

n

t
t∑

== 1     (9) 

 

3. Results 

3.1. Second law efficiency for power generation 
The second law efficiency for sole power generation as a function of inlet temperature of the 
geothermal water is shown in Fig. 3 for the investigated working fluids. 
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Fig. 3. Second law efficiency for the investigated working fluids as a function of temperature of the 
geothermal water 
 
The results show obvious differences in efficiency depending on inlet temperatures. For low 
temperatures R227ea is a suitable working fluid, for temperatures higher than 150 °C isobu-
tane should be favored. The local maxima for R227ea and isobutane are due to the shift of the 
pinch point from the inlet of the evaporator, state point 4, to the inlet of preheater, state 
point 3. The effect occurs, because the maximum process pressure of the ORC fluid is 
reached, which leads to a high amount of thermal energy coupled to the cycle. As a result the 
outlet temperature of the geothermal water decreases significantly. In case of the less efficient 
fluids, like R245fa and isopentane, the second law efficiency increases linear with inlet tem-
peratures. For these fluids the outlet temperatures of the geothermal water are higher com-
pared to R227ea or isobutane. At 120 °C inlet temperature isopentane leads to an outlet tem-
perature of 64.3 °C compared to R227ea with 59.7 °C. The difference becomes apparent for 
160 °C with outlet temperatures of 73.2 °C and 36.5 °C. A detailed explanation and graphical 
description of these correlations can be found in Heberle and Brüggemann [12].    
 
3.2. Second law efficiency for CHP   
Fig. 4 shows the second law efficiency for CHP as a function of thermal power of the heating 
system compared to sole power generation at standard conditions for isopentane and R227ea.   
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Fig. 4. Second law efficiency depending on thermal power coupled to the heating system 
 

An additional heat generation improves the second law efficiency of the analyzed system. In 
case of isopentane the efficiency increases up to 24.8 % compared to sole power generation. 
For R227ea the raise is 15.5 % in case of 10 MW thermal power coupled to the heating sys-
tem. Another interesting aspect is the comparison of the different concepts and working flu-
ids. In the range of 1 MW to 10 MW thermal power the series circuit is the most efficient 
concept for isopentane as an ORC working fluid. In case of R227ea only for a thermal power 
higher than 7 MW the series circuit leads to slightly higher efficiencies compared to parallel 
circuit. The different behaviour of the working fluids corresponds to the outlet temperatures 
of geothermal water, which has to be adjusted to the temperatures of the heating system in 
case of series circuit. For R227ea, this adjustment shows higher losses in power generation 
compared to isopentane.  
 
3.3. Averaged costs for electricity generation depending on power plant concept 
In the following sections only the results for R227ea and isopentane are presented, to guaran-
tee well-arranged analyses. The Southern German Molasse Basin and the Upper Rhine Rift 
Valley with temperatures of 120 °C and 160 °C for the geothermal water are chosen as geo-
thermal reservoirs. In Fig. 5 the averaged costs of electricity generation depending on power 
plant concept and geothermal conditions are presented. Corresponding to the second law 
analysis R227ea is more suitable for power generation in comparison to isopentane. In case of 
120 °C the costs are 25 ct/kWh, for 160 °C they are reduced to 15 ct/kWh. The difference to 
isopentane decreases with increasing temperature of the heat source. In general CHP leads to 
a decrease of averaged costs of electricity generation. In case of R227ea and 120 °C they are 
reduced to 18 ct/kWh by parallel circuit. The most economic concept for 120 °C is isopentane 
in conjunction with series circuit. For 160 °C the working fluid isopentane and the hybrid 
circuit with averaged costs of electricity generation of 9 ct/kWh should be preferred. In gen-
eral the hybrid circuit only makes sense for working fluids with high outlet temperatures of 
the geothermal water, like R245fa or isopentane.  
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Fig. 5. Averaged costs of electricity generation depending on power plant concept  
 
3.4. Variation of supply temperature of the heating system and mass flow of the geother-

mal water 
Table 3 shows the averaged costs of electricity generation as a function of supply temperature 
of the heating system and mass flow of the geothermal water for isopentane in case of SPG 
and SC. In this case the duration curve of heat demand is analyzed more detailed in 11 steps.  

 
Table 3. Averaged costs of electricity generation depending on supply temperature of the heating sys-
tem and mass flow of the geothermal water 

heating system 
supply temperature 

SC – 120 °C 
(ct/kWh) 

SPG – 120 °C 
(ct/kWh) 

SC – 160 °C 
(ct/kWh) 

SPG – 
160 °C(ct/kWh) 

75 °C  20 28 11 14 
85 °C  24 28 11 14 
95 °C  32 28 12 14 

mass flow      
65.5 kg/s 20 28 11 14 
100 kg/s 15 19 8 11 
120 kg/s 13 16 8 10 

 
In case of 120 °C an increasing supply temperature has a significant influence on the averaged 
costs of electricity generation. Since the outlet temperature of the geothermal water has to be 
increased for higher supply temperatures the losses in electrical power generation rise. For 
95 °C supply temperature, the CHP concept leads with 32 ct/kWh to higher costs than sole 
power generation with 28 ct/kWh. For 160 °C the increase in supply temperature has only a 
marginal influence on economic aspects. A rise in mass flow of the geothermal water leads to 
a higher power output and lower costs of electricity generation. At a source temperature of 
120 °C an increase from 65.5 kg/s to 120 kg/s leads to a reduction of costs from 28 ct/kWh to 
16 ct/kWh in case of power generation and for series circuit from 20 ct/kWh to 13 ct/kWh. In 
case of 160 °C, costs are reduced up to 28 %. 
 
4. Discussion 

A thermoeconomic analysis for combined heat and power generation in case of geothermal 
heat sources below 180 °C was performed. For power generation the ORC with different 
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working fluids was investigated. The second law efficiency and the costs of electricity genera-
tion were calculated for three concepts of heat generation and two typical geothermal condi-
tions in Germany. The following conclusions can be summarized: 

• Second law efficiency and economic aspects can be enhanced by CHP. 
• For power generation working fluids with low critical temperatures, at the shift of the 

pinch point, should be selected.   
• R227ea leads with 25 ct/kWh and 15 ct/kWh to low costs for sole power generation. 
• In case of CHP, working fluids with higher critical temperatures are suitable. 
• Isopentane in conjunction with series and hybrid circuit is the most economic concept 

for CHP. In case of 120 °C and series circuit the costs of electricity generation are 
16 ct/kWh and for 160 °C and hybrid circuit the costs are 8 ct/kWh. 
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Abstract: Heat pumps and micro-cogeneration technology for residential applications are an alternative for 
energy saving and for improving the energy efficiency. Nowadays, several nomenclatures are used for these 
technologies, creating confusion within this field. This situation causes that the commercial brands could not 
offer their products clearly to the market as the concepts and terminology they use are usually incorrect. This 
paper clarifies these concepts using thermodynamics, and provides clear classification criteria considering the 
heat pump and the power cycle as the starting point. Therefore, this paper provides an update review of heat 
pumps and micro-cogeneration which could be of great importance in the future for achieving the goals of the 
European legislation, especially those related to energy supply in buildings. It emphasizes the principles of 
operation and the advantages of the different devices as well as the consideration of this technology as renewable 
energy. 
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1. Introduction 

Buildings have an impact on long-term energy consumption. According to data from 2010, 
buildings account for 40% of the total energy use in the European Union (EU) [1]. Around the 
same percentage of all greenhouse gas emissions in developed countries have their origin in 
building equipments, where approximately 60% are produced by cooling and heating systems 
[2]. However, the energy use of any residence largely depends on its architectural design. All 
these factors are included in the Directive 2002/91/EC on the energy performance of buildings 
[3], which states that the calculation methodology must take into account insulation, technical 
and installation characteristics, design and positioning in relation to climatic aspects, solar 
exposure and influence of neighboring structures, own-energy generation and other factors 
such as indoors climate, which influences the energy demand. Directive 2009/28/CE on the 
promotion of the use of energy from renewable sources similarly talks about passive energy 
systems which use building design to harness energy [4]. This directive also requires that, 
before the end of 2014, Member States enforce the use of minimum levels of energy from 
renewable sources in buildings. This requirement may be fulfilled through heating and 
cooling systems that use a significant percentage of renewable energy sources [4]. 
 
Heat pumps (HP) and micro-cogeneration technologies for residential applications are an 
alternative for energy saving and for improving energy efficiency. Consequently, these 
technologies allow reducing the greenhouse gas emissions and can reduce energy dependence.  
 
This paper clarifies these concepts using thermodynamics, and provides clear classifications 
considering the HP and the power cycle as the starting point. Therefore, this paper provides an 
update review of HPs and micro-cogeneration which could be of great importance in the 
future for achieving the goals of the European legislation. It emphasizes the principles of 
operation and the advantages of the different devices. 
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2. Heat pumps 

2.1. Foundations  

HP is a system that undergoes a thermodynamic cycle while thermally communicating with 
two bodies located in the surroundings or thermal reservoirs. They are devices designed to 
utilize low temperature sources of energy to heat a space to higher temperatures. The low 
temperature source may be the atmospheric air, the ground or a nearby body of water (lake or 
river). This energy comes from the solar radiation reaching the surface of the earth and its use 
constitutes therefore an indirect use of solar energy [5]. On the other hand, the space to be 
heated corresponds to the circuit for space heating, usually water or air. Net work input is 
needed to be provided by electricity, though it may also be provided by a mechanical engine. 
The components of a HP cycle, namely vapor compression HP, are: evaporator, condenser, 
compressor and expansion valve (Fig. 1).  
 

CH QQW   (1) 
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COP H  (2) 
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Fig. 1. Typical HP schematic. 
 
The objective of a HP is to maintain the temperature above that of the surroundings. 
According to energy flows, the energy balance is defined by Eq. (1). Therefore, the 
Coefficient of Performance (COP) of a HP is calculated as the amount of energy discharged 
from the cycle system to the hot reservoir by the net work input needed to accomplish this 
effect (Eq. (2)). As QH is greater than QC, COP is never less than unity but it is also limited to 
a maximum value. The maximum COP of a reversible HP cycle is obtained in terms of 
reservoirs temperatures (Eq. (4)). In any case, and in spite of these limitations, it is desirable 
to obtain high values of COP. 
 
2.2. Heat pumps classification 

2.2.1. Thermodynamic cycle type 

The foundations of HPs are used to give a first qualitative classification depending on the 
thermodynamic cycle. Accordingly, there are mainly three types of HPs (Fig. 2). Vapor-
Compression Heat Pumps (VCHPs) are commonly used for space heating applications. Its 
compressor is mechanical, so it requires mechanical drive energy. Vapor Absorption Heat 
Pumps (VAHPs) are also used for space heating and require thermal drive energy. Both 
systems involve changes in phase, whereas in gas refrigeration systems the working fluid 
stays as a gas throughout. The Brayton refrigeration cycle illustrates an important type of gas 
refrigeration system [6] and consequently it can be also worked as a HP [7]. 
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Vapor-compression cycle Absorption cycle Brayton cycle 
Fig. 2. Diagrams of principal refrigeration or heat pump cycle [6]. 
 
2.2.2. Equipment 

According to Fig. 1, and depending on the type of equipment that the HP uses to operate, 
different classifications can be considered. 
 
- Evaporator. Depending on the type of equipment used to evaporate the refrigerant fluid, a 
classification can be made including any type of heat exchanger, as differently disposed shell-
and-tube heat exchangers, solar collectors, etc. That depends on the cold reservoir. As a 
particular case, the Solar Assisted Heat Pump (SAHP) system mixes HP and solar technology, 
using solar radiation as evaporating heat source. This allows an improvement of the COP of 
the HP and, therefore, of the energy conversion efficiency. In Spain, a commercial term 
“thermodynamic solar cell” appears around 2006. From a commercial point of view, it is 
more socially impactful taking about “solar cells” than “HP”, as solar cell is a term associated 
with positive connotations (ecologic, renewable, etc), which are not used when talking about 
HPs. However, the reality is that a “thermodynamic solar cell” is a SAHP. Ozgener et al. [8] 
have done a classification of SAHP according to the literature: (i) SAHPSs for water heating, 
(ii) SAHPSs with storage (conventional type) for space heating, (iii) SAHPSs with direct 
expansion for space heating, and (iv) Solar-Assisted Ground Source Heat Pump Greenhouse 
Heating System (SAGSHPGHS). Ji et al. [9] proposed in 2007 a novel Photo-Voltaic Solar 
Assisted Heat Pump (PV-SAHP) system capable of providing space cooling-heating and 
domestic water-heating. The solar panels are actually an assembly of PV cells laminated onto 
the evaporator-collector plate, allowing the direct solar energy absorption and, therefore, 
improving the protection of the evaporator from frosting in winter. Through experiments, the 
maximum COP (10.4) was obtained when the solar irradiance was also the highest. Then, they 
concluded that PV-SAHP system is better than the conventional HP systems. 
 
- Compressor. Gas Engine Heat Pumps (GEHPs) have the compressor driven by a gas 
(natural gas, propane or LPG) fuelled internal by a combustion engine instead of electricity. 
 
- Valve. There are two types: reversible (inverter) and irreversible, depending of the type 
of valve (four or two-way valves). 
 
2.2.3. Net work input 

HPs require energy (net work, W) for operating, so they can be basically divided into Electric-
driven Heat Pumps (EHPs) and the Gas Engine Driven Heat Pump (GEHPs). 
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2.2.4. Cold reservoir 

Directive 2009/28/CE enables HPs to use aerothermal, geothermal or hydrothermal heat. HPs 
are formally classified as air source, ground source or water source depending on the thermal 
reservoir they use. But there are hybrid HPs which combine, for example, ground source/air 
source units, and solar assisted and solar boosted air source and water source units. 
 
2.2.4.1 Air-source HPs 

The most common type of HP is the air-source HP. This category includes the air-to-air and 
air-to-water HPs. The solar energy is stored in the air, so this HP indirectly uses solar energy. 
They operate using fans to draw air across the evaporator. The inconvenient is their efficiency 
is influenced by the variation in ambient air temperature. If this temperature drops below 4 ºC, 
ice may appear in the evaporator, so efficiency decreases. The main advantage if compared 
with Ground Source Heat Pumps (GSHPs) is the relatively low capital cost. 
 
2.2.4.2 Ground-source heat pumps (GSHPs) 

GSHPs are also known as Geothermal Heat Pumps (GHPs). Yang et al. [10] classified these 
systems according to the source where they absorb the energy. This means that the cold 
reservoir could be the ground, ground water or surface water, and based on the type of 
reservoir there are basically three categories: (i) Ground-Coupled Heat Pump (GCHP) 
systems, (ii) Ground Water Heat Pump (GWHP) systems and (iii) Surface Water Heat Pump 
(SWHP) systems. They may be also classified according the loop: open loop (ground 
coupled) or closed loop (water source) [8]. The great advantage is the underground 
temperature remains fairly constant during the year, so this technology offers higher energy 
efficiency. However, in the case of SWHP the surface water temperature is influenced by 
weather condition. The pipes are buried in the ground horizontally or vertically. The 
horizontal system installation is less expensive than vertical one, but it requires much more 
ground area and it is more influenced by ambient air temperature. 
 
2.2.4.3 Water-source heat pumps (WAHPs) 

WAHPs, as the term implies, obtain heat from a large body of water source. As it uses water 
from the Earth as their energy source, WSHPs are incorporated in ground-source HPs. The 
classification has been shown before in 2.2.4.2, where SWHP employed a lake loop instead of 
water wells used in GWHP. 
 
2.2.5. Hot reservoir 

It is not usual to classify HPs according to the hot reservoir. It is more common to consider 
the relation between the cold and hot reservoir, which is explained in the next epigraph. 
 
2.2.6. Cold reservoir-Hot reservoir 

The types of HPs are usually determined by the combination of the heat source and the heat 
sink (where the heat is absorbed and where the heat is discharged) [11]. The cold reservoir is 
employed as heat source, and it may be the air, the ground or water. Depending on the nature 
of the hot reservoir, there are two possibilities: air or water, according to the objective. For 
example, air-to-water HP transfers heat from ambient air, which is used as cold reservoir, to 
water for space heating (radiators or an under floor heating system) or for domestic sanitary 
hot water [12]. On the other hand, air-to-air HP works transferring heat from the air outside to 
inside the building, where it is distributed by moving air. In the same way there are other 
systems [13]: ground-to-water, ground-to-air, water-to-water and water-to-air. It is observed 
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that this nomenclature is more used in the commercial sector, though it can also be found in 
scientific papers. In the commercial sphere there may also be found combinations like sun-
water and sun-air, when a solar collector is used to obtain the heat [14]. 
 
3. Micro-cogeneration 

Micro-cogeneration, also termed Micro-Combined Heat and Power (MCHP) or residential 
cogeneration, is a technology that has the ability to produce both useful thermal energy and 
electricity from a single source. Fuel is used more efficiently (Fig. 3), as a heat exchanger 
recovers waste heat from the engine and/or exhaust gas to produce hot water or steam [15]. 
 

αE, part of the energy transformed into 
electricity in a cogeneration unit.  

αQ, part of the energy transformed into usable 
heat in a cogeneration unit. 

ηE, electrical yield of an electrical power plant 
(electricity production only). 

ηQ, yield of a boiler (heat production only). 

E, electricity demand. 

Q, heat demand. 

Fig. 3. Difference of primary energy consumption required for producing the same amount of 
heat and power using conventional fossil fuel fired electricity generation and boiler system 
compared to a cogeneration system [14]. 
 
The small-scale implementation (<10kW) or cogeneration is a solution that provides all the 
advantages of cogeneration, as controlled and predictable energy savings and emissions, 
energetic decentralization, supply security, etc [16]. 
 
3.1. Micro-cogeneration classification 
A variety of types of cogeneration systems are commercially available (Table 1). The choice 
of the system depends on factors such as the demand of power and thermal energy, the choice 
of prime mover, capital installation and maintenance, etc. Some systems have been developed 
for micro-cogeneration, and their actual conditions are shown in Table 2. 
 
Table 1. Cogeneration technologies [17]. 

Cogeneration Technology 
Combined cycle gas turbines Steam turbine plants Stirling engines 
Steam condensing extraction 

turbine 
Gas turbines with recovery 

boilers 
Steam engines 

Fuell cells 
Internal combustion engines Microturbines Organic Ranking cycles 

 
Table 2. Status of micro-cogeneration technologies [18]. 

Technology 
ηE 

(%) 
ηQ 
(%) 

ηT 
(%) 

Minimal 
load (%) 

T (ºC) 
Noise 
(dB) 

Fuel 

Gas turbine 15-35 40-59 60-85 75 450-800 62-75 Natural gas 
Alternative internal 
combustion engines 

25-45 40-60 70-85 50 300-600 52-56 
Gas, diesel, 

biofuel 
Stirling engines 25-50 40-60 70-90 50 300-600 56 All 

Fuel cells 35-55 40-60 70-90 No limit 250-550 Low H2
ηE: electric yield; ηQ: thermal yield; ηT: total yield; T: temperature 
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3.1.1. Reciprocating internal combustion engine 

Reciprocating internal combustion engines are classified by their method of ignition: 
compression ignition (Diesel) engines and spark ignition (Otto) engines. Spark ignition 
engines are used typically for micro-cogeneration due to their heat recovery system producing 
up to 160°C hot water compared to diesel engines, where the temperature is often lower. 
Their efficiencies range from 25 to 45%. The main advantage is that their technology is 
mature and well-understood. It can be designed for different fuels but it needs frequent 
maintenance. On the other hand, as this technology burns fossil fuel there are emissions of 
pollutants such as oxides of nitrogen (NOx), carbon monoxide (CO), and volatile organic 
compounds (VOCs—unburned, non-methane hydrocarbons). 
 
3.1.2. Micro-turbines 

The basic components are the compressor, turbine generator and the recuperator. The 
thermodynamic process involves the pressurization of intake air by the compressor. The 
compressed air and a suitable fuel are mixed and ignited in a combustion chamber. The 
resulting hot combustion gas expands turning the turbine, which drives the compressor and 
provides power by rotating the compressor turbine shaft. With the recuperator, the hot exhaust 
gas helps pre-heat the air as it passes from the compressor to the combustion chamber. This 
increases the efficiency of the system. At first, micro-cogeneration competes with HP 
technologies but actually they may complement each other. For example, the remaining 
electricity generated from micro-cogeneration system is to meet a portion of the heating and 
cooling needs through the use of HPs. Ehyaei et al. [19] show how the excess electricity 
generated by the micro-turbines can to be used in a HP. This technology offers a high-grade 
of waste heat and other advantages such as a compact size, low weight, low maintenance 
requirements and lower noise. However, in the lower power ranges, reciprocating internal 
combustion engines have higher efficiency. It also produces pollutants (but in minor amount 
than the reciprocating internal combustion engine) as NOx, CO and unburnt hydrocarbons, 
and insignificant amounts of SO2. 
 
3.1.3. Fuel cells 

Fuel cell technology is an emerging technology with a potential for cogeneration applications 
and is currently being developed for use in residential applications (3-10 kW). It can run 
independently or in parallel to a power grid [20]. The electrochemical reaction of hydrogen 
and oxygen in the presence of an electrolyte produces electricity without combustion and 
mechanical work. Water and heat are the only byproducts. Fuel cells normally run with 
hydrogen but can also be used with natural gas, propane or other fuels by external or internal 
reforming or through the electrolysis of water too. The advantages include low noise level, 
potential for low maintenance, low emissions and potential to achieve an overall efficiency of 
85–90% even with small units. The fuel cell is the most promising technology and gradually 
becomes available, but it still has a problem with its high cost and relatively short lifetime.  
 
3.1.4. Stirling engine 

Stirling engine is an external combustion engine operated on the Stirling cycle, not totally 
developed yet. The cycle consists on four internally reversible processes in series: isothermal 
compression at constant temperature, constant-volume heating, isothermal expansion at 
constant temperature, and constant-volume cooling. The Stirling cycle engine can use 
different types of renewable sources of energy including biomass, solar and geothermal 
energy [21], so it offers opportunities for high efficiency with reduced emissions. It can be 
operated with a wide variety of fuels, the maintenance may be low and the life is usually long. 
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The major disadvantage is its high cost. Stirling engines can be classified according to their 
arrangement: the Alpha, Beta and the Gamma. This technology and fuel cell for cogeneration 
systems seem promising for residential and small-scale commercial applications. 
 
4. Conclusions 

HPs offer an energy-efficient and economical alternative to HVAC (Heating, Ventilating and 
Air Conditioning) systems for residential applications. According to recently published 
European legislation, HP can be considered as a renewable energy technology, since it is 
based on the essential feature of these unlimited sources, such as the water, air and ground. 
The micro-cogeneration is an emerging technology that produces useful thermal energy and 
electricity from a single resource of fuel, in the same place of consumption or close to it. Even 
though HP and micro-cogeneration technologies require less than conventional devices, they 
do require energy, usually obtained from the power distribution system where fuel is mainly 
converted to electrical energy at power plants and the waste heat is discharged to the 
environment. So it is not exactly correct to state that they are renewable energy technologies. 
For example in Spain, renewable companies offer geothermic energy for building, but 
generally is a “false” geothermal energy because it uses solar energy absorbed from the 
ground surface. Real geothermal energy uses the thermal energy stored into the Earth. 
Nevertheless, they are really efficient technologies that could involve a great change in the 
current power distribution system of centralized generation and could give way to distributed 
generation. This will minimize energy losses due to electrical transmission and distribution 
system. These will allow having fuel conversion systems close to consumption points, and 
energy efficiency could become higher. In addition, the waste heat of fuel combustion can be 
recovered by approximately 80%. 
 
Considering the electrically driven HP technology within power distribution system of 
distributed generation and renewable supply like photovoltaic solar energy will be a great 
choice. This may be an alternative for Europe since their solar energy potential [22], 
especially of Southern Europe. 
 
According to the Spanish regulation, the technologies presented are a good alternative. 
Moreover,  these technologies provide a chance to change the current power distribution 
system (based on large electrical generation plants far from consumption points) by becoming 
a generation system where the electricity is generated and consumed in the same site or 
nearby. The distributed generation has the potential to reduce losses due to electrical 
transmission and distribution inefficiencies and to alleviate utility peak demand problems.  
 
The possibilities of these technologies that use renewable energy suppose a great chance. The 
CHP (Combined Heat and Power) plants can be integrated with other fuels/technologies such 
as biomass, geothermal energy or solar collectors. But this makes no sense outside a 
bioclimatic construction field.  
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Abstract: After introducing the application status and problems of geothermal air conditioning system in China, 
a new kind of ground source air-conditioning system (EBCS) is put forward. The system consists of distributed 
air-conditioners combining heat pipe and vapor compression, fresh air handling unit with large enthalpy 
difference and ground source water loop. Geothermal energy is transported to the combined air-conditioners for 
heating and cooling by water loop. The combined air-conditioner can be operated at heat pump condition or heat 
pipe condition for air conditioning. In winter and transition season, the cooling energy in ground can be directly 
used for the cooling in inner zone by heat pipe mode, while the recovered heat is used for heating in peripheral 
zone.  
To analyze the performance of proposed system, a commercial building in north China has been taken as the 
research object, and the annual energy use is simulated. It is shown that the new system can save 21.7% energy 
compared to the traditional ground source heat pump system, and may be a potential air conditioning system for 
commercial buildings in north China. 
 
Keywords: Building energy efficiency, Ground source, Heat pipe, Water loop, fresh air handing unit, air 
conditioning. 

1. Introduction 

The ground source heat pumps (GSHP) are widely used in China. The building areas that use 
this system exceed 10,000,000 m2 in 2008, and it continues to keep a rapid growth [1]. The 
ground source heat pump is a heating and air-conditioning system which uses the shallow 
geothermal energy on the surface of the earth. The shallow geothermal energy is regarded as a 
renewable energy source [2]. In summer, the soil temperature is lower than the ambient 
temperature, which contributes to improve the COP of heat pumps. At the same time, the 
waste heat of buildings in summer can be stored in the soil to supply heat in winter. Thus, 
heat is transferred over seasons. The waste building heat rejected in summer and the primary 
energy demands for heating in winter are decreased greatly, which is good for environment 
protection. However, the COPs, especially the cooling COPs of many GSHP projects in China 
are proved to be not higher, or even lower than that of the traditional water-cooled systems 
with cooling towers. The existing problems in the GSHP systems are analysed and a novel 
central air conditioning system using geothermal energy is put forward.   

2. Analysis on the existing problems in traditional GSHP systems 

The traditional GSHP system consists of cooling water pumps, underground heat exchanger, 
heat pump unit, chilled and hot water pumps and terminal fan-coil units. The GSHP produces 
chilled water in summer and hot water in winter which is then transported to terminal fan-coil 
units to realize cooling and heating. At the same time, cooling water, the heat and cold source 
of the GSHP unit, is transported through underground heat exchanger. In this way, the 
ultimate energy transfer of the system is realized. 

The main problems of traditional GSHP systems are listed as follows: 
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1) The centralized producing chilled water and hot water in summer and winter increases the 
energy transfer links of systems. So the improvement of COP is restricted. Besides, it is very 
common that the COP of heat pump is low under partial load, which leads to huge energy use. 

2) In order to transport chilled water and hot water, the energy use of water circulating pumps 
of GSHP system is very high. 

3) In the existing GSHP systems, usually, the switch of cooling and heating is realized by 
switching the cooling water circulation. The control is difficult because of the complexity of 
cooling water systems. In winter and transition season, when the cooling and heating is 
demanded simultaneously, it needs to produce both chilled and hot water.  

How to improve the COP of GSHP systems? Based on the analysis above, some factors below 
should be taken into consideration. 

Firstly, the centralized chilled and hot water should be cancelled. Cold or heat in cooling 
water can be transferred to the room air directly by distributed terminal cooling and heating 
units. So the energy transfer links are reduced, and the chilled and hot water pumps are 
cancelled. Consequently, the energy use of water pumps is reduced. On the other hand, the 
advantage of flexible adjustment of distributed terminal units can improve the cooling and 
heating COP under partial load. 

Secondly, make the best use of the low temperature advantage of geothermal energy. The 
shallow soil temperature is lower than the demanded room temperature most of the year. So, it 
will obviously reduce the cooling energy use of a compressor if the temperature difference is 
used for natural cooling. But the system must be able to flexibly switch between natural 
cooling and compression refrigeration. When the natural cooling mode cannot meet the 
demand, it can easily be changed to compression mode. 

3. Introduction of the new energy-bus air conditioning system  

A new energy-bus central air conditioning system (EBCS) based on ground source is 
proposed according to the analysis above. 

3.1. Composition construction and key equipments of EBCS 
The new system, which is put forward by Xianting Li et al [3], professor of Tsinghua 
University, consists of water loop, water-cooled air conditioners combined with heat pipe, and 
fresh air handling unit with large enthalpy difference. The cooling water is transported to the 
terminal air-conditioners combined with heat pipe and fresh air handing units for heating, 
cooling by the water loop. The terminal air-conditioners combined with heat pipe can realize 
natural cooling in heat pipe mode or vapour compression cycle in heat pump mode depending 
on the water loop temperature. The fresh air handing unit with large enthalpy difference has a 
strong ability of dehumidification, which makes it capable of carrying much more building 
latent heat load in summer. The key equipments are introduced as follows. 

Cooling-only type terminal unit with natural cooling function 
The schematic diagram is showed as Figure 1. It combines the compression refrigeration 
circulation and separated heat pipe technique, which can realize switching between the two 
operating modes. When there is a temperature difference between the water loop and the room 
air, the compressor can stop working and the heat pipe starts to operate natural cooling 
circulation. When the water loop temperature is higher than the room air temperature, the 
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vapour compression refrigeration mode is activated. This unit is suitable for buildings with 
inner zones that need cooling throughout a year. 

Heat pump type terminal unit with natural cooling function 
The schematic diagram is showed as Figure 2. Compared to the cooling-only type unit, there 
is an additional four-way valve in heat pump type unit. Thus, the compressor is able to 
produce heating. So this unit can meet the demand of cooling as well as heating in the 
peripheral zones all year round. 

  

  

Figure 1 Cooling-only type terminal unit with 
natural cooling used in inner zone 

Figure 2  Heat pump type terminal unit with 
natural cooling used in peripheral zone 

 
Direct evaporative fresh air handing unit with large enthalpy difference 

The schematic diagram of direct evaporative fresh air handing unit with large enthalpy 
difference is showed as Figure 3. With the sensible heat exchanger, this unit can realize the 
sensible heat exchange between the fresh air handled by evaporator or condenser and non-
handled fresh air. So the fresh air can be pre-cooled and the refrigeration system mainly carry 
the latent heating load in summer, which consequently reduces the energy use of the fresh air 
handling system. In winter, the non- handled fresh air can be pre-heated by the handled hot 
fresh air so as to solve the problem that compressor cannot work because of too low 
condensation pressure. It makes sure that the system can still work normally in cold weather. 

Compared with the traditional fresh air unit, the fresh air handing unit with large enthalpy 
difference has a strong ability of dehumidification. So the fresh air handling unit is used to 
carry the latent load while the heat pipe combined air-conditioner is used to undertake the 
sensible heat load. 
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F 

Figure 3 Direct evaporative fresh air handing unit with large enthalpy difference 
the schematic diagram   (b) the psychrometric chart of air handling process  
notes ：O1 is the outdoor air condition, S is supply air condition Example in chart has no 
dehumidifying   
 

3.2. The working principals of EBCS 
In cooling season, the water-cooled air conditioners combined with heat pipe can realize 
switch between heat pipe mode (natural cooling) and air conditioning mode. At the beginning 
of cooling season, the soil temperature is low and the building load is small. So the terminal 
units can completely provide natural cooling under heat pipe mode. The heat is released to 
water loop and then stored in the soil through underground heat exchanger. When the heat 
pipe mode is insufficient to meet the cooling demand and the room temperature is higher than 
the maximum set value, the air conditioning mode is activated. When the room temperature is 
lower than the minimum set value, the compressor stops working and the heat pipe mode is 
activated. The switch between two operating modes can greatly reduce the compressor’s 
working time.  
 
In winter, the natural circulation of heat pipe mode is operated for cooling in the inner zones 
while the heat pump mode is operated for heating in the peripheral zones. If there is an 
unbalance between heat released to the soil and absorbed from it, heat compensation is 
needed. So this system can also recover the waste heat of inner zones for heating. 
 
4. Energy saving and economic analysis of the new system  

In order to evaluate the energy saving potential of the new system, a building model is built to 
simulate the annual energy consumption of the system which starts to operate from the 
summer cooling term. And then the energy use of the EBCS system and a traditional GSHP 
system are compared. Beijing, with a year average temperature of 11.4 ℃, is chosen as the 
simulation city. Both the EBCS and traditional GSHP system use underground heat 
exchangers as cold and heat source. 
 
4.1. Building model  
The building model is obtained from a research office building in Beijing after suitable 
simplification. There are 5 floors, and the drawing of standard floor is showed as Figure 4. 
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Figure 4 Standard floor of the building model  
 
The area of each floor is 2258 m2 and the total building area is 11290 m2. The heat transfer 
coefficient of outside wall and roof is 0.8 W/m2·K.The windows are doble-glazed with a 12 
mm air layer and its heat transfer coefficient is 3.9 W/ m2·K. The shading coefficient of the 
window is 0.83 and the inner shading is used. The window-wall area ratio is 0.65 in the south 
and north side and 0.9 in the east and west side. 
 
The average minimum fresh air flow rate for each person in the building is 30m³/h. The room 
temperature is set within 24~26℃ in summer and 20~24℃ in winter. The software DEST-c is 
used to calculate the whole year hourly building load [4]. The calculation results are showed as 
Table 1 and Table 2. 
 

Table 1 The total building load 

 
Load 

peak heating load 730.4(kW) 

peak cooling load 895.3 (kW) 

annual accumulated heating load 787.4 (MWh) 

annual accumulated cooling load 844.3(MWh) 

 
Table 2 The peak load of typical room 

Typical room area (m2) peak room cooling 
load (kW) 

fresh air cooling 
load (kW) 

peak room 
heating load 

(kW) 

fresh air 
heating load 

(kW) 

centralized 
office in 

inner  zone 
630.00 52.68 29.29 -4.90 29.17 

office in 
outer zone 27.70 1.75 0.93 2.05 0.66 

Notes: the humidification load is not included. 

Meeting room Researcher 
office 

Centralized office Retiring room 
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4.2. Simulation method for the energy use 
The GSHP unit, fan-coil unit, fresh air handling unit, air conditioners combined with heat pipe 
and circulation water pump are chosen based on the total building load and peak cooling and 
heating load of typical room. The underground heat exchanger is designed to have 105 pipes 
with a 5.5 m interval and an 80 m depth. The U-bend heat exchanger is used in the simulation. 
Usually, the average transferring heat per unit of borehole depth is about 56w/m in Beijing.  
The U-bend is regarded to be equivalent to a vertical single pipe, and is numerically discreted 
by the inner node control volume method [5]. 

The method to calculate the energy use of GSHP unit or air conditioners combined with heat 
pipe is as follows [6] [7]: 

ci hi
c

i i

Q QN
EER COP

= +∑ ∑  
(1) 

Where cN is the electricity consumption of GSHP unit or air conditioners combined with heat 

pipe, kWh. ciQ , hiQ is the building cooling load and heating load respectively in hour i, 

kWh. iEER , iCOP is the energy efficiency ratio of  GSHP unit/ air conditioners combined with 
heat pipe unit respectively in hour i.  

The method to calculate the energy use of fans is as follows: 

The total electricity consumption of fans in each system includes fan consumption in fresh air 
unit, fan-coil and air conditioners combined with heat pipe unit.  

f mN N τ= ×  (2) 

Where mN is the rated power of fans which are chosen based on the peak cooling load. τ is the 
annual running time of  the air-conditioning system.  

The method to calculate the electricity consumption of water pumps is as follows: 

s w i
N N n= ×∑  (3) 

Where wN is the rated power of a water pump. 3 chilled water pumps, 3 cooling water pumps 
and 3 hot water pumps are chosen with 2 in usage and 1 as backup. The selection of pumps is 
based on the peak cooling and heating load in the whole year. in  is the number of pumps that 
should run in hour i. 

4.3. The simulation results for annual energy use 

  

Figure 5 Hourly dry-bulb temperature and 
cooling water temperature 

Figure 6 The calculated hourly building load for the 
whole year  
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Figure 7 The comparison results of system 
energy use in summer 

Figure 8 The comparison results of system energy 
use in winter and transition season 

 
Notes: “s1” represents the  GSHP and “s2” represents the EBCS, “heating” is the electricity 
consumption of compressors and in the GSHP and EBCS for heating, and “cooling” is the 
electricity  consumption of compressors and heat pipe fans in the GSHP and EBCS for 
cooling. 

 

Figure 9 The annual accumulated natural cooling capacity analysis  

 
From the energy use comparison, it can be concluded that: 

1) The energy saving potential of EBCS is 21.7% compared to the traditional GSHP system. 
In EBCS, the air conditioners combined with heat pipe and water pumps use less energy while 
the fans use a little more energy. 

2) Air conditioners combined with heat pipe contribute the most of energy saving because of 
natural cooling. With the heat pipe, the natural circulation mode can undertake almost all the 
cooling load in winter and transition season. Even in summer, it can undertake more than 30% 
cooling load. In the whole year, the natural circulation mode undertakes more than 60% 
cooling load totally. 

3) In heating season, the EBCS has an obvious energy-saving advantage under partial load. It 
indicates that decentralized heating terminal units have higher energy efficiency at partial 
load. 
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4) Since the chilled and hot water pumps are cancelled in the EBCS, the annual electricity 
consumption of pumps is 30% lower in EBCS, even if the water head of pumps are higher 
than the cooling pump in the GSHP system.  

5. Conclusions  

The existing problems of the traditional GSHP systems are analyzed. A novel central air 
conditioning system based on ground source is proposed. The new system consists of 
decentralized terminal air conditioners combined with heat pipe, fresh air handing unit with 
large enthalpy difference and water loop. The chilled and hot water systems are cancelled. 
And the cooling water is transported to the terminal air-conditioners and fresh air handing 
units for heating and cooling by water loop. The air conditioners combined with heat pipe 
have two operating modes: natural cooling circulation and heat pump mode (compression 
refrigeration/heating). The air conditioners can switch between these two modes. The fresh air 
handing unit with large enthalpy difference has a strong ability of dehumidification, so it can 
be used to undertake the major latent load. 

Based on the theoretical analysis, the annual energy consumption of an office building in 
Beijing is simulated. The calculation results show that EBCS can reduce much energy 
consumption for cooling compared to the traditional GSHP system. That’s because the new 
system can realize natural circulation which can undertake 60% of the annual cooling load in 
the whole building. At the same time, EBCS also has obvious energy saving advantage in 
heating and transportation (pumps and fans) consumptions. The total energy saving potential 
in the whole year can reach 21.7%. Besides, the system form is simple and the control is easy. 
The terminal units can flexibly realize cooling and heating depending on the room demand, 
the same as the four-pipe type system. All this advantages can better ensure the temperature 
and humidity comfort all year round with much less energy use. 
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Abstract: A DCF model (discounted cash flow model) is implemented in order to investigate the economic 
aspects of GSHP (ground source heat pump) for heating and cooling, in comparison to traditional CB 
(condensing boiler). The DCF model allows the analysis of investment costs, operating costs and revenues of the 
two different systems in order to understand if the GSHP outperform its conventional counterpart in coming 
years, explicitly taking account for factors as price/cost growth. The whole analysis is performed adopting a 
parametric approach, in which all the previous terms are linked to energy labels, degree-days and EMRs (Energy 
Mix Ratios), the latter obtained as ratio between the full unit cost of electricity and natural gas paid by the 
householder. Relating to different EMRs, the DPBPs (Discounted Pay Back Periods) are presented in decision 
support matrixes in which energy labels and degree-days are the row/column variables, to confront the benefits 
of choosing between GSHP versus CB. Some considerations are also presented in order to express the 
environmental aspects. The results show that all higher energy labels have a good profitability ratio between 
costs and payback periods and demonstrate that GSHP system does pay off. Lower labels become interesting 
when the EMR drops to 0,25 and the gas price goes up 0,70 €/Nm3. 
 
Keywords: ground source heat pump, discounted cash flow models, energy mix ratio, decision support matrixes 

1. Introduction 

Heat pumps (HPs) are a reliable technology for space heating and cooling in commercial, 
industrial and residential buildings. In ground source heat pumps (GSHPs), the ground is used 
as heat source or sink; when compared to external air, it has smaller temperature variations 
during both heating and cooling season, and more advantageous thermal properties. For these 
reasons, GSHPs become an attractive alternative to conventional heating and cooling systems 
[1], owing to their higher energy utilization efficiency and reduction in greenhouse gases 
emission [2]. Economic evaluations were approached to exploit low temperature geothermal 
energy for buildings. In [3], the net present value is developed, showing a payback period of 
just a few years. Here, a discounted cash flow model (DFC) is implemented to assess the 
payback period for a GSHP application in comparison to traditional condensing boiler (CB), 
where the ground heat exchanger is the horizontal flat panel presented in [4]. 
 
2. Methodology 

The goal is to calculate the payback period for a ground GSHP versus a CB, in connection 
with degree-days and energy building labels. The climate aspect and energy label are taken 
from the Italian law, but they can be easy extended to any other country setting different 
degree-days and energy requirements. To define the climate condition, a function was 
performed for the time series air temperature. Calibrating this function to obtain specific 
degree-days, it was possible to consider different climate zones. For both air conditioning 
systems it is supposed the same indoor distribution plant working at the same fixed low 
temperature (44 °C), keeping the analysis free from this part. The GSHP is supposed a vapor 
compression type heat pump coupled to a horizontal ground heat exchanger (Fig. 1). The CB 
is taken as boiler with high performance. For the GSHP, the coefficient of performance (COP) 
basically depends from the temperature at the evaporator, if the temperature at the condenser 
is taken fixed, like in this case. Anyway, the evaporator temperature is depending from the 
climate and the thermal behaviour of the HGHE and surrounding soil, so that this last 
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behavior is the key to approach correctly the problem. A solution for the HGHE behaviour 
was fund implementing a numerical model in unsteady state, and adopting a combination of 
degree-days and energy requirements. The results was achieved forcing the behavior of an 
exchanger five meters long to reach on average 0 °C in the ground surrounding the exchanger, 
to exclude groundwater icing. The combination between degree-days and maximum power 
for exchanger unit length represents the limit that each other combination must respect. So, all 
the other cases were gathered as different combinations among climate zones and energy 
requirements. The thermal analysis has made all the results for next economic valuation. 
Here, installation and operation costs were considered to achieve a full price for unit building 
volume. The economic analysis was performed adopting different ratio between the full unit 
cost of natural gas and electricity, and their potential trend, to link the payback and pay off to 
an energy mix ratio (EMR). In the following sections, the former steps are reported to explain 
the approach. 
 
2.1. Building energy requirements and thermal behaviour 
The Italian law defines the limit for building energy requirements in heating (EPi), according 
to a country classification in seven degree-days climate zones (A,B,C,D,E,F), and to a 
building shape ratio (S/V). Moreover, the daily heating time is defined for each climate zone, 
but its observance is difficult to verify. The energy labeling weights the limit energy 
requirements to define eight energy classes (a+,b,c,d,e,f,g), adopting K factors from 0,25 to 
2,50 applied to EPi. Generally, the heat exchange power (δqV/dt) in steady state and for unit 
volume can be estimated for a given thermal difference dT occurred in time step dt, as: 
 

dT
V
SU

dt
Q

Vdt
qV ⋅⋅==

δδ 1
 (1) 

 
If its integral is extended to the full heating season, the product between dT and dt would 
represent the degree-days (dd) multiplied by the daily heating hours (hh). If as qV it is taken  
K*EPi for a given climate zone and shape ratio, the previous transmittance would give the 
global behaviour of the whole building, inclusive of all heat exchanges (heat transfer through 
shell, air ventilation, free heating, …). So, it could be assumed as all-inclusive “equivalent 
transmittance”, and estimated as: 
 

hhdd
V
S

EPU i

⋅⋅
=  (2) 

 
The former definition becomes usefully to approach heat transfer in a closed thermodynamic 
system by lumped parameters. Here, the building could be simplified in a homogenous body, 
whose internal energy variation occurs owing to the heat transfer belong its shell. The global 
mass is basically express only from walls, roof and foundation, because the air contribute is 
absolutely marginally. Knowing the building volume (V), the average density (ρ) and specific 
heat (c), and the ratio (r) between plenum over building volume, the integral of the energy 
balance between two time step becomes easy to do, assuming the air temperature 
independence from this heat exchange: 
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where T0 is the indoor air temperature at time step t0. The indoor temperature becomes also: 
 

( )
( )

cVr
ttSU

airair eTTTT ⋅⋅⋅
−⋅⋅

−
⋅−+= ρ

0

0  (4) 

 
When the air conditioning plant is turned off, the function (4) calculates the indoor air 
temperature in time related to the changing outdoor air temperature. When the plant is 
switched on, a constant target value for the indoor temperature can be assumed, and the heat 
of the air conditioning plant can be calculated by the equation (1). For simplicity, we assume 
the plant is able to reach the target temperature in a single time step. To generalize the climate 
zones, a time series for air temperature was defined, so that  knowing its trend during days 
and seasons, the degree-days are known and also the energy requirements according to the 
former equation (4) and (1). The time series was conceptualized as a sinusoidal trend, 
representing the seasonal temperature variation for daily maximum and minimum 
temperature, with a smaller sinusoidal oscillation superimposed, representing the hourly 
temperature variation with a daily time shift. In Fig 4 the air temperature is showed for a 
whole year; for each other details we remand to [4], where the method is presented. 
 
2.2. Defining the Coefficient Of Performance for the heat pump 
According to the previous considerations, the minimum fluid temperature leaving the indoor 
circulating pump is set to 44°C. Hence, it defines the temperature at the heat pump condenser, 
which can be supposed only few degrees higher (46 °C) than the first one, to perform suitably 
the heat exchange during condensation process. Neglecting the superheating after the 
evaporation and considering irreversibility coefficients to take into account the real processes, 
the thermodynamic cycle only depends from the temperature at the evaporator, which remain 
linked to the GHE. Therefore, even the COP only is depending to the fluid temperature 
leaving the GHE. It shouldn’t drop too below 0 °C to exclude groundwater icing problem, and 
shouldn’t go up 25÷30 °C, to limit environmental effects. If we adopt the refrigerant R134a, 
the thermodynamic cycle is laid in the Pressure-Enthalpy chart, where it is easy to estimate 
working relationships between enthalpy and temperature. According to the Fig.1 and [5], we 
have estimated the most important functions for the working temperature supposed at the 
condenser (46 °C), whose saturated pressure is 1,20 MPa. The compressor work is defined by 
the adiabatic 12 and then correct with a irreversibility coefficient η12. The heat exchange at 
the condenser can be calculated knowing h2 and h3, and adopting a heat transfer coefficient 
η23. Here, the performance at the compressor and at the condenser are taken 0,85 both. So, the 
COP becomes i.e. 4,01/5,35 at 0/10 °C. The expressions are reported in Fig. 2 and hold very 
high variances (R2 >0,96). 
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Figure 1: Thermodynamic cycle for R134a (E. 

Hansen & I. Aartun, NTNU 1999) 

Quantity Temperature at the condenser 46°C 
h1 3,3975774,00013,0 2 +⋅+⋅− TT  
h2 2,4261988,00012,0 2 +⋅−⋅ TT  

h3, h4 265,6 
l12 9,287762,00025,0 2 +⋅−⋅ TT  
q23 6,1601988,00012,0 2 +⋅−⋅ TT  

COP* 

9,287762,00025,0

4,1601988,00012,0
2

2

+⋅−⋅
+⋅−⋅

TT
TT

 

COP *
2312 COP⋅⋅ηη  

  
Figure 2: Relationships in temperature adopting 

R134a (ASHRAE Trans., 1988, vol.94) 
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2.3. Benchmark for geothermal outlet loop temperature 
The evaluation of the GHE performance was carried out as reported in [4]. There, the solution 
was conducted via the implementation of the unsteady-state three-dimensional numerical 
finite element code FEFLOW®, which allows determining the groundwater flow and 
temperature fields in saturated/unsaturated porous media, considering both conductive and 
convective heat transport. The HGHE used herein consists in a flat panel 0.80 m high, 0.02 m 
wide and 5.0 m long, buried vertically in a trench 6.0 m long, 0.30 m wide and 2.49 m deep. 
The overall computational domain is subdivided into 23 horizontal layers (Fig. 4) and the 
groundwater flow was imposed parallel to the HGHE direction with a piezometric gradient of 
0,2%. The hydraulic and thermal properties attributed to the different materials constituting 
the domain (fluid within the panel, backfill, and surrounding soil) are assumed to be 
homogeneous are typical for sandy silts, bentonitic clay and water, within the ranges usually 
cited in [4]. Thermal boundary conditions are given at the soil surface in the form of a 
temperature time series, applying a coefficient at the previous sinusoidal function for air 
temperature, set to 0,6. The GSHP operation hours are selected to represent frequent working 
conditions, 5 AM - 9 AM and 5 PM - 10 PM from Monday to Friday, 7 AM - 11 PM on 
weekends. The heating operation is allowed from October 15th to April 30th, the cooling from 
June 1st to Septemebr 30th. During on time, the HP is activated in heating/cooling mode to 
maintain the indoor target temperature (20/26 °C), supplying for each time step the heat 
estimated according (1) and (4). For simplicity, we assume that this heat and the related power 
is the same requested at the HGHE, and the compressor works only to raise it to the requested 
temperature. This hypothesis overrates the heat required from the HGHE for a rate linked to 
the heat pump COP at the working temperature. The flow rate into the HGHE is calculated for 
flushing water with 3 °C between the inlet and outlet temperature. To do so, a specific 
numerical loop was supplied directly from the FEFLOW’s producer [6]; this is the most 
important difference with [4], where the inlet temperature was fixed to 4°C in heating and 
35°C in cooling. The resulting temperatures are showed in Fig. 3, with two independent 
temperatures at 1,4 and 2,5 m deep from soil surface. The minimum temperature at the soil 
near the inlet reached almost 0 °C at 70th day; no less temperature is accetable without icing 
problem. It means that no higher power is possible for this configuration, according to initial 
soil temperature, degree-days, energy requirements and type and length of HGHE. The 
maximum power was 36 W/m in heating mode for each meter of HGHE; the medium one 27 
W/m. The soil volume surrounding the HGHE whose temperature varies by more than 0,5 °C 
from initial condition is almost 80 m3. 
The run for a full year needed very long computational time (more than six days). To avoid 
the time for running 29 cases, we examined each configuration according to the previous 
limit, and assuming the following hypothesis and observations:  

1. the maximum heat extractable from the soil for heating time depends from the initial 
soil temperature and the maximum soil volume involved at same time; 

2. the HGHE rate flow depends from the energy balance defined previously; 
3. the HGHE outlet temperature for each different case can be estimate scaling the 

temperature time series resulting from the numerical solution for the limit case, using 
the difference between the two initial soil temperatures; 

4. the difference of soil temperatures between two cases is equal to the difference of the 
yearly average air temperatures, because the sinusoidal functions are in phase;  

5. the major or minor maximum power of a different case requires a proportional HGHE 
length for getting the same maximum power for unit length of limit case. 

 
So, the heat transfer for each new case “N”, only can be equal to that of the limit case “L”: 
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Figure 3: Time series for temperatures 

 
Figure 4: Computational finite elements domain 

 
2.4. Pay back approach in Discounted cash flow analysis 
The economic analysis was undertaken using the discounted cash flow (DFC) approach in 
order to compare the different hypothesis. Typically the investment feasibility calculations are 
carried out using DCF where all the present and future inflows and outflows are discounted to 
obtain the net present value (NPV), the internal rate of return (IRR) or the discounted payback 
period (DPBP). The net present value represents the present value of all incomes and costs 
during the period of analysis of the investment. If the present value gives us a number larger 
than zero, then the project can be accepted. If the NPV is negative, the project must be 
rejected or modified. The IRR is the discount rate that makes the net present value equal to 
zero, so when the net present value of all costs equals the net present values of all incomes or 
revenues of the project. Usually the IRR must exceed the cost of capital. The discounted 
payback period for a project is the time it takes to recover the cost of investment. The cash 
flows are added up after taking account of the time value of money. The decision is based on 
comparing the different pay back periods with a predetermined cut off period decided by the 
decision maker. [7] In our analysis we considered the DPBP in order to verify if the GSHP 
pays off in comparison to a traditional heating system. To undertake the economic analysis, it 
needs to identify all the critical variables and assign appropriate values to them based on an 
analysis of the current market. The variables identified are listed in Tab. 1. Four scenarios 
(1,2,3,4) where tested in order to consider the different cost of electricity and natural gas, 
which gives us a diverse energy mix ratio (EMR). The energy cost is expected to grow at a 
rate of 3% per year (in real term), inflation is considered at 2% per year. The rates were 
extrapolated considering the historical trends in the Eurozone [8]. To discount the future cash 
flows a weighted average cost of capital approach was used, considering a Debt/Equity ratio 
of 0.60/0.40; the cost of debt is set at 5% and the cost of equity is assumed at 7%. Sinking 
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funds formula has been used to build up a sum of money to replace the systems after their 
usable life. The formula is: 
 

1
 

−
= nq

rCia  (8) 

 
Where a is the annual deposit. The final value is used to replace the equipment at the cost Ci. 
All costs were discounted considering an inflation rate plus a growth rate of energy costs, 
which gave us: 
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Where C are the costs, i is the inflation rate, g is the growth rate, r is the discount rate. The 
same approach was used by [3]. The discounted payback period is finally calculated as: 
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 (10) 

 
where:  

CiGSHP :  cost of installment (or investment) for GSHP system; 
CiCB:  cost of installment (or investment) for CB system; 
CeGSHP:  running costs (maintenance and electricity costs) for GSHP system; 
CeCB:  running costs (maintenance and natural gas costs) for CB system. 

 
Table 1: Economic data 
Description Value Units Life cycle Scenarios A B C D Units

Indoor circulating pump 2,000 €/We 10 years NATURAL GAS 1,0 1,0 0,7 1,2 €/Nm3

GSHP 0,700 €/We 15 years ELECTRICITY 0,5 0,25 0,175 0,24 €/kWh

Stack 0,100 €/Wt EMR 0,50 0,25 0,25 0,20

CB cost of maintenance 0,100 €/m3*year INFLATION RATE ( i ) 2% 2% 2% 2% %

GSHP cost of maintenance 0,010 €/m3 GROWTH  ( g ) 3% 3% 3% 3% %

CB  0,100 €/Wt 15 years DISCOUNT RATE  ( r ) 5,50% 5,50% 5,50% 5,50% %

Pollution check 0,100 €/m3*year

Major supply cost 0,003 €/We*year

GHE 40,000 €/m 30 years  
 
2.5. Results 
The thermal analysis calculated all the necessary data to perform the economic analysis, 
adopting shape building ratio S/V=0,5 and excluding climate zone A and energy labels a+ and 
g of the Italian law, as they are very expensive or rare. In Tab. 2 are presented the most 
important entry data for calculating the payback period. In all next tables, data are given 
adopting energy labels (a/b/c/d/e/f as 0,37/0,63/0,88/1,13/1,50/2,13 part of EPi) and climate 
zones (B/C/D/E/F as 750/1150/1750/2550/3550 degree-days) for rows and columns (L

Z). The 
primary energy requirements are showed in Tab. 3 and 4, and from Tab. 5 to Tab. 8 payback 
periods are displayed for different scenarios (1/2/3/4). If we consider a predetermined cut off 
period of 30 years, in scenario 1 a large number of solutions overcame that period (indicated 
with nc). Considering a suitable payback for an householder of 10 years, all scenarios show 
that a energy label is the best option, not depending from the EMR and the gas price. When 
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we change the EMR from 0,50 to 0,25 keeping the gas price fixed into 0,7÷1,0 €/Nm3, we can 
also include the b label as good opportunity for the GSHP technology. In scenario 4 almost 
the solutions give positive results as quicker payback periods, excluding the worst energy 
label f, which do not perform in terms of recovering the initial investments. In Fig. 4 is 
showed the EMR given by natural gas price for EU27 and used in our scenarios to identify 
their equivalence with Europe countries. Finally, in Fig. 5 is reported the payback period 
related to the energy requirements for each scenario, excluding the energy label f, for which 
the Italian low forces a fixed energy requirements. The scenario 1 shows higher slope, which 
can be taken as sign of instability with energy requirements. The scenario 4 mirrors the 
opposite case, where the low slope reflects almost the independence between payback period 
and energy requirements. 
 
Table 2: Climate zones variables, shape building ratio S/V=0,5 

Data Unit B C D E F 
Daily heating hours hours/day 7.2 8.0 9.0 9.6 10.5 

Potential heating days day/season 200 200 200 200 200 
EPi  kWht/m3 year 8.1 11.2 15.4 20.4 22.9 

Seasonal heating COP - 6.3 6.1 5.9 5.6 5.3 
 
Table 3: Electricity, kWh/m3·year 

L
Z B C D E F 

a 0.552 0.834 1.285 1.647 1.884 
b 0.949 1.442 2.194 2.825 3.230 
c 1.342 2.030 3.098 3.964 4.503 
d 1.742 2.641 4.016 5.148 5.833 
e 2.343 3.552 5.397 6.908 7.807 
f 3.396 5.146 7.784 9.959 11.182 

 

Table 4: Natural gas, Nm3/m3·year 
L

Z B C D E F 
a 0.305 0.455 0.687 0.858 0.946 
b 0.524 0.788 1.174 1.473 1.622 
c 0.742 1.111 1.658 2.067 2.262 
d 0.964 1.446 2.150 2.686 2.931 
e 1.298 1.947 2.892 3.606 3.923 
f 1.883 2.824 4.174 5.202 5.621 

 

  
Table 5: Payback period, scenario 1 

L
Z B C D E F 

a 0 3 6 10 8 
b 4 9 13 20 18 
c 7 15 21 nc 31 
d 11 21 30 nc nc 
e 17 nc nc nc nc 
f 29 nc nc nc nc 

 

Table 6: Payback period, scenario 2 
L

Z B C D E F 
a 0 3 4 7 5 
b 3 6 8 10 8 
c 5 9 10 12 10 
d 7 11 12 14 12 
e 10 14 14 16 13 
f 13 17 16 19 15 

 

  
Table 7: Payback period, scenario 3 

L
Z B C D E F 

a 0 3 5 7 6 
b 3 7 9 12 10 
c 9 10 12 15 12 
d 8 13 15 18 15 
e 11 17 18 21 17 
f 16 22 22 25 21 

 

Table 8: Payback period, scenario 4 

L
Z B C D E F 

a 0 3 4 6 5 
b 3 6 6 8 7 
c 5 8 8 10 8 
d 6 9 10 11 9 
e 8 11 11 12 10 
f 11 13 12 14 11 
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Figure 4: EMR given by gas price in EU27 
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Figure 5: Regression analysis for the scenarios 

 
3. Conclusions 

We calculated the payback time for a ground source heat pump (GSHP) in comparison with a 
condensing boiler (CB), in connection with degree-days, energy building labels and an energy 
mix ratio (EMR), reflecting energy prices due to different combinations of primary energy. 
EMR is obtained as ratio between electricity and gas price. A numerical model was used to 
value the soil temperature modified from the HGHE, and this solution was scaled to approach 
the other combinations among climate zones and energy labels. The results show that all 
higher energy labels have a good profitability ratio between costs and payback periods, and 
demonstrate that GSHP system does pay off. Lower labels become interesting when the EMR 
drops to 0,25 and the gas price goes up 0,70 €/Nm3. Further investigations should consider 
also environmental aspects (reductions of diffuse emissions, urban pollution control), 
potential raising energy label for retrofit action and different growth rate of energy price. 
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Abstract: In this study, approximately 150 m2 of floor space Eskisehir-Turkey have been investigated in a 2-
story home. The building is heated with natural gas and heat loss is 24,172 kW. 3000 m 3 / year to meet the heat 
loss and the cost of natural gas consumed in 1620 U.S. dollars / year. Only the heat pump system under study is 
replaced by natural gas boilers, home heating system has not been any other changes. Thermodynamic analysis 
is applied, first, both the system and exergy loss of energy expenditure were calculated. Second, the 
environmental values were calculated for both systems. Finally, the results were compared between the two 
systems. 
 
Keywords: Geothermal heat pump, Exergy and energy analysis, Environmental aspects, Renewable energy 

1. Introduction 
Due to the depletion and the environmental damages of the fossil fuels, use of alternative 
energy sources has become a necessity. Sustainable energy sources are divided into two parts 
as ground-source and atmosphere-source. Ground-source geothermal energy is stored heat 
energy in the earth's 0 to 10 km depth. This energy is 245.106 EJ in areas of high flux and 
181.106 EJ low flux areas respectively. Considering the use of 1% of this energy is able to 
meet the world's current energy needs.  It is predicted that Turkey has geothermal reserves 
that provide 50 EJ energy [1]. 31,500 MWh of thermal energy in Turkey and 2000 MWe/year 
of electrical energy can be achieved with this source. In the world, Turkey is the 5th among 
the best geothermal energy potential countries. Turkey has the geothermal energy potential to 
meet 30%  thermal or 5% of electrical energy of it [2]. A significant portion of world energy 
consumption to the domestic heating and cooling is attributable. Heat pump and widely used 
in many applications are preferred due to their high utilization efficiencies Compared to 
conventional heating and cooling systems. There are two common types of heat pumps: air-
source heat pumps and ground-source heat pumps (GSHPs), also known as geothermal heat 
pumps (GHPs). Several Advantages over or GHPs have GSHPs air source heat pumps as: (a) 
They're consumes less energy to operate. (b) They tap the earth or groundwater, a more stable 
energy source than air. (b) They require supplemental heat during extreme low outside 
temperature not do. (d) They're less refrigerant use. e) They have a simpler design and 
consequently less maintenance. (f) Require the unit to be located, where they're not do it is 
exposed to weathering. Their main disadvantage is the higher initial capital cost, being about 
30-50% more expensive than air source units. This is due to the extra expense and effort to 
bury heat exchangers in the earth or providing a well for the energy sources. However, once 
installed, the annual cost is less over the life of the system, resulting in a net savings [3].  
 
Eskisehir in Central Anatolia region of Turkey has a continental climate and has rich 
geothermal resources. Eskisehir water temperatures 25 oC - 55 oC has a range from 10 
geothermal areas [1]. Geothermal resources in Eskisehir hotels, public baths and hot springs 
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are also used and not used in another application. This study investigated the geothermal heat 
source for a building.  
 
2. Methodology 
First and second law is basic laws for thermodynamics. First law is conservation of energy 
and the second law deals with the nature and quality of energy. In this study, heat pump and 
natural gas systems analyzed for first and second law of thermodynamic, and then 
environmental impacts of them has been attached and the results were then compared with 
each other finally. 
 
2.1. Description of Systems 
Application made for a house about 150 m2 floor areas in Eskisehir-Turkey. Home is heated 
with natural gas and the heat loss is 24.172 kW. The study period was considered to be 6 
months. In this time, 3000 m3 of natural gas has been spent in and it cost $ 1,620 / year. R-134 
was used as a refrigerant in heat pump. Natural gas boiler and heat pump system are shown in 
figure 1 and figure 2. 
 

 

 

Figure 1. Investigated heat pump system.[3]                       Figure 2. Natural gas boiler system 
 
The assumptions for the system are as follows: 
• All systems are adiabatic to the environment. 
• Minimal and the average temperature during the heating period for Eskisehir are -12 oC and 
5 °C respectively.  

• Geothermal resource temperature is 40.5 oC [4]. 

• Radiator inlet and outlet temperature are 90 oC and 70 oC, respectively. 
• Geothermal water depth is 79 m [4]. 
• Average daily heating period is 12 hours. 

 

1338



 

 

2.2. Thermodynamic Analysis 
In this section, thermodynamic analysis was made detailed for first law (energy terms) and 
second law (exergy terms), also additional parameters have been added that allows evaluation 
system of the thermodynamically. 
 
2.2.1. 2.2.1 Energy terms 
Energy balances for any control volume at steady state can expressed as following [5], 
 

∑∑ −=+=+
i

i
o

oWQ EEEEWQ                     (1) 

 
In the absence of nuclear, magnetism, electricity and surface tension effects in the thermal 
systems and in this present study, the changes in the kinetic energy and potential energy are 
assumed to be negligible. The total energy for a flow of matter through a system can be 
expressed as [6]; 
 

ph chE E E= + � ��      (2) 

 
The physical energy for air and combustion gaseous with constant specific heat may be 
written as [6]; 
 

( )( )ph oTE m h h= −� �                        (3) 

 
Given work to the pumps is; 
 

.

. .pW m g H= �                             (4) 
 
Fuel’s energy is given [5]; 
 

F fE m LHV=� �                          (5) 

 
LHV and molecule weight of natural gas is 44661 kJ/kg and 16,28 kg/kmol respectively [7,8]. 
COP of heat pump can be defined as the ratio of the energy output to energy input [6];  
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The energy efficiencies are calculated by [6]; 
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2.2.2. 2.2.2 Exergy terms 
 
Exergy balances for any control volume at steady state can expressed as following [5], 
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In the absence of nuclear, magnetism, electricity and surface tension effects in the thermal 
systems, and in this present study, the changes in the terms of kinetic exergy and potential 
exergy are assumed to be negligible, the total exergy for a flow of matter through a system 
can be expressed as [6]; 
 

ph chEx Ex Ex= + � ��     (9) 

 
The physical exergy of the liquid and gas is calculated by [9]; 
 

( ) ( )[ ]oooph ssThhmxE −−−=        (10) 

 
An approximate formulation for the chemical exergy of gaseous hydrocarbon fuels as CaHb is 
given as [10]; 
 

aa
b

LHVm
xE

NG
NGNG

NGch 0698.0
0169.0033.1, −+≅= γ




   (11) 

 

NGγ  is equal to 1.0308 for the natural gas(NG) composition given in Table 2. 

The fuel exergy is equal to chemical exergy of fuel. The exergy efficiencies are calculated by 
[6]; 
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2.2.3.  Other Thermodynamic Evaluation Parameters 
 
Fuel exergy depletion ratio can be defined as [5]; 
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Relative exergy consumption ratio is calculated from [5]; 
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The exergetic improvement potential can be expressed following [5]; 
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Similar parameters can be defined for energy terms. Fuel energy depletion ratio can be 
defined as [5]; 
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Relative energy loss ratio [5]; 
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Energetic improvement potential [5]; 
 

( ) ,1k L kEIP Eη= −      (18) 

 
2.3.  Environmental Aspects 
 
In this section, environmental impacts were evaluated for CO2 emissions released into the 
environment. Combustion equation of natural gas is showed as following; 
 
0.9334 CH4 + 0.00211 C2H6 + 0.00029 C3H8 +0.00012 C4H10 + 0.06408 N2 + 26.675 
(0.7448 N2 + 0.20509 O2 + 0.0003 CO2 +0.019 H2O)              0.9469725 CO2 + 4.76343 
H2O + 2.425 O2 +19.93162 N2  [7,8]                           
 (19) 
 
Rate of CO2 mass to total mass [11]; 
 

2

20.9469725
CO
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=         (20) 

 
Mass of CO2 releasing to air [11]; 
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0.9469725

. F

F

CO

CO
m

M
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3. Results 
In this part, results of the energy and exergy values of the systems were submitted firstly. 
Then the results are presented in terms of environmental impacts. 
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3.1. Energy and Exergy Results for Both Systems. 
Some important results can be summarized as follows. The largest loss of energy for natural 
gas and heat pump systems is in radiator. The largest exergy destruction is at natural gas 
system for boiler for natural gas system and at compressor for heat pump. The highest energy 
efficiencies are at condenser and evaporator for heat pump system and at natural gas boiler for 
natural gas system. The highest exergy efficiencies are at condenser for heat pump system and 
at radiator boiler for natural gas system. All thermodynamic values in the two systems can be 
shown in table 3-6. 
 

Table 1. Heat pump system pressure, temperature, energy rate and exergy rate 

Point Fluid 
Temperature 
(K) 

Pressure 
(kPa) 

Mass flow 
(kg / s) 

Energy rate 
 (kW) 

Exergy rate 
 (kW) 

0 water 278.15 100       
0 refrigerant 278.15 100    
1 refrigerant 282.09 400 0.142 11.56 27.60 
2 refrigerant 282.09 400 0.142 27.78 27.83 
3 refrigerant 373.15 1400 0.142 38.81 33.01 
4 refrigerant 347.15 1400 0.142 14.91 15.99 
5 water 363.15 100 0.29 54.546 3.349 
6 water 343.15 100 0.29 78.870 7.547 
7 water 343.16 100 0.29 78.970 8.020 
8 water 313.65 100 0.87 129.35 7.620 
9 water 313.75 100 0.87 129.71 7.670 
10 water 308.15 100 0.87 109.32 5.500 
   

Table 2. Calculated values for heat pump system in terms of energy 

Component 

Energy 
input 

Energy 
output 

Energy 
loss 

η ϕ Θ 
EIP 

(kW)  (kW) (kW) (kW) 
Circ. pump 1 0.680 0.360 0.320 0.530 0.010 0.008 0.150 
Circ. pump 2 0.142 0.100 0.042 0.700 0.001 0.001 0.012 
Compressor 30.000 23.900 6.100 0.800 0.200 0.162 1.220 
Condenser 137.300 136.670 0.630 0.990 0.021 0.016 0.006 
Evaporator 118.070 117.900 0.170 0.990 0.006 0.004 0.002 
Expansion valve 14.860 8.920 5.940 0.600 0.200 0.158 2.376 
Radiator 78.870 54.546 24.324 0.691 0.801 0.548 7.516 
All system 379.922 342.396 37.542 0.901 1.251 1.000 3.491 
 

Table 3. Calculated values for heat pump system in terms of exergy 

Component 

Exergy 
input 

Exergy 
output 

Exergy 
destruction 

ψ α β 
ExIP 

 (kW)  (kW) (kW) (kW) 
Circ. pump 1 0.680 0.050 0.630 0.080 0.021 0.028 0.630 
Circ. pump 2 0.142 0.030 0.112 0.210 0.004 0.005 0.112 
Compressor 30.000 17.020 12.980 0.570 0.432 0.571 12.980 
Condenser 15.480 15.050 0.430 0.970 0.014 0.019 0.430 
Evaporator 7.520 5.890 1.630 0.780 0.054 0.072 1.630 
Expansion valve 1.870 0.120 1.750 0.070 0.058 0.077 1.750 
Radiator 7.547 3.349 4.198 0.443 0.173 0.228 2.338 
All system 63.262 41.509 21.73 0.670 0.752 1.000 7.448 
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Table 4. Natural gas system pressure. temperature. energy rate and exergy rate 

Point Fluid 
Temperature 
(K) 

Pressure 
(kPa) 

Mass flow 
(kg / s) 

Energy rate Exergy rate 
 (kW)  (kW) 

0 water 278.15 100    
1 water 343.16 100 0.29 78.97 8.02 
2 water 363.15 300 0.29 103.21 13.18 
3 water 363.15 100 0.29 103.21 13.18 
4 water 343.15 100 0.29 78.87 7.99 
Fuel Natural gas - 300 0.00065 28.630 29.97 
 
Table 5. Calculated values for natural gas system in terms of energy 

Component 

Energy 
input 

Energy 
output 

Energy 
loss 

η ϕ Θ 
EIP 

(kW)  (kW) (kW) (kW) 
Circ. pump 0.14 0.1 0.04 0.7 0.002 0.002 0.012 
Exp. valve 103.21 103.21 0 - - - - 
Nat. gas  boiler 28.63 24.34 4.29 0.85 0.001 0.001 0.001 
Radiator 78.870 54.546 24.324 0.691 0.801 0.548 7.516 

All system 210.71 192.196 15.554 0.912 0.543 1.000 1.369 
 
Table 6. Calculated values for natural gas system in terms of exergy 

Component 

Exergy 
input 

Exergy 
output 

Exergy 
destruction 

ψ α β 
ExIP  

 (kW)  (kW) (kW) (kW) 
Circ. pump 0.140 0.030 0.110 0.210 0.004 0.004 0.087 
Exp. valve 13.180 13.180 0.000 - - - - 
Nat. gas  boiler 29.97 5.160 24.810 0.172 0.797 0.797 20.543 
Radiator 7.547 3.349 4.198 0.443 0.173 0.228 2.338 
All system 50.837 21.719 29.118 0.427 0.974 1.000 16.678 
 
3.2. Result of Environmental Aspects 
Natural Gas system release 4.64 kg/h CO2 to air, while heat pump system doesn’t release CO2 
emissions to the environment. 
 
4. Conclusions 
Considering energy need and environmental troubles, importance of saving large amount 
energy used heating in the world can be better understood. In this study, natural gas heat and 
pump systems compared with in terms of energy, exergy and environmental aspects. Some 
important results obtained are as follows; Heat pump COP value is 4.5, ie 4.5 unit heat energy 
corresponds to a unit to electrical energy can be obtained. According to energy analysis the 
energy consuming of natural gas system are 5.46 times more than heat pump system. Heating 
a building with heat pump is environmentally friendly. Because, using natural gas system 
causes releasing 4.64 kg/h CO2 to air, on the contrary, in case heat pump using there is no 
emission to environment.  According to exergy analysis the total exergy destruction of natural 
gas system are 3.82 times more than total exergy destruction of heat pump system, exergy 
efficiency heat pump system is 0.67, while 0.47 for the natural gas system. Energy 
development potential is 3.491 kW for the heat pump system, while 3.522 kW for the natural 
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gas system and the exergy development potential of the heat pump system is 7.448 kW, while 
16.049 kW for the natural gas system.  
 
According to the results seen above, energy, exergy and environmental assessments seems to 
be more suitable for the use of heat pump system. In addition, a review of the whole system in 
detail what is the weak and strong aspects of the system clearly seems possible. On this basis, 
these criteria should be considered when designing systems. Finally, it can be said geothermal 
source heat pump is suitable for places has rich geothermal resources such as Eskisehir.  
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Abstract: A hybrid ground source heat pump (HGSHP) has been recommended as a low cost alternative of a 
ground source heat pump (GSHP) which has higher initial costs with increasing the size of ground heat 
exchanger (GHX) for imbalanced load conditions. HGSHP systems incorporate both GHX and supplemental 
equipments, such as cooling towers and/or boilers. The main issues of HGSHP are the optimal size design and 
control strategies of supplemental equipments. The objective of this paper is to optimize the size and control 
strategies using an optimization methodology called as the response surface method (RSM) to decrease the 
system’s total initial cost (IC) and/or life cycle cost (LCC) and/or annual energy use (AEU) of HGSHP systems. 
The simulation data used in this research was originated from Yavutzurk et al. and integrated with the RSM. 
Commercial software, which is Minitab 15, has been adopted to draw contour plots, surface plots and overlaid 
contour. With using response optimizer, the optimal size design and control strategies of supplemental 
equipments were determined individually and the results were compared with the results of Yavutzurk et al. The 
optimal size and control strategies have been successfully determined using the optimization tool of the RSM. 
 
Keywords: Hybrid ground source heat pump, Supplemental equipment, Optimization, Response Surface Method 

Nomenclature 

EFT     entering fluid temperature .................... K 
ExFT   exiting fluid temperature ...................... K 
GHXL ground heat exchanger length..........ft(m) 

IC     initial cost ..............................................$ 
LCC    life cycle cost .........................................$ 
PV     present value cost ..................................$ 

 
1. Introduction 

The remarkable advantage of a ground source heat pump (GSHP) is its energy saving 
potential. The GSHP can save up to 50% of the energy that would be used by conventional 
systems [1]. The prominent disadvantage of GSHP is higher initial costs which make short-
term economics unattractive, although long-term economics is attractive because of lower 
operating costs caused by higher system performance. Furthermore, for imbalanced load 
conditions, it is inevitable to increase the size of ground heat exchanger (GHX) or the distance 
between adjacent GHX boreholes to postpone heat buildup caused by the difference between 
cooling and heating. A hybrid ground source heat pump (HGSHP) has been recommended as 
a low cost alternative of GSHP, which can reduce GHX size and give more efficient 
operation. The HGSHP can effectively balance the ground thermal loads by incorporating 
supplemental equipments, such as cooling towers and/or boilers into the GSHP system. The 
design and operation of HGSHP are more complex than GSHP. Fig. 1 shows the schematic 
diagram of HGSHP system comprising serial and parallel arrangement of GHX and 
supplement equipment such as cooling tower and/or boiler. In this paper, the comparison 
between serial and parallel arrangement would not be conducted. 
 
ASHRAE [2] sizes the supplemental heat rejecter capacity based on the difference between 
monthly average heating and cooling loads of the building rather than the peak loads. General 
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Fig. 1. Schematic diagram of hybrid ground source heat pump system. 
 
guidelines for the integration of the heat rejecter into the system piping were presented. 
Kavanaugh and Rafferty [3] discuss HGSHP systems within the framework of GHX design 
alternatives. The sizing of the supplemental heat rejecter is based on the peak block load at the 
design condition. The nominal capacity is calculated based on the difference between the 
GHX length required for cooling and heating. Kavanaugh [4] revises and extends the existing 
design procedures as recommended in the above two publications. In addition, a control 
method is proposed for balancing the cooling and heating loads on the ground heat exchanger 
to limit long-term temperature rise. The revised procedure is applied to an office building in 
three climates, and initial cost and operating cost issues are discussed. Yavutzurk and Spitler 
[5] present a comparative study investigating several control strategies for HGSHP systems. 
The strategies investigated include set point control (operating the supplemental rejecter 
whenever the heat pump entering or exiting fluid temperature exceeds a set temperature, 
differential temperature control (operating the supplemental rejecter whenever the difference 
between heat pump fluid temperature and ambient air temperature exceeds set value), and 
operation of the supplemental rejecter to remove heat from the GHX field during nighttime 
hours. A 20-year life-cycle cost (LCC) analysis is conducted to compare each control strategy. 
Singh and Foster [6] explored first-cost savings resulting from HGSHP designs in two 
building-an office building and an elementary school. Ramamoorthy et al. [7] reported on a 
similar study that used a cooling pond as a supplemental heat rejecter. Using a differential 
temperature control strategy, a limited optimization of GHX size and pond size was 
performed. Chiasson and Yavutzurk [8] used the same system simulation approach to identify 
scenarios where the HGSHP system with a supplemental heat source is beneficial, in 
particular schools in heating-dominated climates, where the school was not operated during 
the summer. The supplemental heat sources investigated were solar thermal collectors and the 
approach was shown to be economically feasible.  
 
Therefore, the main issues of HGSHP are the optimal size design and control strategies of 
supplemental equipments to minimize total initial cost or life-cycle cost or operating cost with 
satisfying designed range of entering or exiting fluid temperature to or from heat pump 
respectively which assures high performance of HGSHP. To size design of supplemental 
equipment depends on the size of GHX and its operating hours, and it means that smaller 
supplemental equipment should operate itself for longer hours. To size supplemental 
equipments and select its control strategies are coupled. 
 
The objective of this paper is to optimize the size and control strategies using an optimization 
methodology called as the response surface method (RSM) to decrease the system’s total 
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initial cost (IC) and/or life cycle cost (LCC) and/or annual energy use (AEU) of HGSHP 
systems. 
 
2. Optimization Method 

2.1. Control Strategies 
The strategies investigated include 3 kinds of control logics. Set point control (Control 1) 
means that the cooling tower is activated when the heat pump entering or exiting fluid 
temperature exceeds a set temperature such as 96.5F (35.8C). Differential temperature control 
(Control 2) means that the supplemental rejecter is operated whenever the difference between 
heat pump fluid temperature and ambient air temperature exceeds set value such as 3.6F 
(2.0C) and is turned off when the difference is less than 2.7F (1.5C). Cool storage control 
(Control 3) means that the cooling tower is operated during nighttime hours to remove heat 
from the GHX field. For more detailed information, it could be found out in Yavutzurk and 
Spitler [5]. 
  
2.2. Simulated data used 
This paper focused on the adoption of RSM as optimization method of HGSHP and so 
previously published data was used not to verify the building simulation results and to decide 
whether it is  possible to solve this kind of optimization problem with RSM method or not. 
Used simulation data from TRNSYS simulation were originated from Yavutzurk and Spitler 
[5] of which building’s total area is approximately 14,205 ft2 (1320 m2). A 20-year life-cycle 
cost (LCC) analysis is conducted to compare each control strategy. The detailed information 
about the annual building loads was skipped. The simulated data is summarized in Table 1. 
 
2.3. RSM method and Objective function 
RSM is a kind of optimization methodology determining the range of main factors for 
optimizing responses and statistical approximation method for coupled design factors problem. 
Using minitab software, all RSM process can be conducted and several kinds of plots can be 
drawn. First of all, the definition of design factors and responses should be conducted. In this 
paper, determined design factors are ground heat exchanger length (GHXL) and control 
 
Table 1. Simulated data used. 

Control 
GHXL 
, ft(m) 

Total Initial 
Costs($) 

Total Present 
Value Costs($) 

Annual Energy 
Use(kWh) 

1 

3000 (914) 26,662 46,075 24,179 

2625 (800) 23,036 40,783 22,200 

2250 (686) 19,505 35,493 19,913 

2 

3000 (914) 22,427 38,438 19,941 

2625 (800) 19,774 35,254 19,230 

2250 (686) 17,195 32,171 18,563 

3 

3000 (914) 21,272 41,845 25,623 

2625 (800) 18,175 37,259 23,800 

2250 (686) 15,078 32,672 21,914 
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Table 2. Coefficients of response surface regression. 
 

Terms 
Coefficients 

Total Initial 
 Costs($) 

Total Present  
Value Costs($) 

Annual Energy 
 Use(kWh) 

Constant 4417.81 19752.2 17924.8 

a (GHXL) 8.40058 12.4643 6.14636 

b (CONTROL) -4061.50 -14267.7 -13042.8 

c (GHXL*GHXL) 0.000217625 0.00018660 -2.37487E-04 

d (CONTROL*CONTROL) 825.103 3742.74 3714.60 

e (GHXL*CONTROL) 0.642000 -0.939333 -0.371333 

 
strategies with which supplemental equipment such as cooling tower is operated, and selected 
responses are the size of supplemental equipment, total initial costs, total present value costs 
and annual energy use. The objective function was defined as minimization of total initial 
costs and/or total present value costs and/or annual energy use. After analyzing design of 
experiment, response surface analysis was conducted and several kinds of plots such as 
contour plots, surface plots and overlain plots for multiple responses were drawn as well as 
response surface regression. Finally, the optimized values of GHXL and Control strategy 
were obtained to satisfy the objective function. 
 
3. Results and Discussions 

3.1. Response surface regression 
Response surface regression was conducted using software of Minitab 15 as shown in Eq. 1. 
The regression curves were deducted in terms of ‘GHXL’ and ‘CONTROL’ comprising 
second order terms such as ‘GHXL*GHXL’ and ‘CONTROL* CONTROL’ and interaction 
term of ‘GHXL* CONTROL’ for the responses (Y) such as total initial cost, total present 
value costs and annual energy use. The regression coefficients are listed in Table 2. The 
calculated R-Square values of total initial costs, total present value costs and annual energy 
use are 99.28%, 97.61%, 96.51% respectively. 
 
Y = Constant + a (GHXL) + b (Control) + c (GHXL GHXL)

     + d (Control Control) +  e (GHXL Control)

× × × ×
× × × ×

 (1) 

 
3.2. Surface plots and Contour plots 
As it is shown in Fig. 2, Surface plots and Contour plots for 3 responses were drawn. Contour 
plot is two dimensional and Surface plot is three dimensional. With these plots, optimization 
direction could be obtained. To decrease total initial costs, total present value costs and annual 
energy use, GHXL size should be decreased which means increasing cooling tower size in all 
cases. As for the control strategies, in the case of total initial costs, control strategy should 
approach Control 3 which means cool storage control to minimize total initial costs, and in the 
case of total present value costs, control strategy should come close to the middle point 
between Control 2 which means differential control and Control 2.5 which means the mixed 
control of 50% Control 2 and 50% Control 3 for minimizing total present value costs. As we 
can see, the control strategy for annual energy use should approach Control 1.8 to minimize 
annual energy use.  
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Fig. 2. Surface plots and Contour plots for 3 responses. 
 
3.3. Overlaid contour 
To draw overlaid contour, the ranges of 3 responses were determined as it is in Fig. 3 such as 
15,000~18,000 ($) for total initial costs and 32,000~35,500 ($) for total present value costs 
and 18,500~19,900 (kWh) for annual energy use. 
 

Fig. 3. Overlaid contour for 3 responses. 
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Fig. 4. The result of response optimizer for minimizing 3 responses 
 
In Fig. 3, the bright region enclosed 3 pair of curves satisfies 3 conditions given and it means 
that the optimal values of factors and responses are within the bright region. For the purpose 
of determining optimum value of GHXL and Control to minimize individually each response, 
the response optimizer should be conducted. 
 
3.4. Results from Response optimizer 
In Fig. 4 the left figure presenting response optimizer result is for total initial costs and 
optimum value of GHXL and Control strategy are 2,345 ft (715 m), 3.0 respectively and 
minimum total initial cost is 16,040 $. The middle figure is for total present value costs and 
optimum value of GHXL and Control strategy are 2,345 ft (715 m), 2.2 respectively and 
minimum total present value cost is 31,890 $. The right figure is for annual energy use and 
optimum value of GHXL and Control strategy are 2,345 ft (715 m), 1.9 respectively and 
minimum annual energy use is 18,010 (kWh). The individual desirability and composite 
desirability were checked. These results are listed in Table 3 and compared with the previous 
results from Yavutzurk and Spitler [5]. With RSM, 17% decrease of total present value costs 
and 10% of annual energy use compared with Yavutzurk and Spitler [5] were obtained, 
though there was 7% increase of total initial costs.  
 
4. Conclusions 

The objective of this paper was to optimize the size and control strategies using an 
optimization methodology called as the response surface method (RSM) to decrease the 
system’s total initial cost and/or life cycle cost and/or annual energy use of HGSHP systems.  
 
Table 3. Results Comparison between RSM and Yavutzurk and Spitler [5]. 

Terms RSM Yavutzurk and Spitler [5] Difference (±%) 

Total Initial 
Costs ($) 

16,140 ($) 15,078 ($) +1,062 (+7%) 

Total Present 
Value Costs ($) 

31,890 ($) 38,438 ($) -6,548 (-17%) 

Annual Energy 
Use (kWh) 

18,010 (kWh) 19,941 (kWh) -1,931 (-10%) 
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In this paper, determined design factors were ground heat exchanger length (GHXL) and 
control strategies with which supplemental equipment such as cooling tower is operated, and 
selected responses were the size of supplemental equipment, total initial costs, total present 
value costs and annual energy use. The objective function was defined as minimization of 
total initial costs and/or total present value costs and/or annual energy use. Using minitab 
software, all RSM process was conducted and response surface regression and several kinds 
of plots such as surface plots, contour plots and overlaid contour were drawn.  
 
With RSM, 17% decrease of total present value costs and 10% of annual energy use 
compared with Yavutzurk and Spitler [5] were obtained, though there was 7% increase of 
total initial costs. The optimal size and control strategies have been successfully determined 
using the optimization tool of the RSM. 
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Abstract: The earth is an energy resource which has more suitable and stable temperatures than air. Typical 
values for Coefficient of Performance (COP) of Ground Source Heat Pumps (GSHPs) are up to 8 while it is 4 of 
air source heat pumps. GSHPs were developed to use ground energy for residential heating. The most important 
part of a GSHP is the Ground Heat Exchanger (GHE) that consists of pipes buried in the soil and is used for 
transferring heat between the soil and the heat exchanger of the GSHP. Soil composition, density, moisture and 
burial depth of pipes affect the size of a GHE. Design of GSHP systems in different regions of US and Europe is 
performed using data from an experimental model. However, there are many more techniques including some 
complex calculations for sizing GHEs. An experimental study was carried out to investigate heat transfer in soil. 
Measured fluid inlet temperatures were used in the numerical simulation and the fluid outlet temperatures were 
calculated. A parametrical study was conducted to investigate effects of soil thermal properties and geometrical 
parameters on heat transfer from ground heat exchanger. It is seen that the soil thermal conductivity has great 
importance on heat transfer. Also, burial depth and distance between pipes are other parameters to be considered 
for sizing GHEs. 
 
Keywords: Ground source heat pump, Parallel pipe horizontal ground heat exchanger, Numerical solution 

1. Introduction 

The GHE is an important part of GSHP systems and its dimensions and burial depth should be 
calculated with an effective method. Particularly, the cost of assembly of GHE affects the 
choice of these systems. In the literature, there are two kinds of analytical approaches: Kelvin 
Line Source Theory and Cylindrical Source Theory. In addition, there are many studies using 
two or three dimensional steady state and time dependent numerical techniques [1-7], [8-11, 
12]. Kelvin Line Source and Cylindrical Source theories find only symmetrical soil 
temperature distributions around the pipe. Metz [7] has been suggested an analytical model to 
find temperature distribution in the soil by dividing ground into blocks around the coil and 
done some modifications to Line Source theory. Mei [6] has been included the effects of 
seasonal ground temperature variation, pipe material, circulating liquid properties and 
compared his work with modified line source and simple line source models. A simplification 
of boundary conditions to solve equations analytically causes some error on results especially 
shorter simulation times. Analytical models do not consider the temperature change of soil by 
depth and the surface effects such as radiation, convection and surface cover. The effects of 
the convection on the ground surface were included in some of the models [1, 2].  A more 
complicated model for heat transfer of buried pipes was performed by Negiz, Hastaoglu and 
Heidemann for petrol transferring pipes [4, 9, 10]. Piechowsky was included mass transfer in 
his model to take into account the effects of the soil moisture [11, 13]. In this study, a 
numerical model was suggested with realistic boundary conditions. In order to validate the 
new model a big scale experimental set area was built. 
 
2. Experimental study 

A GSHP having 4 kW heating and 2.7 kW cooling capacity is used for experimental study. 
The ground heat exchanger consists of three parallel pipes which have 40 m length and ½” 
diameter buried in soil at 1.8 m  depth. The distance between the parallel pipes is 3 m . 
Experimental GSHP system is installed at Yıldız Technical University Davupaşa Campus on 
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800 m2 surface area with no special surface cover. Temperature data were collected using T-
type thermocouples buried in soil horizontally and vertically at various distances from the 
pipe center and at the inlet and outlet of the ground heat exchanger. All the thermocouples are 
connected to a 64 c hannel PLC system capable of saving data of hourly temperature 
measurements for 8 days. Figure 1 and 2 represents the experimental setup. 

 
Figure 1 Experimental setup (heat pump and measuring system) [14] 
 

  
Figure 2 Experimental setup (ground heat exchanger and thermocouple locations) [14] 

3. Numerical study 

Aiming to find three dimensional temperature distributions in the soil, a new model with 
realistic boundary conditions was suggested. Heat transfer in the soil is time dependent three 
dimensional heat conduction. Temperature gradient along the pipe axis is so small that it can 
be neglected and the heat conduction equation can be solved using dynamical boundary 
conditions in two-dimensional geometry. The solution domain and boundary conditions was 
prepared as in Figure 3.  
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Figure 3 Parallel pipe horizontal GHE and solution area in the soil [14] 

The model consists of parallel pipes buried at the depth of Y. Distance between pipes is D. 
Region shown in Figure 4 is taken as solution domain. This is two dimensional and presented 
in Cartesian coordinate system. 

 
Figure 4 Computational solution domain [14] 

Two-dimensional time dependent heat conduction and boundary conditions of problem are of 
the form; 
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𝑇𝑓,𝑖 = 𝐶 (7) 

Where Qt is total heat transfer rate at the surface and Tf,i is the fluid inlet temperature.  
Because of the complexity of the boundary conditions, the heat conduction equation has been 
solved numerically using Alternating Direction Implicit (ADI) Finite Difference formulation. 
ADI method is stable for every time step and grid size and the resulting matrix system is tri-
diagonal. Tri-diagonal matrix systems can be solved easily using the Thomas algorithm. For 
this purpose, software was developed in MATLAB environment and the effects of solution 
parameters on the results were investigated. Details of the numerical model and solution 
procedure can be found in Demir et.al. [14]. The simulation results were acceptable when a 
mesh size of 0.1 m in x and y directions, 1 m in z direction and 1800 s as time step were used. 
Parameters from experimental study used in numerical simulation as below: 
- Start date 13th December - Length of parallel pipes, L = 40 m 
- Volumetric flow rate, Vf = 0.42768 m3/h - Distance between pipes, D = 3 m  
- Soil thermal conductivity, ks = 2.18 W/m K  - Burial depth, Y = 1.8 m  
- Soil thermal diffusivity, αs = 0.00000068 m2/s  - Working fluid is water  
- Pipe outer/inner diameter, do/di = 20/14.6 mm - Pipe material = PPRC   
- Pipe thermal conductivity, kp = 0.8999 W/m K - Number of parallel pipes, n = 3 
 
4. Results 

The experimental fluid inlet/outlet and theoretical fluid outlet temperatures are shown in 
Figure 5. It is seen that the experimental and numerical results are in good agreement. 

 
Figure 5 Experimental fluid inlet and experimental/theoretical fluid outlet temperatures [14] 

The effects of the parameters, soil thermal conductivity, burial depth and distance between 
pipes were investigated numerically. Figure 6 and 7 s how the effects of soil thermal 
conductivity on fluid outlet temperature and horizontal temperature distribution in soil. Fluid 
outlet temperature increases with increasing thermal conductivity while has no e ffect on 
horizontal temperature distribution after 250 h of simulation time. 
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Figure 6 Effects of the soil thermal conductivity on fluid outlet temperature 
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Figure 7 Effects of the soil thermal conductivity on horizontal temperature distribution in soil 
 
In Figure 8 and 9, the effects of the distance between pipes on fluid outlet temperature and 
horizontal temperature distribution in soil are presented. Fluid outlet temperature increases 
with increasing distance. Also, it is  seen from Figure 9 that increasing the distance between 
pipes affects the unaffected soil region and heat transfer characteristics. Smaller distances 
cause decrease of the temperature of the soil in the vicinity of the pipes and reduces heat 
transfer rate. 
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Figure 8 Effects of the distance between pipes on fluid outlet temperature 
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Figure 9 Effects of the distance between pipes on horizontal temperature distribution in soil 
 
In Figure 10 and 11, the effects of the burial depth on fluid outlet temperature and horizontal 
temperature distribution in soil are shown. Fluid outlet temperature increases with increasing 
burial depth. It is easily seen the effects of surface temperature variations on the fluid outlet 
temperature for the burial depth of 0.5 m . Therefore, it is recommended that the minimum 
burial depth must be 1 m for horizontal ground heat exchangers. Also, increasing the burial 
depth increases the fluid outlet temperature as the temperature of the soil increase with depth. 
 
5. Conclusions 

In this study, the numerical model including all weather conditions was suggested and 
verified with the experimental study. The most important advantage of the model is 
implementation of meteorological data to numerical model. It is seen that the maximum 
deviation between calculated and experimental fluid outlet temperatures is 10.5%. It is 
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possible to simulate whole year operation of ground heat exchanger providing the 
meteorological data.  
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Figure 10 Effects of the burial depth pipes on fluid outlet temperature 
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Figure 11 Effects of the burial depth pipes on horizontal temperature distribution in soil 
 
After validating the numerical model, a parametrical study was conducted to investigate 
effects of the geometrical parameters and soil properties. It is determined that the fluid outlet 
temperature is strongly depends on soil thermal conductivity. The heat transfer characteristics 
of the soil in the vicinity of the pipes can be improved by using backfill material. Other 
important parameters are burial depth and distance between the pipes. Pipes should be buried 
in the soil below 1 m from the free surface in order to eliminate surface effects such as 
temperature variation, radiation, snow and rainfall. Also, the distance between pipes should 
not less than 0.8 m considering the required surface area. 
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To improve the accuracy of the model neural network approach may be used for modeling 
soil, air temperature and solar radiation. Also, moisture transfer and variation of soil thermal 
conductivity with soil moisture content and temperature can be modeled for further studies. 
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Abstract: Undisturbed ground temperature is one of the most crucial thermogeological parameters needed for 
shallow geothermal resources assessment. Energy considered to be geothermal is energy stored in the ground at 
depths where solar radiation has no effect. At depth where undisturbed ground temperature occurs there is no 
influence of seasonal variations in air temperature from surface. Exact temperature value, and depth where it 
occurs, is functionally dependent on surface climate parameters and thermogeologic properties of ground. After 
abovementioned depth, increase of ground temperature is solely dependent on geothermal gradient. Accurately 
determined values of undisturbed ground temperature, and depth of occurrence, are beneficial for proper sizing 
of borehole heat exchangers and ground source heat pump system as a whole.  
On practical example of building being heated and cooled with shallow geothermal resource, via heat pump 
system, influence of undisturbed ground temperature and geothermal gradient on size of borehole heat exchanger 
is going to be presented. Sizing of borehole heat exchanger was calculated with commercial software Ground 
Loop Designer (GLD), which uses modified line source and cylinder source solutions of heat conduction in 
solids. 
 
Keywords: Borehole heat exchanger, Shallow geothermal energy, Geothermal heat pump, Undisturbed ground 
temperature, Geothermal gradient 

1. Introduction 

Today most of the commercially available simulation software packages that are used for 
sizing of geothermal heat pumps systems with borehole heat exchangers apply one of two (or 
both) theoretical heat transfer models. The first model is based on the cylindrical source 
model and allows for quick but accurate length or temperature calculations based on limited 
data input. The second model is based on a simple line source theory, but is more detailed in 
its ability to generate monthly temperature profiles over time given monthly loads and peak 
data. Although the solutions of the two models do not always agree, and strongly differ on 
valuation of thermal interferences effect, they do give the engineer more information on 
which to base a final borehole heat exchanger system design. 
 
The vertical bore length equations used in the first model, also known as 
ASHRAE/Kavanaugh model, are based upon the solution for heat transfer from a cylinder 
buried in the earth. The method was developed and tested by Carslaw and Jaeger (1946). The 
solution gives a temperature difference between the outer cylindrical surface and the 
undisturbed ground temperature. Ingersoll suggested using the equation and its solution for 
the sizing of borehole heat exchangers in cases where the extraction or rejection of heat 
occurs in periods of less than six hours, where the simple line source model fails (Ingersoll, 
1954). The model was further improved by solution of Kavanaugh and Deerman (1991) who 
arranged the methods of Ingersoll to account for U-pipe layout and hourly heat variations. For 
the first model, the most complete description of method and input data can be found in 
reference Kavanaugh and Rafferty (1997).  
 
The second model, also known as Lund/Swedish model, is based on the solution to the solely 
heat conduction in a homogenous medium, which was solved by approximating the borehole 
as a finite line sink using superposition principle (Eskilson, 1987). The steady state solution 
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relates to the case where heat is extracted continuously from the borehole without ever 
exhausting the heat source, making it a fully renewable source of energy. The difference 
between the second model and the first one is that with the second model it is possible to 
calculate the evolution of the borehole wall temperature over time when a constant heat rate is 
extracted from the borehole. It makes use of a dimensionless g-function method to model the 
temperature variations, taking into account the ratio of the borehole radius and length and the 
physical layout of the bore field. 
 
However, both of those models are not particularly considering geothermal gradient in their 
analysis, claiming that impact of geothermal gradient on overall borehole length needed for 
heat transfer is rather small and therefore should be neglected. This paper will discuss 
difference in results of borehole grid array design, obtained by applying Eskilson/Lund model 
in simulation process of geothermal heat pump system. Model will include two separate 
ground temperature inputs: one with entering solely undisturbed ground temperature at the 
site, and the other by entering effective ground temperature with applied geothermal gradient. 
 
2. Influence of Undisturbed Ground Temperature and Geothermal Gradient  

Ground surface is exposed to the solar radiation effect to the certain depth. The intensity of 
solar radiation is different because of geographic location, morphology and plant diversity. 
Ground temperature is generally a function of solar heat transferred by radiation, convection 
and conduction. Undisturbed ground temperature could be considered to occur at depth where 
annual ground temperature amplitude becomes as low as 0,1°C. Undisturbed ground 
temperature in fact represents temperature at the depth where exists equilibrium from solar 
radiation from surface and geothermal heat flow from Earth’s crust. 
 
Eskilson (1987), states that only an average undisturbed ground temperature is of importance 
for the heat extraction analysis while geothermal gradient and surface variations are 
neglected. This average temperature is normally with good accuracy equal to the undisturbed 
ground temperature at the mid-depth of the borehole. Experimentally, it is determined by 
circulating the heat carrier fluid without heat extraction or injection (prior Thermal Response 
Test). The circulating fluid assumes after a short transient period a steady temperature. Heat is 
then flowing to the lower half of the borehole from the surroundings, which have a 
temperature above average undisturbed ground temperature, and the same amount of heat is 
flowing from the borehole to the somewhat colder surroundings in the upper half. Ekilson 
(1987) also shown that the errors in heat extraction performance, when the simplified initial 
and boundary conditions are used (average undisturbed ground temperature on mid-depth of 
bore) instead of more precise ones which include geothermal gradient and temperature 
variations at surface, are characteristically less than 1%. This analysis was carried out with 
geothermal gradient of 0,0162°C/m which is common value for northern regions of Europe. 
Question emerges what would be effect of geothermal gradient on heat transfer in areas where 
this value is significantly higher. As shown on Figure 1, northern part of the Republic of 
Croatia posses much higher geothermal gradients in range between 0,04 - 0,07 °C/m. For 
example, capital city Zagreb, which is located in northwest part of Croatia has average 
gradient of 0,05 °C/m.  
 
To also include surface temperature variations in analysis of determining average ground 
temperature through the borehole and simulate heat transfer between geothermal heat pump 
systems it is necessary to determine real depth where undisturbed ground temperature 
occurred. Long-term temperature measurements from 2 cm up to 100 cm are conducted on the 
points of observation by the Meteorological and Hydrological Service of the Republic of 
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Croatia (DHMZ). Maximum yearly amplitudes (25,1°C) in the ground temperature were 
observed at the depth of 2 cm in city of Zagreb. Annual amplitudes are decreasing to 15,1°C 
at 100 cm depth. By analyzing damping of temperature amplitudes, analytical solution by 
means of extrapolation of a ground temperature versus depth is possible, as published in 
previous research paper (Kurevija 2010.). If there are no measured data, yearly temperature 
oscillation at some depth can be estimated with sinusoidal function solving the differential 
equation as described by Hillel (1982).  
 

 
Fig. 1. Geothermal gradients in the Republic of Croatia  
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Fig.2. Measured average monthly ground temperatures up to 100 cm and calculated monthly ground 
temperature oscillations (100-1200 cm) for a meteo station Zagreb-Maksimir (Kurevija, 2010) 
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By solving the sinusoidal temperature amplitude damping function it can be perceived from 
Fig.2. that for depth of 1200 cm ground temperature amplitude amounts 0,1°C, and 
undisturbed ground temperature equals 13,1°C. This value is one of the most important 
parameters in modeling of borehole heat exchanger. 
 
3. Analysis of Geothermal Heat Pump with Borehole Heat Exchanger Field 

After determining undisturbed ground temperature and geothermal gradient in Zagreb 
location, analysis of ground heat exchanger will be carried out to determine impact of those 
two parameters. As an example, building with total area of 2500 m2 and completely heated 
and cooled with shallow geothermal resource will be discussed. Numerical computation and 
sizing of borehole heat exchanger will be done with commercially available software Ground 
Loop Designer (GLD) which uses both heat transfer models described in introduction chapter. 
Second model will be applied (simplified line source heat transfer theory - Swedish/Lund 
method) because it gives more detailed evolution of the borehole wall and carrier fluid 
temperatures over long-term period.  
 
Analysis will be based on fixed number of bores in borehole heat exchanger field. Two 
boreholes array grid will be discussed to determine effect of thermal interferences over long-
term period of utilization, one rectangular shaped and compactly arranged in form 5x4, which 
is presumed to have significant borehole thermal interference effect on loop sizing, and one 
rectangular shaped in form of 10x2 which is presume to have smaller interferences. Both grids 
will be simulated in two modes: first one by importing only undisturbed ground temperature 
(if there is lack of data from circulating carrier fluid through bores prior Thermal Response 
Test - this is usually done for first approximation in pre-feasibility studies) and second one by 
importing effective ground temperature (mean ground temperature through the bore depth 
calculated by including surface variations in first few meters of soil and geothermal gradient 
which describes temperature rise versus depth). Table 1 shows input data from building 
annual energy consumption. This was simulated using building energy balance software KI 
Expert which incorporates Croatian directives regarding rational use of energy in buildings 
and prescribes allowable thermal conductivity factors.  
 

Table 1. Building energy balance 

Month Heating Cooling 
January 40 633 195 
February 25 544 311 
March 13 288 764 
April 4 003 2 499 
May 418 6 403 
June 14 10 190 
July 0 13 170 
August 3 10 261 
September 398 4 392 
October 6343 1 284 
November 21 831  341 
December 37 859 289 
Total, kWh 150 355 50 096 
Heating/Cooling ratio 3,00 
Peak load 8 hours, kW 99,2 95,8 
Annual full load hours  1 516 523 
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From Table 1 it can be seen that the ratio between energy used during heating season and 
energy used during cooling season is 3,0. This indicates that more heat would be extracted to 
the ground than it would be rejected to it (in cooling mode total rejected heat to the ground is 
the sum of heat rejected from the building and the heat of compression from heat pump) 
which doubtlessly would cause some cooling of the ground in long-term period of utilization. 
Borehole input parameters and thermogeological characteristics of the ground at the location 
can be seen from Table 2. Value of ground thermal conductivity was taken from in-situ 
measurements conducted on 100m bore (Soldo 2010). Table 3. shows example of designed 
input parameters for the heat pump system (Waterfurnace EKW130 was used for purpose of 
this analysis). Building is presumed to have floor heating system with leaving load 
temperature (LLT) of 40,8°C with entering load temperature (ELT) to the heat pump of 
37,8°C. Loop side is set with entering source temperature (EST) of 0°C and leaving source 
temperature (LST) of -2,3°C. 
 
Table 2. Borehole heat exchanger and thermogeological ground parameters at the site 

Loop solution properties -Water 76,5% - Propylene glycol 23,5% mixture;  
-Freezing point: -9,4°C 
-Specific heat capacity: 3,992 kJ/kg°C;  
-Density 1024,5 kg/m3 

Polyethylene single U-pipe parameters -Pipe size 1'' (27,41mm ID/33,40mm OD);   
-Pipe type SDR11;  
-Thermal resistance: 0,060 m °C/W; 
-Average radial pipe placement inside bore 

Borehole parameters -Diameter 130 mm;  
-Grout thermal conductivity: 2,13 W/m °C;  
-Borehole eq. thermal resistance: 0,121 m °C/W 
-Separation distance in grid array: 6,0 m 

Ground properties -Lithology: mostly brown wet clay and unconsolidated   
 coarse sand with thin layers of gravel and marl 
-Mean volume-specific heat capacity: 2,77 MJ/m3°C 
-Undisturbed ground temperature: 13,1°C 
-Mean thermal conductivity: 1,70 W/m°C 
-Mean thermal diffusivity: 0,053 m2/day 

 
Table 3. Example of heat pump system designed input parameters used in ground loop simulation for 
grid array 5x4 with geothermal gradient included in analysis 

Grid array 5x4 with included geothermal gradient Heating Cooling 

Source side fluid temperatures, °C 0/-2,3 
(EST/LST) 

23,6/27,4 
(EST/LST)  

Load side fluid temperatures, °C 37,8/40,8 
(ELT/LLT) 

12,0/8,5 
(ELT/LLT)  

Total unit capacity, kW 99,2 114,6 
System peak load, kW 99,2 95,8 
Compressor peak demand, kW 28,3 18,8 
Heat pump COP, kW/kW 3,5 5,1 
Heat extracted/rejected from/to ground 70,9 114,6 
Heat pump partial load factor  1,00 0,85 
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Investigations carried out in relevant literature (Kavanaugh 1984, Eskilson 1987) suggest that 
geothermal heat pump systems should be sized for at least 30 years period of operation to 
minimize thermal interferences effects and account sub-cooling of the ground. Principle of 
multi-year sizing is not to allow minimum temperature of the carrier fluid during peak-load 
conditions to approach its freezing point during that time and to assure that average fluid 
temperature of the solution inside the loop be near designed 0°C even after 30 years of 
operation. If the geothermal system is designed just for 1 year operation, result would be 
rather small and ‘economic’ loop size but after multi year of operation loop solution 
temperature would significantly drop, due to thermal interferences and sub-cooling of the 
ground, resulting in that way in very inefficient and troublesome system. 
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Fig.3. Results of sizing ground loop according to years of planned system operation and various array 
grids with input data presented in Tables 1,2 and 3 with borehole spacing distance of 6,0m 
 
On Fig.4. results of ground loop simulation are presented. As mentioned, ground loop was 
simulated for two different grids, compact rectangular 5x4 grid and rectangular 10x2 grid. For 
both grids variations where calculated inserting in model firstly undisturbed ground 
temperature of 13,1°C for Zagreb location and then secondly effective ground temperature, 
which was influenced by geothermal gradient. Variations for different borehole separation 
distances were introduced to evaluate effect of thermal distances. It can be seen that for low 
separation distances (below 6,0 m) loop size drastically arises to compensate effect of thermal 
interferences of an adjacent bores. Also, it can be perceived that geothermal gradient, if 
introduced in effective ground temperature calculation, significantly influences loop size. For 
instance, if 5x4 array grid with bores separation distance of 6,0 m is observed, as shown in 
results from Table 4, it can be seen that analysis which included geothermal gradient in 
effective ground temperature calculation has 5,3% reduction in loop length, as oppose to 
analysis which included only undisturbed ground temperature. 
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Fig.4. Results of sizing ground loop according to different borehole separation distances and various 
array grids with input data presented in Tables 1,2 and 3 for 30 years of operation 
 
Table 4. Results of sizing borehole ground loop with calculated changes in loop size due to influence 
of geothermal gradient 

Borehole 
spacing 

distance, m 

Loop size 
(Gradient 
excluded 

13,1°C), m 

Loop size 
(Gradient 

included), m 

Change in 
loop size, % 

Depth per 
bore, m 

Effective ground 
temperature with 
gradient included, 

°C 

Ground 
temperature 
difference, 

°C 
5x4 Borehole Array Grid 

4,0 2460,9 2286,3 7,1 114,3 14,15 1,05 
5,0 2301,8 2163,1 6,0 108,2 13,99 0,89 
6,0 2186,1 2069,5 5,3 103,5 13,89 0,79 
7,0 2107,7 2005,7 4,8 100,3 13,82 0,72 
8,0 2050,9 1954,7 4,7 97,7 13,73 0,63 

10x2 Borehole Array Grid 
4,0 2279,9 2141,4 6,1 107,2 13,97 0,87 
5,0 2175,1 2060,4 5,3 103,0 13,89 0,79 
6,0 2103,7 2001,8 4,8 100,1 13,81 0,71 
7,0 2053,8 1957,2 4,7 97,9 13,78 0,68 
8,0 2014,2 1927,5 4,3 96,4 13,73 0,63 

 
On Fig.5. results of long-term ground loop operation simulation are presented. It can be seen 
that if loop is sized for 30 years of operation, first years of operation would be most efficient 
for the geothermal system, as it benefits from ‘oversized’ loop. After 30 years some indication 
of steady state appearance can be noticed in loop solution temperatures. 
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Fig.5. Changes in loop solution temperatures for 30 years of operation for array grid 5x4 and 
included geothermal gradients, with input data seen in Tables 1 to 4. 
 
4. Conclusion 

Analysis of geothermal gradient influence on borehole heat exchanger system showed that for 
regions where gradients are significantly higher than average, as it is case for northern part of 
Republic of Croatia, special care should be taken when defining parameters for simulation 
software input file. As seen from presented results in Fig.4 and Table 4. if only undisturbed 
ground temperature is entered, which in case of Zagreb location is equal to 13,1°C, and not 
effective ground temperature that for same location, in 5x4 array grid with 6,0 m bores 
spacing distance and 103,5m per bore depth, is equal to 13,9°C loop length differs 5,3%. 
Therefore, this percentage could not be neglected in pre-feasibility project analysis. 
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Abstract: This study aims to reduce energy consumption by application of geothermal heat pumps in residential 
buildings and reduction of Greenhouse Gases (GHGs) emissions under Clean Development Mechanism (CDM) 
project. In this approach, the required thermal load of a typical four-floor 12-units residential building located in 
Tehran city has been considered and calculated separately based on the actual operational data. According to the 
thermal properties of soil and the annual average temperature of the area, the appropriate geothermal heat pump 
system has been taken into consideration. Subsequently, three scenarios based on transaction of Certified 
Emission Reductions (CERs) as Primary, Secondary and Unilateral types of CDM projects were created 
considering the primary costs of purchase and installment of geothermal heat pump system and its electricity 
consumption. Technical, economical and environmental feasibility study of this project has been assessed 
through using Proform software in three different scenarios based on global carbon credit market. 

The results show that in the optimum scenario in case of replacing the boiler system with vertical geothermal 
heat pump system in the residential building, could conserve 67,000 GJ of natural gas during the project 
implementation period and 3,759 tons of COR2R equivalent emissions would be reduced. Results demonstrate also 
the favorable economic and environmental impacts that can be achieved by CDM.  
 
Keywords: Geothermal Heat Pump, GHGs Emission, Residential Building, Carbon Credit 

1. Introduction 

Geothermal energy use avoids the problem of acid rain, and it generally reduces greenhouse 
gas emissions and other forms of air pollution. A continuing strong market for geothermal 
heat pumps is anticipated as a result of the increasing interest in controlling atmospheric 
pollution because of the spreading concern about global warming and because of their 
reliability, high level of comfort, low demand, and low operating costs. Ground source heat 
pumps (GSHPs), also known as geothermal heat pumps (GHPs), are attractive alternatives for 
both conventional heating and cooling systems because of their higher energy efficiencies. 
However, GSHP systems have recently been applied to many residential and a few 
commercial buildings for heating/cooling purposes [1,2]. These systems have had the largest 
growth since 1995, almost 59 or 9.7% annually in the United States and Europe. The installed 
capacity is 6850 MW and annual energy use is 23,214 TJ/year in 26 countries. The actual 
number of installed units was around 500,000 in 2000. It is also estimated that there are over a 
million today (e.g. [3,4-9]).  

GSHPs have several advantages over air source heat pumps, as given by Lund and Freeston 
[10]: (a) they consume less energy to operate; (b) they tap the earth or groundwater, a more 
stable energy source than air; (c) they do not require supplemental heat during extreme low 
outside temperature; (d) they use less refrigerant; (e) they have a simpler design and 
consequently less maintenance; and (f) they do not require the unit to be located where it is 
exposed to weathering. The main disadvantage is the higher initial capital cost, being about 
30-50% more expensive than air source units. This is due to the extra expense for burying 
heat exchangers in the earth or providing a well for the energy sources. However, once 

1368

mailto:far-atabi@jamejam.net


installed, the annual cost is less over the life of the system, resulting in a net savings. In a 
comprehensive study conducted by Lund et al. [11], it is reported that GSHPs have the largest 
energy use and installed capacity according to the 2005 data, accounting for 54.4% and 32.0% 
of the worldwide capacity and use. The installed capacity is 15,384 MWt and the annual 
energy use is 87,503 TJ/year, with a capacity factor of 0.18 (in the heating mode) [12]. 

The concept of GHP is not new. However, the utilization of GHPs in residential buildings is 
very new in Iran, although they have been in use for years in developed countries and the 
performance of the components is well documented. Worldwide GSHPs account for 12% of 
the geothermal energy used for direct applications, amounting to approximately 16,500 TJ 
(4580 GWh) annually. Present estimates indicate that there are over 150,000 groundwater and 
250,000 ground coupled (55% vertical) heat pump installations in the USA [13]. According to 
the Kyoto Protocol, industrialized countries have agreed to reduce their overall emission of 
greenhouse gases (GHGs) by at least 5 percent below 1990 levels in the commitment period 
2008–2012 (United Nations, 1998). In order to minimize the compliance cost, three flexible 
mechanisms are defined: the Clean Development Mechanism (CDM), Joint Implementation 
(JI), and Emission Trading (ET). CDM is the only mechanism applicable to the developing 
countries. Certified Emission Reductions (CERs) is a unit of GHGs reductions issued 
pursuant to the Clean Development Mechanism of the Kyoto Protocol, and measured in 
metric tons of carbon dioxide equivalent. One CER represents a reduction in greenhouse gas 
emissions of one metric ton of carbon dioxide equivalent. Primary CDM is the transaction of 
CERs between the original owner of the carbon asset and a buyer in the market. Depending 
on the amount of risks taken by the buyer and the seller, the price of CERs is agreed upon, 
which is lower than the secondary CDM prices. Secondary CDM is the transaction where the 
seller is not the original owner of the carbon asset. Usually, the seller and the buyer of 
secondary CDM are Annex I countries.  Secondary CERs have higher prices than primary 
CERs due to its minimal risks imposed on the buyer. Unilateral CDM is the type of CDM 
project that an Annex I country is not involved and the developing country accepts all the 
risks and expenses in order to sell the CERs with higher prices in the market [14]. However, 
the developing country requires past experience in development and marketing of CDM 
projects. The present study deals with technical, economical and environmental feasibility 
assessment of a four-floor 12-units residential building, located at east of Tehran city, capital 
of Iran in which a boiler system is replaced by vertical ground source heat pump system under 
Primary, Secondary and Unilateral CDM projects. 

2. Methodology 

The residential building under study is a 12-unit complex located at east of Tehran city with 
four floors and the area of 565m P

2
P at each floor. The required heating and cooling loads of the 

building was calculated based on number of residents. Then considering the geographical 
position, thermal properties of the soil and the climate conditions, for supply of air and water 
heating, a vertical GSHP system was introduced to replace the present boiler. The reasoning 
for choosing the vertical type was land limitation, the necessity of keeping the private 
boundaries of the neighbors and also having the possibility of penetration into depth under 
ground in order to achieve a rather stable temperature all throughout the year. Then based on 
the global carbon market, by using Proform software, three scenarios based on Primary, 
Secondary and Unilateral types of CDM projects were created considering the primary costs 
of purchase and installment of GSHP system to replace the boiler system. Table (1) shows the 
specifications of the present heating system of the building. 
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Table 1. Specifications of the present heating system (boiler)  
Annual Gas Consumption 

(GJ/y) 
Fuel Type 

Efficiency 
(%) 

System Type 

16750 Natural Gas 75 Boiler 

For replacing the boiler system by GSHP system and in order to supply the required heating 
loads in the residential building, some required information and specifications are shown in 
Table (2). 

Table 2. Required information and specifications for choosing proper geothermal heat pump for the 
desired building 

220 Heating load(kW) 75 Isentropic Compressor Efficiency (%) 

184.4 Cooling l(kW) 80 Electrical Compressor Efficiency (%) 

2880 
total time of heating operation 
mode (h/y) 

80 Pump Efficiency (%) 

1350 
System function of time for full 
time(h/y) 

80 Pump motor Efficiency (%) 

10 System lifetime (year) 0.0318 Condenser internal diameter (m) 
10 Interest rate (%) 0.0348 Condenser external diameter (m) 

4.2 
Coefficient of thermal 
conductivity of soil (W/m°C) 

0.398 
Thermal conductivity coefficient of 
condenser tube (kW/m°C) 

16 Earth temperature (°C) 0.0318 Inner diameter tube evaporator(m) 

12 
Overall heat transfer coefficient 
in soil (W/m2°C) 

0.0348 Outer diameter tube evaporator (m) 

0.398 
Thermal conductivity coefficient 
of evaporator tubes (kW/m°C) 

0.3979 
Heat pipe thermal conductivity 
coefficient (W/m°C) 

According to Table (2) and the specifications provided by the manufacturer of different types 
of geothermal heat pumps [15], and by applying the correlations offered in the reference 
No.16, the vertical GSHP system with the specifications given at Table(3) was chosen for 
supplying the required air and water heating. 

Table3. Technical specifications and costs of the chosen GSHP system in the building under study 

3900 
Compressor power 
consumption (kW) 

9000 
Vertical pipe length converter 
(m) 

5.5 Power pump (kW) polyethylene Type of pipe 

111.8 Deep wells (m) 28073.67 
The initial investment cost 
(US$)P

* 

4.94 
Coefficient of 
performance(COP)P

** 
60 

Electricity consumption 
(MWh/y) 
* Cost of initial investment is: cost of pump + cost of compressor + cost of operator + cost of condenser + cost of 

excavation + cost of piping + cost of vertical land converter + cost of installation and launching. 

**The temperature dependence of the efficiency has been neglected. 

2.1. Technical, Economical and Environmental Assessment of GSHP System 
Technical, economical and environmental feasibility study of the chosen GSHP system in the 
residential building has been implemented by Proform software. Some required information 
about the present boiler system and new system (GSHP) are offered at Tables (4) and (5). 
Based on the international carbon credit market, three scenarios were created according to the 
data on Table (6) and compared by Proform software. 
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Table 4. Technical data provided as input for Proform software 

Table 5. Financial and economical data provided as input for Proform software 

EElleeccttrriicciittyy  
pprriiccee  

((US$//kkWWhh
))  

NNaattuurraall  ggaass  
ccoonnssuummppttiioonn

****  
))US$//GGjj((  

AAnnnnuuaall  
iinntteerreesstt  
rraattee  ooff  
nnaattuurraall  

ggaass  
pprriiccee  
((%%))  

AAnnnnuuaall  
iinntteerreesstt  
rraattee  ooff  

eelleeccttrriicciittyy  
pprriiccee  
((%%))  

IInnffllaattiioonn  
rraattee**  
((%%))  

IInniittiiaall  
iinnvveessttmmeenn
tt  ccoosstt  ooff  

tthhee  GGSSHHPP  
ssyysstteemm  

  ))US$((  

IInnccoommee  
ttaaxx  rraattee  

((%%))  

DDiissccoo
uunntt  
rraattee  
((%%))  

00..001111 00..227711 55..66 21 2200..22 2288007733..6677 1155 1166 
*Annual inflation rate based on the report of Central Bank of Islamic Republic of  Iran, General Director of Economic 
Statistics, May 2009.  
** Energy Balance, 2008, each mP

3
P of natural gas GJ 0.03726 and price of natural gas [17]. 

Table 6.  Scenario Analysis based on carbon credit defined by World Bank 

As shown in Table (6), carbon credit in scenario A (Primary CDM) is US$ 10/tonCOR2R, in 
scenario B (Secondary CDM) is US$ 15/tonCOR2R and in scenario C (Unilateral CDM) is US$ 
20/tonCOR2. RIn case of taking no action for sale of carbon credit, the results of such case was 
also compared with the scenario analysis results. The depreciation rate considered in 
accordance with statistics of balance sheet in the year 2008 is equivalent to 16%. Also income 
tax rate was considered to be 15%, but the income generated by sales of carbon credit is free 
from any tax.  

3. Results and Discussions 

Replacing the boiler system by GSHP system could conserve 67,000 GJ of natural gas (601 
MWh/10yr electricity). In Table (7), the amounts of GSHP electricity consumption and 
decrease in fossil fuel consumption caused by implementation of the project have been 
shown. 

 

 

 

OOlldd  ssyysstteemm  
eenneerrggyy  

ccoonnssuummppttiioonn  
((bbooiilleerr))  

((MMWWhh//yy))  

Type of 
fuel 

consumed 
by the 
boiler 

BBooiilleerr  
eeffffiicciiee

nnccyy  
((%%))  

GGSSHHPP  
eenneerrggyy  

ccoonnssuummppttii
oonn  

((MMWWhh//yy))  

LLiiffee  
ttiimmee  

GGSSHHPP 
(Years) 

Coefficie
nt of 

performa
nce    
((%%))  

GGSSHHPP 

GGSSHHPP  
Capacity 

(kW) 

DDeepprreeccii
aattiioonn  

ppeerriioodd  
(Years) 

465.2 
Natural 

gas 
75 60.053 10 4.95 220 1100 

SSaalleess  iinnccoommee  
ttaaxx  
(%) 

PPrriiccee  GGrroowwtthh  
RRaattee  
((%%))  

Value of carbon  credits 
reduction CCOOR

22R

 (US$//ttoonn  CCOO) SScceennaarriiooss  

0 1155 10 SScceennaarriioo  AA  
0 1155 15 SScceennaarriioo  BB 
0 2200 20 SScceennaarriioo  CC 
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Table7. Amounts of electricity consumption and decrease in fuel consumption over the life of the 
GSHP system 

 
Power consumption by GSHP 

(MWh) 
Natural gas consumption rate 

(GJ000) 
Average Annual 60.053 7 
Total Project (10 yr) 601 67 

As shown in Table (8), in scenario A, taking  all the initial investment costs as well as the 
installment and operation costs fro replacing the boiler by GSHP system into account , the pay 
back period is 3.9 years. Moreover, net present value (NPV) without tax is estimated to be 
about US $ 17,000 and the internal rate of return (IRR) is about 27.45%. In case of tax being 
included, NPV is US$ 15,000, the IRR is 25.88%. In scenario B, the pay back period is 3.1 
years. Taking tax into account, the NPV is US$ 30,000 and IRR is 34.66%, however without 
considering tax, NPV is US $ 33,000 and IRR is 36.11%. In scenario C, before tax, NPV is 
US $ 62,000 and the pay back period is in 2.6 years and the IRR is 47.66%. In case of 
considering tax, NPV is US $ 59,000 and IRR is 46.38%. Since the IRR is more than the 
interest rate (16%), the project is proven to be cost-effective in this case. In case of taking no 
action for sale of carbon credit, the results show minus profit.  

Table 8. Economic assessment of different scenarios A, B, C 

Scenarios 

Before tax After Tax 
Simple 

pay 
back 
(year) 

Net present 
value (NPV) 

(US$) 

Internal rate 
of return 

(IRR) 
(%) 

Net present 
value (NPV) 

(US$) 

Internal rate of 
return 
(IRR) 
(%) 

 
Scenario A 

3.9 17000 27.45 15000 25.88 

Scenario B 3.1 33000 36.11 30000 34.66 
Scenario C 2.6 62000 47.66 59000 46.38 

Without 
considering 
the sale of 

carbon credit 

8.8 -14000 2.74 -16000 - 

Net present values in different scenarios before and after tax have been compared over the life 
of the GSHP system (10 years) and according to Fig. (1) The scenario C in comparison to 
other scenarios has higher profit making. 
 

 
Fig.1. Comparing net present values in different scenarios before and after tax  
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Table (9) shows the annual income gained by sales of carbon credit in the three scenarios, so 
that if in the first year (year 0) the amount of US $ 30,000 is invested in the project, the 
amount of profit during the next year (year 1) in scenario A will be US $ 7,000, in scenario B 
will be US $ 9,000 and in scenario C will be US $ 10,000. While, in case of non selling of 
carbon credit, only US $ 3,000 profit in one year will be gained which makes the 
implementation of the whole project economically non feasible and non profitable. 
Furthermore, in the next coming years over the life of the project (10 years) the annual cash 
flow is compared and shown in the Table(9).  

Table 9. Annual profit gained by sale of carbon credit in three scenarios during 10 years 
Annual Cash Flow (US$000) Before Taxes 

 
Carbon Credit 
(Scenario C) 

Carbon Credit 
(Scenario B) 

Carbon Credit 
(Scenario A) 

Without sale of 
Carbon Credit 

 

-30 -30 -30 -30 Year 0 
10 9 7 3 Year 1 
12 10 7 3 Year 2 
14 11 8 3 Year 3 
16 12 9 3 Year 4 
19 13 10 3 Year 5 
22 15 11 4 Year 6 
26 17 12 5 Year 7 
31 19 14 5 Year 8 
36 21 16 5 Year 9 
43 24 17 6 Year 10 

Results of Proform software show that the elimination of natural gas consumption in the 
building reduces green house gases emission by 658 tons of COR2R equivalent per year and by 
3759 tons of COR2R equivalent during the whole period of implementing the project. As shown 
in Fig. (2), the rate of COR2 Remission reduction is going up over the time.  

 
Fig. 2. COR2R emission reduction during different years of the project implementation   

4. Conclusion 

In the present study a four-floor 12 unit residential building located at east of Tehran was 
assessed in the case of replacing the present boiler system by a vertical geothermal heat pump 
system. Based on the global carbon credit market, by using Proform software, three scenarios 
were considered on the basis of the primary costs of purchase and installment of GSHP 
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system to replace the boiler system. In scenario A considering all the investment expenses as 
well as the installment and operation costs of the geothermal heat pump and replacing boiler 
with it, the pay back period is 3.9 years. Moreover, considering tax, NPV is estimated to be 
US $ 15,000 and the internal rate of return (IRR) is about 25.88%. In scenario B the pay back 
period is 3.1 year. Considering tax, NPV is US $ 30,000 and IRR is 34.66%. In case of 
implementing scenario C, the NPV is US $ 59,000 and the pay back period is 2.6 years. 
Furthermore, IRR is 46.38%.  Therefore, it is suggested that this project be implemented 
according to scenario C in which IRR is more than the other two scenarios.  The results show 
that in the optimum scenario in case of replacing the boiler system by vertical geothermal heat 
pump system under the CDM project in the residential building could conserve 67,000 GJ of 
natural gas during the project implementation period (10 years) and 3,759 tons of CO2 
equivalent emissions would be reduced. Thus, the results clearly demonstrate that increasing 
geothermal utilization results to GHG emission reduction while helping to meet increasing 
power demand. It demonstrates also the favorable economic and environmental impacts that 
that can be achieved by CDM. The message is that the utilization of GSHP without carbon 
credit is economically not feasible. However, significant opportunities for GSHP CDM 
projects are likely to extend into future decades. 
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Abstract: Turbine types suit specific ranges of head, flow rate and shaft speed and are categorised by specific 
speed. In the pico range, under 5kW, the requirements are often different to that of larger scale turbines and 
qualitative requirements become more influential. Pico hydro turbines can be applied beyond these conventional 
application domains, for example at reduced heads, by using non-traditional components such as low speed 
generators. This paper describes a method to select which turbine architecture is most appropriate for a low-head 
pico hydro specification using quantitative and qualitative analyses of 13 turbine system architectures found in 
literature. Quantitative and qualitative selection criteria are determined from the particular requirements of the 
end user. The individual scores from this analysis are weighted based on perceived relative importance of each 
of the criteria against the original specification and selects a turbine variant based on the total weighted score. 
This methodology is applied to an example of a remote site, low head and variable flow specification and used to 
select a propeller turbine variant or single-jet Turgo turbine for this specification. 
 
Keywords: Pico hydro, Turbine selection, Low head, Application Range, Turgo 

1. Introduction 

Typically, selecting hydro turbines is based on the specific speed of the turbine, a non-
dimensional parameter that includes head, output power and output shaft speed [1]. From this, 
the commonly used application domain for turbines is used to aid selection, as in Fig. 1, 
which has been compiled from [2], [3] and [4]. This leads to the choice of Pelton and Turgo 
turbines at high heads, crossflow and radial (Francis) turbines at mid heads and propeller 
turbines and waterwheels at low heads. This is also reflected in the commercially available 
turbines for these heads. 
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Fig. 1. Turbine application range chart, adapted from data in [2], [3] and [4]. 
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As can be seen in Fig. 1, the pico range, under 5 kW generation, appears to be sparsely 
covered by reported application domains. There are several commercially available pico 
hydro products at high, mid and low head, and these tend to follow the topology of the larger 
scale turbines. The use of traditional 4 or 6-pole generators and direct generator-grid 
interfaces restricts the application domains for pico hydro turbines. However, introducing 
technologies such as low speed generators or inverter based grid interfaces generally extends 
a turbine’s application domain, thus providing alternative turbine solutions. In addition, the 
requirements on a pico hydro turbine tend to be different to those of a larger scale turbine; 
pico hydro generators cannot carry the cost of unique designs for each location, requiring 
instead off-the-shelf solutions. It can be located in remote locations, several hours walk from 
the nearest road and have no skilled labour locally to operate and maintain the system. The 
application domain selection method of turbine selection does not take these more qualitative 
factors into account. The method proposed in this paper is used to select a pico hydro turbine 
for a low head specification using both quantitative and qualitative criteria. 
 
2. Methodology 

2.1. Selection Criteria 
Each turbine system will have a set of requirements and specification. This will include either 
site conditions, such as head and flow rate, or output power requirements. There will be 
environmental requirements, for example the site may be in an inaccessible location, be 
subject to extremes in temperature or have to comply with fishery regulations. The turbine 
may be able to have regular maintenance checks from an onsite operator, or it may be 
required to be operated remotely and therefore should require minimal maintenance and have 
a high reliability. Using the requirements, a set of selection criteria can then be developed. 
Table 3 shows the selection criteria used in the method example in Section 3. Some of the 
criteria can be assessed through a quantitative analysis, whilst others are less quantifiable, and 
so will require a qualitative analysis. These analyses are then combined to give each turbine 
type a final score. 
 
2.2. Quantitative Analysis 
Basic fluid flow equations are used to derive simple performance characteristics about the 
turbine option for the quantitative analysis. The performance variables are turbine power P, 
overall turbine system efficiency η, flow rate Q, and gross head Hg, two of which will need to 
be defined, leaving two unknowns. These variables are combined using Eq. (1) [1] for a 
general turbine system. 
 

ggQHP ηρ=  (1) 

 
where ρ is density and g is the gravitational constant. The two unknowns are solved using a 
second equation, which is derived from further analysis of the turbine torque generation 
mechanism. This analysis may result in the power available at a specific site and the turbine 
system efficiency or the efficiency and flow rate required to produce a specified power 
depending on the variables defined. There are 13 turbine types commonly used which are 
divided into 4 categories: Impulse, Reaction, Archimedes Screw, and Waterwheel. Each 
category has a different torque generation mechanism and is analysed in a different manner, 
as summarised in the following Sections. The performance modelling used here is simplified, 
neglecting fluid mechanic non-linearities, and assumes linear geometric scaling. For some 
turbines considered, impractical geometries are generated at the extremes of their head range. 
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2.2.1. Impulse Type – Pelton and Turgo (single and multiple jet), Crossflow 
Velocity triangles of the water jet impacting with the blade of the turbine are used to analyse 
the impulse turbines [1]. The head loss in the penstock Hl1 reduces the inlet jet velocity. The 
change in whirl velocity ∆vw is used to calculate the rate of change in momentum of the 
water, generating a force at the blade. The force is concentrated at the jet impact point, radius 
r, assuming the flow enters and exits at the same radius, which causes a torque T on the 
wheel. The power is then the product of the rotational speed at maximum power ω by the 
torque 
 

ωρω rvQTP w∆== . (2) 

 
2.2.2. Reaction Type – Axial, Radial 
The gross head Hg in Eq. (1) is reduced by head losses in the penstock Hl1, the draft tube Hl2, 
and from the outflow kinetic energy Hl3. These head losses are functions of the speed of the 
water passing through the component and a factor dependent on the geometry of the 
component [1]. The power generated is then dependent on the net head and the estimated 
turbine hydraulic efficiency ηt, which is different to η in Eq. (1), 
 

( )321 lllgt HHHHgQP −−−= ρη . (3) 

 
2.2.3. Archimedes Screw 
The Archimedes screw operates on a hydrostatic pressure difference across the blades [5]. 
The efficiency η is a function of the geometry of the screw n, the diameter D, and the flow 
passing through it Q 
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2.2.4. Waterwheels – Overshot, Breastshot, Undershot 
The analysis for the waterwheels is based on the losses in the system, as described in [6]. For 
the Overshot and Breastshot Waterwheels it is assumed that the losses are only the kinetic 
energy loss from the water entering the wheel Hl4, and the swirl in the water on the exit of the 
wheel Hl5, and the efficiency is then 
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For an Undershot Waterwheel, two efficiency losses are considered.  First the inlet efficiency 
ηth represents the non-ideal flow entrance due to fixed wheel geometry,  second the friction on 
the water bed hl6 (=Hl6/Hg), which models friction loss as a function of inlet water velocity. 
The efficiency is then 
 

6lth h−=ηη . (6) 
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2.3. Qualitative Analysis 
The qualitative analysis uses clearly defined criteria to score the qualitative aspects of the 
turbine selection, as in [7]. Each criterion is given an unambiguous definition and a defined 
scoring system between 1 (poor) and 5 (excellent). Each turbine is then scored against this 
scoring system as a part of a team discussion. An example of the scoring system is shown in 
Table 1, which was developed as part of the research methodology and used in Section 3. 
 
Table 1. Example qualitative scoring definition and criteria. 

Scope for Modularity 
Definition - Modules that allow the system to be broken into carryable/shippable 
units and allow line replaceable for easy servicing and fault identification, with the 
ability to interchange identical modules. 
Scoring Criteria Score 
Few, but standard, interfaces; few system elements; simple coupling 
mechanisms between elements; simple element architecture orientation 

5 

Few non-standard interfaces, some standard interfaces; manageable 
architecture; some non-standard coupling between system elements 

3 

Many non-standard interfaces; many separate system elements; 
complex coupling mechanisms between system elements; unusual 
element architecture orientation 

1 

 
A scoring system is defined for each of the different selection criteria. If within a criterion 
there are several different aspects, then sub criteria are used to fully define all the different 
aspects. These are combined to form a single score for the criterion, through either an 
arithmetic or weighted mean. 
 
2.4. Combining Analyses 
The results from the quantitative analysis are normalised against the maximum value, and the 
qualitative scores are normalised against the maximum value, 5. A weighting for each of the 
criteria is decided by project stakeholders, as recommended by [7]. These weightings are 
multiplied by normalised scores from the quantitative and qualitative analyses to give a final 
score for each turbine solution. The scores can then be analysed and an appropriate solution 
chosen. In the following Sections, the method described above is shown through an example. 
 
3. Example of Pico-Hydro Turbine Selection Using Multi-Criteria Analysis 

The village of Bhanbhane in central Nepal has several low head sites for turbines. The heads 
at the sites vary from 0.5 m to 3.5 m, the flow available at the sites also varies depending on 
the season and the location in the river. There are two different rivers that would supply the 
sites. The villagers would like to install the same turbine in all of the locations, making 
savings in bulk buying and allowing them to stockpile spares. At each turbine site, they do not 
require more than 1 kW of electric power, so allowing for inefficiencies in the system, such as 
drive and generator losses, the turbine should produce 1.3 kW of mechanical power. 
Bhanbhane is a rural village, and the sites lie several kilometres from the nearest road, so the 
units need to be portable, ideally able to be carried by villagers. Also, with the rural location 
and the distance from a road, cement is expensive and difficult to obtain, therefore the civil 
works should be minimised. The villagers intend to carry out on-site maintenance and 
servicing themselves, so the unit should be simple to maintain and have a modular design 
allowing faulty modules to be easily identified and replaced. Any faulty modules that cannot 
be repaired onsite are to be returned to the manufacturer or a service centre for repair. It is 
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assumed that the generator output is 50 Hz, with a direct interface to the distribution system. 
From this, the specification for the turbine is derived (Table 2), and the selection criteria 
developed (Table 3). 
Table 2. Turbine specification 

Power: 1.3 kW 
Head: Range from 0.5 to 3.5 m 

Portability: Able to be transported to locations with limited transport infrastructure 
Reliability: High reliability for low maintenance operation 

Output Frequency: 50 Hz output from generator 
Maintenance: Maintenance and servicing carried out by unskilled labour 

Flow rate: Large variation across the seasons 

Modularity: 
Turbine in modules to allow for easy fault identification and module 
replacement 

Civil works: Small civil works 
 
Table 3. Selection criteria 

Efficiency: Efficiency of the unit at rated flow/head and at part flow/part head 
Power: Power of the unit must be 1.3 kW 

Portability: Minimised volume for easy transportation 
Civil Works: Minimised civil works – concrete sparsely available in site locations 

Modularity: 
Scope to incorporate modularity into the design for line replaceable 
units and to disassemble the unit for ease of portability 

Maintenance & 
Serviceability: 

The ease of maintaining and servicing the unit, especially with 
unskilled labour. 

 
Here, power and head are the known variables, with the efficiency and flow rate required 
from the quantitative analysis. The volume of the unit is estimated as a function of the flow 
rate and using existing designs and rules, for example [8]. The portability and power are dealt 
with by deriving a power density metric (rated power/volume) which provides the volume 
required to generate 1.3 kW. This volume includes the penstock, turbine and casing. The 
power density and rated flow efficiency are thus treated by the quantitative analysis, whilst 
the part flow/part head efficiency, civil works, modularity and maintenance will be analysed 
qualitatively. The quantitative analysis designs a set of turbines for heads from 0.5 m to 3.5 m 
in 0.5 m steps. Power density is chosen to be the most important criterion, as if the unit is too 
large and unwieldy then the villagers will not be able to implement it in their chosen sites. 
The maintenance and serviceability and modularity in the design are considered less 
important, which is reflected in the weightings, shown in Table 4. 
 
Table 4. Weighting scheme for example. 

Selection Criteria Weighting 
Power Density 0.30 

Rated Flow Efficiency 0.25 
Part Flow, Part Head Efficiency 0.20 

Civil Works 0.15 
Maintainability & Serviceability 0.05 

Scope for Modularity 0.05 
 
The turbines assessed represent the four main different turbine types described in Section 2.2. 
Impulse and reaction turbines require a penstock, which is assumed to have a 5% head loss. 
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The multiple jet turbines are assumed to have four jets which give it a volume and efficiency 
penalty. It is assumed that the turbine is connected to a generator that can produce 50 Hz as 
long as the rotational speed is between 200 and 3000 rpm (commercially available 
generators). If the rotational speed is less than or greater than these limits, a gearbox is 
required to bring the speed within these limits and so gearbox efficiency is taken into account.  
 
4. Results 

The results from the quantitative analysis are shown in Fig. 2. The summary of the results 
from the combined analysis are shown in Fig. 3 and 4. 
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Fig. 2. The output of the quantitative analysis: (a) power density (b) power density zoomed in at low 
power density (c) efficiency variation over the head range 0.5 to 3.5m, ‘DT’=Draft Tube. 
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Fig. 4. The weighted score at 3.5m head for the 13 turbine choices with the contributions from each of 
the different selection criteria, ‘DT’=Draft Tube. 
 
Using this selection method and the specification in Table 2, the propeller turbine with draft 
tube (DT) should be selected if the typical head is between 0.5 and 1.5 m, and the single-jet 
Turgo turbine should be selected if the typical head is between 1.5 and 3.5 m. 
 
5. Discussion 

Fig. 2 (a) shows that the reaction turbines have a superior power density. As the head 
increases, the power density of the impulse turbines and waterwheels improves, whilst that of 
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the Archimedes Screw decreases. The conventional solution of adding multiple jets for Pelton 
and Turgo turbines at low heads is penalised in the power density, as the extra pipe work 
required to feed the jets takes up a large amount of volume. The efficiency of the single jet 
impulse turbines is superior to all the other turbines, as shown in Fig. 2 (c). As the head 
increases then the speed of the impulse turbine increases, so removing the need for a gearbox, 
increasing the overall efficiency of the turbine. Fig. 3 shows the variation in the weighted 
scores over the head range. This shows that a propeller turbine with a draft tube is the most 
suitable solution between 0.5 and 1.5 m typical head, with the single-jet Turgo turbine the 
best solution above 1.5 m typical head. The propeller and radial turbines with draft tubes have 
a similar weighted score to the single-jet Turgo turbine above 1.5 m head and therefore are 
viable choices for the specification. The reaction turbine result is expected, as many of the 
low head commercial turbine systems available are propeller turbines with draft tubes. The 
surprising result in this analysis is the Turgo turbine which is usually only used in medium to 
high heads – as indicated in the application range graph in Fig. 1, and stated in several 
literature resources such as [2]. However, as Harvey points out in [8], the Pelton turbine, and 
therefore the Turgo turbine, can be used in low heads if low speed and runner size do not pose 
problems. Using the calculations in the previous section, the runner diameter for a single-jet 
Turgo turbine generating 1.3 kW at 3.5 m head would be 435 mm, which would therefore not 
pose a portability problem in rural areas. 
 
6. Conclusion 

This research is part of a project to develop a low head pico-hydro off-grid network. The 
turbine selection is the first phase of the project which will look at developing the network 
technology requirements. This paper has presented a method of selecting low head pico hydro 
turbines through a multi-criteria analysis, using the specification of the turbine to assess the 
turbine types through quantitative and qualitative analyses. Using this method, a propeller 
turbine with a draft tube or a single-jet Turgo turbine has been shown to be the best solution 
for a given low head, variable flow specification. 
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Abstract: This work focuses on the analysis of the power generation feasibility of both a pump as turbine (PAT) 
and an experimental propeller turbine, when applied to water supply systems. This is done through an analysis of 
the electrical generation aspects of the PAT’s induction motor and of a permanent magnet DC motor, which was 
connected to the propeller turbine. The collected data allows for parameter optimization, adequate generator 
choice and computational modeling. These tests constitute a good sample of the range of applicability of small 
scale turbines as valid solutions for micro-hydro. It is also possible to consider multiple scenarios, such as 
rescaling/resizing, for larger turbines and systems, and the use of power electronics for further efficiency 
enhancing. 
 
Keywords: Small-scale hydropower, water supply systems, low power turbines, behavioral 
analysis 

1. Introduction 

Starting from a scientific research base in the field of hydraulics, the objective of this work is 
to study the applicability and performance of electrical generators when connected to low 
power hydro turbines, for use in water supply systems (and others with similar 
characteristics). The generated power has a broad range of application, namely in the field of 
decentralized production (either on or off-grid) for use in rural or isolated areas, as well as in 
urban areas. It is possible to use the generated power to supply devices related with the small-
scale industry (e.g. hydro-mechanical systems in pumping stations), communication stations, 
data acquirement, control or telemetry systems, or even observation posts in isolated areas.  
 
Through the use of computer models, laboratorial tests and prototype analysis, a solution for a 
certain micro-hydro scheme is chosen. Behavioral analysis is then undertaken, allowing for 
further generator parameter optimization.  
 
1.1. Water supply systems 
Water supply systems aren’t built with a power generation purpose. However, due to the type 
of infrastructure which is used for their normal operation (pressure reducing and flow control 
valves, reservoirs, pumps, and piping), they offer a multitude of power generation scenarios 
while assuring an almost constant flow rate 24h/day. It is then possible to generate power in 
the following manners: replacing (or assembling a joint installation with) pressure reducing 
valves; taking advantage of the hours where there’s an increased demand for water (hours 
which coincide with an increase in demand for electrical power); piping water between 
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reservoirs, in hours of lower demand, and storing the produced energy. All of these are 
subject to the installation of adequate equipment in the piping. 
 
1.2. Micro-hydro turbines 
The existing micro-hydro conversion equipment is based on i mpulse turbines (i.e. Pelton, 
Turgo, and Cross-flow) and on r eaction turbines (i.e. Francis and Kaplan/propeller). Their 
main problem is the low efficiency values (typically 30% to 60%) that are obtained regarding 
small scale schemes. In this case optimization is needed, in order to increase their efficiency. 
This type of work, however, will not be discussed in depth in this document. 
 
The application of commercially available small scale turbines to water supply systems is 
conditioned by a series of restrictions, namely head, flow, pressure, and the need for piping 
adaptation, which can make them unsuitable for application in a vast majority of sites. 
Therefore, it is necessary to optimize and/or develop power generation solutions for water 
supply systems. 
 
2. Pump as Turbine (PAT) 

Given the information in the introductory chapter, a PAT was the first of the two solutions 
that have been considered for power generation in water supply systems. This was due to its 
simplicity in installation, only requiring small adaptation procedures. In water supply systems, 
a PAT is to be installed in a bypass circuit. 
 
2.1. Theoretical considerations 
Pumps as Turbines have, for the past three decades, been tested and considered for micro-
hydro generation. This is due to a number of arguments, those being that PATs are mass 
produced, for various operating conditions, such as flow, drop, dimensions and rotating 
speeds. The electromechanical converters that usually equip a PAT are asynchronous 
machines, optimized for pumping operation, which, as previously mentioned, help to reduce 
acquisition costs, which, in turn, increase the competitiveness of a PAT in a power generation 
scenario. Another advantage in the use of a PAT is that its technology is vastly explored and 
with proven results, adding to the fact that these allow for power values starting at 50W [6]. 
The main disadvantage in the use of a PAT is that its operation is highly dependent on flow 
rate, not allowing for medium and high variations of flow. In situations where multiple flow 
values exist, it is possible to consider the use of two or more PATs [2]. 
 
2.2. Laboratorial testing 
For laboratorial testing, a PAT (WITH 21)/,( 3 =SMMSPTN RPM AND 51),( =KWMSPTN RPM) 

was acquired, and inserted in a laboratorial system that allowed for head and flow variation, 
and for grid-connected excitation. The electrical machine that equips the PAT is a six-pole 
(i.e. with a synchronous speed of 1000rpm) 550W induction motor. The objective was to test 
the power generation feasibility of the PAT when connected to the grid (i.e. with no 
additional equipment, such as capacitors for excitation), along with testing the transient 
response of the induction machine when a hydraulic transient regime occurred (e.g. the 
closing of a valve). Also analyzed was the behavior of the PAT under runaway conditions. 
 
2.2.1. Power generation testing 
Regarding power generation, the results are presentED in Figure 1. Values up to 160W (at a 
flow of 4.4l/s) were registered. However, due to the fact that the machine was excited 
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resorting to the main grid, the excitation required 240W of power; this meaning that, in fact, 
the generator never generated enough power to “counter” the excitation, and thus, the load 
flow was always done from the grid to the generator. 
 

 
Fig. 1. PAT Power/Flow characteristics. 

 
2.2.2. Transient response analysis 
Transient analysis, either electrical or hydraulic, at a micro-hydro scale, is a field of research 
that is rather unexplored. This field of research, however, is of extreme importance, in order 
to properly dimension electrical protection methods. In this particular case, a h ydraulic 
transient regime was created by the sudden closure of a valve which, in turn, originated an 
electrical transient regime. The testing results are presentED in Figure 2. 
 

 
Fig. 2. Electrical transient regimes in the PAT, derived from pressure surges in the piping. 

 

According to the work of [5], it is possible to verify that waterhammer effects induce 
electrical transients in the generator, thus influencing the power generation. However, it is  
possible to observe that the duration of the transient regime is, on both cases, under 100ms. 
Attending to the values of the time constants that are present in the used hydraulic systems, it 
is possible to claim that the generator doesn’t introduce additional dynamic restrictions to the 
global system. 
 
2.2.3. Runaway conditions analysis 
Testing of runaway behavior was also undertaken, in order to properly apply control methods 
to the system. The results of the mentioned testing are presentED in Figure 3. 
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Fig. 3. PAT Runaway and Grid connected operating conditions. 

 
It is possible to observe that, in runaway conditions, for the same flow rate value, pressure 
surges occur (here described by an increase in the available head). This is coincident with the 
work of [3] where it is shown that turbines with low specific rotating speeds induce high 
pressure surges in the piping 
 
2.3. Computational model: control simulation 
Given the results obtained in laboratorial testing and due to the nature of water supply 
systems, the chosen (and simulated) control method was the one resorting to flow control 
valves. The objective of these simulations was to control and avoid a runaway situation, 
which results from a load withdrawal on t he generator. MATLAB/Simulink was used. The 
control scheme is described in fig 4 and the simulation results are presented in fig 5.  
 

 
Fig. 4. Control scheme used for the PAT simulations. 

 

 
 

Fig. 5. Simulation results for full and uncontrolled (left), and partial and controlled (right) load 
removal on the PAT. 
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3. Five blade propeller turbine (5BPT) 

A propeller turbine was the second of the two solutions chosen for micro-hydro generation in 
water supply systems. Again, equipment and installation simplicity were key factors 
regarding the choice. 
 
3.1. Theoretical considerations 
Propeller turbines are axial turbines, adequate for operation under low head (up to a minimum 
of 1.5m) and high flow rates. These have been mainly used in small (<10MW) and mini 
(<2MW) hydro schemes. Only recently, due to developments in scientific research (which, in 
turn, have resulted in an increase of the turbines’ efficiency), has the application been 
extended to the field of micro-hydro. 
 
Given the difficulties on applying commercially available micro-hydro turbines to water 
supply systems, a 100mm diameter prototypical propeller turbine was developed specifically 
for this purpose (under the HyLow project of the 7th Framework Program of the European 
Union) and (through the work of [7]) optimized for small scale (i.e. blade shape, number, and 
orientation). This type of turbine can be installed in either a bypass to, or directly in the main 
piping circuit. Its main disadvantages are that it is  still experimental equipment, and there’s 
very little knowledge regarding its long time operation in water supply systems. 
 
3.2. Laboratorial testing 
For laboratorial testing, similarly to what was done with the PAT, the 5BPT (with 

238)/,( 3 =SMMSPTN RPM AND 118),( =KWMSPTN RPM) was inserted in a laboratorial system 

that allowed for head and flow variation, and that mimicked the conditions found on a  real 
water supply system. Being experimental equipment, the maximum obtained speed was of 
1550rpm. For power generation purposes a 500W DC permanent-magnet machine, derived 
from an electrical scooter, was acquired. Due to the nature of the generator, and to the lack of 
additional power electronics, no grid connection was done. The turbine’s characteristic curves 
are shown in Figure 5, the DC machine’s characteristics and curves are shown in Table 1 and 
Figure 6.  
 

 
Fig. 6. Five blade propeller turbine characteristic curves 

 
Table 1. DC motor manufacturer’s parameters 

Rated 
voltage 

(V) 

Rated 
power  
(W) 

No-load 
Current 

(A) 

No-load 
Speed 
(rpm) 

Rated 
Torque 
(N.m) 

Rated 
Speed 
(rpm) 

Rated 
Current 

(A) 

Rated 
efficiency 

(%) 
36 500 2.2 3150 1.9 2500 17.8 78 
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(a) (b) 

Fig. 7. (a) The turbine+generator group (b) DC motor manufacturer’s Torque/Speed curve. 
 
From the data provided by the manufacturer, it was possible to calculate the machine’s 
theoretical characteristic parameters, namely the armature resistance and the φk constant, to be 
used for computational simulations: 
 

1091.0)( =ermanufacturkφ                  Ω= 4267.0)( ermanufacturaR  
 

3.2.1. Power generation testing 
For power generation testing purposes a 6Ω, 16A rheostat was used, in order to emulate the 
behavior of “normal” electrical loads. The testing was done by varying the resistive load 
while maintaining a fully open admission valve. The testing was done in three separate 
sessions, being that, on the first session, there was a constraint in terms of head and flow, and 
on the second and third sessions, that constraint was eliminated. The best efficiency points for 
the experimental sessions are presentED in Table 2. 
 
Table 2. Best efficiency points for the three experimental sessions. 
Experimental 

session 
Maximum 
Generated 
power (W) 

Rotational 
speed (rpm) 

Flow rate 
(l/s) 

Generator 
efficiency 

(%) 

Overall 
efficiency 

(%) 
#1 3.64 182.5 3.6 35.6 32.8 
#2 34.4 719.7 8.8 50.3 46.8 
#3 36.2 619.8 10.4 68.2 60.7 

 
From the testing results, it w as possible to calculate the machine’s real characteristic 
parameters, and while the armature resistance corresponded to the manufacturer’s value, the 
φk constant greatly differed: 

1443.0)(exp =erimentalkφ                  Ω= 4267.0)(exp erimentalaR  
 
3.2.2. Computational model: power generation simulations 
Given the obtained conclusions regarding the DC machine’s characteristic parameters, 
simulation was undertaken, again using MATLAB/Simulink, in order to test the power 
generation under optimal conditions (i.e. with )( ermanufacturkk φφ = ). Due to the nature (i.e. size) 
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of the turbine, a transfer function similar to the Pat’s was used. The simulation results are 
presented in figures 7 and 8. 

 
Fig. 8. Manufacturer’s, experimental, and simulation Torque/Speed curves 

 

 
Fig. 9. Simulation and experimental turbo-generator group Output power/Speed curves 

 
4. Conclusions and recommendations 

4.1. Pump as Turbine  
4.1.1. Main conclusions 
From the power generation testing results, it is possible to conclude that the application of 
PATs for micro-hydro generation in water supply systems is viable. However, using grid-
connected excitation may not be viable in all cases, namely the ones regarding lower power 
values. Control methods using valves, although efficient, may not be viable, namely in 
situations where there’s a g eneration scheme directly applied to the main piping. In these 
cases, reducing the water flow, for control purposes, in hours of greater water need, may be 
prejudicial for the populations. 
 
4.1.2. Recommendations 
To avoid the excitation related issues, and according to [2] and [11], using “motor run” 
capacitors (either star, delta, or C-2C connected) for excitation purposes is an alternative, and 
more efficient way, than resorting to the main grid. As mentioned, for main piping connected 
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generation schemes, control methods using ELCs, or other electronic devices, may eliminate 
the issues related with control methods using valves. 
 
4.2. Five blade propeller turbine 
4.2.1. Main conclusions 
Despite the power values that were generated, the 5BPT, regarding its use in water supply 
systems, is a very promising solution, with high hydro-mechanical efficiency values. The 
generated power values using the DC machine, although low, are still viable in a battery 
charging, or in a low power consumption equipment supply context. The turbo-generator 
group, when applied to water supply systems, doesn’t interfere with the normal flow behavior 
in the piping. 
 
4.2.2. Recommendations 
Regarding power generation in a real system (opposed to a laboratorial one), for testing 
purposes, a permanent-magnet synchronous generator (or an induction motor) should be used. 
For laboratorial purposes, a lower power generator should be used, more adequate to the 
rotational speed and torque values present in the experimental piping system. Testing under 
better flow and head conditions, for improved power generation, is also recommended for 
future work. 
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Abstract: Pico hydro generators are a promising means of providing cost-effective electricity to locations with 
limited or no availability of grid-supplied electricity. The Firefly design has been employed throughout rural 
areas of Cameroon and used as a light battery charger. It is hoped to extend the turbine capacity to provide 
steady baseload output between 100-500 W operating at low head sites (2-10 m).  Suitability of the Firefly under 
these conditions is currently unknown, and the turbine has not been evaluated under conditions of very low head.  
The study objective was to characterize the performance through laboratory testing under conditions of low head 
and variable flow rate, in order to determine if the Firefly turbine meets the requirements of users in Cameroon. 
At this time, construction has been completed of the Firefly turbine and testing apparatus. The testing process 
and initial Firefly performance results, as well as lessons learned to date, are the focus of this paper. This is the 
first phase of a larger project seeking to design an optimized pico hydro turbine that balances performance, 
reliability and ease of manufacture and installation. The Firefly results will be used as a baseline in comparisons 
to new turbine designs. 
 
Keywords: Pico hydro, Cross-flow turbine, Low head, Remote power generation, Firefly. 

1. Introduction 

Rural electrification enhances welfare through increased productivity, health, media access, 
and education.  Studies by the Independent Evaluation Group of the World Bank (2008) have 
demonstrated this empirically and have also found that the benefits from rural electrification 
outweigh the cost of investment. 
 
1.1. Introduction 
Pico hydro systems harness the energy in flowing water at capacities smaller than 5 kW. They 
are recognized as a viable option to electrify remote areas with regard to economical, 
environmental, and social perspectives. Pico hydro yields one of the lowest generating costs 
amongst off-grid energy options (Williams & Simpson, 2009). Unlike large scale 
hydropower, there is low environmental impact with pico hydro systems, mainly due to the 
exclusion of large water containment. Associated large civil works and the displacement of 
habitats are not required for the commissioning of pico hydro systems. In addition, negative 
impacts of large reservoirs such as siltation, increased mercury levels, and off-gassing of 
green house gases from submerged decomposing organic material are avoided (Gunkel, 
2009). 
  
1.2. GREEN STEP e.V in Cameroon 
GREEN STEP e.V. (http://www.green-step.org) is a non governmental organization 
originating from Germany with the objective to improve rural livelihoods through providing 
training and co-financing of renewable energy projects, building environmental awareness 
through education, and sustainable agriculture extension. In 2007, the organization connected 
with the M’muock village situated in south western Cameroon. The majority of the 70,000 
residents of M’muock to do have access to grid-supplied electricity. 
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Pico hydro technology has been one of the main focuses and to date, 40 craftsmen have been 
trained and nearly 10 turbines successfully built. However, after a year in use, only 2 turbines 
remained in operation at a limited capacity. Observations (Hertlein, 2010) made from these 
implemented systems include: 
 

 Concerns regarding ownership have arisen, especially in situations where multiple 
stakeholders (ie. community or multiple household ownership) are involved. The need 
for smaller systems targeted towards single dwellings has been identified as lines of 
responsibility are defined more clearly and free-rider issues are mitigated. 

 Improvements are needed to reduce the complexity of the design and also increase 
robustness. End-users may not be made aware of the importance of maintenance; in 
addition, distances to workshops are far. 

 The current systems employ expensive car alternators, car batteries and inverters. 
These components are also prone to failures, with the wearing down of alternator 
brushes being the main concern. 

 The willingness-to-pay for a pico hydro system is estimated to be €150. 
 Training is required for local construction of pico hydro systems. 

 
Based on the above lessons-learned, the overall project objective is to design a robust and 
reliable pico hydro system that is affordable at the household level, suitable for household 
electricity demand, uses locally sourced materials, and can be manufactured locally at a small 
industrial scale. The operational range is to be 2 m to 10 m head, with flow rates of 5 L/s to 
100 L/s, and electrical output in the range of 100 W to 500 W. The initial phase of the project 
is to characterize the performance of the existing systems at 2-10 m head and variable flow 
rates, in order to determine the degree to which the current Firefly turbine meets the targets 
that are required by users in Cameroon, and provide a baseline for comparisons to future 
designs. 
  
1.3. Purpose 
The purpose of this report is to present the low-head and variable-flow-rate laboratory test rig 
implemented at the University of Guelph (Canada) that is used for testing a pico hydro system 
built to the same specifications as those used in Cameroon. Results from the tests are 
tabulated. In addition, lessons learned from the Firefly construction process, and 
recommendations for improving the testing process are identified. 
 
2. Methodology 

The existing pico hydro systems employed by GREEN STEP e.V. in the field are known as 
the “Firefly” design. A Firefly unit was constructed in Guelph (Canada) for laboratory testing, 
according to the instructions of Portegijs (2003). Laboratory testing was conducted on a rig 
with the ability to vary flow rates and heads within the low head range.  Focus was placed on 
the low head range as the Firefly documentation did not provide performance for heads below 
3 m (Portegijs, 2003). 
 
2.1. Firefly 
The Firefly was designed by Jan Portegis for use in rural Philippines. It consists of a cross-
flow turbine attached to a car alternator, and was intended strictly for battery charging.   
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The turbine has 27 blades supported by circular side plates with a 75 mm diameter and turbine 
height of 55 mm (Fig. 1). A 51 mm wide nozzle guides the flow to the turbine. The range of 
operating head is 3 m to 7 m, and 8 m to 25 m with governed flow (Portegijs, 2003). 
 
In the original Firefly design, the field current of the alternator is controlled by 4 incandecsent 
light bulbs (3 x 20 W and 1 x 10 W) and switches connected in parallel. Six different 
resistance values are possible, which allows for optimization of the field current (Portegijs, 
2003). 

 
Fig. 1.  Runner assembly. 
 
2.2. Firefly construction 
Construction of the Firefly for testing in Guelph generally followed the design manual 
(Portegijs, 2003). The cross-flow sidewalls were laser cut rather than hand cut. The blades 
were manually sheared and formed as per instructions. The turbine assembly was welded 
instead of soldered, as detailed in the design manual, however this is in agreement with 
practices used for the Cameroonian units. The nozzle and frame were also fabricated as per 
instructions. The casing was excluded as the test unit would not be exposed to a harsh field 
environment. A Valeo model AB180128 automobile alternator was used. All construction 
(except for laser cutting) took place within the engineering machine shop facilities at the 
University of Guelph. 
 
Considerable lessons were learned from the build process. Significant skill on the part of the 
fabricator is required to build these units. Difficulty would be further accentuated by limited 
resources. The use of jigs, especially for blade cutting and bending, could improve 
consistency from blade to blade and simplify the turbine assembly: additional practical advice 
on fabrication would be a useful addition to an updated construction manual. The turbine 
sidewall fabrication involves cutting multiple curved slots for the attachment and 
soldering/welding of the curved blades. Consistently cutting the curved slots in the side walls 
is extremely difficult for unskilled workers (such as university students), which lead us to 
laser cut these components. It should be noted that skilled workers with metal working 
experience using appropriate jigs could mitigate much of this concern. 
 
Variability between individual Firefly is also introduced if different models of alternators are 
used. For example, the joining of the turbine to the alternator shaft differs slightly between the 
Guelph unit and the instruction manual, owing to a different configuration of the alternator 
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shafts. This need to adapt to different alternator models affects the standardization of the build 
process, complicating construction by forcing builders to veer away from the design manual.  
 
2.3. Test Apparatus 
The Guelph laboratory test apparatus (shown in Fig. 2) consists of an 1135 L (0.9 m x 1.9 m 
plan, 0.6 m height) reservoir elevated on a 3.3 m high platform.  A 10 cm (4 in) diameter ABS 
plastic penstock connects the drainage hole at the base of the reservoir to the Firefly.  The 
total length of the penstock pipe from the reservoir to the Firefly is approximately 4 m. The 
Firefly is located above a receiving reservoir. An electric pump is used to return water to the 
supply reservoir between tests. With the Firefly in place, the system has a nominal head of 3 
m, however, the head can be varied by changing the height of the Firefly while adjusting the 
length of the penstock.  
 
The Firefly’s alternator field circuit was connected to a high capacity 12 V deep discharge 
lead acid battery. A resistor was included in the circuit. Changing the resistance of this 
resistor allowed the field strength to be varied.  The power output of the alternator was 
directly connected to a 2.0 ohm dynamic braking resistor with a 2 kW capacity. 
 
A Medusa Scientific PowerPro power meter capable of measuring voltage, current and power 
was connected to the alternator. The PowerPro was connected to a desktop PC, which 
recorded data at a rate of 4 Hz. 
 
Flow rate is controlled by throttling a needle valve installed at the penstock inlet at the base of 
the reservoir. Instantaneous reservoir level, and by extension, flow rate out of the reservoir, is 
measured using a float connected to an ultra-low friction potentiometer (adapted from an 
anemometer) by a swing arm. The potentiometer is connected to the PowerPro via a voltage 
divider circuit, so that head and flow rate are recorded simultaneously with voltage, current 
and power. Before testing, the output of the float sensor is calibrated and a transfer function is 
derived that outputs reservoir level as a function of the recorded signal. 
 

 
Fig. 2. Layout of test apparatus. 
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2.4. Test Method 
Tests were conducted with flow rates ranging from 5.52 to 5.81 L/s and average heads of 3.4 
m. The field circuit resistance was varied to determine the optimum resistance to include in 
the field coil circuit.  Resistances used were 0, 5, 10, 20, and 47 ohm. 
 
3. Results 

The results of the tests are tabulated below in Table 1. Power output from the Firefly under a 
generally consistent flow rate and head is reported, with varying field resistance. 
 
Table 1. Experimental results 
Coil Resistance 

[ohm] 
Flow Rate 

[L/s] 
Average Head 

[m] 
Average Power Output 

[W] 
Efficiency 

0 5.61 3.40 9.39 4.8% 
5 5.81 3.39 12.15 5.9% 
10 5.52 3.39 11.60 6.0% 
20 5.73 3.39 10.70 5.3% 
47 5.58 3.39 10.14 5.2% 

 
Based on the test results, a 5 ohm to 10 ohm field circuit resistance was observed to be the 
optimal resistance, resulting in a higher average power output than was achieved with higher 
or lower resistances in the field circuit. The field current control recommended in the design 
manual is calculated to range from 2.1 ohm to 14.4 ohm, which is consistent  is consistent 
with these test results.  
 
Over the entire range of resistances, power output and efficiencies were lower than the 
predictions of Portegijs (2003). Portegijs predicted but could not test that the Firefly would 
produce 46 W at 3 m head and 5.3 L/s. It should be noted that a typical alternator would be 
below its normal operating range, and likely to underproduce the predicted value. Portegijs 
identified this as a concern, and suggested that his calculated values would be high because of 
this, for the combination of head and flow rates tested here. This is believed to be one reason 
for the lower than expected performance during testing. 
 
4. Discussion 

Given the lower than expected power outputs and efficiency, it is believed that the test Firefly 
requires modifications to enhance the test results.  Construction of the Guelph Firefly must be 
revisited: it appears that the gap between the nozzle and turbine is higher than other examples 
of the Firefly.  Inspection of the unit after testing showed that realignment is needed of the 
nozzle with respect to the cross-flow turbine, and that a small amount of nozzle movement 
was possible.  This is considered to be the root of the matter. This demonstrates the criticality 
of construction training and the need for simplistic designs. 
 
The test results also confirm that at the combinations of head and flow rate tested, the direct 
drive automobile alternator may not be the ideal type of generator to utilize, due to 
inefficiencies when operating at low rotational speed, and utilization of a large fraction of the 
power generated to energize the coils that provide the magnetic field. One recommendation is 
to consider the use of a permanent magnet alternator that can provide power over a greater 
range of rotation speeds, and critically, not consume power in its operation. 
 

1398



5. Conclusions 

Following adjustments to nozzle position and mounting of the Guelph Firefly unit, testing will 
recommence with varied flows and heads. 
 
Modeling the alternator is difficult: in addition to rotation speed and torque, performance is 
impacted by field strength. This makes it difficult to separate the effects of alternator 
performance from turbine performance. Future testing will separate the Firefly from the 
alternator. The Firefly turbine will be characterized by testing on a dynamometer over a range 
of torque and rotation rates. Separate dynamometer testing of the alternator will allow 
determination of the relative importance of alternator optimization (e.g. field strength) 
compared to turbine configuration (e.g. nozzle alignment).  Alternative turbines of different 
configurations and lower parts counts will also be designed and tested, and compared to the 
Firefly. 
 
This paper has described the initial stages of this research project. Additional testing of the 
current Firefly unit is currently being conducted, and work has begun on the design of 
different turbines with the goal of further optimizing ease of construction, performance and 
reliability. The results of the continued testing will be used to draw conclusions on the 
appropriateness of the current Firefly, and improved designs, in M’muock, Cameroon.   
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Abstract: Hydropower has the highest share among the renewable energy sources of Turkey by 94% with a total 
installed capacity of 14,553 MW for the year 2009. Turkish government has based its energy policy on 
maximizing hydropower potential to be evaluated in next 15 years. In this context, private sector is expected to 
build hydroelectric power plants having a total capacity of 27,500 MW. Besides these hydropower plants, there 
is also a considerable hydropower potential in existing water supply systems. The most convenient locations for 
hydropower generation in water supply systems are water supply lines located before the water treatment or 
distribution network. In water supply lines, the excess pressure is dissipated by creating water jet in the pressure 
reduction tank. However, the excess pressure can be removed from the system by installing a hydro-turbine and 
it can be converted into useful energy by means of electricity. For a case study, the hydropower potential of the 
water supply system of Edremit in Turkey has been analyzed. There are 12 pressure reduction tanks along the 
water supply line of the city and the system has an electric energy potential of 4.08 GWh/year, corresponding to 
about 560,000 Euro/year economic benefit. 
 
Keywords: Hydropower, Water supply lines, Turkey.  

1. Introduction 

The need for saving water and energy has grown as one of the world main concerns over the 
last years and it will become more important in the near future. Increase in oil and natural gas 
prices by 500% in last 15 years has made renewable energy sources become important than 
ever. Hydropower is a renewable energy source most widely used all around the world [1]. 
Installation of hydropower plants on w ater supply network has found a wide usage area in 
Europe (Table 1). For example, in Switzerland 90 small hydropower plants were installed on 
the municipal water supply network of the country (Table 2). The advantages of these 
facilities compared to river-type hydropower plants could be summarized as follows: (i) all 
civil works are present, which will reduce the investment cost in the order of 50% [2], (ii) the 
facility has no s ignificant environmental impacts and it has a guaranteed discharge through 
the year,  (iii) the generated electricity is used in the water supply system and the excess 
electricity is sold to the government, (iv) there is no land acquisition and significant operating 
costs [3]. In this context, this study aims to show the possible benefits of the installation of a 
water turbine in water supply line. This could be an alternative clean energy solution to 
reduce the consumption of energy supplied by the national electric grid mostly fed by fossil 
fuels and to induce the minimization of CO2 emissions to the atmosphere. In the present 
study, utilization of the hydropower plants in existing water supply systems has been 
discussed. As a case study, the hydropower potential of the water supply system of Edremit, 
Turkey has been analyzed in detail. 
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Table 1. Some examples of hydropower plant installation on water supply lines in Europe.  Data 
source: [1] 

Plant Name Country 
Design 

discharge 
(m3/s) 

Gross 
head (m) 

Output 
(kW) 

Production 
(MWh/year) 

Vienna Mauer Austria 2 34 500 364 
Mühlau Austria 1.6 445 5750 34000 

Shreyerbach Austria 0.02 391 63 550 
Poggio Cuculo Italy 0.38 28 44 364 

La Zour Switzerland 0.30 217 465 1800 
 
Table 2. Multipurpose schemes in Switzerland: operating and remaining potential. Data source: [1] 

Water network type Potential type Number of sites Output 
(MW) 

Production 
(GWh/year) 

Drinking water Operating 90 17.8 80 
Remaining 380 38.9 175 

Treated waste water Operating 6 0.7 2.9 
Remaining 44 4.2 19 

 
2. Methodology 

A typical water supply system is composed of water source and storage, supply lines, water 
treatment plant, storage tank and distribution network (Fig. 1). The objective of water supply 
systems is to guarantee the delivery of adequate amount of good quality water to the 
inhabitants of the region. However, energy is needed to achieve this objective which requires 
operate water pumping and operation of treatment plants. The supply lines transport the water 
from storage to treatment facilities and treated water to storage tanks. It should be noted that 
the supply lines have limitations for pressure. For example, In Turkey, the static pressure 
should be in the range of 20-80 m head [4] and if the upper limit of the pressure is exceeded 
along the pipe line, pressure reduction valves or tanks are used to dissipate the excess pressure 
head. Based on the estimations of Bank of Provinces, there is a 30 MW hydropower potential 
in the existing pressure reduction and storage tanks in Turkey.  

Water Source+
Storage

Storage TankWater Treatment

Distribution Network

Supply
 Line

Supply
 Line

 
Fig. 1. Flow diagram of a typical water supply system 

The shares of water supply sources in Turkey, with a capacity of 5.16 billion m3 in 2006, are 
as follows:  36% dam reservoirs, 27% groundwater reservoirs, 27% springs, %6 rivers and 4% 
lakes [5]. The domestic water demand is expected to increase from 6.2 billion m3 in 2007 to 
26 billion m3 in 2030 (Fig.2). There are totally 43 municipal water supply dams in operation 
and the distribution of these dams across the country is shown in Fig.3. The municipal dams 
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are distributed over 23 cities and the most of them are in the big cities like Ankara, Istanbul 
and Izmir [6]. 

 

Fig. 2. Water demand of Turkey by sectors for 2007 and 2030 (projection by DSI) 
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Fig.3. Municipal water supply dams in Turkey by 2008 and the location of the case study. 

Hydro-turbines convert the water pressure into mechanical shaft power, which can be used to 
drive an electricity generator, or other machinery. The available power is proportional to the 
product of pressure head and water discharge. Modern hydro-turbines can convert as much as 
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90% of the available energy into electricity. The installed capacity P (kW) of a hydropower 
plant is calculated from 

ηγ ×××= nHQP      (1) 

where γ is the specific weight of water, Q (m3/s) is the discharge, Hn (m) is the net head (m),  
η is the sum of the turbine and generator efficiency. The annual energy generation E 
(kWh/year) of a hydropower plant is obtained from 

tPE ×=       (2) 

where t is the operating hours in a year. The most convenient locations for hydropower 
generation in water supply systems are water supply lines located before the water treatment 
or distribution systems. In water supply lines, using the Bernoulli energy equation between 
sections 1 and 2 (Fig.4) and employing a velocity head correction factor of 1 gives    
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    (3) 

where, U is the average velocity, p is the pressure, z is the elevation above an arbitrary datum, 
g is the acceleration of gravity, ΔH (m) is the hydraulic head loss between 1 and 2. The head 
loss occurs because of the frictional and local energy losses. The velocity head is constant 
through the supply line and the excess pressure head equals to 

)( 21
21 zzppH −+

−
=∆

γ
     (4) 

In water supply lines, the pressure head increases rapidly in the system where the elevation 
difference between two points is high and the excess pressure head is dissipated in pressure 
reduction tanks. In these structures, the pressure head is dissipated to atmospheric pressure by 
creating water jets. However, the pressure head could be removed from the system by 
installing a hydro-turbine. Then, the excess energy will be converted into useful energy by 
means of electricity. 
 
3. Edremit Water supply System: A Case Study in Turkey 

Edremit is situated on the north Aegean coast of Turkey (Fig. 4). Edremit's economy relies 
largely on the production of olives and tourism. The water used in the city is supplied from a 
spring located at Mount Ida and the supply line has an elevation range between 80-868 m. 
Water is carried at a rate of 0.16 m3/s by a polyethylene pipeline which has a diameter of 450 
mm and a length of 32.7 km (Fig.3). There are 12 pressure reduction tanks along the supply 
line to regulate the pressure of the flow. The pressure heads of the pressure reduction tanks 
are presented in Table 3.  
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Fig.4 Water supply system of Edremit and the variation of pressure along the supply line
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Table 3. Hydropower design characteristics of pressure reduction tanks of Edremit 

Tank 
No 

Head 
 (m) 

Discharge 
(m3/s) 

Output  
(kW) 

Energy 
(kWh/year) 

Benefit  
(Euro/year) 

1 2.3 0.16 3 24,524 3,433 
2 18.6 0.16 25 198,321 27,765 
3 53.7 0.16 72 572,571 80,160 
4 71.3 0.16 95 760,229 106,432 
5 8.1 0.16 11 86,365 12,091 
6 29.8 0.16 40 317,740 44,484 
7 32.2 0.16 43 343,329 48,066 
8 54.4 0.16 73 580,035 81,205 
9 66.6 0.16 89 710,116 99,416 
10 7.8 0.16 10 83,167 11,643 
11 56.4 0.16 75 601,359 84,190 
12 17.2 0.16 23 183,393 25,675 

 

The excess pressure heads are dissipated to the atmospheric pressure by creating free water 
jets in these tanks (Fig. 5). However, the excess pressure can be removed from the system by 
installing a hydro-turbine and it can be converted into useful energy by means of electricity 
(Fig.6). The pressure head of the pressure reduction tank was taken as design head for the 
hydro turbine installation and the design discharge is selected as 0.16 m3/s (Fig.7). The 
electricity price is about 14 Eurocent/kWh in Turkey for the May 2010 and the price was used 
in determining the economic benefit of the hydropower schemes. The operation of water 
supply system already exists. So there will be no e xtra operation cost. The annual 
maintenance cost is estimated to be 1% investment cost of hydropower plant [7]. This cost has 
been considered in the calculations of economic benefit in Table 4.  
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Fig.5 Longitudinal profile of the pressure reduction tank. 
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Fig.6 Hydropower generation in the pressure reduction tank. 

The water supply system of Edremit has an electric energy potential of 4.08 GWh/year, 
corresponding to about 560,118 Euro/year economic benefit. The financing of the project 
would be supplied from international funding organizations like World Bank and European 
Union. 
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Table 4.Economic Analysis of The Proposed Project 
Total Installed Capacity (kW) 559 
The hours in operation (h/year) 7300 
Annual Energy (kWh/year) 4,080,700 
Cost of the investment (EUR) 1,118,000 
Annual Benefit (EUR) 560,118 
Payback period (year) 2.00 

 

4. Conclusions 

Utilization of the existing hydropower potential in water supply networks has been analyzed. 
The proposed facility has numerous advantages compared to river-type hydropower plants. 
The new energy laws and the economic aspects of Turkey create opportunity to develop this 
potential.  For a case study, the water supply system of Edremit has been investigated in a 
detailed manner. There are 12 pressure reduction tanks along the water supply line and they 
have an power capacity of 559 kW. The proposed project is ecologically sustainable and it 
will produce clean and feasible energy.  
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Abstract: The paper presents an innovative solution that combines Pump Storage Hydroelectric (PSH) with 
power plants that use only Renewable Energy Sources (RES) into a unique energy producing technological 
system, called Concept-H, which combines PV, solar thermal and wind power plants with PSH. The basic 
difference between Concept-H and the previous use of RES, where output energy depends on the fluctuating 
input energy, lies in the fact that such new concept can continuously and safe supply a consumer with electric 
energy and power. In this sense RES are put in equal position with conventional energy sources and Concept-H 
promises to be the important building element of the future sustainable power system as a green strategy of 
electric energy production. The application of Concept-H creates a significantly lower risk for humans and the 
environment, than when using conventional technologies, especially in possible incidental situations. The 
proposed solution is flexible for realization and can be applied in different climatic, hydrological and physical 
conditions where people live. 
 
Keywords: Concept-H, Renewable Energy, Hydroelectric Energy, Sustainable Energy Supply, Green Energy 
Scenario 

 
1. Introduction 

This paper analyses the possible development of the renewable electricity scenario, based on 
the strategy of the use of Renewable Energy Sources (RES), called Concept-H [1]. This 
concept is based on the use of renewable resources and the use, directly or indirectly, of water 
storage of hydroelectric (HE) plants as energy storage in addition to other technological 
possibilities which increase continuity of supplies of RES energy to Electric Power System 
(EPS). In addition to direct connection of RES with EPS and the users, Fig. 1 (a), the 
proposed approach in the development of continuous green energy supply also requires 
indirect connection by use of hydro energy power production unit, similar to Pump Storage 
Hydroelectric Plant (PSH), Fig. 1 (b).  
 
 
 
 

Figure 1. (a) Conventional connection of energy source and 
storage; (b) principle concept which would enable the green 
energy scenario (RES-I: intermittent RES; RES-C: continuous 
RES; EES: Electric Energy Storage, i.e. water storage). 

 
 
 
 
 
Thus, the approach that enables the realization of green energy scenario would mostly be 
based on the concept of serial connection between green energy source and EPS through 
water storage of HE power plant, i.e. PSH, as shown in Fig. 1 (b). In this sense the future 
sustainable EPS or specific users, i.e. those based solely on RES, would have the 
configuration as in Figure 2. Solar (PV and solar thermal) and wind power plants, including 

1408



other non-continuous energy sources, would connect serially/indirectly to EPS and users 
through Electric Energy Storage (EES), i.e. water storage, while HE, geothermal and biomass 
power plants would connect directly, because they can provide  continuous supply to 
consumers. 
 
 

 
 
 
Figure 2.  Vision of the future 
fully sustainable electric 
power system. 

 
 
 
 
 
 
 
 
 
 
 
Renewable energy sources with occasional work will also be used directly through global and 
regional electric supply network, if and when it is acceptable for the electric power system. In 
this way water storage of hydroelectric power plants has the most significant role in 
realization of the green system, [2]. Numerous technologies of energy storage are known 
today (batteries, flywheel, pressure vessels, etc.), which differ in: size, energy storage costs, 
efficiency, lifetime, costs per cycle, etc., [3, 4]. It is well known that none of the present-day 
technologies could, in terms of ratings, be compared to storage by PSH, [4]. Precisely because 
of that, the concept of PSH is still the most significant EES today, which is a mature 
technology with large volume, long storage period, high efficiency and reliability, while 
capital cost per unit of energy is low, [5]. For this reason, with the present-day technology, it 
is possible to achieve the vision of continuous green energy production through Concept-H 
[1]. 
 
Implementation of this concept will depend primarily on the policy towards renewable energy 
sources, RES technological development, and economic conditions. Energy produced from 
RES is still significantly more expensive than conventional and therefore its production is 
subsidized. Therefore, the Concept-H in its initial implementation should be used primarily 
for daily energy peak shaving with a tendency towards daliy load leveling. Such 
implementation strategy would have the greatest ecological and economic effect. 
 
2. Main settings of the proposed concept  

2.1. Main elements of Concept-H 
In the green scenario (Figure 2) continuous renewable energy sources (RES-C) are exploited 
directly, while intermittent energy sources, such as marine, wind and solar renewable energy 
sources (RES-I) are exploited indirectly through Concept-H. RES-I power plants deliver their 
energy to the Pump Station (PS) which pumps water into storage of HE power plants which 
then serve for daily, weekly and seasonal energy storage, while the consumer is supplied from 
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the associate PSH power plants, transforming intermittent energy supply into continuous and 
manageable energy supply as conventional storage of HE power plants, [6, 7]. Serial 
connection is based on two pipelines in classical concept of PSH. One pipeline pumps water 
from lower water resource into upper storage when RES produce energy and the other 
conveys water from the upper storage to turbines for production of hydro energy in 
accordance with the consumers’ needs. In this way intermittent operation of RES-I does not 
affect hydro energy production according to the consumers' needs. In the proposed Concept-
H, PSH is used for continuous production of energy, or energy storage for daily and seasonal 
peak load shaving. 
  
The key driving elements of the solution are: (i) RES-I; (ii) energy storage unit (pump station 
and water storage); (iii) HE. Production and consumption balancing is performed in upper 
storage based on balance equation of storage volume and HE productivity, Figure 3.  RES 
power plants are also in parallel (direct) connection with the regional EPS, because it is 
logical that RES-I power plant will directly deliver its energy excesses into the system, i.e. 
when the upper storage is full. It is also logical that energy surpluses in EPS are used for PSH 
operation.  

 
Fig 3. Concept-H: Hybrid power unit as the main building element of the future green energy scenario.  
 
In this concept, water storages in energy power systems operate as energy storage. 
Hydroelectric power plants are very flexible and manageable in their work and quickly adapt 
to the needs of EPS. The biggest problems occur when hydrological conditions are not 
satisfactory. This problem is solved with the proposed Concept-H, because new non-natural 
water resources are created. 
 
The basic unit for continuous production of energy is the hybrid power plant RES-PSH (i.e. 
Concept-H). Hybridization can be applied to all RES-I energy sources, the most promising 
being with solar energy because, unlike wind power plants, it is a reliable source of energy, 
available at all locations where people live. In addition, solar energy enables rational daily 
balancing of energy production and consumption and thus the need for construction of small 
storage of PSH. Hybridization can be carried out with other sources of RES indirectly through 
energy system network.  
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The proposed solution is characterized by balance of energy and water. Energy balance of the 
hybrid electric power plant or the single time step is: 
 

)()()1()( iDRESiPSHihybihyb EEEE ++= −       (1) 
 

Where Ehyb(i) and Ehyb(i-1) are hybrid energy production in time stage i and i-1 respectively, 
EPSH(i) is energy produced from PSH/HE, EDRES(i) is energy which RES source supply directly 
to the energy power system in time period i. However, unlike EPSH(i) which is reliable and 
manageable energy production, this energy supply is random, independent and uncontrollable 
energy production and thus is of minor importance for the EPS. Total energy production is: 
 

∑
=

=
T

i
ihybhyb EE

1
)(          (2) 

 

Where T is total period used for production of energy (year).  
    Losses occur in energy transfers from one to the other (ERES-I into EPSH), as well as in 
transport from the source to EPS.  Total production losses ∆E period T are: 
 

DRESPSHIRES EEEE −−=∆ − .        (3) 
 

Losses due to energy transfer are inevitable and are the price paid for the sustainable and new 
quality in green energy production, Figure 3.  
 
Water is the second resource needed for constant plant work. Water is necessary for filling of 
the system and compensation of losses due to evaporation, leakage and the like. Once fully 
filled, the system needs regular compensation of losses. Given that the system is integrated in 
the surroundings, part or all losses can be compensated by natural hydrological processes 
(precipitation, water inflow from catchment areas, etc.), or improved in special situations by 
external transfer of water mass inflow in the upper storage. 
 
2.2. Water storage as energy storage 
The equivalent reservoir energy balance for a single time step i is expressed as: 
 

)()()()()()1()( ilossievapiprodiRESinatiPSHiPSH EEEEEEE −−−++= −             (4) 
 

Where EPSH(i) is the total equivalent reservoir stored energy in time period i and i-1 (MWh); 
Enat(i) is the total natural potential energy inflow over time period i (MWh); ERES(i) is the total 
energy inflow over time period i (MWh) generated (pumped) by energy from RES; Eprod(i) is 
the decision variable or the total energy outflow over time period i (MWh); and Eevap(i)  and  
Eloss(i) is the energy outflow corresponding to the losses (evaporated volume and other losses) 
from the equivalent reservoir over time period i (MWh). 
 
Enat(i) during time period i is the sum of all reservoir natural potential energy inflows (river, 
rain). For a single reservoir, it is calculated by multiplying the natural water inflow discharge 
(Qnat(i)) by its mean productivity (ξ). Consumptive use water discharges (QC) must be 
subtracted from the natural inflows. Thus Enat(i) is expressed as: 
 

)( )()()( iinatinat QCQE −= ξ .         (5) 
 

ERES(i) during time period i is the sum of all reservoir artificial potential energy inflows (RES). 
For a single reservoir, it is calculated by multiplying the artificial-RES water inflow discharge 
(QRES(i)) by its mean productivity: 
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where Hn(PS) is net head of pump station, ηPS is total available efficiency of pump station, ηINV 
efficiency of inverter and ζMPI is motor, pump and inverter productivity and t is time period.           
The energy outflow from the equivalent reservoir is the decision variable in the optimization 
problem, i.e. the desired energy production.  
 
2.3. Relation between electric power of the RES generator and storage 
The calculation of nominal power Pel for pumping water into upper storage and covering the 
demand for energy in a PSH in time step i is performed according to the characteristics of  
RES-I power plants (wind, PV and solar thermal). The equation for electric power of a RES-I 
generator (PV, ST or W) is derived from the equation used for dimensioning of the PV 
generator, presented in the paper [6] and which can generally be expressed as follows: 
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where pRES (W/m2) is equivalent value of RES-I power reference value (for solar systems it is 
1000 W/m2); ηMPI is efficiency of motor-pump unit and inverter; ηRES(i)(Ta,v,ρ,ϕ) is 
exploitation efficiency of a RES, which depends on air temperature Ta, density ρ, wind 
velocity v and air humidity ϕ; HTE(i) (m) is total head, VRES(i) (m

3) is total water volume to be 
pumped by RES-I power plant into upper storage in order to satisfy daily energy 
consumption; ERES(i)(kWh/m2/day) is average daily energy from RES-I, available for energy 
production. Optimal power Pel* could be calculated in the similar way as is shown in the 
paper [6].   
 
Apart from ERES and the size of the consumer, expressed in Eq. (8) by VRES(t), it can be seen 
that upper storage volume V also has a dominant effect on Pel. The dependence of Pel on 
operating volume V of the upper storage is: 
 

bVLnaPel +⋅−= )( ,           (9) 
 

Where Pel is power of RES-I (W), V is operational volume storage (m3), a,b – coefficients 
based on location and technological features. This relationship has been determined by the 
previous papers for PV and ST hybrid power plants, such papers have not yet been made for 
the wind power plants. 
 
The interval Vmin < V < Vmax which is called the boundary layer, serves as transition from the 
Pmax value to the value Pmin. Minimal value Pmin is conditioned by the possibility of 
construction of storage (Vmax) at a location. Therefore: 
 

P|V=Vmax=Pmin  .                  (10) 
 

As the period of daily insolation is always shorter than the daily period of planned energy 
production (24 hours), the minimum period of daily insolation, compared to the planned 
production of energy, determines the minimum dimensions of the storage volume and thus the 
maximum required power of solar power plant is: 
 

P|V=Vmin=Pmax  .                  (11) 
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The boundary layer defines the size of storage volumes necessary to ensure the continuity of 
the planned production.  
 
The constant “b” represents the maximum power of the plant that provides the total energy 
needed in the critical time step of the analysis period. The constant “a” represents the 
cumulative impact of factors for production of solar energy (technological and climate) in the 
period considered.  
 
Pel and V are optimized according to characteristics of the problem. Based on the results of 
modelling it is possible to obtain more detailed information of interest to decision-making. 
Since the functional relationship between Pel and V is known (equation (9)), as well as the 
relationship between Pel and the area of collector field A of PV generator, it is possible to 
obtain the connection between the required A and V, according to: 
 

( )bVLnaPA
oc

el +⋅−⋅=
⋅

= )(
1000

β
η   (m2)      (12) 

 

Where ηoc is PV generator efficiency.  
 
In this way, relations are obtained for the size of the three key structures of the hybrid PV-
PSH power plant, the area of the collector field (A), power of the PV generator (Pel) and the 
working volume (V). The results for Solar Thermal (ST) power plant can be obtained in the 
similar way. 
 
Other objects of interest for the sizing of the system are pumping station PS and HE. The 
capacity of pump station QPV is obtained based on modelling results as dependent variable 
used for evaluating the performance of the system, and HE capacity is set by building 
objectives.  
 
The relation between Pel and V can also be observed through the required reserve power 
supply in the system. It is obvious that the upper storage has the key role in the proposed 
hybrid power plant management. Relation between Pel of RES-I power plants (PV and ST) 
and reservoir volume V and the required Pel depending on power supply reserve, Figure 4. 
 
 
 
 
 
 
 
 
 
 
  

            a) ST generator         b) PV generator 
Fig 4. Characteristic curves Pel=f(V) for ST and PV power plants for two climates areas. 

 
3. Possible applications 

Since this is a completely innovative solution, there are no practical results and the basic 
relationships of interest for the development and application can be obtained on the basis of 
previous research, basic theoretical assumptions and literature data. Key data relate to the 
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basic dimensions of power plant and its parts, production features, as well as economic, social 
and environmental impacts. Previous research [6, 7] shows that for Mediterranean climate 
(Island of Vis in Croatia) and continental climate conditions (Osijek, Croatia), the size of the 
hybrid system in the case of PV generator for these areas can be determined based on 
equations: 
 

21.44)(497.10.)( +−= VLnP MeditPV        (13) 

123.65)(904.19.)( +−= VLnP ContPV        (14) 

 
If these results were applied to the EPS, a general framework and dimensions of the solution 
could be obtained, using the Concept-H. The same was done in the case of Croatia [8], so that 
the reality of achievement of green energy policies [8] could be seen in Figure 5. 
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Case Study Croatia
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Fig 5. Scenario for Croatia. 

 
In this way the possible applicability of the Concept-H at different locations and regions could 
be analyzed. The proposed Concept-H locally imitates the natural hydrological process, 
essentially generated by the same natural forces (solar energy and gravity), and, as a mostly 
closed system based on the use of natural renewable solar energy, it has a significantly 
smaller impact on the environment than other energy sources. In its operation it does not 
consume water, organic or other substances, does not create harmful residues and CO2, and 
therefore provides opportunities to achieve sustainability objectives. 
 
4. Comments and conclusions 

This paper points to the possibility of realization of green energy scenario [8, 9, 10] by a 
concept, the so-called Concept-H [1]. It is a technological concept of hybrid RES-PSH 
systems which provides continuous energy production, the same as conventional energy 
sources. The solution in the proposed hybrid concept RES+PSH represents a production unit 
of sustainable energy supply based on natural resources which are free of charge and 
constantly available. The concept is very flexible in operation and construction. The accent is 
on hydroenergy, i.e. PSH as the main building unit, because this concept is flexible in 
implementation and provides continuous supply of „green“ energy and  can be built in a wide 
range of climate areas, locations and water resources (fresh water, water with temporary flow, 
as well as on the sea). It can be implemented on the existing HE. The proposed production 
unit usually has very small impacts on the environment because it causes minimal changes in 
local and global hydrology and eco systems, and has a low level of potential danger for 
people and environment in case of incidental situations. Starting from the expected progress 
in the development of RES, especially PV [11], the proposed Concept-H may be one of the 
most promising solutions for achieving sustainable green energy scenario.  
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Abstract: Within the EC-funded research project HYLOW - Hydropower converters for very low head 
differences a floating energy converter - a so called Free Stream Energy Converter (FSEC) - for the energetic 
utilisation of currents with slow flow velocities (< 2.0 m/s) has been developed and will be optimized until 2012. 
In order to estimate the hydropower potential in case of deployment of the FSEC, a p otential analysis 
exemplarily for the northern part of the river Ems, at the border between Netherlands and Germany, was 
performed. Here, the environmentally compatible hydropower potential has a special importance. As expected, 
this potential is much lower than the theoretical hydropower potential. In addition to the efficiency of the energy 
converter, also the required water depth, existing protection areas and other uses are the main reason for the 
difference between the mentioned potentials in this investigation area.  
 
Keywords: Estuary River Ems, Environmentally compatible hydropower potential, Flow velocity 

Nomenclature (Optional) 

P theoretical power ....................................... W 
A flow trough area ....................................... m² 
ρ density of water ................................... kg/m³ 
v flow velocity ............................................. m/s 
n number of energy converter like FSEC .. - 
 
 

η efficiency factor ....................................... - 
d water depth ............................................. m 
Lobstruct length of the obstructed area ............. m 
Ldemand  ................. length of the demanded area m 
wFSEC  width of energy converter as FSEC .. m 

 

1. Introduction  

According to the European Small Hydropower Association (ESHA) in European rivers an 
unused small hydropower resource of 5 GW exists. An essential amount of this resource is 
available in terms of free stream energy with low flow velocities. The utilisation of this 
hydropower resource still constitutes an unsolved problem, because most current technologies 
are not cost effective (for low flow velocities and low discharge) and pose ecological risks to 
fluvial ecosystems due to blocking of the streaming water. 
 
Within the EC-funded research project HYLOW - Hydropower converters for very low head 
differences a floating energy converter - a so called Free Stream Energy Converter (FSEC) - 
for the energetic utilisation of currents with slow flow velocities (< 2.0 m/s) has been 
developed and will be optimized until 2012. One important objective of the investigation with 
the FSEC is the development of an economic hydropower converter, which minimises the 
well known adverse ecological effects of small hydropower devices, since the proposed 
technique should be able to comply with the requirements of the European Water Framework 
Directive. 
 
To estimate the hydropower potential in case of the deployment of a number of FSEC´s a 
hydropower potential analysis has been performed exemplarily for the northern part of the 
river Ems. One of the main objectives was the determination of the environmentally 
compatible hydropower potential. In the following paper, first the FSEC and the investigation 
area are described. After this, the results of the performed hydropower potential analysis are 
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described, the estimation results of the theoretical and the environmentally compatible 
hydropower potential are shown. 
 
2. Free Stream Energy Converter  

As mentioned before, the Free Stream Energy Converter (FSEC) is a floating energy 
converter for the energetic utilisation of currents with slow flow velocities. It consists of a 
Hydraulic Pressure Wheel (HPW), which is installed between two floating bodies. The 
floating bodies are connected with a bottom blade (Fig. 1). The FSEC has a length of 8 m, a 
width of 2.5 m and a draught of approx. 1 m. The width of the HPW is 1.2 m. This results in a 
flow trough area of 1.2 m². The design velocity is about 1 m/s - 2 m/s. The combined effect of 
the HPW, the floating bodies and the bottom blade should increase the efficiency by creating 
a small head differences between up- and downstream of the blade. Therefore, the hydrostatic 
pressure difference can be used for power generation in addition to utilisation of currents. [1].  
 
Furthermore, within the HYLOW project, the expected influences of the FSEC on the 
environment were theoretically assessed and are investigated in field tests. Compared to 
conventional technologies, the operation of FSEC is environmental friendly. For example, the 
FSEC does not occupy the total river cross section, therefore the fauna and flora can migrate 
as well as sediment can be transported. As first measurements show, the water discharge and 
the flow conditions around the energy converter is changed only in a minor range. The FSEC 
also does not effect any pollution of the water. Because of that, the FSEC fits better with the 
ecological requirements according to the Water Framework Directive than the conventional 
technologies. 
 
 

 
3. Categories of small hydropower potential  

To characterize the areas for potential hydropower sites, different hydropower potentials are 
described. In publications different definitions for hydropower potential are available. In 
general the potential is divided into theoretical, technical and realistic potential. Several 
further sub-classifications exist.  
 
The total availably energy is the theoretical hydropower potential, which can be calculated 
with following equation, (in which the efficiency factor is 1 for the theoretical potential):  

ηρ ⋅⋅⋅⋅= ³
2
1 vAP

    (1) 

The technical hydropower potential is only a part of the theoretical hydropower potential, 
which is realizable with existent techniques, at possible sites und complied with legal 

floating bodies 

Hydro Pressure Wheel 

bottom blade 

Fig. 1: Free Stream Energy Converter; length = 8 m, width = 2.5 m, draught = approx. 1 m 
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regulations. In the range between the technical and realisable hydropower potential, the 
environmentally complaint hydropower potential and the environmentally compatible 
hydropower potential can be gradated, exemplarily. The definition criteria of mentioned 
potentials by [2] are mentioned in Fig. 2. 
 
For our investigation within the technical hydropower potential, efficiency of the energy 
converter, requirements caused by dimension and operation of the FSEC and existing water 
uses are considered. The protection areas are taken into account in the environmentally 
complaint hydropower potential. Within the environmentally complaint hydropower potential, 
the impacts on the environment were considered (see chapter 6).  
 

Technical potential

Environmentally compliant potential

Environmentally compatible potential

Realisable potential

Exclude any resource incompatible
with legal provisions (e.g. geographical 
designations, directives, etc)

Take into account:
• Deployment density/cumulative impact
• Visual impact/noise/transport
• Competing land or water use
• Cultural perceptions

Exclude any resource that does not
comply with good practice guidelines
Take into account:
• Impacts on eco-systems
• Impacts of associated infrastructure

(takes into account practical constraints)

(= environmentally and socially 
compatible potential)  

Fig. 2: Constraints to take into account when calculating the hydropower potential (after [2]) 
 
4. Investigation area – northern part of river Ems 

4.1. Description of the investigation area  
The investigation area is in the northern part of the river Ems, at the border between 
Netherlands and Germany. The river Ems has a typical river estuary which ends in the North 
Sea (Fig. 3). The river Ems is a typical European tidal river with mean tidal range of approx. 
3.8 m and a distinctive river estuary. The average annual discharge is much higher than the 
average annual discharge of the river run-off, therefore not the river run-off but the discharge 
caused by the astronomical tide is the most important part of the total discharge and, hence, 
the most important factor influencing the flow velocities, too. The potential analysis for the 
river Ems can be stated to be exemplary for several rivers with tidal impact. 

 
Fig. 3: Overview – investigation area 
(source: Google earth, modified) 

Fig. 4: sections for more detailed investigation, 
data source BAW 
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Within a detailed analysis, hydropower potentials were considered along 8 selected cross 
sections (see Fig. 4). Exemplarily, the investigation is described for the cross section 3 and 8. 
Section 3 is a typical river section. At this section the river Ems has a maximum depth of 
d = 7.2 m and a width of w = 560 m. The section 8 is typical for an estuary near the sea. The 
width of this section is about w = 28.000 m and the highest depth is about d = 22 m. Section 8 
crosses the border area between Netherlands and Germany and is mainly situated in a 
protection area, as well as section 4 to section 7. 
 
4.2. Data base 
The data for the potential analysis at the Ems area is based on results of the Mathematical 
Model UnTRIM. The Federal Waterways Engineering and Research Institute used this 
numerical model to emulate and forecast the hydrodynamic conditions in the river Ems [2].  
 
For the hydropower potential analysis the results of the simulation scenario with a constant 
mean run-off of 90 m³/s (average conditions) were used. The available results are representing 
the mean conditions of the astronomical tide and are available for approx. one day with a 
temporal resolution of Δt = 10 min and a spatial resolution of Δs = approx. 30 m x 30 m. For 
the potential analysis the temporal resolution was reduced to Δt = 1 hr and a spatial resolution 
of Δs = 50 m was used. 
 
It can be assumed that the temporal variability of the natural flow conditions in the river, e.g. 
neap-spring differences, seasonally changing river run off have only negligible effects on the 
results of the potential analysis. Hence, the selected average conditions are extrapolated to 
assess the yearly potential. 
 
4.3. Flow velocity 
The mean tidal range is approximately 3.8 m and is varying along the river. The flow velocity 
varies with the tide and is in maximum about 2 m/s in the whole selected investigation area. 
Obviously, the flow direction varies also with the tide. The tidal wave is nearly totally 
reflected in the investigation area which means, that between low tide and high tide, the flow 
is directed in the upstream direction and between high tide and low tide the flow is directed in 
the down-stream direction. The mean (surface) flow velocities (on basic of one day) are 
shown in Fig. 5. As expected, the maximum flow velocities occur in the deep flow channels 
of the river and, correspondingly, the flow velocities are comparatively low in the shallow 
water areas.  
 
Because of the bathymetry, the tidal range at section 1 with about 3.8 m is higher than the 
tidal range at section 8. The tidal range at section 8 i s about 2.75 m. At both sections, the 
highest flow velocities are around v = 1.6 m/s. The flow velocity curves are proportional to 
the water depth at both sections. Hence, the highest flow velocities are at the sites with high 
water depth. The mean flow velocity varies along the cross section. A cross section sites with 
a water depth higher than 4 m, the mean flow velocities are about 1 m/s in section 3 as well as 
in section 8. 
 
5. Theoretical hydropower potential  

The theoretical potential is assessed as areal potential and based mainly on the flow velocity. 
The power output is determined for each grid on basis of the mean flow velocities with 
equation 1. For the comparison with other results, the flow trough area is defined with 1 m² 
and the efficiency factor is defined with 1. A bi-directional converter is assumed, which is 
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able to use the flow in both flow directions of the tide. In Fig. 6 t he estimated theoretical 
hydropower potential for the investigation area is displayed. At several locations the 
estimated power output is higher than 1.2 kW. For most of the areas, the estimated theoretical 
power is between 0.2 kW and 0.8 kW.  
 

An assumed realistic efficiency factor leads to decreasing estimates for the technical power. 
The definition of the efficiency factor for the FSEC is an objective of currently investigation 
and is not determined finally until now. With an assumed efficiency of 30%- 40% the 
maximum power is about 0.4 kW to 0.5 kW, with is in the range of the technical hydropower 
potential. The further factors, as water depth, other uses of the river or yearly operating hours 
are neglected, here. It will be considered in the following chapter. 
 
6. Environmentally compatible hydropower potential 

6.1. Considered aspects  
As mentioned above, the technical hydropower potential considered the practical aspect, 
whether a deployment is possible regarding the technical requirements and other exiting site-
uses (see chapter 3). One important aspect is the required space for the energy converter. All 8 
considered cross sections are width enough to deploy a FSEC. For the FSEC (Fig. 1) the 
depth of the river is a restrictive factor (practical constraint). For the necessary river depth the 
draught of the FESC (1 m), the low water level and a necessary distance between river bottom 
and FSEC (“under keel clearance”) have to be considered. The distance between bottom and 
FSEC is necessary, to ensure the floating behaviour of the FSEC and also to ensure the pass 
for the aquatic fauna and sediment below the FSEC. Its minimum is defined with 1 m. The 
low water level is strongly dependent on the local tidal range. The highest tidal range of the 
section is approx. 4 m, in section 1. Thus, the low water level is defined with -2 m NN. In the 
sum the required average water depth is 4 m including all sections of the river with river beds 
lower than -4 m NN. 
 
In addition to the restrictive factor “required depth” existing uses of the river (competitive 
water uses) reduce the area to deploy the energy converter. In the investigation area, existing 
uses are mainly the use of the river as a waterway. In addition, uses like roadstead and spoil 
ground are of importance. The deployments of energy converter in the navigation canal are 
prohibited, in order to protect the navigation. A permission of hydropower deployment 

Fig. 6: theoretical power for the investigation area Fig. 5. average flow velocity, data source BAW 
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outside of the navigation canal will be decided individually under consideration of the energy 
converter and the chosen deployment site.  
 
Areas which are identified by a legal restriction, e.g. protection areas, or other environmental 
designation will be considered by the environmentally compliant hydropower potential (see 
chapter 3). A large part of the investigation area is defined as natural protected area.  
 
At the latest by the implementation of the Water Framework Directive (WFD) it is  not 
licensable to obstruct the whole river section with anthropogenic water uses. Also within the 
environmentally compatible hydropower potential the impact of uses is considered (see 
chapter 3). As mentioned above, the operation of the FSEC has only a minor effect on the 
environment. As a result, the use of the environmental friendly converter, like the FSEC, is a 
contribution for the environmentally compatible hydropower potential. 
 
It is conceivable to deploy several energy converters in some converter fields. In this case, a 
distance between the single energy converters is required; especially in order to provide the 
river continuity, which is a main objective in the WFD. For the following analysis it is  
assumed that uses of 25 % of the river section is a minor impairment of the water bodies and 
therefore licensable. To not influence the operation mode and therefore the power output 
negatively, the distance between the single converters or to other uses and boundary are also 
important. Rightly this aspect is part of the technical hydropower potential.  
The lateral distances between energy converters or to other uses/users or any other boundaries 
is chosen to 2 times of the converter width and is 5 m. In this paper the hydropower potential 
is only described along cross sections, therefore, the distance between the converter in down 
or upstream direction is not described. 
 
It is distinguished between the demand of area for the deployment of the FSEC and the 
obstructed area caused by an FSEC. The obstructed area includes only width of the FSEC. 
The demanded area includes over more to the width of an FSEC the required distance 
between two successive energy converters, to other uses or to banks. For the calculation of the 
obstructed areas and for the demanded area the equation (2) and (3) are used, respectively.  
 

Obstruct area: FSECobstruct wnL ⋅=     (2) 
 

Demand of area for deployment: ( ) FSECFSECdemand wnwnL ⋅+⋅+⋅= 12  (3) 
 
In the following chapter it is determined how many energy converters like e.g. FSEC or other 
similar converters could be deployed along selected sections. 
 
6.2. Results 
The application of the mentioned aspect and the determination of the different hydropower 
potentials are described exemplarily along cross section 3 and 8 (see chapter 4). The power 
was determined based on the mean flow velocity and only at sites with water depths greater or 
equal to 4 m. The determined power and competitive uses along section 3 and section 8 are 
displayed in Fig. 7 and Fig. 8. 
 
In case of section 3, the waterway utilizes 125 m of the total section of approx. 560 m. An 
average water depth higher than d =  4 m  is available along a 410 m stretch of the section. 
More upstream of the river Ems, almost the total cross section length with a water depth 

1421



higher than d = 4  m is used by the waterway (e.g. section 1), therefore a deployment of the 
FSEC is not possible, there. The section 8 has a length of approx. 28,000 m. Thereof, approx. 
13,500 m are land areas, for example the island Borkum. Only along approx. 7,000 m of the 
section length the average water depth is higher than 4 m. In addition, approx. 4,400 m of the 
remaining approx. 7,000 m are already in use or are protected areas. Along both sections 
possible deployment sites for the FSEC are remained (green lines in Fig. 7 and Fig. 8). 
 

 
Fig. 7: Potential sites for hydropower uses and competitive uses, section 3 (power based on mean flow 
velocities) 

 
Fig. 8: Potential sites for hydropower uses and competitive uses, section 8 (power based on mean flow 
velocities) 
 
Tab. 1: Properties of the sections 
 Section 1 Section 8 
Length of river cross section, only water areas (m) 560 16,590 
Length of river cross section with existing uses/ protections area (m) 125 4,424 
Length of river cross section d > 4 m (m) 411 7,003 
25 % of river cross section length (m) 141 4,147 
 
In Tab. 1 and Tab. 2 the properties and the environmentally compatible potential for the 
selected sections are presented. Along section 3 approx. 300 m and in the section 8 approx. 
2,600 m could be used for the deployment of hydropower converters like the FSEC. Along all 
sections the obstructions of the river because of already existing uses are only minimal and 
therefore neglected. These results, that converter fields of possible 37 energy converters along 
section 3 and possible 343 energy converters along section 8 could be deployed. Accordingly, 
16% of the river cross section 3 and 5% of the river cross section 8 would be obstructed.  
For these possible energy converters fields the environmentally compatible hydropower 
potential is estimated with equation (1) on the basis of the assumptions that: all possible 
number of energy converter are installed, the average flow velocity v = 1 m, the flow through 
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area AFSEC = 1.2 m² and the efficiency factor η = 0.3. If all 37 energy converters along section 
3 and all 343 energy converters along section 8 could be installed, the potential is estimated 
with 7 kW  and 62 kW  (see Tab. 2). The operation period depends mainly on maintenance 
periods and weather conditions. With a realistic 5000 ope rating hours per year, the 
environmentally compatible hydropower potential is estimated with 33 MW/y for section 3 
and 308 MW/y for section 8. 
 
Tab. 2: useable resources of sections 
 Section 1 Section 8 
Length of river cross section d > 4 m minus length of other uses/ 
protections area (m) 287 2,579 

25 % of river cross section length minus length of other obstructing 
uses (m) 141 4,147 

Possible number of energy converters 37 343 
Ratio: obstructed length / river cross section length (%) 16 5 
Potential based on vm = 1 m/s, AFSEC = 1,2 m², η = 0.3 (kW) 7 62 
 
7. Conclusion  

The realistic hydropower potential will be lower than the afore-determined environmentally 
compatible hydropower potential. Furthermore the economical aspect was not considered in 
the paper. After the optimization procedure, the investigation costs will be calculated and put 
in relation with the expected power output. The estimated yearly performance per FSEC of 
approx. 890 kW/y is - compared to conventional energy converters - relatively low, but the 
advantage of FSEC is, that it has only small influences on the environment. The river Ems is 
an appropriate area for the deployment of the FSEC, because energy converters could be 
deployed in many sites and the flow conditions are continuous over the year. For example the 
discharge in rivers without tidal impact is seasonally different and depends of precipitation. In 
several rivers the flow velocity or the water depth are too low.  
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Abstract: Recently, availability decrease due to increase of midnight electric power demand has risen 
necessities to improve economic efficiency of the pumped-storage power plants in South Korea. The necessities 
cause to extend a preventative maintenance cycle, especially an overhaul cycle. But, unconditional extension 
cannot be implemented because it may generate unanticipated failures due to insufficient maintenance. So, first, 
in this study, possibility of extension of the preventative maintenance cycle is identified via investigation on 
preventative maintenance situation of overseas and domestic hydropower plants. Second, a methodology to 
optimize the preventative maintenance cycle considering both reliability and economic efficiency is presented 
via review of the previous reliability studies and considering characteristics of the pumped-storage power plant. 
The methodology consists of the eight parts including selection of principal components and subcomponents, 
identification of damage mechanisms in the principal components/subcomponents, FMEA(failure mode effect  
analysis), derivation of replacement and repair time of the principal components/subcomponents, design of 
preventative maintenance cycle plan, reliability analysis, economic assessment, and derivation of the optimized 
preventative maintenance cycle. Also, as a result of application of the methodology to an aged pumped-storage 
power plant in South Korea, the overhaul cycle has been extended from 4 years to 7.5years. Last, effect of 
replacement of some aged principal subcomponents such as rotor runner and generator stator on economic 
profits is investigated via application of the methodology to the aged pumped-storage power plant. 
 
Keywords: Pumped-Storage Power Plants, Replacement, Preventative Maintenance, Reliability, Economic 
Efficiency 

1. Introduction 

Recently, it has been reported that availability of pumped-storage power plants decreases due 
to increase of midnight electric power demand in South Korea[1]. This low availability has 
been risen necessities to improve economic efficiency of the pumped-storage power plants. 
The necessities cause to extend a preventative maintenance cycle, especially an overhaul 
cycle. But, unconditional extension cannot be implemented because it may generate 
unanticipated failures due to insufficient maintenance.  

 
All over the world, some studies has been performed about life extension, modernization and 
preventative maintenance of hydro and pumped-storage power plants[2-12]. In South Korea, 
life extension and modernization methodology for hydro power plants was established and 
applied to the aged hydro power plants several years ago but the methodology to optimize 
systematically an overhaul cycle wasn’t developed[2]. The previous studies didn’t investigate 
effect of aged pumped-storaged component replacement on economic profits considering 
reliability and economic efficiency.   
 
Therefore, first, in this study, possibility of extension of the preventative maintenance 
(overhaul) cycle is identified via investigation on preventative maintenance situation of 
overseas and domestic hydropower plants[3-8]. Second, a methodology to optimize the 
preventative maintenance cycle considering both reliability and economic efficiency is 
presented via review of the previous reliability studies[6, 9-12] and considering characteristics 
of the pumped-storage power plant. Also, the optimized overhaul cycle is derived via 
application of the methodology to an aged pumped-storage power plant in South Korea. Last, 
effect of replacement of some aged principal subcomponents such as rotor runner and 
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generator stator on economic profits is investigated via application of the methodology to the 
aged pumped-storage power plant. 
 
2. Investigation of Preventative Maintenance Situation  

Table 1 presents the preventative maintenance cycles of hydro or pumped-storage power 
plants in some countries[3-8]. A class means complete overhaul for all components and B 
class means partial overhaul for some components. From the table, it is found that the 
preventative maintenance cycles of pumped-storage power plant in South Korea are shorter 
than those of other countries. It is identified that the A class preventative maintenance cycles 
of TEPCO and J-POWER have been gradually increased from 6years and will be 15years in 
the future by interview with  working staff of TEPCO and J-POWER[7]. Also, It is confirmed 
that the recent availability of pumped-storage power plants in Japan is less than 10% similarly 
with South Korea. In some cases, Japan industries have taken and repaired the damaged 
principal components such as turbine runner, guide vane and generator rotor at maker’s 
fabrication shops out of the site during A class overhaul period in order to improve their 
reliability to level of new products, but South Korea industries have repaired all the damaged 
principal components at the site.  

 
As a result of this investigation, it is possible to extend the A class preventative maintenance 
cycle of pumped-storage power plants in South Korea like Japan. But, it is necessary to 
review in more detail and extend sequentially the cycle in order to extend to 10~15 years 
because there is difference in preventative maintenance method between South Korea and 
Japan.     
  
Table 1.  Preventative maintenance cycles of South Korea and overseas pumped-storage power plants. 

Classification A Class Preventative 
Maintenance Cycle (years) 

Standard Period (days) 
South Korea/other 

countries 
Company Power 

Plant 
A B 

South Korea : 
pumped-
storage[3] 

A L 4 (A-B-A) 80 18 
B M 4 (A-B-B-A) 76 12 
C N 5 (A-B-A) 80 18 
D O 4~6 (A-B-B-B-A) 80 16 
E P 4 (A-B-A) 80 18 

South Korea : 
hydro 

KHNP[4] - 4 (A-B-A) - - 
K-Water[5] - 5 (A-B-A) or 6 (A-B-B-A) - - 

Japan : hydro 
including 
pumped-
storage[6] 

- - 9~15 or     depends on 
equipment condition 

- - 

Japan : pumped-
storage[7] 

TEPCO Tamhara 12~18 (20,000hours) 150~ 180 21~ 28 
J-Power Okki 15  125 8~ 10 

USA : pumped-
storage[8] 

- - Average 10 (5~16) 75~150 - 

 
3. Review of the Previous Studies about Reliability Assessment  

Fig. 1 shows an optimization result of Snowy Mountains Hydro-electric Authority[9] for the 
complete overhaul cycle of hydro power plants by using the commercial program, RCM 
Turbo[13]. As shown in the figure, cost of unplanned maintenance increases drastically due to 
increase of breakdown probability with time span between planned activity while cost of 
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planned maintenance decreases continuously with the time span. So, sum of two costs has 
minimum value and the time corresponding to the value is an optimum overhaul cycle. 
However, this methodology cannot consider reliability reduction according to operation time 
beyond unit preventative maintenance cycle.  

 
Japan Electricity Association presented a methodology to determine economic maintenance 
cycle of hydro-electric power equipments[6]. The methodology uses the same concept with 
Fig. 1.  
 

Fig. 2 presents Vasilevski et al.’s methodology to investigate change of reliability with 
preventative maintenance cycle in order to determine optimal overhaul cycle and re-
construction time[10]. As shown in Fig. 2, reliability reduction trend vs. operation time is 
changed with overhaul cycle, re-construction should be carried forward before reliability 
reaches critical value, and it mean that the overhaul cycle has to be adjusted as late as possible 
to be re-constructed. But, this study didn’t present the method to set up critical failure 
probability and didn’t consider economic efficiency so has practical problem. 
 

   

Fig.1 Maintenance cost optimization curve of Snowy    Fig.2 Vasilevski's methodology to determine 
Mountains Hydro-electric Authority[9].                        optimal overhaul cycle and re-construc-      

tion time[10]. 
   

EPRI TR-111488 presented outline of SRCM(streamlined reliability-centered maintenance) 
program for hydroelectric power plants instead of RCM(reliability-centered maintenance) that 
requires huge amounts of data and information[11]. EPRI TR-114160[12], which is a follow-
up report of EPRI TR-1114888, presented three key factors(sound/cost-effective SRCM 
process, a software tool to manage consistently/effectively SRCM data and project 
management/working culture change) to succeed in performing SRCM and explained 
requirements for three key factors. However, purpose of the EPRI studies[11, 12] isn’t 
optimization of overhaul cycle but deduction of  preventative maintenance tasks for reliability 
improvement.  
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4. Methodology to Optimize Overhaul Cycle   

Based on the review results of previous studies, this paper presents a methodology to optimize 
overhaul cycle considering both reliability and economic efficiency. Basic assumptions are 
used to develop the methodology as follows: 

 
 Reliabilities of component and system should be drastically increased by A class 

preventative maintenance(overhaul). 
 In cases of subcomponents or components applied only to B class preventative mainte-

nance, effect of B class preventative maintenance on reliabilities of component/ system is 
insignificant.  

 
Fig. 3 depicts overall flow chart of process to optimize overhaul cycle of pumped-storage 
power equipments. As depicted in the figure, item “task selection and comparison” of the 
RCM/SRCM methodology is removed because purpose of the methodology is to determine 
optimal overhaul cycle. Also, FFA(functional failure analysis) is performed including in 
FMEA(failure modes and effects analysis). Overall process consists of selection of target 
subcomponents/components, derivation of aging related damage mechanisms for the target 
subcomponent/components FMEA, calculation of repair/ replacement years, planning of 
preventative maintenance scenario, reliability analysis, economic efficiency analysis, and 
derivation of optimal overhaul cycle.  

 

 
Fig.3 Overall flow chart of process to optimize overhaul cycle of pumped-storage power equipments. 

 
Fig. 4 presents flow chart to select the target subcomponent and components. As presented in 
the figure, the subcomponents and components subject only to B class preventative 
maintenance are exclude from target in accordance with the basic assumption about effect of 
B class preventative maintenance on reliability. Fig. 5 shows flow chart to derive the aging 
related damage mechanisms for the target subcomponent and components.  

 
Fig. 6 depicts flow chart of FMEA process. First, effect of each damage mechanism on 
intended function (e.g. structural integrity or performance) of subcomponent is evaluated. 
Second, based on the evaluation results, effect of the damage occurred on subcomponent on 
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component/system is evaluated. Third, next step, check whether subcomponents or 
components can be repaired or replaced during B class preventative maintenance or not. Last, 
if repair or replacement is impossible during B class preventative maintenance, draw up a 
final list of the relevant aging damage mechanisms for the target subcomponents/components. 

   
Fig. 4 Flow chart to select target subcomponents    Fig. 5 Flow chart to derive the aging related 

and components.                                                            damage mechanisms for the target sub- 
components/components. 
 

 

 
Fig. 6 Flow chart of FMEA. 

 
Analyzing A and B class preventative maintenance histories for the final list derived via the 
process presented in Fig. 6, real repair/replacement cycles(minimum/mean) for the subcompo-
nent-damage mechanism are derived. These repair and replacement cycles are used as an 
input for derivation of CHRF(cumulative hazard rate function) coefficients.  
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A preventative maintenance scenario has to be prepared because reliability has variation with 
order of maintenance class and number within unit cycle. For example, A-B-A, A-B-B-A, A-
B-B-B-A, etc.  
Fig. 7 shows flow chart of reliability analysis. If repair and replacement data are enough to 
evaluate, CHRF coefficients of equation (1) are directly derived via the numerical analysis 
using the repair and replacement cycles.   

    
 H(t) = a 0 +a 1 t+a 2 t 2                                                          (1) 

 
 R(t) = exp(-H(t))                                                                              (2) 

 
 F(t) = 1-R(t)                                                                        (3) 
 
where H(t) is CHRF, R(t) is reliability function, F(t) is CDF(cumulative damage function) for 
failure time. If repair and replacement data are not enough to evaluate, CHRF coefficients are 
derived by using real repair/replacement data, reference reliability curve[14] or database[15], 
and Bayesian updating technique.  
 
Finally, the overhaul cycle to derive minimum CPUT(cost per operating unit time) value at 
the target period is determined as an optimal overhaul cycle. CPUT for each preventative 
maintenance scenario is calculated by equation (4).  
 

                                                                                     (4) 
 

where Cp is preventative maintenance cost, Cu is post-accident preservation cost, tp is unit 
cycle time, t is target period of scenario, Rmin is minimum reliability within unit cycle.  
 

 
Fig. 7 Flow chart of reliability analysis. 
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5. Application Results 

Table 2 presents overview of a pumped-storage power plant for application of the developed 
optimization methodology.  
Table 2 Overview of a pumped-storage power plant for  application of the methodology.  

Items Unit Generation Pumping 
Operating time  years 24 

Capacity MW 300×2 370×2 
Pump 
turbine 

Type - Francis 
Max./min. head m 345/288 355/310 

Max. output kW 310,000 370,000 
Generator/ 

Motor 
Type - Vertical Inductive  

Output kVA 335,555 294,752 
Voltage/current kV/A 18/10,763 18/10,763 

Pony motor Type - - Vertical Inductive 
Output kW - 12,000 

Revolution speed rpm - 300 
Voltage/current V/A - 6,600/1,712 

 
Fig. 8 depicts variation of reliability vs. time for various overhaul cycles of scenario 1(A-B-B-
A). As depicted in the figure, reliability decreases continuously with time but increases after 
B or A class preventative maintenance. It is identified that improvement of A class is greater 
than B class in the viewpoint of reliability. Also, the overhaul cycle becomes longer, 
reduction degree of reliability is greater.      
 

Fig. 9 shows CPUT variation vs. target operating time after the first overhaul completion for 
various overhaul cycles of scenario 1. As shown in the figure, the target operating time 
increases, CPUT value decreases irrelevantly to overhaul cycle. It is identified that CPUT has 
a minimum value at overhaul cycle, 7.5years when the target operating time for scenario 1 is 
more than 10 years. In other words, if the target operating time for scenario 1 is more than 10 
years, optimal overhaul cycle is 7.5years. As a result of application of the methodology to an 
aged pumped-storage power plant in South Korea, the overhaul cycle has been extended from 
4 years to 7.5years. 
   

  
Fig. 8 Reliability of unit vs. time according to     Fig. 9 CPU of unit vs. target time according to 

           various overhaul of scenario 1.                                     various overhaul cycles of scenario 1.  
 

Table 3 presents CPUT variation according to replacement of principal components such as 
runner and generator. From the table, it is found that generator replacement has greater effect 
than runner replacement. When replaced with the runner and the 
generator to bring more economic benefits.  
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Table 3 CPUT variation according to replacement of runner and generator.  
Component Nothing Runner Generator Runner & Generator 

CPUT(kW/year) 1.2349x105 1.1611x105 1.1352x105 1.0491x105 
Note) Scenario 1,  Overhaul cycle: 7.5years, Target operating time: 15years 
 
6. Conclusions 

From the study to optimize overhaul cycle of pumped-storage power plants, the following 
findings are derived: 
 
 As a result of this investigation, it is possible to extend the A class preventative 

maintenance cycle of pumped-storage power plants in South Korea.  
 A methodology to optimize the preventative maintenance cycle based on the reliability and 

economic efficiency is presented, which can investigate variation of reliability and 
economic efficiency of generating unit vs. overhaul cycle. 

 As a result of application of the methodology to an aged pumped-storage power plant in 
South Korea, the overhaul cycle has been extended from 4 years to 7.5years. 

 When replaced with the runner and the generator to bring more economic benefits.  
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approach 

S.Kucukali1,*  

1 Cankaya University, Department of Civil Engineering, Balgat, 06530 Ankara, Turkey 
* Corresponding author. E-mail: kucukali78@hotmail.com 

Abstract: In this paper, a fuzzy rating tool has been developed for river-type hydropower plant projects risk 
assessment and expert judgments have been used instead of probabilistic reasoning. The methodology is a multi-
criteria decision analysis which provides a f lexible and easily understood way to analyze project risks. The 
external risks, which are partly under the control of companies, have been considered in the model. The eleven 
classes of risk factors were determined based on the expert interviews, field studies and literature review as 
follows: site geology, land use, environmental issues, grid connection, social acceptance, financial, natural 
hazards, political/regulatory changes, terrorism, access to infrastructure and revenue. The relative importance 
(impact) of risk factors was determined from the survey results. The survey was conducted with the experts that 
have experience in river-type hydropower projects. The survey results revealed that the site geology and 
environmental issues were considered as the most important risks. The new risk assessment method enabled a 
Risk Index (R) value to be calculated, establishing a 4-grade evaluation system: low risk having R values 
between 1.2 and 1.6; medium risk, between 1.6 and 2; high risk, between 2 and 2.4; extreme risk, between 2.4 
and 2.8. Applicability of the proposed methodology was tested on a real case hydropower project namely Kulp 
IV which was constructed on Dicle River in East Anatolia in Turkey. The proposed risk analysis will give 
investors a more rational basis on which to make decisions and it can prevent cost and schedule overruns. 
  
Keywords: Hydropower, Risk Analysis, Fuzzy Logic.  

1. Introduction 

Renewable energy projects life cycle is full of various risks which will cause cost and 
schedule overrun or project failure. The surveys conducted by Gronbrekk et al. [1] and 
Komendantova et al. [2] identified the highest risk as political and regulatory changes for 
renewable energy projects in developing countries. Similarly, Ernst and Young [3] identified 
the most important business risk for 2010 as regulation and compliance.   
 
Construction of river-type hydropower plants involves uncertainties because of various 
external factors such as site geology, grid connection, and environmental issues. These factors 
increase the construction costs and duration. For example, in one of the river-type 
hydropower plant in Turkey, namely Kulp IV, the cost of civil works increased by a factor of 
two because of unpredicted geologic structure at the tunneling site. In another example, the 
judges have ruled against hydroelectric power plants in 33 completed cases in Turkey, issuing 
a stay of execution decision or canceling the construction altogether because of the 
environmental issues. 
 
In the literature there are several studies considering the risk analysis in construction projects 
[4] but risk analysis in renewable energy projects, especially for hydropower plants is very 
limited. In classical project risk analysis techniques, risk rating values are calculated by 
multiplying impact and probability values and direct analysis of these linguistic factors is 
often neglected [5]. Most existing risk analysis models, such as Monte Carlo simulation and 
tornado chart, are based on quantitative techniques which require numerical data. Kangari and 
Riggs [6] note that probabilistic models suffer from detailed quantitative information which is 
not normally available in the real construction world. However, much of the information 
related to risk analysis is not numerical [7]. Rather, this information is expressed as words or 

1432



 

sentences in a natural language. These conceptual factors can be expressed in linguistic terms 
that are, so called fuzzy information [8]. Uncertainty factors such as “poor geology” or 
“unstable policy” fall into this category. The aim of this paper is to introduce a new approach 
for hydropower projects risk assessment through the fuzzy set concepts.  
 
2. Methodology 

The eleven classes of risk factors were determined based on the expert interviews, field 
studies and literature review. The risk factors and their evaluation criteria are listed in Table 1. 
The risk factors are: site geology (geotechnical properties of the construction site), land use 
(right to use of the land for the construction of hydropower scheme), environmental issues 
(impact on ecosystem), grid connection (connection to the power system), social acceptance 
(impact on local community who use the river or the surrounding lands), financial (the status 
of the inflation and interest rate), natural hazards (earthquake, flooding and landslide), 
political/regulatory changes (level of political stability), terrorism (human-made disasters), 
access to infrastructure (road, electricity and water), revenue (cash flow). It should be noted 
that the financial, political/regulatory changes and terrorism were regarded as risks related to 
country conditions and their evaluation were done based on [9], [10].  

In order to determine the relative importance (impact) of the risk factors, a survey was 
conducted with the experts from the banks and companies that have experience in the 
construction of river-type hydropower schemes. 14 experts were participated to the survey. 
The participants were asked to grade the importance of the risk factors regarding their 
importance and seriousness of concern. They graded the risk factors using a scale between 1-
4, where 1 r epresents “low” and 4 “ very high".  The experts ranked site geology and 
environmental issues as the most important risks for river-type hydropower plants (Fig.1).  

 

 
Fig.1 The importance of risk factors of river-type hydropower plants based on the survey results  
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Table 1. Evaluation criteria of risk factors in river type hydropower plants 
Risk Factor Score (1) Score (2) Score (3) Score (4) 
Site Geology Rock mass quality  

is very good-good: 
RQD=%60-100 

Rock mass 
quality is fair: 
RQD=%40-60 

Rock mass quality 
is poor-very poor: 
RQD=%0-50 

Soil with high 
ground water 
level 

Land use Property of 
Treasury 

Forest Private property: 
Agricultural land 

Private 
property: 
Residential 
area 

Environmental 
Issues 

Project has detailed 
Environmental 
Impact Report 

Project has 
Environmental 
Impact Report 

Project has no 
Environmental 
Impact Report 

Project is in an 
ecological 
sensitive area. 

Grid Connection Close to power 
system 

Near to power 
system 

Far to power 
system 

Connection to 
the power 
system has 
some 
limitations 

Social 
Acceptance 

Project has detailed 
Social Impact 
Report 

Project has 
Social Impact 
Report 

Project has no 
Social Impact 
Report 

Local 
community 
benefit from 
the river or the 
surrounding 
lands 

Financiala Economic 
performance of 
country  is very 
high 

Economic 
performance 
of country is 
high 

Economic 
performance of 
country is 
medium 

Economic 
performance of 
country is low 

Natural Hazards Low risk Medium risk High risk Very high risk 
Change in Laws 
and  Regulationsa                                                                                                                                                                                                                                                                                                                                                                                                                                                                    

Political risk of 
country is low 

Political risk 
of country is 
medium 

Political risk of 
country is high 

Political risk of 
country is very 
high 

Terrorismb Terror risk index of 
country is low 

Terror risk 
index of 
country is 
medium 

Terror risk index 
of country is high 

Terror risk 
index of 
country is 
extreme 

Access to 
Infrastructure 

Very easy Easy Difficult Very difficult 

Revenue Design discharge is 
high reliable 

Design 
discharge is 
medium 
reliable 

Design discharge 
is low reliable 

Design 
discharge is 
unreliable 

a country related risk and its evaluation is based on [9], b terrorism risk index is based on [10] 

For each 11 parameter, an 1x4 input matrix was developed, each column corresponding 
scores 1- 4.  If the score for a parameter is 3 and the input matrix (I) for the parameter is: 

[ ]0100=I
        (1) 
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Each parameter has an identical membership grading matrix. The fuzzy grading matrices were 
developed considering the degree of error a scoring observer may cause due to subjectivity 
and bias in the assessment process [11], [12]. Eq. (2) shows the fuzzy grading matrix (FG) 
used in this study: 



















=

14.000
2.012.00

02.012.0
004.01

4
3
2
1

ScoreFG     (2) 

The fuzzy assessment matrix (FA) was obtained by multiplying input matrices (I) with fuzzy 
grading matrix (FG) of the parameter, 

)111( tojFGIFA jjj =×=     (3) 

where,  j is the row number of the fuzzy assessment matrices. The membership degree matrix 
(MD) was obtained by multiplying weight of parameters (w) with fuzzy assessment matrix 
(FA) and summing the columns resulting in a one row matrix; 

FAwMD ×=      (4) 

A decision parameter computation was agreed upon f rom several scenarios considering 
membership degree versus attributes curves and formulation of Risk Index (R) was given as  

TA
AAA

R 342312 321 ×+×+×
=     (5) 

where the area under the curve between the attributes i and j is named Aij with: i =1,2, 3, and j 
= 2, 3, 4, .  The total area under the curve is AT. This enabled a Risk Index (R) value to be 
calculated, establishing a 4-grade evaluation system: Low risk having R values between 1.2 
and 1.6; medium risk, between 1.6 and 2; high risk, between 2 and 2.4; extreme risk, between 
2.4 and 2.8. The risk scale index represents the minimum and maximum values calculated by 
Eq.(5). 

3. Investment Costs of Hydropower Schemes 

Hydro power is the backbone of carbon dioxide free energy generation, about 22% of the 
world’s electricity production comes from hydropower installations [13]. Hydropower plants 
can be classified into two categories: storage and river-type. In storage type hydropower 
plants, dams are used to retain river flow in a reservoir. A river-type hydropower plant diverts 
a portion of river through a channel or tunnel (Fig.2). River-type hydro power plants are 
dependent on the prevailing flow rate and can present problems of reliability if the flow varies 
greatly with time of the year or the weather [14]. Small hydropower (SHP) plants are mostly 
included in this category. 
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Fig.2 Site plan and components of a river-type hydropower plant 
 

Hall et al. [15] determined the specific investment cost (total investment cost of the project 
divided by the installed capacity) of river-type hydropower plant in USA in the range of 
2000-4000 $/kW. Also, they reported that the civil works account for 65-75% of capital cost.  
Each hydropower project is site specific that can explain the wide range of investment costs. 
Gordon [16] identified the main factors which can lead to cost overrun as the rate of inflation 
and site geology. The specific investment cost (SC) of a hydro power plant is the function of 
the net head (H) and installed capacity (P). It is well known from the literature that the SC 
increases as the head and installed capacity decreases [17], [18]. The investment cost a 
hydropower plant can be classified as follows: project design, land use and permits, financial, 
civil works, electro and hydro mechanical equipment, and grid connection (Table 3). 

4. An Application of the Proposed Methodology 

The developed risk assessment technique was applied to a r eal-time hydropower project 
namely Kulp IV which was constructed on Dicle River in Diyarbakır in East Anatolia. The 
characteristics of the project are as follows: Gross head=77 m, discharge=20 m3/s, 
output=12.68 MW, energy=36.64 GWh/year, tunnel length=1885 m. Table 3 pr esents the 
investment cost analysis of Kulp IV hydropower plant. Actual cost of civil works and grid 
connection increased by a factor of two because of the poor geology and the technical 
demands by TEIAS, respectively. Table 4 shows the application of the risk assessment to the 
hydropower project. In the assessment fuzzy grading matrix provides more room for the 
justification of relationships between variables on the basis of fuzzy words. The project risk 
evaluation was done based on the criteria presented in Table 1. For example, Turkey has been 
ranked as extreme for Terrorism Risk Index by Maplecroft [9].  Therefore the risk factor of 
terrorism has a score of 4 for the project. Yet, project has no Environmental impact report, 
which yields the score of environmental issues as 4.   B y applying this method to other risk 
factors, the Kulp IV hydropower project Risk index was calculated as 2.26 which means 
project involves high risk. 
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Table 3. Analysis of the investment cost of Kulp  IV hydropower plant (P=12.7 MW) 

Description 
Estimated 
 Cost ($) 

Actual  
Cost ($) 

Rate of 
Increase 

Share of 
Total 
Cost  Reason 

Project design 1,090,000 1,180,000 8.3% 2.2% Additional project designs 

Civil works 12,500,000 25,700,000 105.6% 48.6% 
Poor geology (serpentine) at the 
tunneling site  

EMEa 6,790,000 7,490,000 10.3% 14.2% 
Under estimated costs of 
Technical equipment  demand  

HMEb 8,900,000 4,800,000 -46.1% 9.1% 
The prices of DSI are very high 
compared to the market.  

Grid 
connection 2,600,000 5,400,000 107.7% 10.2% 

Technical demands by TEIAS and 
length of the power supply line 
was increased 

Land Use and 
Permits 2,200,000 2,600,000 18.2% 4.9% 

The cost of the forest usage permit 
was not taken into account 

Financial 3,100,000 5,700,000 83.9% 10.8% 
Increase in interest rates because 
of the financial crisis 

a Electro mechanical equipment, b Hydro mechanical equipment 

Table 4. Fuzzy risk assessment rating tool application for Kulp IV Hydropower Plant 

Risk Assessment 

N
o Risk Factor 

Sc
or

e 

R
el

at
iv

e 
Im

po
rta

nc
e 

(W
) Input 

Matrix (I) 

Fuzzy Logic Evaluation 

  Fuzzy Grading Matrix 
(FG)  

  
Fuzzy Assessment Matrix 

(FA)  

Membership Degree 

1 2 3 4 

1 Geology 3 0.117 0 0 1 0 

FG
=f

(I
) 

0.00 0.20 1.00 0.20 

FA
=F

G
*W

 

0.000 0.023 0.117 0.023 
2 Land Rent 3 0.105 0 0 1 0 0.00 0.20 1.00 0.20 0.000 0.021 0.105 0.021 
3 Environment 3 0.117 0 0 1 0 0.00 0.20 1.00 0.20 0.000 0.023 0.117 0.023 
4 Grid Connection 3 0.084 0 0 1 0 0.00 0.20 1.00 0.20 0.000 0.017 0.084 0.017 
5 Social Acceptance 2 0.099 0 1 0 0 0.20 1.00 0.20 0.00 0.020 0.099 0.020 0.000 
6 Financial  3 0.084 0 0 1 0 0.00 0.20 1.00 0.20 0.000 0.017 0.084 0.017 
7 Natural Hazard 2 0.084 0 1 0 0 0.20 1.00 0.20 0.00 0.017 0.084 0.017 0.000 
8 Political Changes 3 0.078 0 0 1 0 0.00 0.20 1.00 0.20 0.000 0.016 0.078 0.016 
9 Terorism 4 0.060 0 0 0 1  0.00 0.00 0.40 1.00   0.000 0.000 0.024 0.060 
10 Access to Insfrastructure 3 0.072 0 0 1 0  0.00 0.20 1.00 0.20   0.000 0.014 0.072 0.014 
11 Revenue 3 0.099 0 0 1 0  0.00 0.20 1.00 0.20   0.000 0.020 0.099 0.020 

Membership Degree Matrix (MD) 0.037 0.335 0.817 0.211 

Decision Parameter (R)  

0.19 0.58 0.51 1.28 

A12 A23 A34 AT 
   R = 2.26 High Risk 
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5. Conclusions 

In this research, a new methodology is proposed for risk rating of river-type hydropower plant 
projects. The relative importance of the risk factors was determined from the expert 
judgments. The survey results showed that the most concerned risks are site geology and 
environmental issues. These results are in agreement with the Gordon [16]. 

Applicability of the proposed methodology has been tested on a real case. Findings of the case 
study demonstrate that the proposed methodology can be easily applied by the professionals 
to quantify risk ratings. The advantage of the proposed methodology is it will give investors a 
more rational basis on which to make decisions and it can prevent cost and schedule overruns. 
Forecasting the measure of risk of a river-type hydropower plant can be made by any decision 
maker with the help of the fuzzy rating tool described in this paper.  

References 

[1] Gronbrekk, W., Barton, H., and Khoury, R.H., International sustainability tools for 
hydropower role, relevance and industry reporting trends. Proc., Hydro 2010 C onf., 
Lisbon, Portugal, 2010.  

[2] Komendantova, N., Patt, A., Barras, K. and  Battaglini, A., Perception of risks in 
renewable energy projects: The case of concentrated solar power in North Africa, Energy 
Policy, 2011, In press. 

[3] Ernst and Young, Business Risk Report, 2010. (www.maplecroft.com ) 

[4] Zavadskas, E.K., Turskis, Z., Tamosaitiene, J., Risk assessment of construction projects, J. 
Civil Engineering and Management, 16, 2010, 33-46 

[5] Dikmen, I., Birgonul, M.T., Han, S., Using fuzzy risk assessment to rate cost overrun risk 
in international construction projects, Int J Project Management, 25, 2007, 494-505. 

[6] Kangari, R. and Riggs, L.S., Construction risk assessment by linguistics, IEEE 
Transactions on Engineering Management, 36, 1989, 126-131. 

[7] Mustafa, M.A., and Al-Bahar, J.F., Project risk assessment using the analytic hierarchy 
process, IEEE Transactions on Engineering Management, 38, 1991, 46-52. 

[8] Kucukali, S., Baris, K., Turkey’s short-term gross electricity demand forecast by fuzzy 

logic approach, Energy Policy, 38(5), 2010, 2438-2445. 

[9] ECR-Euro Money Country Risk, 2010. (www.euromoney.com)  

[10] Maplecroft , Terrorism Risk Index, 2010. (www.maplecroft.com ) 

[11] Karakaya, S.T., Coastal Scenic Evaluation by Application of Fuzzy Logic Mathematics, 
Msc. Thesis, METU,The Graduate School of Natural and Applied Sciences, Dept.of Civil 
Eng., Ankara, Turkey, 2004. 

[12] Sahin, F., Scenic Evaluation of the Western Black Sea Coasts Using Fuzzy Logic, Msc. 
Thesis, ZKU, Graduate Sc. Of Natural and App. Sci., Dept. of Civil Eng., Zonguldak, 
Turkey, 2008  (inTurkish). 

[13] Boyle, G., Renewable Energy: Power for a Sustainable Future. Oxford University Press, 
2004. 

1438

http://www.maplecroft.com/
http://www.euromoney.com/
http://www.maplecroft.com/


 

[14] Kucukali, S. and  Baris, K., Assessment of small hydropower (SHP) development in 
Turkey: Laws, regulations and EU policy perspective, Energy Policy, 37, 2009, 3872-
3879. 

[15] Hall, D.G., Hunt, R.T., Reeves, K.S. and Carroll, G.R., Estimation of Economic 
Parameters of U.S. Hydropower Resources, Idaho National Engineering and 
Environmental Laboratory, 2003.  

[16] Gordon, J.L., Hydropower costs estimates, J Water Power Dam Constr, 35, 1983, 30-37. 

[17] Gordon, J.L. and Noel, C.R., The economic limits of small and low-head hydro, J Water 
Power Dam Constr, 38, 1986, 23-26. 

[18] Aggidis, G.A., Luchinskaya, E., Rothschhild, R. and Howard, D.C., The costs of small-
scale hydropower production: Impact on t he development of existing potential, 
Renewable Energy, 35, 2010, 2632-2638. 

1439



Pump as turbine: dynamic effects in small hydro 
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Abstract: This work focuses on the hydraulic aspects of a Pump as Turbine (PAT) when subjected to different 
working conditions, including accidental situations. This will provide useful information for the choice of the 
most adequate solution and will ensure a co rrect design and safe operation of the installed equipments. This 
work is supported by experimental data obtained in a series of tests performed at the university’s laboratory and 
by calibrated computational modelling. The obtained data was used to perform a sensitivity analysis on t he 
relation between discharge variation, runaway time and rotational speed and make inferences about the expected 
peak overpressure in an accidental situation. Based on the results, the hydropower system may be characterized 
by a r elevant set of calculated parameters that are of extreme utility in the construction and calibration of a 
computational model capable of accurately predicting different scenarios and alternatives. 
 
Keywords: Dynamic effects; Reversible hydro; Safety solutions; Hydraulic transients. 

1. Introduction 

In the operation of hydropower systems it is inevitable the occurrence of variations in the 
flow, being true either in routine manoeuvres, either in accidental or exceptional unforeseen 
events. To ensure the safety and reliability throughout the system life, it is very important that 
these dynamic effects and the associated risk factor are considered in the early stages of each 
design and the overpressures are accurately estimated [1, 2]. A detailed analysis for each 
operating situation is vital for understanding the dynamic behavior of hydro-mechanical 
equipment and their interaction with the flow and hydraulic circuit. This study is based on a 
parametric characterization of the different components of a hydro system as a support for a 
CFD modeling. 
 
2. Methodology 

2.1. Simulation-based modelling 
2.1.1. Method of Characteristics  
The quantitative analysis of unsteady flow through long conveyance systems is based on the 
fundamental hydrodynamic principles described by the dynamic (Eq. (1)) and continuity (Eq. 
(2)) equations [3]: 
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The previous equations can be used given the following conditions: the fluid in the pipe is 
homogeneous and mono-phase; the flow is mainly one-dimensional and the velocity profile is 
considered uniform through the cross-section of the pipe; the pipe axis remains static; the 
fluid and the pipe walls have physical linear elastic properties. For each calculation time step, 
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each pipe will be divided in a finite number of stretches bounded by the calculation sections 
building the rectangular mesh presented in Figure 1. 

 

Figure 1 - Method of characteristics calculation grid. 

The positive and negative characteristic equations can be written as follows: 
 

PaPP HCCQ −=     (3) 
 

PanP HCCQ +=     (4) 
 
in which: 
 

AAAAP QQ
c

tfH
c

gAQC ∆
−=      (5) 

 

n B B B B
gA f tC Q H Q Q
c c

∆
= −     (6) 

 
and: 
 

c
gACa =     (7) 

 
Eq. (3) and Eq. (4) are only valid along the positive and negative characteristic lines, 
respectively. The values of CP and Cn are known for each time step, although for the interior 
points of the mesh there are two unknowns, QP and HP. These values can be determined by 
solving simultaneously Eq. (3) and Eq. (4): 
 

( )nPP CCQ += 5.0  (8) 
 
At both ends of each pipe it is only possible to define one characteristic line, so in order solve 
the system another equation is needed. This additional information may be obtained through 
the introduction of a boundary condition. Depending on the simulated system this boundary 
may be another pipe (with different characteristics), a reservoir, a turbine, a pump, a valve, a 
protection device or any other component analytically describable. 
 
2.1.2. Turbine 
The functioning of a turbogenerator can be characterized by a s pecific valve-type with 
adapted characteristics associated to customized closure maneuvers. Even though this solution 
may roughly simulate the vast majority of systems and situations, it d oes not consider the 
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specific parameters of the turbine, nor does it consider the overspeed of the turbine wheel and 
its complex interaction with the conveyance system. On this matter an innovative formulation 
was proposed for the simulation of the dynamic behavior of a turbogenerator based on a set of 
significant parameters that characterize a turbogenerator, allowing the evaluation of overspeed 
induced extreme upsurges and its propagation along the hydraulic circuit [4, 5, 6, 7, 8, 9] . 
This methodology simulates the turbine as a hydraulic resistive element, where the head lost 
by the flow is characterized by the basic formula of a hydraulic orifice equipped with dynamic 
discharge and rotational speed coefficients: 
 

11 1
1

uR R
P g R

R R u R

HHNQ C Q
N H H

α
β

  −
= + −   −   

 (9) 

 
in which qP and hP are respectively the relative flow through the orifice and available head at 
a certain time step. The factor Cg is the gate opening coefficient that defines the maximum 
discharge for a given head and rotational speed, as a function of the gate opening. The factor 
CS accounts for the runner’s rotational speed, adjusting the flow in each time step accordingly 
with the following formulation: 
 









−

−
−

+= 1
1
11

h
nC

R

R
S β

α  (10) 

 
where n stands for the dimensionless value of the rotational speed. The parameters  

and  are established for each turbomachine and represent the relation between the 
runaway situation and rated conditions, respectively for the flow and rotational speed. These 
values may be obtained from the manufacturers of the turbo equipments. The variation of the 
rotational speed for each time step depends on the inertia of the rotating masses, I, and the 
equilibrium between the hidraulic torque, TH, and the magnetic torque, TM. This relation may 
be expressed through the rotating mass equation: 
 

( )60
2 H M

d T T
dt
ω

π
= −  (11) 

 
in which ω is the angular speed (rpm). From Eq. (11), it is possible to conclude that for TM = 
0, the acceleration of the runner depends only on the hydraulic torque (TH) and the inertia of 
the rotating masses, I. The hydraulic torque actuating in the rated operating conditions is 
given by the following equation: 
 

0

000
0, 2

60
N

HQBH
γη

π






=  (12) 

 
in wich η0 = rated efficiency; Q0 = rated flow; H0 = rated net head;  N0 = rated runner speed. 
Assuming a linear variation of the discharge with the rotating speed under runaway 
conditions, the hydraulic torque at each timestep may obtained by multiplying the initial 

torque by a corrective factor, b, given by the following equation where 
0η
η

=e : 
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The evaluation of the efficiency is a complex matter that depends on a vast set of parameters. 
This value may be considered to vary accordingly to the following approximate equations [4, 
9].  

0 0
0

0 0
0 0

                                        for N<N

     for N>NE
g

E E

N
N

N NC
N N N N

η

η




   −  − − 

  (14) 

 

2.1.3. Pumping system 
The pump operation may be accurately simulated using the method of characteristics 
incorporating specific boundary conditions. Pump manufacturers generally provide the 
characteristic curves for their pumps as a function of the wheel diameter. These curves relate 
flow, manometric head, efficiency and power for a s pecific rotational speed and can be 
approximately represented in the first quadrant of operation (H,Q) by a second degree 
polynomial (Eq. (15)) [10]. Should this methodology be applied, a check valve should be 
installed at the downstream pump section to avoid reverse flow. 
 

2 2
0H AN BNQ CQ= + −    (15) 

 
The values A, B and C are constants and can be estimated from three known pairs of values 
(Q, H) of the pump characteristic curve. If correct data is available, a h igher degree 
polynomial may be considered to enable a multi operating zone simulation. Although pump 
characteristic curves in the pumping zone operation are usually easy to obtain, the same is not 
true for the remaining zones. Figure 2 presents a schematic of a pump with the upstream and 
downstream connecting pipes and hydraulic grade line. 

 

Figure 2 - Schematic drawing of a pump. 

Referring to Figure 2 and considering the continuity equation, the relation, QP,i = QP,i+1, can 
be written. If the losses at the junctions are neglected, Eq. (16) gives the relation between 
head and discharge, in which N is the rotational speed:   
 

22
,1, CQBNQANHH iPiP −+=−+   (16) 

 
when Ai = Ai+1, substituting Eqs. (3) and (4) into Eq. (16)  the following polynomial is 
obtained, which can be solved for QP. 
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( ) ( ) 02 22 =+++−+ PnaPaPa CCNACQBNCQCC  (17) 

 
Once the flow QP is known, the heads HP,i and HP,i+1  can be calculated for each time step. 
The total or partial shutdown of the pump as the cause of severe transient regimes may also be 
simulated. In this case the variation of the runner speed is given by Eq. (11) in which the 
hydraulic torque can be calculated based on efficiency data provided by the manufacturer.  

2.1.4. Valve 
Valves are installed in hydro systems to regulate the flow (or the pressure) by opening, 
closing or partially obstructing the pipe section. They can also be utilized to isolate system 
components in order to enable maintenance procedures or even their replacement. Figure 3 
presents the schematic of a valve in hydraulic ciruit. 

 

Figure 3 - Schematic of a generic valve. 

The boundary condition for a valve can be written based on steady state head loss equation. 
The flow through the valve, QP, remains constant and the head loss can be written as the 
difference between the head at upstream and downstream valve section: 
 

2

, , , 1 2
P

P V P i P i V
QH H H K
Ag+∆ = − =   (18) 

 
in which KV is a head loss coefficient obtained experimentally that depends on the Reynolds 
number, the type of valve and its opening at each time step. Substituting Eq. (3) or (4) in Eq. 
(18) a second degree polynomial equation is obtained: 
 

( )2
2 2 0

2
V a

P P P n
K C Q Q C C

gA
+ − + =   (19) 

 
Solving for QP, the flow through the valve is obtained for each instant of simulation and 
subsequently the upstream and downstream head. For the situation where the valve is fully 
open, the head loss may be neglected and the flow can be determined by solving Eq. (8) or a 
fixed value should be considered. For the determination of the parameter KV, a s et of 
empirical results for each type of valve is presented in [11]. 
 
2.2. Model validation 
Some supporting experimental tests were carried out in the Hydraulic lab of DECivil/IST, in 
order to analyze the behaviour of a reaction type turbomachine in different operation 
conditions. The hydraulic circuit is composed by a pipe of High-density polyethylene 
(HDPE), with an internal diameter of 0.043 m and a length of 100 m, which connects the 
pressurized vessel to the turbomachine. At the downstream end the water is discharged into a 
free surface tank. Both the air vessel and the free surface reservoir are responsible for 
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imposing a constant head respectively on t he upstream and downstream section. An 
intercalated pump is responsible for setting a recirculated constant flow. The turbomachine is 
a horizontal, single-stage pump-as-turbine, PAT, KSB model Etanorm 32-125. The generator 
was connected to the national grid via a l arge electrical transformer. Figure 4 presents a 
comparison between experimental pressure head variation and the corresponding simulation 
in the event of a full load rejection followed by a valve actuation.  

   
Figure 4 - Comparison between simulation and experimental results for Q = 4.2 l/s and Q=3.9l/s 

3. Overspeed and dynamic effects 

Based on a general hydropower system, a detailed analysis of the runaway effect without the 
interference of the closure of the flow control shutter (e.g. guidevane) or any special 
protection device was established. This was done in order to fully isolate and better 
understand the phenomenon under analysis. Under these conditions several independent 
computer simulations were carried out for a broad set of pairs of values of inertia, I, and 
specific speed, nS. Figure 5 shows the upsurge on the upstream section of a turbine for the 
different combinations of parameters. For the lower values of nS, the overspeed results in a 
flow reduction, causing an upsurge in the hydraulic system. On the other hand, turbines with 
high specific speeds are associated to an increase in flow when a load rejection occurs, 
resulting in sub-atmospheric pressures in the pipeline. 

 
Figure 5 - Extreme relative pressure head as a function of I and nS. 

4. Load rejection and closure of flow control device 

From the different emergency operations a hydropower system endures throughout its service 
life, the full load rejection followed by the actuation of a discharge shutter may stand among 
the most severe situations. Considering the same turbomachine used in the paragraph 3, the 
influence of the length, L, of the pipeline and its interaction with the safety valve closure 
time, tC, was studied. For this purpose, a set of simulations were carried out in order to 
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calculate the maximum upsurge for different combinations of values, obtaining the results 
presented in Figure 6. 

 
Figure 6 - Maximum relative overpressure for different combinations of L and tC.. 

For all pipeline lengths, when approaching the elastic time constant, TE, the maximum values 
of ΔH rise very quickly. It should be noted that below a certain value of tC, for each different 
penstock length, all the curves tend to a common maximum value. This is the domain of what 
is called a fast manoeuvre, tC < TE, in which the transient peak overpressure depends only on 
the celerity of the elastic waves, c, and the mean flow velocity, U0, given by the Frisel-
Joukowsky formula. 
 

 
Figure 7 - Maximum relative overpressure for different combinations of c and tC 

Figure 7 was generated by utilizing the developed computational model, to show the 
maximum overpressure reached for different combinations of values of the celerity, c, and 
closure durations, tC, for a fixed penstock length L = 4000m. When observing closely, it 
becomes evident that the classification of a closure manoeuvre as fast (tC < TE) or slow (tC > 
TE) is a r elative concept that depends on the celerity of the elastic waves, thus on the pipe 
properties. In fact, the lower the value of c, the bigger the value of tC must be in order to 
perform a slow closure manoeuvre. For a slow manoeuvre, the maximum pressure head 
depends essentially on the mean fluid velocity and on the flow control valve closure time. The 
maximum value can be estimated based on the by Michaud formula. Unlike what happens in a 
fast manoeuvre, the maximum overpressure is independent from the wave speed celerity. 

5. Results 

Both the experimental and the simulation results demonstrate the turbine load variation, in 
particular the runaway condition has a relevant impact on the discharge and, given the right 
circumstances, can be the sole cause of severe transients in hydropower systems. This is 
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especially evident for certain combinations of values of nS and I that can result in a significant 
flow reduction during a short time interval. The comparison between the developed model 
and the experimental test results suggests a good estimation for the maximum transient 
overpressures, presenting conservative values valid for hydro and pumping design. This 
formulation based on modular linkable components proved to be flexible enough to allow the 
easy setup of a v ast set of different scenarios that are able to simulate the majority of 
situations. This methodology has the ability of predicting the runner overspeed of 
turbogenerators, as well as pumping stoppage and its effect on the flow along the pipe system. 
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Abstract:  Micro hydro systems can be regarded as a renewable energy source resulting from the natural 
hydrological cycle, it is by some considered sustainable due to the lack of impoundment of water and assumed 
negligible environmental impact. Experience with wind energy has highlighted that as the uptake of renewable 
energy technologies increases so government policies need to keep pace if public complaints and rejection of 
these technologies is to be averted. Studies on micro hydropower, particularly in an urban setting where 
propagation of noise is a planning issue, have been very limited. This paper focuses on the acoustic 
environmental impacts of micro hydropower considering a Reverse Archimedean Screw (RAS). Acoustic 
samples were taken directly above the RAS, and on a 5m interval along a transect and then at, 30m and 60m 
along another transect. Two further transects were considered and sampling was made at 30m and 60m. Initial 
results indicate that during normal operation at 25kW the screw would be barely perceptible beyond 60m; the 
weir provides significant masking of the turbine noise. It also shows that the noise generated is directional in 
nature at this site. 
 
Keywords: Micro hydro, Acoustics, Noise, Renewable energy, Environmental impact. 

1. Introduction 

It is widely recognised that worldwide energy demand and use is continuing on an apparent, 
unceasingly ascending trend as, rapid population growth, economic development and 
therefore inherent demand for fuel increases [1, 2]. The world energy mix is depicted by the 
International Energy Agency (IEA). According to their World Energy Outlook (2008) [3]; 
renewables accounted for around 13% of global energy in 2006. This figure is predicted to 
rise to around 14% in the IEA 2030 reference scenario; and 24% in the IEA 450 (2030) policy 
scenario (based on policies under consideration). Oil and gas shares are predicted to be 
around 50% in both 2030 scenarios whilst coal lost some of its market share to an increase in 
the use of renewables (including biomass and waste), and nuclear energies. 

The role of hydropower as a renewable resource varies dependent on the scale of the 
installation. As discussed by Frey and Linke [5], many legislative organisations do not 
consider large-scale hydro power to be a renewable resource when determining eligibility for 
government support. However, as argued in the paper, this is not a question of renewability 
but of sustainability. Although micro and pico hydro systems are assumed to be more 
environmentally friendly due to the lack of impoundment of water and assumed negligible 
environmental impact [4-6] emerging literature indicates that detrimental environmental 
impacts can be caused by smaller scale schemes [4]. 

Paish (2002) [4] indicates that small scale hydro developments in Europe will be the main 
area for hydro development in the future as the majority of large scale sites have already been 
exploited and micro hydro schemes seem to be growing in development and government 
support in the UK [2, 6]. In the urban setting, the issue of noise generation from visible 
systems can be a significant factor in the viability of the scheme, and the time period over 
which it is run. As part of a wider on-going research on the above issues, this paper will focus 
on initial results from a study of the impacts of a hydro scheme on the acoustic environment. 
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As there is recognised potential for hydro schemes in cities due to existing infrastructure, it 
would appear that there is need for such a study.  

Three sites (semi-rural) within the UK using a Reverse Archimedean screws (RAS) to 
generate electrical power have already been identified as causing a noise nuisance. However, 
this tends to be associated with poor installation/design faults rather than general noise 
nuisance during normal operation. Any noise nuisance, whether design faults or operational, 
may be escalated within a densely populated and built-up urban setting. If micro-hydro is to 
penetrate into our cities then noise evaluation will become a key issue in the planning and 
design of such schemes. An extensive but not exhaustive literature search has demonstrated 
that this type of research has yet to be undertaken. Government policies may need to change 
to support these technologies and make them more viable; however, evidence is required to 
enable the government to establish the true impact on the environment of such technologies. 

It is known that hydropower sites are most efficient at a particular speed, head and flow [4]. 
However, the relationship between the power output, river flow and sound power levels is not 
known. The following study will present measurements taken in the field to evaluate the 
sound generated from a RAS scheme in New Mills, running at a power output of 25kW, with 
a total head of 3+ metres, and in comparison to the existing sound produced by water flowing 
over a weir.  
 
2. Methodology 

Acoustic measurements were carried out around a 2.6 x 11m tri-blade RAS, with a fixed 
rotation of 28.03min-1 generating at 25kW and a river flow of around 2.17cumecs, located in a 
parkland setting, within an urban environment. Figures 1 and 2 show plans, and photos of the 
site respectively. There do not appear to be any standards, or current methods for acoustic 
sampling of micro hydro turbines in the field in the UK possibly the world. It was therefore 
prudent to utilize BS 7445 and BS 4142 and the field site’s complex geography to design a 
sampling strategy. Acoustic samples were taken along transects shown in figure 1. All 
samples were taken at 1.4m above the ground surface and where possible over 3m away from 
any facades. Acoustic samples were also taken directly above the RAS to enable the sound 
power level to be derived. On transects (a), (b) and (c) samples were taken at 30m and 60m 
from the RAS. Transects (b) and (c) also included a sample at 90m. Samples were then taken 
at 5m intervals along transect (d). Sampling directly to the side of the RAS was deemed 
unsuitable due to the presence of a wall. Figure 2 is a photo of the site taken from above; the 
right hand image shows the bridge from which it was taken 
 
After numerous visits, it was determined that the site’s acoustic characteristics do not alter 
significantly over time. However, a sample of the acoustic environment was carried out using 
WinMLS (Windows Maximum Length Sequence), at a fast sampling rate to determine the 
required acoustic sampling time at each sampling instance. Two minute samples were deemed 
sufficient for this study. 
 
In addition to the acoustic sampling, figure 1 also, shows the location of two pressure gauge 
sensors, which have been installed to allow future work on river flows, efficiency and 
acoustic impacts of the turbine at this site. 
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Figure 1. Location of the RAS studied, including the positions of the sampling transects (arrows) a, b 
and c, short red arrow is transect d. also shown is  the positions of the pressure gauge sensors (for 
future work), and the location of the injection (Bridge 1), and sampling points (Bridge 2)  
 

 
Figure 2. (Left) plan view photo of the RAS at New Mills and (right) a photo looking across the top of 
the weir to the angled transect (left-hand arch) and same axis (second arch in from right) NB: the 
bridge is indicative of the stone cliff heights around the site. 
 
Sound Pressure Level (SPL) samples were taken (unweighted Leq) at each point along the 
transects using Class 1, MP231 microphones and WinMLS 2008. This was repeated when the 
RAS was running, and when all the water was diverted over the weir and the fish pass. A laser 
range finder and tape measure were used to give accurate distance of the sampling points from 
the weir and RAS for accurate sound propagation calculations and soundscape analysis. 
Processing of the acoustic samples was undertaken in the lab using WinMLS 2008. The main 
acoustic assumption is that the background soundscape is the same as when the screw is 
operational. 
 
3. Results & Discussion 

It is noted that in this paper, only limited results available are presented, and further 
measurements are being made. However, the results are of interest as there is no known data 
published for the sound propagation from RASs in the literature. 
 
At a distance of 90m, the effects of other weirs downstream from the site were found to mask 
the sound from the RAS. Therefore, data from the 90m samples are not analysed further. 
Figure 3 shows the SPL at increasing distances from the RAS along transect (d). As expected, 
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Figure 3. Background SPL when the flow is diverted from the RAS over the weir. Measurements taken 
along transect d (red arrow, figure 1) of SPL at a range of frequencies with increasing source - 
receiver distance. 

higher frequencies attenuate at a greater rate, see figure 3. The attenuation along distance is 
significant, and at a typical frequency, 500Hz, the SPL attenuation is about 10dB. 
 
Observations of 1/3 octave plots and signals, figures 4, 5 and 6 and recordings from the near 
field, transect (d); indicate a near white noise soundscape environment. By this, it is meant 
that the sound environment sounds like white noise. This near white noise is generated mainly 
by the water falling over the broad crest weir. Further to this a noticeable drop in amplitude in 
the signal can be observed with distance and between on and off, though less so. The 
spectrum plots of zero metres from screw, figure 4, indicate that there is a 3dBA difference 
between the screw being off and on which in acoustic terms contributes a barely legible 
amount [7]. 

 
Figure 4. 1/3 octave spectrum plots of the SPL with 2 minute signal, when the RAS is operational at 
25kW (red) and when the RAS is off, flow is diverted over the weir (blue) taken from directly above the 
RAS zero metres from screw. 
 
At lower frequencies, the SPL with the RAS being off is 7-10dB higher. This might be due to 
the reduced volume of water falling over the weir when the RAS is running at 25kW, 
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reducing the low frequency component as less water falls into the weir pool. This may also 
explain the increase in SPL in the mid ranges. A similar pattern can be observed in the plots 
of samples taken 5m from the RAS, figure 5; and again at 10m, figure 6. However, there is 
less of a difference between the dBA results; with a difference of around 1dB and the mid to 
high frequency ranges being of a similar nature. However, lower frequencies are higher in 
amplitude during the background sampling than when the screw is operational, which may 
also be due to reflections from surrounding walls or being more exposed to the weir through 
an opening in the wall next to the screw and a function of directivity. Figures 4-6 show a 
decrease in signal amplitude with distance. 
 

 
Figure 5. 1/3 octave spectrum plots of the SPL and 2 minute signal, when the RAS is operational at 
25kW (red) and when the RAS is off,  flow is diverted over the weir (blue) at 5m from screw. 
 

 
Figure 6. 1/3 octave spectrum plots of the SPL and 2 minute signal when the RAS is operational at 
25kW (red) and when the RAS is off,  flow is diverted over the weir (blue) at 10m from screw. 
 
Table 1 and figure 7 show the SPL with increasing distance from the RAS along the three 
different transects a - c when the flow is diverted over the weir and the RAS is off. The 
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amplitudes are higher along  transect (c) than (a) or (b), however this transect is located 10m 
from a stone cliff and road bridge, and it was noted on site that reflections were audible. The 
background data was all collected within a 40 minute period. 
 

At 30m on transect (b); there is a 
swash noise from water flowing over 
irregular rocks in the river next to 
the sample point. There are similar 
geographical features at this sample 
point to transect (c), which may 
increase the reflections in the area, 
including the large stone bridge, 
ruined walls and stone cliffs, though 
these cliffs are situated further away, 
and the ground is generally softer 
and grass covered between. There is 
an increase at 125Hz between the 
30m and 60m sampling points on 

this axis (b). This may be related to other sound sources in the area, such as weirs present 
further downstream, or reflections in the area. It should also be noted that the large stone 
bridge near to the sampling point (Figure 2), is a road traffic bridge and this may explain the 
greater SPL low frequency results.  

Along transect (a), running 
perpendicular to the RAS, 
the results taken at 30m 
and 60m sample points are 
noticeably lower in 
amplitude than (b) and (c) 
see figure 7 and table 1. As 
with the previous 
background plots figures 3, 
7 & 8, the SPL of 31.5Hz 
is higher than that with the 
screw operational, see 
figure 9.  Figures 8 and 9 
compare the SPL measured 
along transect (d) when the 
RAS is both on and off.           
 

With a doubling of distance between 30 and 60m, in free-field conditions attenuation would 
be 3dB. Half the frequencies measured have higher attenuation levels than the 3dB whilst the 
other frequencies attenuate at a lower rate. It is thought that these differences are a function of 
the sampling environment as no corrections were added to the data, e.g. surface roughness 
differences or directivity. The variation in SPL differs depending on the frequency from 

Table 1. Sample of background full octaves, SPL (dB) by 
frequency and transect distance figure 7, includes the 
frequencies not shown in this table. 
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250 51.8 55.0 61.4 44.3 53.1 55.3 
1000 49.9 53.3 57.7 47.5 52.3 55.0 
4000 46.1 49.7 53.6 40.7 45.5 50.5 
dBA 60.3 63.6 68.1 56.5 61.5 64.6 

Figure 7. Example frequencies of the observed attenuation and SPL along transect a, b and c while the 
turbine is off. Lines between points are for demonstration purposes only and to aid pattern 
identification. The standard equation for attenuation of a line source with distance [11] was performed 
at 45m and it was found that deviation from the theoretical values is -1.6 to +2.1dB. 
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Figure 9. SPL by frequency from 0-10m whilst the turbine is switched on along transect a, where the 
insert is a 2 second sample of the signal measured at 10m between 32 and 34 seconds. A cyclic 
impulse can be seen within the signal plotted less than 2 seconds apart. This fits with the tri-blade 
rotational speed of the RAS which would include the blades entering/exiting the water. 

0.1dB to 9.1 dB, with an average difference between background frequencies and operational 
frequencies of 4.5dB at 0m, 3.3dB at 5m and 1.6dB at 10m. At 31.5Hz the SPL when the 
RAS is not operational is greater than when it is. These results are for a period when river 
flow enables the RAS to produce 25kW; further research is required to understand the 
generation of noise at a range of flows and electrical power outputs, and to validate the results 
presented.  
 

 

 

 

 

Figure 8. SPL by frequency from 0-10 whilst the turbine is off along transect a, where the insert is the 
2 minute sample of the signal measured at 0m. 
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4.  Conclusions & Future Work  

Initial results indicate that during normal operation at 25kW the screw would be barely 
perceptible beyond 60m, and adds just 3dB to the background environment and thus in many 
cases have negligible urban environmental impact running at 25kW. The weir has a 
significant masking effect on the RAS sound output. Further to this, the results indicate a 
directional aspect to the sound propagation from a RAS. However, whether this is a feature of 
the site or a feature of the RAS design is yet to be determined. 
 
The RAS is not operational below 20kW, and therefore this study demonstrates the noise 
propagation at low flows. Future work will consider a range of flows from this increasing to 
the RAS design capacity of 53kW. Future work will also include a more detailed study of the 
RAS at New Mills with greater near field sampling and over shorter sampling periods to limit 
any extraneous noise sources from the results. Evaluation of other RAS sites will be carried to 
enable modeling and validation of the sound propagation. This will be used to assess the 
effect of various interventions in reducing noise nuisance from a RAS in an urban setting. 
Some further results will be presented at the conference. 
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Abstract: We have developed a n ew energy harvester for harnessing energy from the Kármán vortex street 
behind a b luff body in a water flow.  I t converts flow energy into electrical energy through oscillation of a 
piezoelectric film.  Oscillation of the piezoelectric film is induced by pressure fluctuation in the Kármán vortex 
street.  Prototypes of the energy harvester are fabricated and tested.  Experimental results show that an open 
circuit output voltage of 0.12 ppV  and an instantaneous output power of 0.7 nW  are generated when the 
pressure oscillates with an amplitude of ~0.3 kPa and a frequency of ~52 Hz.  This approach has the potential of 
converting hydraulic energy into electricity for powering wireless devices.  The low output power of the device 
can be improved by an optimization design procedure or by adopting a p iezoelectric material with higher 
piezoelectric constants.  A n array of these devices with multiple resonant frequencies may be considered for 
energy harvesting from ambient flow sources. 
 
Keywords: Energy Harvester, Piezoelectric, Kármán vortex street

1. Introduction 

Recent development of wireless sensor networks allowing real-time industrial process 
monitoring, machine health monitoring, environment monitoring, healthcare applications, and 
traffic control demands an economical source of energy not requiring fuel or replacement of 
finite power stores.  Considerable effort is focused on use of renewable energy coming from 
natural resources such as flowing water, rain, tides, wind, sunlight, geothermal heat and 
biomass.  R enewable energy from small-scale hydro, modern biomass, wind, solar, 
geothermal and biofuels accounted for 2.7% of global final energy consumption in 2008 and 
is growing very rapidly [1].   
 
Small hydro systems using turbines/wheels can be used to convert mechanical energy from 
water flow into electricity.  Krähenbühl et al. [2] designed an electromagnetic harvester based 
on a turbine driven by water pressure drop in throttling valves and turbo expanders in plants 
that outputs 150 W power with a rotation speed of 490000 rpm.  Their device comprises a 
turbine and a permanent generator.  A  detailed electromagnetic machine design, rotor 
dynamics analysis and a thermal design were required to construct their energy harvester.  
Holmes et al. [3] reported an electromagnetic generator integrated with a m icrofabricated 
axial-flow microturbine.  The power output of the fabricated microdevice can be as high as 
1.1 mW per stator when operated at a rotation speed of 30000 r pm, but the fabrication 
processes for their prototype involve deep reactive ion etching, multilevel electroplating, SU8 
processing and laser micromachining.  Herrault et al. [4] presented a rotary electromagnetic 
generator to harvest the mechanical energy of an air-driven turbine.  The fabrication of their 
device requires electroforming, magnet demagnetization and laser machining.  A maximum 
output power of 6.6 mW is attained when their device is driven at a rotation speed of 392000 
rpm by an air turbine.  The devices of Krähenbühl et al. [2], Holmes et al. [3] and Herrault et 
al. [4] require elaborate techniques for fabrication of their stator-rotor subcomponents and 
high rotation speeds for efficient energy harvesting.  A device with simpler structure design 
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and ease of application may be needed to extract energy from fluid motion for microsensor 
and communications applications. 
 
Installations with miniaturized pipe-line systems may provide an alterntive for harvesting 
small scale water flow energy.  Sanchez-Sanz et al. [5] assessed the feasibility of using the 
unsteady forces generated by the Kármán street around a micro-prism in the laminar flow 
regime for energy harvesting.  T hey presented design guidelines for their devices, but 
fabrication and demonstration of the proposed device are not shown in their work.  Allen and 
Smits [6] used a p iezoelectric membrane placed behind the Kármán vortex street formed 
behind a bluff body to harvest energy from fluid motion.  They examined the response of the 
membrane to vortex shedding.  The power output of the membrane is not presented.  Taylor et 
al. [7] developed an eel structure of piezoelectric polymer to convert mechanical flow energy 
to electrical power.  They have focused on characterization and optimization of the individual 
subsystems of the eel system with a generation and storage units in a wave tank.  Design and 
deployment of the eel system need further investigation.  Tang et al. [8] designed a flutter-
mill to generate electricity by extracting energy from fluid flow.  Their structure is similar to 
the eel systems of Allen and Smits [6] and Taylor et al. [7].  T hey investigate the energy 
transfer between the structure and the fluid flow through an analytical approach.  T hese 
authors utilized the flow-induced vibrations of fluid-structure interaction system to extract 
energy from the surrounding fluid flow [9].  The eel structures of Allen and Smits [6], Taylor 
et al. [7] and Tang et al. [8] have the potential to generate power from milli-watts to many 
watts depending on system size and flow velocity, but a power-generating eel has not been 
demonstrated. 
 

 
Fig. 1.  Operation of a piezoelectric energy harvester. 
 
In this report, we demonstrate a new device for energy harvesting from pressure fluctuations 
in the Kármán vortex street, where a p iezoelectric film is placed on top of a f lexible 
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diaphragm, which is located in the wake of a bluff body.  The piezoelectric film oscillates on 
a flexible diaphragm due to the vortices shed from the bluff body in a water flow.  As  
illustrated in Fig. 1(a), a flow channel with a flexible diaphragm is connected to a flow 
source.  A piezoelectric film of a cantilever type is glued to a bulge affixed to the top surface 
of the flexible diaphragm.  A bluff body is placed in the flow channel.  Pressure in the flow 
channel behind the bluff body may fluctuate with the same frequency as the pressure variation 
caused by the Kármán vortex street.  Fig. 1(b) shows that the pressure in the channel causes 
the diaphragm and the piezoelectric film to deflect in the upward direction.  As the pressure 
increases to the maximum, the diaphragm reaches its highest position (Fig. 1(c)).  When the 
pressure drops, the diaphragm and the piezoelectric film deflect downward (Fig. 1(d)).  As the 
pressure decreases to the minimum, the diaphragm reaches its lowest position (Fig. 1(e)).  
Thus, by placing the energy harvester in a flow source, the oscillating movement of the 
diaphragm with the cantilever piezoelectric film attached to it m akes the energy harvesting 
possible. 
 

 
Fig. 2.  (a) An assembled energy harvester.  (b) Components of the energy harvester.. 
 
2. Methodology 

2.1. Operational principle 
A piezoelectric energy harvester considered in this investigation is shown in Fig. 2(a).  Fig. 
2(b) is an exploded view of the energy harvester.  The dimensions of the energy harvester are 
indicated in Fig. 2(b).  It consists of a flow channel, a bluff body, a polydimethylsiloxane 
(PDMS) diaphragm bonded to the channel, and a piezoelectric film attached to the PDMS 
diaphragm through a bulge made of acrylic blocks.  Flow past a bluff body creates an unstable 
wake in the form of alternating vortices and induces periodic pressure variation [10].  T he 
frequency at which the vortices are shed from the bluff body is given by the Strouhal number, 
St, ∞= U/S t ω  [11], where ω  is the frequency of oscillating flow,   is the characteristic 
length, and ∞U  is the free-stream velocity.  Vortex shedding from a circular cylinder 
immersed in a s teady flow occurs in the range 72 1 0R e1 0 << , where Re  is the Reynolds 
number, with an average Strouhal number 2.02/ ≈∞Ud πω  [12].  For a trapezoidal bluff 
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body, the Strouhal number is given as ∞= UH /S t 1ω   [13], where 1H  is the height of the 
front side of the trapezoidal cylinder.  T he front height 1H  and rear height 2H  of the 
trapezoidal cylinder are denoted in Fig. 2(a). 
 
The piezoelectric film (LDT0-028K/L, Measurement Specialties, Inc., US) is a laminate 
including a polyvinylidene fluoride (PVDF) film, two silver electrode layers and a polyester 
(PE) layer.  The PDMS flexible diaphragm has a thickness of 200 μm .  The electrode layers 
with a thickness of 28 μm  are attached to the top and bottom surfaces of the PVDF film of 24 
μm .  A  125 μm  PE layer is laminated to the top surface of the top electrode layer.  T he 
values of 31d  and 33d  of the PVDF are 23 and -33 -1Vpm ⋅ , respectively.  The capacitance of 
the PVDF film is 380 -2cmpF⋅ .  The Young’s modulus and Poisson’s ratio of the PVDF are 3 
GPa and 0.35, respectively.  When used in a bending mode, the laminated piezoelectric film 
develops much higher voltage output when flexed than a non-laminated film.  T he neutral 
axis is in the PE layer instead of in the PVDF film so the film is strained more when flexed. 
 

 
Fig. 3.  Assembled energy harvester. 
 
2.2. Fabrication and Experiments 
In order to verify the effectiveness of the proposed energy harvesting device, prototypes of 
the energy harvester were fabricated.  Fig. 3 is a photo of an assembled energy harvester.  Its 
dimensions are indicated in Fig. 2(b).  F ig. 4 i s a photo of the experimental apparatus for 
testing of the fabricated device.  The energy harvester is placed on an optical table for 
vibration isolation.  From the bottom of a storage tank, an inlet pipe is run down to the inlet of 
the energy harvester.  The water level in the storage tank is kept constant for a steady water 
flow at the inlet of the flow channel.  Using gravity, water is forced into the inlet of the 
energy harvester.  T ap water is pumped into the storage tank through a pump located in a 
recycle tank.  A n outlet pipe extending between the outlet of the energy harvester and the 
recycle tank provides a continuous supply of water.  T he oscillating deflection of the 
piezoelectric film is measured by a fiberoptic displacement sensor (MTI-2000, MTI 
Instruments Inc., US).  The generated voltage of the piezoelectric film is recorded and 
analyzed by a data acquisition unit (PCI-5114, National Instruments Co., US).  The pressure 
in the pressure chamber is measured with a subminiature pressure sensor (PS-05KC, Kyowa 
Electronic Instruments Co. Ltd., Japan) embedded in the bottom plate of the flow channel.  
The pressure sensor is connected to a data acquisition unit (DBU-120A, Kyowa Electronic 
Instruments Co. Ltd., Japan). 
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Fig. 4.  A photo of the experimental setup. 
 
3. Results 

The experimental results are shown in Fig. 5.  Fig. 5(a) shows the pressure history in the flow 
channel behind the bluff body, where the pressure oscillates with an amplitude of nearly 0.3 
kPa and a frequency of 52 H z.  T he measured deflection history of the free end of the 
piezoelectric film is shown in Fig. 5(b).  The film oscillates with an amplitude of about 20 
μm .  The measured open circuit voltage generated by the piezoelectric film is shown in Fig. 
5(c).  The output peak-to-peak voltage is nearly 120 ppmV .  The results shown in Figs. 5(a-c) 
are typical of those obtained over 20 seconds of measurements.  Figs. 5(d-f) are the power 
spectral density corresponding to Figs. 5(a-c), respectively, but are based on all 20 seconds of 
measurements.  Fast Fourier transform is used to compute the power spectral density.  It can 
be seen from Figs. 5(d-f) that there is one obvious peak value of 52 Hz, caused by the 
pressure fluctuation in the flow channel.  The low-frequency noise, below 20 Hz, observed in 
Figs. 5(d-f) can be attributed to the fact that flows in the experimental setup are always 
contaminated by ambient noise sources, and the geometry of the bluff body and the walls of 
the flow channel are not perfectly symmetric and smooth. 
 
The average free-stream velocity ∞U  measured in the experiments is 1.083 m/sec.  T he 
Reynolds number Re of the flow can be determined by µρ /R e hDU∞= , where µ  is the 
dynamic viscosity of the water, 31 00 0 2.1 −× secPa ⋅ , and hD  is the hydraulic diameter, which 
is 15.17 m m for the flow channel considered.  T he calculated Re is 41 06 4.1 × , which is 
turbulent.  The frequency of the pressure fluctuation is nearly 52 Hz (Fig. 5(d)), which is the 
rate at which the vortices are shed from the bluff body.  Using the equation ∞= UH /S t 1ω , the 
corresponding value of St is estimated as 0.204.  White [12] reported an average St about 0.21 
for the shedding from a circular cylinder immersed in a steady flow occurring in the range 

72 1 0R e1 0 << .  The estimated value of St for a trapezoidal bluff body of the experiments is 
reasonable compared with the value 0.21 reported by White [12].  The experimental values of 
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St for trapezoidal cylinders with the height ratio, 12 / HH , ranging from 0.3 to 1.0 and the Re 
values of 100, 150, and 200, have a range from approximately 0.135 to approximately 0.155 
[13].  Based on the work of Norberg [14] for a circular cylinder, the variations in St are within 
the limit 0 1.01 9 9.0 ±  for the Re ranging from 250 t o 5103× .  Ho and Huerre [15] 
commented that the values of St changes from 0.016 for a laminar flow to 0.022-0.024 for 
turbulent flow.  Based on the reported experimental data [12-15], the estimated value of St, 
0.204, based on the experiments carried out in this investigation could be acceptable. 
 

 
Fig. 5.  Experimental results.  (a) Pressure variation in the pressure chamber.  (b) Deflection of the 
free end of the cantilever piezoelectric film.  (c) Output voltage of the piezoelectric film.  (d-f) Power 
spectral density corresponding to (a-c). 
 
A matched load can be connected to the device to evaluate the power output of the device.  
The internal electrical resistance of the device is measured by a LCR meter (WK 4235, 
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Wayne Kerr Electronics, Ltd., UK).  The instantaneous power can be expressed as 
RVP /)~2( 2= , where R  is the resistance value of the matched load and V~  is the root-mean-

square value of the voltage drop across the matched load.  By connecting the matched load of 
655 Ωk  to the device and detecting the voltage drop across the matched load, 14.89 rmsmV , 
the instantaneous power is determined as 0.7 nW . 
 
4. Discussions 

The output power of the device is relatively low, given the structure design of the flow 
channel, the bluff body and the cantilever piezoelectric film. In order to obtain a higher output 
power of the piezoelectric energy harvester, the dimensions and structure of the device can be 
optimized, and a piezoelectric material with higher piezoelectric constants can be adopted.  In 
this investigation, the device is not operated at its resonance frequency. Most energy 
harvesting device based on piezoelectric effects have focused on single-frequency ambient 
energy, i.e. resonance-based energy harvesting [16]. The resonance frequency of the energy 
harvesting device can be tailored to the shedding frequency of the Kármán vortex street in 
order to increase the output power of the device.  For random and broadband ambient flow 
sources, such a device may not be robust.  A structure with multiple resonant frequencies may 
also be considered for energy harvesting from random vibrations with multiple resonant 
peaks, for example a segmented composite beam with embedded piezoelectric layers [17].   
 
In order to generate the pressure fluctuation of the Kármán vortex street in the channel, a flow 
source assisted by gravity is used to force tap water into the flow channel in the laboratory 
environment.  Energy can be harvested from pipe flows, blood flow in arteries [18,19], or air 
flow in tire cavities.  The proposed device can be deployed on slopes to provide electricity for 
wireless sensor networks for detection of landslides.  Landslides are usually preceded by 
heavy rainfalls, and the device can harvest the energy of the water flow along slopes due to 
rainfall.  E nergy harvesting from regular, periodic shedding can be integrated into tire 
pressure monitoring systems to harness the energy of air flow in tire cavities, or self-powering 
implantable and wireless devices in human bodies to convert the hydraulic energy of flow of 
body fluid. 
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Abstract: The large scale model of a Free Stream Energy Converter (FSEC) is built, and can be installed in 
protected as well as in tidal areas. This is one of the determined objectives of the EU-Project HYLOW, funded 
by the FP7. First field tests with rope winch and towing boat were done; further, in a protected area near 
Rostock, and the installation in the River Ems under tidal conditions and ship traffic, are planned for the first half 
of 2011. Besides, the permanent design control for the FSEC is as necessary as the monitoring of the behaviour 
of the model positioned in all the sites. If design changes or modifications are necessary, these can be done 
directly on site, respectively in the Steel Construction Company nearby. Whether it is suited for practice, 
however, is still dependent on other factors. The investigations are primarily limited on technical and ecological 
level. It is now necessary to look at the cost-sided development, too. Starting with considerations for the 
financing and economic efficiencies about expressive cost-benefit analyses up to design and material costs, the 
European need should be determined in hydropower for low potentials. Realization of hydropower plans takes a 
long period. 
 
Keywords: Low head differences, Free Stream Energy Converter, EU-Project, Hylow, Cost-benefit analysis. 

1. Introduction 

One reason for the Hylow project is the rising demand for energy. Another one is the 
necessity to implement renewable energies, because of undeniable importance in view of 
declining natural resources. Small hydropower is a possible substitute for fossil fuels which 
are already limited. The European committee has fixed specific targets with a view to 
initiating change towards renewable energy. In order to achieve these objectives, energy 
generating systems, which were economically unattractive, are given greater priority. 
The Hylow project focuses on the development of a mobile energy converter for low head 
differences – a topic which is usually neglected, because of missing significant results. 
 
2. Motivation for hydropower 

Compared to wind power and photovoltaic, small hydropower is often undervalued - at least 
in the public perception. In theory the worldwide demand for energy could be covered by 
hydropower. But it will not be economically practical, because of the uneven distribution of 
water resources on world territory. 
 
2.1. Strong arguments 
The power source “hydropower” offers many advantages. 
Minimal emissions occur just in the installation period and in the first running period, when 
converters have to be stabled. A running energy converter does not need a great number of 
additional materials or energy. In sum there are low CO2 emissions during operating time. 
 
Hydropower requires no primary energy – therewith the respective countries relieve their own 
energy bills as well as they increase the security of energy supply. Furthermore, hydropower 
depends neither on the natural rhythm of the sun nor on the strength of the wind. This allows 
a permanent and continuous electricity generation. 
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There is a significant potential for hydropower in the EU and worldwide. However, the 
availability of use is limited by specific features of energy supply, such as localization, use of 
sites, power supply and current collection. 
 
2.2. Background of Hylow 
Small hydropower plants are close to nature; their design is often environmentally 
compatible. This applies to Hylow also. The floating Large Scale Model (LSM) of the FSEC 
is nearly 7,800 mm in length, 2,400 mm in width, and 3,500 mm in height. The wheel 
diameter is 3,200 mm and 1,100 mm in width (see Figure 1). 
 

 
Fig. 1.  The CAD model of the LSM, separators included. 

 
The LSM will be placed in running waters with flow velocities of up to 1.5 m/s. The model is 
dimensioned for exceptional situations, in which the velocity rises, such as floodwaters or 
strong winds. To realize test runs with the LSM in protected areas no lubricants or other 
persistent products will be used. The power take-off is envisaged as a friction-type brake, and 
works without any liquids, so that even in the average case the environment takes no damage. 
For later applications and for deployment in developing countries to energy production, the 
brake system will be substituted with a generator solution which is adapted in ecological 
respects. [1] 
 
3. Product development 

Essential for product development activities, besides the idea, are calculations. These start 
with the power output to be expected. In addition, all forces, which appear, are to be taken 
into consideration. 
 
3.1. Free Stream Energy Converter 
The first geometry of the pontoon was given by calculations and basis tests done with 
simplified and down scaled configurations. The outline geometry consists of two hulls which 
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are connected via a base. The hulls in the inlet area are v-shaped, so that the channel will get 
narrowed, and the flow velocity accelerates. This procedure corresponds to the Venturi 
principle. [1] 
 

 
Fig. 2.  The LSM on the first deployment – the naval base in Rostock. 

 
During the whole project three field tests with the LSM at different locations (with expected 
flow velocities between 0.4 and 1.5 m/s) are planned. The first deployment site was envisaged 
for towing tests; these tests have been successfully completed in autumn, 2010 (see Figure 2). 
The second and third test sites are in a protected area near Rostock, and in the River Ems in 
Northern Germany. 
 
Initial towing tests were meant to demonstrate the model behaviour during operational 
conditions. In addition, the floating behaviour of the model with different velocities and 
geometries (additional separators) should be tested. The LSM delivered an electric power 
output up to 500 W. 
 
The towing tests show that something has to be changed concerning the geometry of the 
LSM. The best results in the first deployment site were achieved with separators at both ends 
of the LSM. In the inlet area works the separator as a scoop with an angle of 45°, and in the 
outlet it has 90°. In order to limit the costs several models have to be analysed with the 
computational fluid dynamics (CFD) software FLOW-3D [3]. See first results in Figure 3. 
 
The FLOW-3D tests are useful for the fine adjustment of length, arrangement and angular 
size of the separators. Moreover, the trim angle of the FSEC can be adjusted according to the 
waterline (horizontal alignment in the flow). Figure 3 shows three situations in FLOW-3D 
with different arrangements of the separators. The set velocity is determined with 1 m/s, and it 
changes as expected in several areas of the flow pattern – in narrowed parts of the channel are 
higher velocities than in the widened areas. The simulations are ongoing; final results are 
expected in spring, 2011. 
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Fig. 3.  Geometry tests with FLOW-3D. 
 
3.2. Cost report of the FSEC prototype 
To check the efficiency of the FSEC the annual costs are compared with the benefit. The 
benefit will be calculated from the sale of electricity to the energy companies. Thus, the 
investment can determine the annual profit, as the difference between the yields and costs. For 
the considerations, the average values of all costs and yields are used. 
 
The total costs of the energy converter arise from different cost types. A calculation basis of 
these are the given production costs of the prototype which consist as follows (table 1): 
 
Table 1. Production costs for prototype. 

Cost type Total [€] 
Personnel costs 30,491.00 

Material, standard parts & consumables 24,750.00 
Indirect costs (20 % of direct costs) 11,048.20 

Manufacturing costs 66,289.20 
 
In these costs no costs for research and development included. Because of the prototype, no 
values of experience have still integrated into the production procedure. Moreover, detailed 

1467



values of wear behaviour are neglected, because there are no empirical values for this special 
case exist. 
 
4. An FSEC in Europe – where conditions are most favorable 

The benefit of the FSEC consists in the production of electrical energy using the potential of 
flowing water. For the feed in existing electrical grids there are fixed feed-in tariffs which 
mostly have a limited duration. In addition, a purchase obligation by the energy groups exists 
in several European countries. 
 
4.1. Feed-in tariffs 
Table 2 shows height and duration of the feed-in tariffs for selected European countries. To 
calculate the annual yield the payment must be multiplied by the energy generated in the year. 
It is assumed that the FSEC works continually without interruption 8,760 hours per year. The 
electrical energy is the product of the expected average electric power (assumption = 3 kW) 
and the annual power consumption in hours. 
 
In case of permanent consumption the electrical energy for 3 kW power output will be 
26,280 kWh. The resulting annual yields are given in the right column of table 2 [3]. The 
countries are sorted according to the amount of feed-in tariffs, starting with the highest. 
 
Table 2. Feed-in tariffs and their time limits in Europe. 
European country Amount of 

feed-in tariff 
Duration of 

feed-in tariff* 
Annual yield 

 [€/kWh] [years] [€] 
Great Britain 0.23 - 6044.40 

Italy 0.22 15 5781.60 
Germany 0.1267 20 3329.68 

Netherlands 0.125 15 3285.00 
Latvia 0.11 10 2890.80 

Slovenia 0.105 15 2759.40 
Czechia 0.081 30 2128.68 
Denmark 0.0803 10 2110.28 

Luxembourg 0.079 15 2076.12 
Spain 0.077 25 2023.56 

Portugal 0.075 20 1971.00 
Ireland 0.072 15 1892.16 
Greece 0.07 10 1839.60 

Lithuania 0.07 - 1839.60 
Slovakia 0.066 15 1734.48 
France 0.06 20 1576.80 
Estonia 0.051 12 1340.28 
Belgium 0.05 - 1314.00 
Bulgaria 0.045 15 1182.60 
Austria 0.0378 13 993.38 

Hungary 0.029 payoff time 762.12 
* Some values are not known; duration is unlimited. 
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The European countries of the first rows have a good chance to invest in the small 
hydropower market. Therefore the use of the energy converter is determined as a value size. 
Now as a comparison the costs are considered. 
 
4.2. Overview to cost covering 
Thus, the production costs fall with renewed individual manufacture on 70%, because the 
development is concluded and is possible for a shorter manufacturing time by experience-
guided, structured work. 
 
With a small batch production of five energy converters, a cost reduction on 60% (according 
to the manufacturer) is to be achieved. With these estimates the manufacturing costs change 
as follows (table 3): 
 
Table 3. Types of production series. 

Manufacturing costs for Price per unit [€] 
Prototype 66,289.20 

Individual production 46,402.44 
Batch production (5 pieces) 39,773.52 

 
It is assumed that steady wear behaviour during utilisation exists. The amount of annual 
depreciation may be calculated according to the linear method. Thereby in every period the 
same depreciations are created. If the lifespan is 20 years, than the following results can be 
represented (table 4): 
 
Table 4. Cost structure for all considered production series. 

 Prototype 
 

100% 

Individual 
production 

70% 

Small batch 
production 

60% 
 [€] [€] [€] 

Personnel costs 30,491.00   
Direct costs 24,750.00   

Indirect costs 11,048.20   
Total manufacturing costs* 66,289.20 46,402.44 39,773.52 

    
Imputed depreciations** 3,314.46 2,320,12 1,988.68 

Imputed interests*** 1,756.66 1,229.66 1,054.00 
Imputed costs of capital 5,071.12 3,549.78 3,042.68 

    
Leasing costs 200.00 200.00 200.00 

    
Maintenance costs 253.56 177.49 152.13 

    
Insurance, taxes, administration 530.31 371.22 318.19 

Annual costs 6,054.99 4,298.49 3,713.00 
* Total manufacturing costs = A0 
** A0 / lifespan 
*** A0 / 2 * 5.3% (discount rate of German Central Bank) [4] 
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The imputed costs of capital are divided into imputed depreciation and imputed interests. The 
imputed depreciations are the costs for losses in value. Whereas the imputed interests are the 
interests due on the amount of money lent over the maturity of the operation period. 
The amount of the leasing costs depends on the plant size and the location. It varies from 
country to country, therefore it was assumed that the leasing costs are 200 € per year (average 
value in Germany). The maintenance costs are 5% of the imputed costs of the capital. The 
costs for insurance, taxes and administration are 0.8% of the total manufacturing costs. 
 
Concluding, the following table 5 gives an overview to the first five European countries and 
the profit per annum (annual yield minus costs). 
 
Table 5. Profit per annum for all considered production series. 
European country Prototype 

100% 
Individual 
production 

Small batch 
production 

 [€] [€] [€] 
Great Britain -10.59 1,745.91 2,331.40 

Italy -273.39 1,483.11 2,068.60 
Germany -2,725.31 -968.81 -383.32 

Netherlands -2,769.99 -1,013.49 -428.00 
Latvia -3,164.19 -1,407.69 -822.20 

 
The profit table clearly shows that the prototype is not profitable in the next 20 years. With 
the other production forms the FSEC under described conditions could be a lucrative 
business. 
 
5. Summary 

The FSEC is able to convert the kinetic energy of flowing waters into electricity. By means of 
low head differences and by applications of separators power outputs of at least 3 kW are 
expected. To attain this objective a lot of additional research is needed. Initial results of the 
ongoing FLOW-3D trials show how the design of the FSEC might essentially change. 
 
The presented cost report demonstrates that only in a few European countries the balance 
between annual costs and benefit can be achieved. The most important criterion is how long 
the payback period is. The other item to note is that all the assumptions are defined as cases 
with ideal conditions. It is still uncertain how long an FSEC in this form will work. 
 
In the manufacture of the FSEC prototype, personnel and material costs is the biggest cost 
block by far. As a result of batch production and growing experience the personnel costs will 
be reduced. It is to think about moving the production of further plants in countries which 
have lower production costs to cover the risk of rising material costs, because of the 
development in the steel market. It is expected that the steel price and in this connection the 
material costs for the converter will increase. The saving in materials has direct impacts on 
the operating earnings, especially when using alternative materials such as wood or glass fibre 
plastics (GRP) [2]. 
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Abstract: The mapping of the small hydropower (SHP) resource over a given territory is indispensable to 
identify suitable sites for the development of SHP renewable energy projects.  In this study, a straightforward 
method to map the SHP potential over a large territory is presented.  The methodology uses a synthetic hydro 
network (SHN) created from digital elevation models (DEM) to ensure precise hydro head estimations.  From 
the SHN, hydro heads are calculated by subtracting the minimum from the maximum elevation of synthetic 
stream segments.  Subsequently, stream segments with low hydro heads over a specified maximum distance are 
removed.  Finally, the method uses regional regression models to estimate the annual baseflow for all drainage 
areas in the study area.  The technical SHP potential can then be estimated as a function of the hydro head and 
maximum penstock length.  An application of the method is made to the province of New Brunswick, Canada, 
where SHP maps have been developed to promote the development of the SHP energy sector in the province.  In 
terms of the SHP opportunity, it is shown that the province of New Brunswick (71,450 km2) has a good SHP 
resource.  Using a representative hydro head (10 m) and penstock length (3,000 m) for the region, 696 potential 
sites have been identified over the territory.  Results show that the technical SHP potential for New Brunswick is 
368 MW for the conventional hydroelectric reservoir SHP configuration.   
 
Keywords: Small hydropower (SHP), Resource assessment, Hydroelectric power potential, Mapping 

1. Introduction 

The definition of small hydropower (SHP) varies according to jurisdictions; in some 
instances, hydroelectric generating stations having installed capacities of up to 15 MW are 
generally characterized as SHP [1], while in Canada, hydroelectric generating facilities with 
installed capacities of up to 50 MW are considered as SHP [2].  Similarly to other renewable 
energy sources, such as wind power, the mapping of the SHP resource over a given territory is 
indispensable to identify suitable sites for the development of SHP renewable energy projects. 
 
Large scale SHP assessments for pre-feasibility studies have been done in the United States 
[3], where data from hydrological regions were used to estimate the annual average 
streamflow for ungauged drainage areas; the estimated annual average streamflow was then 
used in conjunction with digital elevation models (DEM) to determine the hydropower 
potential for sites situated in ungauged natural streams in the corresponding regions.  In 
Canada, even though the province of British Columbia is the only province to have developed 
an official map of the SHP resource [4], many Canadian SHP sites have been mapped in the 
International Small-Hydro Atlas [5].  H owever, the latter was developed with information 
from ref. [6-10] which are generally based on a combination of historical data and 
observations from field research; modern mapping techniques have only been implemented in 
a few of these studies.  
 
In this paper, a methodology for the large scale assessment of small hydroelectric potential is 
presented along with an application to the province of New Brunswick, Canada.  In the first 
instance, a method is described to find the available hydro head on the hydrographic network 
of a s tudy area.  S econdly, the annual streamflow is calculated, as a function of the hydro 
head and maximum penstock length, for each available hydro head sites.  T he technical 
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hydropower potential is then calculated and the study results are presented in the form of a 
SHP map. 
 
2. Hydropower Potential Modeling 

At a given site, the hydropower potential, P, can be calculated as 
 

ηρ hgQP =  (1) 
 
where ρ is the density of water (kg/m3), Q is the volumetric fluid flow rate (m3/s), g is the 
gravity constant (9.81 m/s2), h is the height (m) of the drop (gross hydro head), and η is the 
efficiency coefficient.  In this study, the density of water is assumed constant at 1,000 kg/m3, 
the efficiency coefficient is set to 0.8 while the hydro head is defined as the height difference 
between the intake and the generating station.  T hus, with these assumptions, only two 
remaining parameters, Q and h, are needed to determine the hydropower potential for any site 
in a given study area.  A third indirect parameter, the penstock length, can also be used in the 
determination of the gross hydro head. 
 
2.1. Hydro head modeling 
Assuming that a d rainage area generates enough streamflow to be considered as a potential 
site, the first phase of large scale SHP mapping is to locate every potential hydro head on all 
stream segments of the hydrographic network.  To this end, a synthetic hydro network (SHN) 
using DEM is created to ensure relatively precise hydro head estimations.  T his is done 
because spatial entities in the National Hydro Network (NHN) are based on existing data of 
different agencies [11] and do not perfectly match with the DEM.  Since the SHN perfectly 
matches the DEM, the interoperability between information layers is assured.  GIS software 
tools such as the TauDem tools [12], along with algorithms based on the previous works 
[13-15] are used to create the SHN from the DEM.  The SHN is then validated with the NHN 
and all stream segments present in the SHN that does not correspond to a NHN stream 
segment are excluded.  From the SHN, hydro heads are calculated by subtracting the 
minimum from the maximum elevation of the synthetic stream segment.  S ubsequently, 
because the penstock length represents an important capital cost of the total civil work costs 
for SHP projects, a limit is imposed on the Euclidian distance between the highest and lowest 
node of a SHN stream segment, which is used to represent the penstock length.  In this work, 
the maximum penstock length is established at 3,000 m and all stream segments up to the 
maximum penstock length having hydro heads of less than 10 m are removed from the model, 
due to the altitudinal precision of the DEM (± 5 m, 90 % of the time). 
 
2.2. Streamflow modeling 
A regional regression model based on the work of Vogel et al. [16] is used to estimate the 
annual streamflow for all drainage areas in the study area, namely: 
 

εeXXXeQ nC
n

CCC ...210
21=  (2) 

 
where Q is the observed annual streamflow or baseflow in a gauged basin (m3/s), Xi are the 
various drainage area characteristics (climatic and physical attributes such as average annual 
temperature, average annual precipitation, elevation and drainage area), Ci are the ordinary 
least square regression coefficients and ε is the residual of the model.   
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In order to evaluate the efficiency of the regional regression model between the estimation 
results and the observation data, a goodness of fit statistical model, known as the Nash and 
Sutcliff efficiency index [17], E, is used and is given by: 
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where Qo is the observed streamflow at a given time t and Qm the modeled streamflow.  The 
Nash and Sutcliff efficiency index ranges from -∞ to 1, where 1 represents a perfect match 
between the model results and the observed data. 
 
2.3. A case study: Province of New Brunswick, Canada 
As an application of the methodology proposed, and in order to promote the development of 
the small hydropower energy sector in the province, the large scale SHP assessment 
methodology for the conventional hydroelectric reservoir SHP configurations is applied to the 
province of New Brunswick (NB), Canada.  T he province of New Brunswick, one of the 
smallest of the Canadian provinces, both in size (71,450 km2) and population (748,319), is 
part of the Maritime provinces on the eastern coast of Canada.  The topography of New 
Brunswick consists in three major geographic regions.  The north-west region is characterized 
by the Appalachian Mountains, which are dominated by Mount Carleton (820 m above sea 
level).  T he center of the province is composed of small rounded hills delineated by river 
valleys.  F inally, the southern part of New Brunswick is composed of small hills sloping 
down to the Bay of Fundy, with the exception of the south-eastern part of the province which 
is composed of the Caledonia Highlands.  In terms of climate, the province of New 
Brunswick is located within the Atlantic Ecozone, which is characterized by a continental 
climate due to eastward moving air masses.  Although the moist climate provides an annual 
runoff varying from 600 to 1,000 mm, the annual runoff is more important in the southern 
region of the province, near the Bay of Fundy, due to higher precipitation events.  T he 
province’s hydrographic network is composed of three major rivers: the St. John River, which 
drains the western part of New Brunswick, takes its source in the state of Maine, U.S.A. and 
discharges into the Bay of Fundy; the Restigouche River, which discharges into the Baie des 
Chaleurs, drains the northern part of New Brunswick; finally, the Miramichi River, which 
drains the eastern part of New Brunswick, discharges into the Gulf of Saint Lawrence. 
 
2.3.1. Hydro head modeling input data 
The DEM’s used to generate the SHN are retrieved from the Canadian Digital Elevation Data 
(CDED) [11].  The raster dataset, at a 1:50,000 scale, has a minimum cell resolution of 0.75 
arc seconds, which represents approximately 32 m2 for the province of New Brunswick.  The 
altitudinal precision of the dataset is ±5 m, 90% of the time.  Furthermore, because some 
watershed areas are contiguous to the state of Maine, DEM covering corresponding sections 
of the state are also used.  The dataset used to cover the corresponding watersheds are taken 
from the National Elevation Dataset (NED) 1 Arc Second of the United States Geological 
Survey (USGS) [18].  The NED dataset has a resolution of approximately 30 m 2 and is 
resized to match the CDED resolution.  Finally, due to computing limitations, the DEM for 
the entire region is divided into 9 s ub-regions, as shown in Fig. 1.  T hese sub-regions are 
defined by using aggregates of sub-sub-drainage areas as delimited by the Water Survey of 
Canada (WSC) dataset [19], thus maintaining the topology of the SHN within each 
sub-region. 
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Fig. 1. Study area; sub-regions used for the extraction of the DEM. 
 
2.3.2.  Streamflow modeling input data 
The climatic attributes such as average annual temperature and average annual precipitation 
used in several regional regression models tested in this study are taken from ref. [20-21].  In 
terms of the physical attributes used in the regional regression models, the majority of them, 
i.e. average slope, average elevation, elevation range, drainage area and eccentricity of the 
drainage area, are calculated from the DEM.   
 

 
Fig. 2. Relative error between reference basin drainage areas and DEM-based basin drainage area 

estimation. 
 
Previous research work in regional regression models has shown that the basin drainage areas 
provide good correlations in such models [16].  A s is shown in Fig. 2, by comparing the 
DEM-based drainage area results for basins having hydrometric stations measuring natural 
flow to those of the Water Survey Canada as reference, it can be seen that the relative error 
decreases as the drainage area increases.  In this work, a lower limit of 50 km2 was imposed 
on drainage basins, such that hydro head having drainage areas with less than the lower limit 
where not considered.  Finally, streamflow data from hydrometric stations [22], located across 
New Brunswick and having at least 30 years of continuous data, while being situated in basins 
with drainage areas larger than 50 km 2, are used in the various regional regression models 
tested.  
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3. Results  

3.1. Hydro head modeling results 
Results from the hydro head modeling showed that a total of 696 hydro heads in the province 
of New Brunswick satisfied the modeling constraints.  In general, as in the case of other 
research in similar topography [23], because the topography is more variable in the upper part 
of a w atershed area, stream segments with high hydro heads were generally located in the 
upper parts of a w atershed area, while sites located in lower parts of a w atershed area 
generally had lower hydro heads.  Fig. 3 shows the distributions of hydro head sites by their 
characteristics. 
 

   

   
Fig. 3. Distribution of the hydro head sites. 
 
3.2. Streamflow modeling results 
In order to estimate the average annual streamflow for all basins in the study region, multiple 
regional regression models have been attempted in this work; the regional regression model 
having both the lowest average relative error (6.5%) and the highest Nash and Sutcliffe 
efficiency index (0.993) was chosen: 
 

133.0733.1977.0552.16 DPAeQm
−=  (4) 

 
where Qm is the modeled streamflow (m3/s), A is the drainage area (km2), P is the average 
annual precipitation (mm) and D is the average elevation (m) of the drainage area. 
 
3.3. Mapping results 
While the methodology described in this paper can be used to estimate the SHP resource 
potential for both conventional hydroelectric reservoir and run-of-river SHP configurations, 
only results for the conventional hydroelectric reservoir SHP configuration are presented.  
Fig. 4 shows the mapping results of the SHP resource potential, for the conventional 
hydroelectric reservoir SHP configuration, in the province of New Brunswick.  For this SHP 
configuration, the technical SHP potential for New Brunswick is 368 MW.  The sites range in 
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SHP potential from 92 kW to 16.1 MW; the average potential for the 696 sites is 528 kW per 
site, while the median power potential is 303 kW. 
 

 
Fig. 4. SHP resource map of New Brunswick for conventional hydroelectric reservoirs.  
 
4. Discussion and Conclusion 

In this work, a straightforward method to map the small hydropower (SHP) potential over a 
large territory was presented.  W hile the methodology presented in this paper is based on 
previous research work in this field of study, it contains several advantages which are not 
exclusive to this work but where their combination as a w hole represents a s ignificant 
advancement in this field.  F irst, the methodology is general such that few variables are 
needed to perform a SHP study.  Furthermore, the variables needed in the methodology are 
readily available at large scale for SHP studies in Canada or in other countries having publicly 
available GIS data.  Secondly, the methodology can simultaneously evaluate and compare the 
SHP for both conventional and run-of-river configurations over a given area; this point 
represents a significant advancement in the field of study.  Third, the methodology uses the 
gross hydro head, which significantly reduces the computational efforts of site selection.  
Fourth, the methodology is extremely fast and cost-effective when implemented using GIS-
based software.  However, the methodology introduces uncertainties in the estimation of the 
SHP resource potential which are due to the estimation of the efficiency of the SHP systems, 
the neglecting of SHP system head losses due to friction, and the use of yearly baseflow data 
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instead of monthly baseflow data.  F inally, field measurements of terrain could be used to 
increase the accuracy of potential site locations. 
 
An application of the method was made to the province of New Brunswick, Canada, where 
SHP maps were developed to validate the methodology and to promote the development of 
the small hydropower energy sector in the province.  In terms of the SHP opportunity, it was 
shown that the province of New Brunswick has a good SHP resource.  In comparison to the 
neighbouring state of Maine1, a previous study [24] identified that there were over 5,883 sites 
in the state of Maine having a technical SHP potential capacity of 2,780 MW, thus giving an 
average SHP of 472 kW /site.  In New Brunswick, results from this study have shown that 
there is a technical SHP potential capacity of 368 MW distributed on 696 sites; thus giving an 
average SHP of 528 kW/site. 
 
Future work should focus on t he elimination of potential sites that are not sustainable 
economically, environmentally or socially.  To this end, potential sites that are located within 
federal and provincial park boundaries should be notably excluded.  In addition, drainage 
basins having issues such as water supply, tourism, sport fishing, and the presence of species 
at risk should also be eliminated from the model. 
 
Finally, the New Brunswick SHP map results have shown that the province of 
New Brunswick has a good small hydropower (SHP) resource which should be developed not 
only for its environmental benefits and attributes, but also for the social and economic 
benefits of its residents.  
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Abstract: The pulp and paper industry has many promising opportunities in the biorefinery field. To reach this 
potential, investments are required in new, emerging technologies and systems solutions which cannot be 
quickly implemented. In this paper, an approach to model the necessarily long planning times for this kind of 
investments is presented. The methodology used is based on stochastic programming, and all investments are 
optimized under uncertain energy market conditions. The uncertain cost development of the emerging 
technologies is also considered. It is analyzed using scenario analysis where both the cost levels and the timing 
for market introduction are considered. The effect of long lead times is studied by assuming that no investments 
can be decided on now and implemented already today, and only investments planned for today can be 
implemented in, for example, five years. An example is presented to illustrate the usefulness of the proposed 
approach. The example includes the possibility of future investment in lignin separation, and shows how the 
investment planning of industrial energy efficiency investments can be guided by using the proposed systematic 
approach. The example also illustrates the value of keeping flexibility in the investment planning. 
 
Keywords: Investment planning, Optimization under uncertainty, Process integration, Lignin separation, Pulp 
and paper industry 

1. Introduction 

As a result of the increased climate concern in society, energy market conditions are bound to 
change, and energy and products based on renewable feedstock will gradually be valued 
higher. The pulp and paper industry, which already today is a large user and producer of 
biomass-based energy and materials, therefore has a large opportunity to increase and 
diversify its revenues through different biorefinery concepts, see e.g. [1–7]. For mills to 
become successful in this biorefinery arena, process integration investments are required to 
ensure energy efficiency of the combined pulp and paper production and biorefinery process. 
This also calls for investments in new, unproven technologies, with highly uncertain 
investment costs – for example, carbon capture, black liquor gasification, or lignin extraction. 
  
Investments in these emerging technologies are not quickly implemented. Time is needed for 
analyzing different options, planning of construction including any shutdowns of the plant, 
contracting, and so on. This results in long lead times from the first decision to start planning 
for a certain technology path until the plant is finally run continuously at full load. This is true 
also for traditional options being evaluated in competition with emerging technologies.  
 
Considering that new decisions cannot be immediately implemented if they have not 
previously been planned for, decision-makers need guidance – not only regarding what 
investments to make – but also, and more importantly, to what future investments should be 
planned for. Better tools to aid decision-makers in this field will hopefully lead to that more of 
these energy-efficiency and emission-reducing measures are carried out. The purpose of this 
work is therefore to further develop a methodology for process integration investment 
planning under uncertainty to consider these aspects of long-term decision-making. Here, we 
will also use the proposed approach to illustrate the effect of a five-year planning lead time in 
an example of a pulp mill that considers a future possibility of investing in lignin separation. 
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2. Methodology 

The methodology used in this paper is based on a methodology for optimization of process 
integration investments under energy market uncertainty [8, 9]. In this work, we have used an 
approach which in addition allows the influence of the investment cost development for new, 
emerging technologies to be studied [10]. While investments are optimized under uncertainty 
in energy market parameters with a stochastic programming approach, the effect of different 
cost developments on the optimal solution is studied through sensitivity analysis. The solution 
to the optimization model will be an optimal investment plan with respect to the expected net 
present value (NPV) based on the information we have about the future today.  
 
We model the investment optimization problem using AMPL [11] and solve it using CPLEX 
[12]. A strategic view of the analyzed investments is assumed, and the discount rate is 
therefore set to 9.3% over a 30-year-long planning horizon. 
 
2.1. Long lead times for investment planning 
Here, we use the expression ‘lead time’ to denote the time between the decision to invest and 
the actual implementation or installation of the technology invested in. This is simply 
modeled based on the assumption that it takes a few years to analyze, plan and prepare for 
these extensive process changes. When studying the effect of long lead times it is therefore 
assumed that it is too late now to decide about investments that should be implemented today, 
and the first investments will instead be implemented in five years. 
 
Since there are costs associated with evaluation and planning of investments – mainly related 
to the time committed by engineers, consultants, etc. – a basic assumption is that it is not 
possible to plan for all investments that might be of interest. In this way, although the 
planning costs are not explicitly accounted for, they are implicitly considered in the proposed 
modeling approach. The idea of the proposed approach is then that investments planned for 
today will constrain what will be possible to implement in five years.  
 
To find different planning alternatives, the approach is to start by optimizing the investment in 
each cost development scenario assuming that the first investment will be in five years. This 
will, however, lead to solutions where different investments should be made in five years 
depending on the cost and price development. Based on the solutions obtained, a matrix can 
be constructed that shows which investments will be possible to implement depending on 
what has been planned for. A general illustration of such a matrix is shown in Fig. 1. 
 
The matrix could also contain other investment solutions based on experience from working 
with the model and the mill. The model will then be run for each of the planning alternatives, 
with possibilities for implementation as constraints. Thereby the results of different invest-
ment plans considering an initial lead time of five years can be analyzed, and the best one 
possibly identified. 
 
Long lead times should also be modeled for later points in time, but this makes the model and 
especially the solution of the optimization problem hard. As a first step towards an improved 
understanding of the effects of lead times we therefore settle for the initial lead time. 
Experience shows, however, that for a majority of investment plans, very few investments are 
made at later points in time. Therefore, the modeling of later lead times should not be as 
important. Furthermore, the optimal solution will obviously result in a plan also for later 
investments, even though it is not considered that decisions have to be made years before the 
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actual implementation and hence possibly before future energy prices and cost reductions 
have been revealed.  
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Investment package 1 X X    

Investment package 2  X X   

Investment package 3  X  X  

Investment package 4     X 

Fig. 1. Generic matrix for investment planning. 
 
3. Input data and assumptions 

3.1. The pulp mill 
We have applied the proposed approach to a pulp mill example that has previously been 
presented by the authors [10]. This mill is a computer model representing an average Swedish 
market pulp mill, producing 1000 tonnes per day of bleached Kraft pulp (see also [1, 13]). 
 
Through process integration and more efficient technology, there is a potential to achieve a 
steam surplus at the mill of about 25%. The steam could, for example, be used to produce 
more electricity in a low-pressure turbine, or to produce district heating for a nearby 
community, or for cogeneration of both heat and electricity. District heating could also be 
produced from lower-quality excess heat at the mill. Except for these traditional ways of 
making use of the steam surplus, there are new, emerging technologies that might become 
promising alternatives. We will here look at the example of lignin extraction. 
 
For energy conversion data and investment costs, the reader is referred to [10]. The cost 
development scenarios for the lignin separation process are presented in Section 3.3. 
 
3.2. Energy market uncertainty model 
The energy market model used in this study is the same as the one used in the previous study 
on the effect of uncertain investment cost developments for emerging technologies [10]. This 
uncertainty model was developed using the ENPAC tool [14]. The model consists of 28 
scenarios for market electricity and fuel prices, see Fig. 2. The same probability has been 
assumed for each scenario. 
 
3.3. The investment cost scenarios 
For the cost development of the emerging lignin separation technology, six scenarios have 
been used. For this technology, we have assumed that market introduction might happen in 
2015 or 2020. It is assumed that market introduction might happen at the base level (L), 
corresponding to the estimated cost of the Nth plant assumed in previous studies (see [10]), or 
at a higher cost level (H), here assumed to be 50% higher than the base cost level. 
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Fig. 2. a) Electricity price scenarios. b) District heating price scenarios. c) Lignin price scenarios. 
 
Table 1 presents the different scenarios for the investment cost of the lignin separation plant. 
If the market introduction happens at the base cost level, the cost stays permanently at that 
level (Scenarios A and B). If, instead, market introduction happens at the higher cost level, the 
cost might stay at the higher level (Scenarios C and D), or it might drop later as a conse-
quence of technological learning (Scenario E) if, for example, not very many plants are sold. 
There is also a possibility that the technology is never introduced to the market (Scenario F). 
 
Table 1. Investment cost scenarios for the lignin separation plant. 
Scenario & Market introduction (year) 

20
10

 

20
15

 

20
20

 

20
25

 

20
30

 

20
35

 

A 2015 at base cost level – L L L L L 
B 2020 at base cost level – – L L L L 
C 2015 at higher cost level where cost is stabilized – H H H H H 
D 2020 at higher cost level where cost is stabilized – – H H H H 
E 2015 at higher cost level with drop to base cost level 2020 – H L L L L 
F Never – – – – – – 

–: Unavailability 
L: Low cost / base cost level = Estimated cost of Nth plant 
H: High cost / Higher cost level = 1.5L 
 
4. Results 

As described previously, the effect of long lead times is studied by assuming that no 
investments can be made already today, and that the first investments in five years must be 
planned for. Furthermore, we assume that the costs and personnel resources associated with 
planning of investment and implementation make it impossible to plan for every interesting 
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investment opportunity. To find a number of reasonable investment packages to plan for, the 
model was solved for one cost development scenario at a time with the constraint that the first 
investments could be made in five years. The solutions obtained are presented in Table 2. 
 
Table 2. Optimal investments 2015 in different cost development scenarios. 
Scenario Optimal investment 
A, C, E Lignin: 64 MW lignin 

Heat pump: 32 MW delivered heat 
B, D Cogeneration: 5MW elec. and 26 MW delivered heat 

F Cogeneration: 5MW elec. and 26 MW delivered heat 
Heat pump: 19 MW delivered heat 

 
These three packages obviously differ regarding the lignin extraction investment, but also 
regarding the amount and means of district heating deliveries. The reason for this difference 
in district heating production is that the preferred way of generating district heating is by 
cogeneration from low-pressure steam, but when lignin is extracted as for Scenarios A, C and 
E, no low-pressure steam is available. In these scenarios, district heating is therefore 
generated by a heat pump instead. Also in the case of cogeneration, a heat pump might be 
interesting to further increase district heating deliveries as in Scenario F. By this solution, the 
mill is, however, locked into a district heating contract of substantial deliveries for which the 
production based on low-pressure steam is needed to fulfill the delivery requirement. In 
Scenarios B and D, later opportunities for lignin extraction might make it interesting to use 
the low-pressure steam for lignin extraction at a later point in time. Therefore, district heating 
deliveries are more limited, making it possible to replace the production from cogeneration 
with production from the heat pump. 
 
In some mills, the power boiler and back-pressure turbine might be oversized. Under such 
conditions, it would probably be more beneficial to increase district heating deliveries by 
increasing the fuel input to the power boiler than to invest in a new heat pump. Here, 
however, the boiler is already assumed to be run at maximum capacity. 
 
Fig. 3 is a matrix showing which investments can be made in 2015 depending on what 
investment package has been planned for. In addition to the alternatives from Table 3, we also 
added the alternative to plan for a condensing turbine and a heat pump. The alternative not to 
plan for any investment should obviously never be better than to plan for something, since 
there is always an option to avoid making an investment that has been planned for. However, 
the ‘no investment’ planning alternative was included for comparison. It might be interesting 
if costs and resources for planning are considered explicitly, which they are not here. 
 
The X’s in the matrix represent that an investment is possible, though not required. That 
means, for example, that if a heat pump has been planned for, this possibility exists in 2015 
but there is also always an option to withdraw from the investment. This option to abandon a 
planned investment is especially important for lignin extraction since this technology might 
not even be available on the market in 2015. Based on the matrix, the optimization model was 
solved for different planning alternatives. The expected net present value for the alternatives 
in the different cost development scenarios is shown in Fig. 4. 
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Fig. 4. Expected net present value for different planned investments in 2015. 
 
As can be seen, depending on the cost development scenario, lignin extraction could either be 
by far the best or by far the worst alternative (at least except planning for nothing). This is 
explained by the large potential associated with this technology if it becomes a reality, which 
disappears if the technology has not yet become available for the pulp mill. 
 
The good runner-up is instead cogeneration, which is either the best or the next best 
alternative in all scenarios. The difference is very small if you include the heat pump or not. 
Obviously, it is better to include the heat pump in the plan since there is no requirement of 
going through with the investment. In Scenario F where lignin extraction never becomes 
available on the market, the heat pump is slightly advantageous. As anticipated, the ‘nothing’ 
alternative is the worst one in all scenarios. 
 
5. Discussion 

In theory, the optimal planning alternative would include all different technology options, but 
this would obviously be difficult in practice. Principally, planning for everything means the 
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same as staying flexible and that should be striven for. However, the underlying assumption 
in this study was that this is too costly to achieve in reality. Nevertheless, the lack of 
flexibility obviously has a cost. The results show that if lignin extraction is not planned for, 
but cogeneration instead, the loss is 19% in expected NPV in Scenario A (17% and 12% in 
Scenarios C and E respectively). On the other hand, if the plan is for lignin extraction and a 
heat pump but the lignin separation technology does not become a possibility, the loss is 15%, 
15% and even 46% in Scenarios B, D and F respectively. Considering that the use of expected 
NPV as investment evaluation measure partly hides differences in cash flows because of 
discounting and weighting of scenarios, these losses in expected NPV are quite important (see 
for example [10, 15] where differences in expected NPV are related to corresponding 
differences in annual net profits). These high values of staying flexible by planning for many 
different investment opportunities imply that, strategically, it should be worth committing 
more organizational resources to planning of these kinds of investments. 
 
Nevertheless, if we assume that it is not possible to invest in anything else than what has been 
planned for, and if we further assume that it is not possible to plan for more than a few 
different new technologies, results like the ones presented in Fig. 4 can be used to evaluate 
different investment plans. In the example presented here, investment in lignin extraction 
involves both the highest potential and the highest risk, while cogeneration seems to be a 
more robust option. The best decision depends on the decision-maker’s beliefs about the 
probabilities of the different cost development scenarios. 
 
5.1. Limitations 
The work presented in this paper provides a good starting point for an investment planning 
methodology where consideration is given to the long lead times that are often involved in 
these kinds of decisions. There are, however, some limitations which might make it difficult 
to use the methodology for some applications where these aspects are of importance. Further 
work with model development should focus on these issues. For example, the costs associated 
with evaluation, planning and detailed analyses of different investments and their 
implementation are not explicitly considered in this model. It should also be possible to 
differentiate these costs and the length of the planning lead time between different kinds of 
investment alternatives. Further work is needed, too, if not only the initial lead time but also 
the lead time for subsequent investment stages should be accounted for.  
 
6. Conclusions 

The proposed approach for modeling of long lead times for planning of industrial energy 
efficiency investments gives a more realistic representation of this kind of decision-making. 
An example illustrates how the planning of future investments can be guided by using this 
systematic approach considering uncertainties in future energy market conditions as well as in 
cost development of new technologies. The results clearly show the importance of considering 
the long lead times involved in the investment planning, since significant values are at stake 
by making the right or the wrong decision about which investments to plan for. 
 
We have also shown how the proposed approach can be used to value flexibility in the 
planning of industrial energy efficiency measures. The example demonstrates that the value of 
this flexibility can be quite high. There is, however, a trade-off between the value of this 
flexibility and the associated planning costs required to obtain it. It is therefore important to 
continue the work regarding long lead times to incorporate these planning costs.  
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Abstract: Electric power, steam and chilled water were consumed in beer brewing process. The process is 
intensive in energy conversion and utilization. The brewery wastewater can generate biogas of high methane 
content through anaerobic sludge fermentation. This high concentrated biogas could be an excellent choice 
employed in energy conversion and utilization.  The reclaimed water, after proper treatment, could be employed 
to scrub CO2 and H2S in biogas. Through compression, the purified biogas could be stored as fuel for 
mechanical operation and further incorporated into the municipal LNG pipe network. According to biogas yield 
and energy requirements in breweries, energy usage efficiency and configuration of device for biogas Integrated 
Energy System (IES) were investigated. This paper introduced an Otto cycle internal combustion engine using 
biogas for power generation. With the biogas yield of 34.84m3/h (standard state), the power efficiency of 28.45% 
could be generated with electricity of 70.0kW. Efficiency of combined heating and power (CHP) can reach 
61.80% employing the excess heat of the engine exhaust. There are successful examples of combined cooling 
and power (CCP), combined cooling and heating (CCH) that has efficiency of over 60%.      
 
Keywords: Biogas produce, Purification process, IES conversion Using efficiency 

1. Introduction 

In China, Biogas is not only new energy source, but also an important aspect of sustainable 
development for the renewable energy. The biogas is generated by industrial wastewater or 
municipal solid waste through degradation process of anaerobic digestion. Consequently, heat 
and electricity is generated through the biogas [1]. Adopting the technology of combined 
cooling, heating, and power (CCHP), this is also known as trigeneration, or integrated energy 
system (IES). CCHP is the simultaneous production of mechanical power (often converted to 
electricity), heating and/or cooling from one primary fuel, and is an extension of CHP 
(combined heat and power, also defined as cogeneration) by coupling with thermally activated 
cooling technologies that take the waste heat from CHP for producing cooling [2]. 
 
Moving parts of internal combustion engines and gas turbine contacts directly with burning 
gas, there need cleaner fuels, biogas as a biomass energy source by the removal of CO2 and 
H2S and combined with high conversion efficiency, low emission rates, suitable for CHP, 
CCH and CCP technology. Medium and small-scale units high exhaust temperature, heat 
recovery of flue gas is conducive to heat (cold) output, and improve unit efficiency. 
 
Because the biogas contains a l arge share of the inert gas, emissions of oxides of nitrogen 
(NOx) were reduced relative to natural gas, while unburned hydrocarbons (CH) were 
increased, and exhibit penalties of performance compared with spark ignition engine of 
natural gas or gasoline [3].  
 
Kautz et al. [4] studied a 100kW gas turbine recuperative cycle of exhaust to heat air and the 
influence of low calorific biogas on t he combustion air ratio. Kim et al. [5] studied 
regenerative Brayton cycle using gas turbine recycling exhaust heat. Nwafor [6] examined the 
impact of advanced injection timing on t he emission characteristics of dual-fuel engine. 
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Ahead of injection timing was intended to compensate for longer ignition delay and slower 
burning rate of fuelled natural gas engine, and there was a s lightly increase in the oil 
consumption accompanied with reduced emission of CO and CO2. 
     
Smith et al. [7] introduced an innovative domestic scale combined heat and power (CHP) 
plant incorporating a heat pump (HP). HP incorporating enhanced economy efficiency of 
domestic use of CHP equipment and satisfied flexibility of the family energy requirements. 
 
Biogas was compressed to gather energy density and reduce storage capacity, the best method 
is biogas purified, then to compress [8]. For example, in New Zealand, both gas compressor 
and gas scrubber used in conjunction with, in Belgium, biogas produced from the livestock 
manure is being dried, scrubbed, compressed and stored in a steel tank with pressure of 4 bar 
in 0.2 m3, so that is alternative fuels for CNG(compressed natural gas), gasoline, diesel and 
LPG (liquefied petroleum gas) [9]. 
 
2. Biogas process and energy demand in breweries 

2.1. Biogas process 
Brewery wastewater comes from various procedures, such as the cleaning process of the malt 
production, brewing, bottling, and the wastewater from cleaning the recycled beer bottle and 
the packaging sterilization, as well as the overflow, disqualified product, and filter back wash 
water. This wastewater is rich in carbohydrates, pectin, mineral salts, cellulose etc. Therefore, 
it is an organic wastewater with high BOD5 and COD.  
 
Aeration pond m ethod is the application of biological treatment earlier; because of aerobic 
bacteria have an allergic reaction to load fluctuations, not to deal with high carbohydrate and 
volatile components of beer wastewater. Use of the up-flow anaerobic sludge blanket (UASB) 
has a feature that of high organic loading, short hydraulic retention time, no filler in reactor, 
no sludge return and stirring device, low operation cost, can be inoculated directly with the 
sludge particles to produce biogas etc., and that is a wastewater treatment technology for 
sustainable development. It can not meet emission standards used alone. In most cases, the 
first need to treat beer wastewater by anaerobic digestion, the most of high concentration 
organic wastewater in UASB was degraded, and then, under the aerobic environment oxidize 
and decompose low concentration of pollutants in wastewater. 
  
Fig.1 shows the brewery wastewater processing units and biogas generation set. The brewery 
wastewater discharged from workshop flows to the sump. Most of suspensions in waste water 
filter through the sieve grid. The pretreatment pool is necessary for wastewater with 
unqualified temperature and other physical/chemical conditions. Subsequently, the 
wastewater flows through the balance pool with the pH values adjusted by acid, alkali or 
FeCl3. The adjusted water is pumped to UASB reactor in the reaction pool to decompose the 
organic first into acids, then to methane and CO2. The three phase separator on top of the 
reactor could separate the biogas, mud and wastewater efficiently. Meanwhile, the methane 
bacteria could be effectively retained. The biogas is collected in gas tank after adsorption of 
H2S through activated carbon. After anaerobic treatment, COD of beer wastewater dropped 
from about 2500 t o 500 mg / L. The use of air blower aerate for further processing in the 
aeration tank. Wastewater COD reduced to about 50 mg / L and then flow into the sediment 
pool. After suspended solid of aerobic fermentation were filtered, the reclaimed water 
qualified discharged to the sewer. 
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Fig.1. Schematic diagram of processing organic wastewater and generate electricity sets.  
 
2.2. Energy requirement  
The brewing process consumes a lot of electricity, steam and chilled water. This process is an 
intensive process of energy conversion and utilization. Therefore, energy consumption cost 
accounts for a large proportion of the production cost. Power workshop has 2 s ets of 25t 
steam saturated boiler (burning oil and/or natural gas), steam pressure 7.0-8.0bar. 3 s ets of 
ammonia compression refrigerator, cooling capacity of 496 RT, evaporator pressure of 3.7bar, 
chilled water supply 4ºС, return 9ºС.  Fig.2 is energy flow diagram of steam and chilled water. 
 

 
 
 
  

 
 
 
 
 

                    
 

 Fig.2. Energy flow diagram of steam and chilled water in breweries.   
 
3. Status of biogas utilization 

Shenzhen Kingway brewery (2 plants) and Shenzhen Tsingtao-Asahi brewery could treat beer 
brewery wastewater of 80-120m3. The amount of biogas produced is 35-60 m3 (maximum 
volume of 80m3) per hour with the measured methane content of 71.2%. Table 1 shows the 
biogas composition with low heat value of about 25 426 kJ/Nm3 and thermal capacity 
produced as 282.51-423.77kW per hour. Biogas power generation has been running for 1 year 
period, in order to prevent greenhouse gas emissions before it is used by the torch burning. 
The heat demand of beer production process provides a choice for biogas CHP and CCHP. 
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   Boiler (Saturated Steam) 

 

 Ammonia Compression 
          Refrigerator 

 

Steam Cylinder Gas-liquid Separator 
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3.1. Engine power generation 
Ignition engine was used for power generation in Shenzhen Kingway brewery, Table 2 was 
the spark ignition engine specifications. Biogas after the removal of H2S could be generating 
70kW (field test) per hour, efficiency of power generation was 28.45%. Table 3 was 
Composition of engine exhaust for the actual measurement. 
 
Table1. Composition of the biogas  
Component Content（%） Component Content（%） 

CH4 71.2 H2S  ＞2500ppm 
CO2 17.1 H2O,H2 2.0 
O2 2.39     N2* 7.31 

* Air has leaked into biogas collection cavity over the silt anaerobic digestion pond. 
 
Table2. Specification of 4 strokes and spark ignition engine.  

Engine model Q6135DA1 Generator model  90GFTA1 
Rated power (kW) 83 Rated power  (kW) 80 
Rated speed  (rpm) 1500 Rated speed  (rpm) 1500 
Arrangement/cylinder bore(mm) 6L /135 Rated voltage (V) 400 
Displacement (L) 12.9 Nominal current (A) 162 
Compression ratio  10.5 Nominal frequency (Hz) 50 
Poston travel (mm) 150 Power factor 0.8 
Exhaust temperature (ºС) ≤630 Fuel gas consumes (m3/kW h) ≤0.33 
 
Table3. Composition of the exhaust gas (volume percent ). 

  Item Test value Reference value* 
Gasoline Diesel 

O2    (%) 6.24 0.3-0.8 2.0-18.0 
CO2   (%) 8.36 5.0-12.0 1.0-10.0 
NO   (ppm) 1793   
NOx  (ppm) 1883 105-0.5×105 103-0.4×105 
SO2   (ppm) 32-0   
H2O   (%) ~8.8 3.0-5.5 0.5-4.0 
N2    (%) ~76.6 74-77 76-78 
* Reference value from Table 4 of reference [10]  
 
3.2. Heating boiler 
There is a biogas fired boiler (model: FBA-080 F) in Shenzhen Tsingtao-Asahi Brewery with 
the parameters as follows: rated pressure: P = 1.04MPa (saturated steam), the amount of 
steam produced 1.25 t  / h, e xhaust temperature 300°, biogas/ steam ratio = 2:1, boiler 
efficiency η = 80%. The actual operation pressure was 0. 6MPa. 
 
4. Biogas processing  

Because high temperature of biogas fire, slower burning speed, serious ignition delay and 
higher exhaust temperature, all that resulting in lower efficiency of biogas power generation. 
biogas purification (removal of CO2 and H2S), then compressed and stored as alternative 
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products of CNG, gasoline, diesel and LPG, showing the goods value of biogas through the 
transport. 
 
4.1. Gas purification, compression and storage 
Removal of H2S in the biogas can be divided into ① dry and oxidation, ② ferric oxide 
adsorption, ③ activated carbon adsorption, and ④  liquid-phase oxidation process. A simple 
adsorption method using activated carbon was used in 3 breweries.   
 
The amine solution of 10% mono-ethanolamine (MEA) and diethanolamine (DEA) are 
usually used to absorb CO2. It takes 5min for the solution regeneration to be completed by 
boiling. The newer approach is the sulfolane method or the Sulfinol method composed by 
alcohol amine and sulfolane adding water. Method of reclaimed water which was beer 
wastewater treated when water pressure increased as the absorbent to remove CO2   is the 
most simple and less expensive. Efficiency of the scrubber depends on that scrubber 
specifications, packing and gas pressure in scrubber, composition of raw biogas, the flow rate 
and purity of water used and so on. 
 
The critical temperature and pressure required to liquefied biogas were: -82.58 ºС and 47.5 
bar respectively. Purification biogas compressed by the compressor, according to different 
pressure stored in cylinders, which could be transported with long-distance, may be also build 
a small scale station on side.  
 
4.2. Power fuel 
After CO2, H2S and water vapor in biogas were removed, the methane (>90%, heat value 
equivalent to LNG), could be compressed and stored as fuel for car and other power 
machines.Table 4 is data of LNG imported to Guangdong province of China from Australia, 
kindly provided by the Shenzhen Gas Group. 
 
Table 4.  Data of physical and chemical for LNG.  
Composition （%） Data  (0℃,1atm) Value 
CH4 87.59 HHV  (MJ/Nm3) 45.08 
C2H6 8.13 LHV  (MJ/Nm3) 40.71 
C3H8 3.2 Density  (kg/Nm3) 0.8318 
C4H10 0.99 Specific volume (Nm3/t) 1202 
C5H12 0.05 LHV（MJ/kg） 48.92 
 
Use of CNG instead of gasoline as a motor fuel, the emissions of CO, CH compounds and NO 
compounds can be decreased by 97%, 72%, and 39% respectively. Performance of resistance 
to blast for CNG equivalent to gasoline is about octane number of 130, and CNG does not 
release lead, benzene and other toxic substances all which can cause cancer. Forklift which 
using LPG as fuel made by Japan Fuji Co. in Shenzhen Tsingtao-Asahi brewery, may also use 
purified biogas as a substitute.   
 
4.3. Incorporate into LNG pipe network 
Due to lower productive rate of biogas, gas source instability, lower energy carrier demand 
load, difficult to manufacture equipment and operation and a long payback time as investment 
etc., biogas can no effectively use in the IES, so that, it could be considered incorporate into 
the municipal LNG Network pipe after the quality checked up.  
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5. Integrated energy system (IES) of biogas  

Electricity is the high grade energy. According to the second law of thermodynamics, the 
electricity generated by biogas is of the highest efficiency, meanwhile, the exhaust gas could 
be employed for heating or cooling. IES of biogas would adopt the following technologies 
such as Otto cycle of ignition engine, Brayton cycle of gas turbine, power generation of fuel 
cells, absorption and adsorption refrigeration, high efficient combustion, high efficiency 
removal of H2S and CO2, as well as recovery and storage for thermal energy. 
 
5.1. CHP project 
Project 1:  Engine + Heat tube exchanger of condensation type   
 (Shenzhen Kingway brewery) 
 

 
 
 
 

                                                                                                                                  
 
 
 
 
 
• Spark Ignition Engine of biogas fueled without removal of CO2, generate electricity 
efficiency of 28.45%, discharged heat of 99kW by engine exhaust and of 66kW by jacket 
cooling water, dispersed heat of 2.8kW by convection and of 4.6kW by radiation.  
• If heat of engine exhaust was utilized through heat tube heat exchanger to heat water supply 
and temperature was reduced to about 120℃, then, overall CHP efficiency may be reached 
61.8%, and engine exhaust even could be discharged at the condensation temperature of 57℃. 
 
5.2. CCP project [11] 
Project 2:  Micro Turbine (Honeywell) + Direct fired double effect chiller 
 
 
 
 
 
 
 
 
 
 
 
• Turbine efficiency 28.75%. Inlet air cooled to 16℃ to keep constant capacity of turbine.  
• Broad absorption chiller using lithium bromide-water, direct fired double effect chiller with 
COP of 1. Chilled water temperature: supply 7.8-9.4℃, return 12.8-14.4℃.   
Performance of MT Honeywell and absorption chiller were shown in Table 5 and Table 6. 
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   47℃, 144kW 

Electric Power 70kW 

Jacket Water 36℃ 
     66kW   

Exhaust Air 640℃ 
     99kW 

Biogas 246kW 

Pump, Fan  
  Powered 

Steam Boiler 
Heat 

Exchanger 
Spark Ignition 
   Engine 

Natural Gas 
  260kW 

Natural Gas 95kW 
Electric Power 75kW 

Chilled Water 60tons 
     210kW 
 Micro-Turbine 

  Honeywell   

Pump, Fan 
 Powered 

Chilled Water 
  Tank, 7℃  

 Inlet Air Cooling for Micro 
     Turbine, 10kW 

          

     125kW 
Exhaust Air 260℃ 

        

Absorption 
  Chiller 

 

1494

dict://key.0895DFE8DB67F9409DB285590D870EDD/thermal%20energy


Table 5. Performance parameters of  MT (Honeywell). 
Item Parameter  

Rating power (kW) 75 15℃,1atm 
NG wastage (m3 /h) 27 ≥0.62MPa(absolute) 
Thermoelectricity efficiency (%) 28.5 15℃,1atm 
Exhaust temperature (℃) 280  
Exhaust flux (kg/s) 0.67/0.76  
Emission of NOX  (ppm) <13 15℃,1atm, full load 
 
Table 6.  Broad LiBr absorption chillers (Mode: BD7N280-15). 

Item Parameter Item Parameter 
Capacity of refrigeration (USRT) 23 Produce heat (kW) 114 
Chilled water outlet/inlet temp. (℃) 6.7/12.2 Warm water outlet temp.(℃) 50 
Chilled water flux (m3/h) 12.8 Warm water flux (m3/h) 19.6 
Cooling water outlet/inlet temp.(℃) 36/29.4 Inlet temp. of exhaust (℃) 280 
Cooling water flux  (m3/h) 24.3 Match electricity (kW) 1.2 
 
Project 3:  Micro Turbines (Capstone) + Single effect chiller    
 
 
 
 
 
 
 
 
 
 
 
• MT Capstone efficiency 27.9%, with chiller 63.5%. Average exhaust inlet temp. 271℃ , 
outlet temp.113℃. 
• Broad absorption chiller driven only by MT exhaust. Single effect chiller with COP of 0.7, 
nominal capacity of chilled water is 20 tons. Parasitic power is 6.4kW.  
 
5.3. CCH project  
Project 4:  Engine driven Goettl Units + Heat tube exchanger of condensation type  
 
 
 
 
 
 
 
 
 
• Engine Driven Goettl Units. 1st stage COPG=1.4, 2nd stage COPG=0.8, Engine output 52kW, 
engine efficiency 30%. 
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6. Conclusion 

This paper introduced and analyzed biogas utilization for the three large modern breweries, 
which is not perfect and irrational for use of biogas energy. Based on the current biogas 
technology and equipments, accordingly to the biogas yield and energy demand in breweries, 
analyzed and studied the energy utilization technology, equipment configuration, and 
conversion efficiency on the integrated energy system (IES) .  The biogas purification process 
employs qualified reclaimed water from wastewater treated of the brewery to scrub CO2 and 
H2S in biogas. This process is simple with low operation cost. The resultant biogas is rich in 
methane content and efficient to improve the efficiency of IES. Both electricity generation 
and heating efficiency, as well as the cooling efficiency can reach as high as 60%.  
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Abstract: In this paper, absorption chillers are modeled as four heat sources: the generator, the evaporator, the 
condenser, and the absorber and thermoeconomic issues are examined using the available relations. In order to 
simplify the calculations, all processes are assumed to be reversible. Since heat exchangers are expensive 
facilities, therefore, reducing the total heat transfer area is taken as the design criterion. In this paper, first the 
thermoeconomic criterion, taken as the total cost of unit of refrigeration which includes the capital cost and the 
energy cost, is defined. In the following, the available relationships are used to calculate the maximum value of 
the thermoeconomic criterion and the maximum refrigeration load. Next, optimal working conditions are 
specified for absorption chillers and after that, the effect of the thermoeconomic parameter on the maximum 
thermoeconomic criterion, coefficient of performance and the specific refrigeration load corresponding to the 
maximum value of the thermoeconomic criterion are investigated.  
 
Keywords: thermoeconomic performance, absorption chiller, optimization 

1. 0BIntroduction  

Nowadays, costs of energy consumption and electricity compared to those of fossil fuels have 
caused engineers in most countries to consider using absorption chillers instead of 
compression chillers. However, fuel costs need to be controlled in some way and 
consequently, economical studies are carried out constantly on opt imization of absorption 
chillers and reducing their economical costs. 
 
 A new criterion has been used in the recent years to evaluate the degree of optimality of 
thermodynamic cycles. The thermoeconomic criterion economically investigates the 
phenomena. Capital costs and energy costs are considered in these investigations using 
thermodynamic relationships and working conditions are designed in a way that the operation 
is economically optimum. Chen and Schouten (1998) evaluated the optimal value of 
coefficient of performance in irreversible absorption chiller systems [1]. Next, Chen in 1999 
evaluated the optimal value of coefficient of performance for the irreversible 4-heat 
exchange-surface absorption chiller in the maximum specific cooling load [2]. This was 
followed by other researches with the aim of optimization of absorption chiller processes and 
other processes similar to those, including thermoeconomic optimization of the reversible 
sterling heat pump cycle by Tyagi, Chena, and Kaushikb[3].  
 
The largest portion of capital cost of absorption chiller pertains to the heat exchangers used in 
the generator, condenser, evaporator, and the absorber. 
 
2. 1BModeling of the cycle and its relationships 
In order to simplify the calculations, absorption chiller cycle is assumed to consist of four heat 
sources including the absorber, the generator, the evaporator, and the condenser, as illustrated 
in figure 1. We assume that the processes take place reversibly. It is also assumed that the 
flow is constant in working parts of the cycle and heat transfer between the elements and heat 
sources during the time of a complete cycleτ , happen at temperatures

geca TTTT ,,, , 
respectively. There are thermal resistances between the external components and the 
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operating elements of the cycle. Temperatures of working components in the generator, 
evaporator, condenser and the absorber are respectively 1234 ,,, TTTT . Heat transfer coefficients 
are accordingly 1234 ,,, UUUU . Moreover, heat transfer surfaces are 1234 ,,, AAAA , in the 
generator, the evaporator, the condenser and the absorber, respectively. The work input for the 
pump in the cycle Is taken as negligible compared to the heat input to the generator.  
 
It is assumed that the heat transfer between the operating components of the cycle and the 
external heat sources follows the linear (Newtonian) heat transfer mode and the four processes 
take place isothermally. Thus, heat transfer equations of all the four processes are written as 
follows: 
 

( )τ1111 TTAUQ g −=                          (1) 
( )τ2222 TTAUQ e −=                            (2) 
( )τcTTAUQ −= 3333                            (3)     
( )τaTTAUQ −= 4444                        (4)      

 

Where 1234 ,,, QQQQ  are heat transfers in the generator, the evaporator, the condenser and the 
absorber, respectively, From the first law of thermodynamic we have: 
 

04321 =−−+ QQQQ      )5(      
 
Considering the second law of thermodynamic and the reversibility of the cycle we  
 

have:   
0

4

4

3

3

2

2

1

1 =−−+
T
Q

T
Q

T
Q

T
Q

                                                                   (6) 
 
Since the heat exchangers are the expensive component in the cycle, reduction of the heat 
transfer area (A) is taken as the design criterion. Therefore, by optimizing the total heat 
transfer area we can obtain optimality. 
 

4321 AAAAA +++=       (7) 
 
The parameter (a) is defined as the total distribution rate between the condenser and the 
absorber: 
 

4

3

Q
Qa =

                                                                           (8) 
 

According to the standard definitions of coefficient of performance (COP) and specific 
cooling load (r) and equations (1) to (8), coefficient of performance can be obtained as 
follows: 
 

( )
( ) 1

3
1

4
1

2

1
1

1
3

1
4

1

2

1
1

−−−

−−−

−−−
+−+

==
aTTTa

TaaTT
Q
Qε

                                                (9) 
 
And the specific cooling load is obtained as follows: 
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Equations 9 and 10 are the general relationships for absorption chillers with four reversible 
heat sources. These relationships can be used to obtain thermoeconomical optimum 
performance for this type of absorption chillers.According to the studies carried out by Kodal 
and Shahin as given in [5], the thermoeconomic criterion for absorption chillers with four 
reversible heat sources is defined as the total price of unit cooling load which includes both 
capital and energy costs. Therefore, the function which is to be optimized is as follows: 

  ei CC

Q

F
+

= τ
2

                              (11) 
 

Where ei CC ,  are capital and energy costs in the unit of time, respectively. The capital cost of 
absorption chillers is assumed to be proportional to its total heat transfer area: 
 

AkCi 1=    (12)  
 

Where 1k  is the capital recovery factor, the capital cost for the unit heat transfer area. Energy 
consumption cost is directly proportional to the rate of heat input: 
 

 τ
1

2
QkCe =

  (13) 
 

Where 2k  is the unit cost of energy. By substituting equations 12 and 13 in 11, we obtain: 
 

       (14)     

By defining 2

1

k
kk =

 as the thermoeconomic parameter having the dimension
2m

KW
, when the 

capital cost increases and the cost of energy consumption reduces, the thermoeconomic 
parameter k  goes up. The optimal relationship for the total refrigeration load and the COP  of 
absorption chillers is as follows:  

(15) 
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Where: 1

2
1 U

Ub =
        (16)   

 
By combining (14) and (15), the ration of the optimal value of the thermoeconomic criterion 
and the COP of absorption chillers with four reversible heat sources is obtained as follows: 

(19) 
 

 
 
Equation 19 gives the optimum thermoeconomic criterion for a given value of COP and also 
the optimum coefficient of performance for a given thermoeconomic parameter in reversible 
absorption chillers. Using equation19, we can evaluate other characteristics of 
thermoeconomic operation of reversible absorption chillers which obey the linear 
(Newtonian)  heat transfer law.  
 

Equation 19 demonstrates that for the thermoeconomic parameter we have 0=F  when 0=ε  

or cεε = , where: 
 

                                                        (20)    
 
is the coefficient of performance for an absorption chiller with four reversible heat sources.  

When cεε < , the maximum thermoeconomic criterion is derived. Using (19) and the final 

condition
( ) 02 =
εd
Fkd

, we can evaluate )( rCOP ε  for the maximum value of the maximum 

thermoeconomic criteria ( )maxF : 
 

                                  (21)           
Where 

  (22) 
                     (23) 

                      (24) 
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Substituting (21) in (19), we can obtain the maximum thermoeconomic limit for a reversible 

absorption chiller. Substituting (21) in (15), we can obtain the specific refrigeration load ( )Fr  

for the maximum thermoeconomic criterion. Three parameters FFrF ε,,max  are important for 
the optimum design of reversible absorption chillers. These parameters result in the lowest 
value of COP and the lowest value of the characteristic refrigeration load and the top limit of 
the thermoeconomic criterion [5,6,7]. 
 
3. 2BInvestigation and conclusion 
In order to examine the thermoeconomic of the cycle and the impact of its different 
parameters, a case study was analyzed and the obtained circumstances were compared with 
each other. The following data were known for the aforementioned case study. 
 

24321 .
5.0,1,305,313,293,403

mK
KWUUUUaKTKTKTKT aceg =========

 
 

By changing any of the following parameters, we take other parameters as constant and equal 
to the values mentioned above. The characteristic charts of the problem at hand were obtained 
using the above data. Figure 2 shows the thermoeconomic criteria versus the coefficient of 

performance of a reversible chiller with
21

m
KWk =

. The value of the maximum 

thermoeconomic criterion ( )maxF  can be obtained from this curve. As you can see, this chart 
consists of two sections with negative and positive slopes. The part which has a negative 
slope represents the optimum region for operation of absorption chillers. In figure 3, 
variations of the thermoeconomic criterion in terms of the characteristic refrigeration load is 

shown. Here too, we have
21

m
KWk =

. From this curve one can easily obtain the maximum 

value for the thermoeconomic criterion ( )maxF  and the maximum refrigeration load ( )maxr  . 
This curve has three parts. It is obvious that the optimum working conditions for absorption 
chillers are in the region with negative slope.  
Figures 2 and 3 c an help one find the optimum region for operation of absorption chillers, 
which are the regions with negative slopes. This region should abide by the following 
conditions: 
 

      (25)            (26)             (27) 
 

Where rF the thermoeconomic criterion for the maximum refrigeration is load ( )maxr  and rε  
is the COP for the maximum value of characteristic refrigeration load for the reversible 
absorption chiller which can be obtained from the following equation: 
 

                                          (28)        
Where: 

          (29) 
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Substituting 28 in 19, we can obtain the maximum value for the characteristic refrigeration 
load. Moreover, by substituting 28 in (15), we can obtain the value of the thermoeconomic 

criterion for the maximum characteristic refrigeration load, ( )rF . The values of the parameters 
which influence the operation of the cycle are changed and their effects on the cycle are 
compared. Figure 4 shows the characteristic curve of the thermoeconomic criterion-
coefficient of performance for four different values of the thermoeconomic criterion )(k and 
figure 5 shows the characteristic curve of the thermoeconomic criterion – refrigeration load 
for the same four values of the thermoeconomic criterion.  We can deduce from these curves 
that the optimum thermoeconomic criterion for a known value of COP, the thermoeconomic 
criterion for a specific capacity of refrigeration and optimum coefficient of performance and 
characteristic refrigeration capacity for a known value of the thermoeconomic criterion, all 
reduce by increasing the thermoeconomic parameter )(k . Figure 6 shows the characteristic 
thermoeconomic parameter- coefficient of performance curve for four different values of total 
rate of distribution on heat output )(a  and figure 7 shows the characteristic thermoeconomic 
criterion-refrigeration load curve for the same four values of the total rate of heat output.  
 
It can be deduced from these curve that the optimum thermoeconomic criterion for a known 
value of COP, the thermoeconomic criterion for a special refrigeration capacity and the 
optimum coefficient of performance, and the characteristic refrigeration performance for a 
known value of thermoeconomic criterion all decrease by increasing the total heat output 
distribution rate )(a . As it is evident from figure 7, t he maximum value for the 
thermoeconomic criterion and its corresponding coefficient of performance, reduce by 
increasing the thermoeconomic parameter )(k  and the specific refrigeration load 
corresponding to the maximum thermoeconomic criterion increases by increasing the 
thermoeconomic parameter )(k . 

 
Fig 1: modeling of the cycle 

 

1502



  

Figure 2: the thermoeconomic criterion in terms of 
coefficient of performance 

Figure 3: the curve of the thermoeconomic criterion in 
terms of the characteristic curve of the system. 

  
Figure 4: the effect of the thermoeconomic 

parameter on the ration of the thermoeconomic 
criterion and the coefficient of performance 

Figure 5: the effect of the thermoeconomic parameter 
on the thermoeconomic criterion and refrigeration 

capacity 

  
Figure 6: the effect of the total rate of heat output on 

the ratio of the thermoeconomic criterion and 
coefficient of performance 

Figure 7: the effect of the total rate of heat output on 
the ratio of the thermoeconomic criterion and 

refrigeration capacity 
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Figure 8: the effect of the thermoeconomic parameter on FFrF ε,,max  

4. 3BConclusion 
In this paper, the performance of absorption chillers with four reversible heat sources was 
analyzed and optimized with the existing relationships. The range of the important parameters 
for the absorption cooling cycle with four reversible heat sources for its optimum operation 
was determined. The obtained results can be  used as a theoretic guide for further studies on 
the thermoeconomic optimization and further development of performance of absorption 
chiller cycles.  
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Abstract: A mathematical process integration model for the steam generation part (recovery boiler, bark boiler, 
and turbine) was developed based on a pulp and paper mill in the Northern Sweden. The material and energy 
balances were calculated theoretically and then the operation data from a pulp and paper mill in the Northern 
Sweden were used to validate the simulation results. By implementing it into the whole plant, the effect of the 
operation conditions on the whole plant performance were investigated. The introductory studies were carried 
out with an objective function to minimize the energy cost. The influence of different parameters was rigorously 
studied. The correlation between economic and energy optima was discussed. 
 
Keywords: Pulp and Paper Mill, Steam Generation, Simulation, Optimization 

1. Introduction 

The pulp and paper industry is a very energy-intensive industrial sector where it is crucial to 
improve the material and energy efficiency to the greatest possible extent. Process integration 
methods represent useful tools for evaluating possible process alternatives. Many process 
integration studies in the pulp and paper industry have previously been carried out mainly by 
using Pinch analysis[1,2] and mathematical programming[3,4]. However, the scope of 
modeling and simulation of the energy and material balances is not as complete as it is in 
other modern process industries. More detailed work is required especially as large efforts are 
currently put on turning pulp mills into bio-refineries. 
 
Based on the mixed integer linear programming (MILP) combined with ReMIND[5] and 
CPLEX[6], mathematical process integration models of steelmaking industries have been 
developed in our research groups. The developed model has been successfully applied, for 
example to give suggestions on choosing a new blast furnace, to reduce the CO2 emission by 
using alternative production routines, etc[7,8]. Recently, the research work has been extended 
to mining industries also[9,10].  
 
To extend researches to pulp and paper mill, a complete plant model was developed based on 
a pulp and paper mill in the Northern Sweden and described briefly in our previous work[11]. 
In this work, a mathematical process integration model for the steam generation part 
(recovery boiler, bark boiler, and turbine) was developed in which the material and energy 
balances were performed theoretically and the operation data (measurements) from the mill 
were used to validate the model results, which was presented in detail. By implementing it 
into the complete plant model, the effects of the operation conditions in the steam generation 
part on the whole plant performance were investigated. Furthermore, introductory studies 
were carried out with the main objective to minimize the energy cost, and the correlation and 
differences between economic and energy were also discussed. 
 
2. Process description and model construction 

The pulp and paper mill in the Northern Sweden is illustrated in Fig. 1. The lignin is removed 
to produce the brightness pulp by passing through the digester, O2 delignification, and 
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bleaching plant. Paper is produced from pulp in paper making section. The by-product 
extracted from pulping chips in the digester, i.e. the black liquor, is concentrated in a multi-
effect evaporation plant and burned in a recovery boiler (RB) where the combustion of 
organics provides energy and recovers chemicals which are used to generate the solution of 
NaOH and Na2S by passing through the causticizing plant. Bark boiler (BB) provides 
additional high pressure steam to satisfy the steam demand for the whole plant. The high 
pressure steam produced in the RB and BB is expanded in a steam turbine producing process 
steam of 10 and 4 bar. Steam of 30 bar is extracted from the turbine for soot-blowing in the 
RB and steam 10 bar is used for soot-blowing in the BB. Biomass in form of bark or forest 
residues and fuel oil are used in the BB. Fuel oil is also used to start up the RB. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Schematic representation of the pulp and paper mill. 
 
To perform the process integration, each process unit was modeled as separate modules and 
thereafter linked. The construction of modules was based on a mathematical programming, 
i.e. mixed integer linear programming (MILP), and the equation editor used was a Java based 
programming  ReMIND[5]. In ReMIND, the model structure is represented as a network of 
nodes and branches, which represent process units and energy/material flows, respectively. 
The different nodes are connected depending on the input and output to/from each process 
unit. Each node contains linear equations to express the energy and mass balances required in 
the process unit. There are two options to express the energy and mass balances for each 
node, i.e. representing theoretically (option one), or obtaining an equation from the operation 
measurement under a set of conditions (option two). We chose the option one. The steam 
generation part including RB, BB, and back pressure turbine is the heart of energy utilization 
in the plant, and it was studied in the present work. 
 
For RB and BB (boilers), the energy and mass balances were estimated from the chemical 
compositions of the fuels, the effective heat value of the fuels (Heff) and the corresponding 
thermodynamic properties of all the related flows. This has been described in detail in 
literature[12] under operation conditions, such as the temperature of water, air, and flue gas, 
and the temperature and pressure of steam generated. From the chemical composition of the 
fuel and the amount of the excess air, the air demand and the amount of flue gas were 
calculated based on the mass balances. The fuel demand (ton fuel/ ton steam) was calculated 
from the air demand, the amount of the flue gas, the heat value of fuels together with 
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conditions for the air, flue gas, water and steam. The principle was briefly summarized in Fig. 
2, and the brief description was given in the following text. The properties of the fuels and the 
related heat capacities were taken from public references and listed in Tables 1 and 2, 
respectively. 
 
Table 1. Properties of fuels. 

 C H O S Na K Slagg N H2O Heff,dry, kJ/kg 
black liquor 36.4 3.7 34 5.2 19.9 0.8 0 0 0 12400 

fuel oil 5 85.9 11.4 0.9 1 0 0 0.03 0.3 0.5 40700 
forest residues 51.9 6.15 40.5 0.02 0.05 0.3 0.86 0.22 0 19300 
 
Table 2.Heat capacity. 

substance heat capacity (kJ/(kgK))  heat capacity (kJ/(Nm3K)) 
black liquor 3.74 air 1.29 

Na2CO3 1.09 flue gas 1.40 
Oil 1.92   
bark 2.97   

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic representation of mass and energy balance for RB and BB. 
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where f is the flow rate, w is the composition in mass fraction, and c is the excess air in 
percentage. The flow rate of the flue gas in Eq. (3) is based on the assumption that all the 
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elements of C, H, S, N will leave the boiler as the flue gas. However, in some case, some 
elements may leave the boiler more than one form. For example, in the recovery boiler, the 
elements of C and O leaves boiler as the flue gas and melt in the form of Na2CO3.  In this 
case, the following equation was used: 

meltCOair
NSOHHC

gasflue fcf
wwwww

f ,min, 209.0

791.0

283218212
7.22 2 −






 +⋅+








++++⋅=    (4) 

 
where fCO,melt is the consumption part because the element of C and O leaves in the form of 
Na2CO3 (Na+C+O → Na2CO3). To calculate the flow rate of Na2CO3, the totally amount of 
Na is assumed to be the summation of those for Na and K. Based on the mass balance, we got 
Eq. (5) in which TS% is the dry content of black liquor, and we assumed the same flow rates 
for water and steam, i.e.: steamwater ff = . 

 
( )







 −
+

+
=

100/%

100/%1
1

53.032

TS
TS

ww
f KNa

CONa   (kg/kg wet fuel)   (5) 

 
To represent the energy balance, the reference temperature was chose as 20 °C, and the 
enthalpy for the components except water and steam at a certain temperature was calculated 
with the Eq. (6) where f is the flow rate, Cp is the heat capacity, and t is the temperature in °C: 
 

( )20−= tfCh p       (6) 

 
In ReMIND, the equation representing mass and energy balances should be linear, while the 
enthalpy of water or steam depends on both temperature and pressure. Therefore, the 
enthalpies of water/ steam at different temperatures and pressures were calculated firstly from 
the NIST online database[13] and then the calculated enthalpies were fitted to an equation that 
is a function of temperature and pressure by assuming the pressure effect is a linear. The fitted 
equation was input in the equation editor in ReMIND. For water, we obtained:  
 

( ) ( ) )75(1051.21008.0892.02354.4 4 −×−++= − Ptth   (kJ/kg)   (7) 
 
where P is the pressure in bar. For high pressure steam (60 bar), we obtained: 
 

( ) ( ) )55(94.41076.74309.22.2216 3 −−×++= − Ptth   (kJ/kg)   (8) 
 
The total energy balance for the RB was: 
 

steamwatermeltfluegasheatlossheatvaluerblackliquowaterwaterrblackliquoair hfhhhhfhfhh ++=+⋅+++  (9) 

For the BB, we neglected the energy in ash, and the flow rate of the flue gas was calculated 
with Eq. (3), and total energy balance was: 
 

steamwaterfluegasheatlossheatvaluefuelwaterwaterfuelair hfhhhfhfhh +=+⋅+++     (10) 
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The mass and energy balances for the turbine are much easier to generate compared to those 
for the boilers. The enthalpies of steams were obtained with the same method as those in the 
boilers, and results for medium pressure steam (30bar), low pressure steam at 10 bar, and low 
pressure steam at 4 bar were shown as Eqs. (11), (12), and (13), respectively.  
 

( ) ( ) )28(15.710395.13058.25.2313 2 −−×++= − Ptth   (kJ/kg)   (11) 
 

( ) ( ) )9(00.1110910.21856.21.2400 2 −−×++= − Ptth   (kJ/kg)   (12) 
 

( ) ( ) )3(5.201006.81157.29.2443 2 −−×++= − Ptth   (kJ/kg)   (13) 
 
The material and energy balances for the turbine were: 
 

barbarbarbar ffff 4103060 ++=       (14) 

 

lossbarbarbarbarbarbarbarbar hELhfhfhfhf ++++= 44101030306060 η     (15) 

 
where the flow rate of the 30 bar steam was obtained from the plant, and η is the mechanical 
efficiency, and h loss is the heat loss, and EL is the electricity generation in MW. 
 
3. Model validation and process integration 

The developed model for the steam generation part was implemented into the complete plant 
model in our previous work[11]. By running the process integration model for the complete 
plant, the model results were compared with the operation measurements for the model 
validation. To run the process integration model, an objective function has to be set. In the 
present work, the objective function was the minimization of the energy cost for the studied 
pulp and paper mill, and the prices of fuels and electricity used were the same as those we set 
in our previous work[11].  
 
3.1. Model validation 
For the RB, by assuming the heat loss 3.5% and 5% excess air with a certain flow rate of 
black liquor, the process integration was carried out. The steam generation calculated from 
model is 220.9 ton/h which is 3.8% higher than the measurement from the mill. For the BB, 
by assuming the heat loss 3.5%, 5% excess air and 45% dry content of bark, the ratio of the 
steam generation to bark consumption (dry) calculated from the model is 5.15 ton steam/ ton 
dry bark, and the corresponding measurements from the mill is 6.07 (ton steam/ ton dry bark). 
The discrepancy for the BB may be from assumption of the dry content of bark. Generally, 
the dry content of the bark is from 40 to 50%, and the bark consumption increases with 
increasing water content of bark. For the turbine, by assuming the mechanical loss 5%, the 
model calculation agrees well with measurements. 
  
3.2. Process integration 
The running of the BB is to satisfy the process steam demand for the whole plant. The 
operation conditions in the RB will affect the energy consumption for the RB itself, and then 
affect the performance of the BB. While the operation conditions in the BB will only affect 
the performance of the BB. 
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For the RB, the temperature of the flue gas, the temperature of the liquid into the RB, the 
temperature of the water into the RB, the amount of the access air, the temperature of the air, 
the water content of the liquor, and the heat loss of the RB will affect the steam generation 
from the RB. Since the RB is insulated well, the heat loss may be in the range of 1 to 5%. 
Meanwhile, the amount of the excess air may be from 5% to 15%. The model calculation 
results show that the variations of these two operation conditions do not affect the 
performance of the RB a lot, and the discussions were not shown. In addition, the influence 
the water content of the liquor to the RB has been discussed in our previous work[11]. 
 
Fig. 3 illustrates the influence of the temperature of the flue gas on the performance of the RB 
and the BB. The utilization of the waste heat from the flue gas is very promising. If the 
temperature of the flue gas decreases from 250 to 125 °C by using heat exchanger to 
exchange the heat with flows to the RB, the steam generation will increase from 215 to 232 
ton/h, and the corresponding bark consumption (wet basis) will decrease from 22.6 to 15.6 
to/h. How to utilize the waste heat is a big challenge, and the following text will give the 
discussion. 
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Fig.3. The effects of temperature of flue gas and feed water on the performance of the RB and the BB. 
 
The influence of the temperature of the water on the performance of the RB is also shown in 
Fig. 3. If the temperature of water increases from 100 to 175 °C, the steam generation from 
the RB will increase from 213 to 240 ton/h, and the corresponding bark consumption will 
decrease from 23 to 12 ton/h. This is one possibility to utilize the waste heat in the flue gas. 
Sometimes, the waste heat from flue gas may not be enough to preheat water, which means 
that how to reasonably use the waste heat for the whole plant to preheat water is a vital issue 
to save the energy. On the other hand, the improvement of process performance by adding 
new heat exchangers and/or changing the existing routines always requires additional 
investment. It is worth or not? The model results can provide the possibility for the process 
improvement, and then make the cost estimation to help people to make a decision, which is 
just the goal of our work.  
 
The temperature of the liquor to the RB will affect the performance of the RB and BB. When 
the liquor leaves from the evaporation plant, the temperature of the liquor is around 125 °C. 
From the energy point of view, if the temperature of the liquor can be further increased, the 
steam generation from the RB will be increased obviously as shown in Fig. 4. However, from 
the practice point of view, the temperature of the liquor should be lower than the boiling 
temperature of the liquor which is around 130 °C. Because of this reason, the insulation of the 
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pipe for the black liquor distribution from the evaporation plant to the RB is very important. 
For example, if the black liquor is cooled to 100 °C to enter the RB, the steam generation will 
decrease to 3.5 ton/h and the bark consumption will increase 1.5 ton/h compared to 130°C.  
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Fig.4. The effect of the temperature of the liquor on the performance of RB and BB. 
 
For the BB, the influences of the temperature of the flue gas, the temperature of the water into 
the boiler, the amount of the excess air, the temperature of the air, and the heat loss of the 
boiler on the performance of the BB is the same as those for RB. The effects of the 
temperature and the water content of the bark are illustrated in Fig. 5, respectively. The 
increases of temperature of the bark will decrease the bark consumption. Although the energy 
saving is not so obviously, but it should be very easy to increase the temperature of the bark 
from 20 to 80 °C. On the contrary, the effect of water content on the bark consumption is 
considerable, and this explains the possible reason for the discrepancies of the model results 
from the measurement in model validation part.  
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Fig.5. The effect of the temperature and water content of the bark on the performance of BB. 
 

4. Conclusions 

A mathematical process integration model for the steam generation part was developed. The 
material and energy balances were obtained theoretically. The model of the steam generation 
part was implemented into the previous developed whole plant model, and the model results 
of the steam generation part were validated with the operation data by running the process 
integration model with the low energy cost as the objective function. The effects of the 
operation conditions in the steam generation part on the whole plant performance were 
investigated. It shows that the utilization of the waste heat from the flue gas to increase the 
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temperature of the feed water into the boiler is an option to decrease the bark consumption, 
and the insulation of the pipes for the black liquor distribution from the evaporation plant to 
the RB is very important. For the BB, the water content of the bark affects the bark 
consumption considerably. 
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Abstract: Swedish companies have since 2003 been able to get certified by an energy management system 
(EEMS) and companies that have been certified, can now show savings in energy use. The downside of today's 
EEMs is that too few small and medium-sized enterprises (SMEs) have chosen to certify such a system in the 
organization. To increase awareness and interest among SMEs, a simplified version of the EEMS would be 
desirable. This article presents a simplified EEMs for SMEs developed from the original European standard (SS-
EN 16 001). The article describes how the simple EEMS was developed and how the system was validated, i.e. 
how different companies responded to test-runs of the developed simplified EEMS. By testing the simplified 
EEMS in practice among various SMEs, different needs from the industry have been documented. The requests 
that were of greatest importance was how different incentives can be designed to increase the certification level, 
e.g. tax exemptions etc. The Swedish LTA for energy-intensive industries includes tax exemptions, as well as the 
certification of the European EEMS standard, and has shown to lead to large energy savings. An examples of a 
future energy policy could thus be a Long-Term Agreement (LTA)s program for SMEs including the simplified 
EEMS. 
 
Keywords: Energy management, SME, Industrial energy efficiency, PFE 

1. Introduction 

Increased global warming is posing a major threat to global environment. The industry is a 
large emitter of carbon dioxide emissions, the major green house gas, and accounting for 
about 78 percent of the world’s annual coal consumption, 41 percent of the world’s electricity 
use, 35 percent of the world’s natural gas consumption, and nine percent of global oil 
consumption [1]. Industrial energy efficiency is one of the most significant means of reducing 
the threat of increased global warming [2]. During the last decade, energy prices rose 
significantly for the Swedish industry. Between 2000 and 2006, electricity prices in Swedish 
industry almost doubled and oil prices rose by about 70 percent [3]. Even more price 
increases are to be expected, not least as a consequence of planned tax increases in the nation. 
The electricity price increase has partly been due to the liberalization of the European 
electricity markets. The liberalization caused the domestic markets to converge and Sweden 
has for a long time enjoyed one of the lowest electricity prices in Europe, see, e.g. [4]. Oil 
price increases may not create competitive disadvantages solely for Swedish industry. 
Electricity price increases on the contrary most likely will. This is particularly related to the 
Swedish industries and the fact that the historically low electricity prices have resulted in a 
higher use of electricity than for their European competitors in many Swedish industrial 
sectors, see [4] for a comparison in the European foundry industry.  
 
Two main means exist of overcoming the threat of rising energy prices for the Swedish 
industry. One is to focus on managing the energy supply side with diversified portfolios etc. 
and, the other means is energy management focusing on a reducing energy end-use at the 
company. In regard to the latter, an EnErgy Management System (EEMS) may be a tool 
supporting companies in this important work. However, for most companies, not the least 
small- and medium-sized enterprises (SMEs), the certification of an EEMS is far too costly. 
The cost for an EEMS certification in Sweden is approximately 8 000 EUR. The need for 
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developing an EEMS for SMEs can thus not be understated. The aim of this study has been to 
develop an EEMS for SMEs. The conducted research has been inspired by the European 
standard for EEMS but is a stand-alone product with a graphical interface. The paper is 
outlined as follows. Initially, the background to the paper (introduction) is presented, followed 
by a presentation of energy efficiency in SMEs, and a presentation of the methodology. After 
that, the developed EEMS is presented, and finally, results and major conclusions are 
presented. 
 
2. Energy efficiency in SMEs 

Even though energy management is stated to be an important means for reducing industrial 
energy costs and reducing negative environmental impact [5-6], with some exceptions, e.g. 
[5-10], energy management in industry may be considered a scarcely researched subject. In 
regard to SMEs having limited resources to work with energy efficiency and energy 
management, a full-scale, in-house energy management program may not be justifiable [11]. 
For example, the cost of an energy management program, e.g. certification of an EEMS etc., 
may be in parity with the annual energy cost at an SME. A simplified EEMS for SMEs could 
thus be a means for increased energy management practices.  
 
In Sweden, a few studies on barriers to energy efficiency among SMEs have been conducted 
[4,12-13]. Major barriers include: lack of time or other priorities/other priorities for capital 
investments, lack of access to capital/lack of budget funding, cost of production 
disruption/hassle/inconvenience, technical risk such as risk of production disruptions, 
difficulty/cost of obtaining information on the energy use of purchased equipment [9,22-23]. 
High-ranked barriers to energy efficiency among SMEs such as lack of time and other 
priorities, outlines the need for support, support which should not be too costly due to the 
barriers lack of access to capital, and moreover should involve information (difficulty/cost of 
obtaining information) [9,22-23]. A simplified EEMS developed for SMEs may overcome 
many of the barriers to energy efficiency and facilitate the adoption and governance of energy 
management in the sector.  
 

3. Methodology 

Swerea SWECAST conducts a research project named ENIG (Energy Efficiency In Group) 
together with Swerea IVF and FSEK (Association of Swedish Regional Energy Agencies). 
Project ENIG includes a number of research and development tasks to promote energy 
efficiency in Swedish industry [14].  
 
A task in the project ENIG is "To develop a simplified EEMS for SMEs ", which means that a 
system promoting industry for energy efficiency will be developed based on the existing 
European standard for energy management systems, EN 16001. The new EEMS will serve as 
guidance for companies in their work with management systems. Most companies that have 
adopted energy management are outside the definition of SMEs. The reason for this is that 
many companies lack the resources to establish management systems, but also the lack of 
incentives that could increase the level of certification within the SMEs.  
 
At a later stage, there are expectations that the simple EEMS in turn could help SMEs with 
the introduction of the real European standard, EN 16001, or the coming international 
standard ISO 50001 [15] . 
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SIS Publishing Co. owns the copyright to SS-EN 16 001 and because of legal reasons, an 
interconnection with the original standard had to be excluded. The application has been 
developed considering that it could be upgraded meaning that SMEs could get certified 
according to SS-EN 16 001. The management system is based on the PDCA-method (Plan-
Do-Check-Act-method). Figure 1 shows an illustration on the PDCA-method and how it leads 
to continuous improvement. 

 

Figure 1: Continuous improvement with the PDCA-method. [16] 

 
The simplified EEMS is built using lean production as a way of thinking when introducing 
energy use in EEMS [17] and its graphical interface is developed using Adobe Flash and 
Adobe Acrobat. It is developed as a presentation of the EEMS, and the SMEs should by 
working through the presentation; learn how to start working with EEMS. The simplified 
EEMS is more or less a self-learning system. To make the program more interesting and user-
friendly, focus on how to build the interface resulted in the use of Adobe Acrobat. The EEMS 
program takes the user through the EEMS step by step by linking the slides with each other. 
The linking is made following the PDCA-method, see figure 2. 
 
To improve the simplified EEMS even more, different companies in different sectors were 
visited and were asked to test-run the program. Interviews were held concerning how the 
SMEs would like to work with a management system and why they didn’t certify in 
accordance with the original standard. During the test-run, the EEMS was demonstrated and a 
review on how it differed from the real standard was explained. The results were documented 
and from the testing results, changes were made in the EEMS. The testing of the simplified 
EEMS was divided into two phases, the first one with companies that have worked with 
EEMS for a while and have experience on how to organize their work with energy 
improvements. The second phase included SMEs, mainly without any experience with 
management systems. With results from the site visits and test runs, the EEMS could be 
developed even further and included a validation of the developed program, i.e. how 
compatible it was in practice for SMEs. 
 
4. Results – simple EEMS program 

SMEs can benefit from a simplified EEMS, because they usually have lack of resources and 
time to look for the best practices that are relevant to their sector [18]. Figure 2 shows how the 
system is built and how every part of the system is linked together. 
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Figure 2: How the different parts from the simple EEMS are linked together. 

 
To implement the simplified EEMS, companies should go through the management system in 
the following order:  
 
1st. Energy Policy: The company should define an energy policy. Some requirements for an 
energy policy are that, it should be simple, easy and possible to communicate to everyone in 
the company. The Energy Policy will be the document that is published and it shows how the 
company plans to work with energy efficiency. It is important to write an easily 
understandable to understand policy and it is desirable that all the staff from the company 
agrees on what is expressed in the policy. 
 
2nd. Laws and standards: Update the laws and requirements that could affect the company’s 
work. Documenting a record of national, but also international laws and standards is a way to 
identify what rules the company should adjust its energy use for. The laws and requirements 
that concern the company will be documented and saved for future monitoring.  
 
3rd. Implementation: The implementation part of the EEMS consists of two parts, checklist 
and energy tools. Introducing a checklist could be used as guidance for companies in their 
energy use, see figure 3. By introducing different energy tools in the company, they will have 
more alternatives to improve the work with energy efficiency. The energy tools that the 
company could use in their energy work are energy incentives, LCC and key energy figures 
etc. 
 
4th. Follow up: In the follow-up, companies should review their results, through a review of 
the energy management practices conducted. The review should address the energy policy and 
work with energy efficiency at the company. In order to facilitate the revision an example 
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paper was developed to show which parts that are the most important to review. A proper 
follow up of the management system should find different discrepancies that exist in the 
energy targets. By eliminating the discrepancies, companies could improve their level of 
energy efficiency. 

 
Figure 3: How EEMS presents the different checklists. 
 
5th. Continuous improvement: The companies should always work with continuous 
improvement of the simple EEMS, see figure 4. 

 
Figure 4: Continuous improvement of the simple EEMS. 
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If the company wants to do an effective work with their management system they have to dare 
to act and improve. In order to improve the simplified EEMS, anomalies in the system could 
be reduced and the the energy efficiency could be increased.  
 
4.1. Validation of the developed EEMS program 
Test runs of the simple EEMS have contributed to a continuous improvement of the program 
on how they would like to use an energy management system. 
 
In early development of the simple EEMS, people with a greater insight on how to work with 
management functions were visited. The people who attended the first testing may be seen as 
either energy experts at the Swedish Energy Agency or staff from large industries with a well-
known reputation from decades of successful energy management practices.  
 
The improvements that were made during the test runs in the first phase were how the 
simplified EEMS could be more easily understood and user friendly. An idea from one of the 
industrial respondents was that if companies were trying to work according to the lean-
production philosophy, they would automatically understand how EEMS is supposed to work. 
By implementing a presentation on how lean production and EEMS are linked together a 
more user friendly approach could thus be achieved. 
 
During the meeting with respondents from the Swedish Energy Agency, ideas resulted in 
adapting checklists in the simplified EEMS, arguing that a checklist is an easy way to do an 
energy audit of the energy use in a SME. The meeting with another industry respondent 
helped to develop an EEMS towards a more user-friendly interface. The respondent working 
full time with certified environmental and energy management systems could contribute with 
thoughts and ideas about how the workflow should be improved.  
 
After the site visits and meetings with respondents at the Swedish Energy Agency, the EEMS 
was now ready to go into phase two, which was testing the EEMS among SMEs. Four 
companies were visited during the test phase.  
 
Feedback from the test runs in phase two was solely positive. The test-runs gave a useful view 
on how the SMEs would like to work with an EEMS. All of the four companies thought that 
the simplified EEMS was easier to use, smoother, based on common sense and required less 
resources to implement than the original SS-EN 16 001.  
 
The Swedish LTA for energy-intensive industries includes tax exemptions, as well as the 
certification of the European EEMS standard (SS-EN 16 001), and has shown to lead to large 
energy savings (about 1.4 TWh electricity annually). A request from one of the company 
respondents test runs was to use the simplified EEMS in an LTA (Long-Term Agreements) 
specially tailored for SMEs in the future. The main reason why the company participating in 
the test-run did not participate in the current LTA was due to too high certification EEMS 
costs. 
 
5. Conclusion 

This work together with previous research by Thollander and Dotzauer (2010) [11], indicates 
that a simple and less costly version of an EEMS is desirable among SMEs. By developing an 
EEMS suited for smaller organizations, it could help companies to increase their level of 
knowledge on how to organize their business in regard to energy management, and thus 
enabling increasing levels of energy efficiency in the company. Increased understanding of 
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energy management could contribute to more companies seeing the potential for energy 
efficiency and energy management.  
 
Even if companies do not consider that they need an EEMS, a shorter training or insight into 
the simplified EEMS would help companies to realize the importance of organizing their 
energy management work. By trying to reduce inventories, increase productivity, improve 
quality, they can become more competitive and (energy) efficient in their business. Moreover, 
by increasing awareness on how production is managed, this may contribute to a reduction of 
energy use.  
 
One incentive could be an LTA with tax exemption if companies used the simplified EEMS, 
like the Swedish PFE for energy-intensive industries.  
PFE was found to show large energy savings among the participating companies and the 
project showed that companies succeed in saving energy through certification of an EEMS. 
However, PFE for SMEs should have greater demands for education and training in 
management systems and a required implementation of an energy audit. By informing 
companies how to use an EEMS, they could implement routines on how to use the data they 
receive through an energy audit.  
 
According to the company-visits, the simplified EEMS program proved easy to use, none of 
the visited SMEs who made test-runs of the program thought it was inconceivable. However, 
more test-runs are needed to further shape the program into a final form. The estimation is 
that about 20 test runs would be needed to get an insight into how well the simplified EEMS 
performs among SMEs. Another interesting test-run, which was not performed, is to let a few 
companies use the simple EEMS for a longer period. This test run could be a good feedback 
on how well a simple EEMS actually works for a longer period and if the companies can 
achieve savings in their energy use. 
 
A final conclusion is that a simplified EEMS can help companies to start implementing the 
measures that are deduced from an energy audit. An obstacle for energy audits to become 
useful is that they may end up in a "desk drawer", i.e. the company has not been able to use 
the new information. The main reason is that companies lack tools for how to deal with all of 
the new data obtained from an energy audit. By using a simplified EEMS, companies have 
now a tool that creates routines that measure and document their use of energy and their work 
to increase energy efficiency. Thus, companies can, through the developed program, achieve a 
support to spot inefficiencies in their energy use and realize that they can increase profits by 
reducing their energy use.  
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Abstract: The pulp and paper industry, with its wood biomass feedstock, has promising opportunities to become 
a key player in the biorefinery arena. A successful implementation of biorefinery pathways requires optimization 
of the energy system through process integration, and can lead to both increased and diversified revenues as well 
as a r eduction of global CO2 emissions. This paper presents the results from a pinch analysis of a partly 
integrated Kraft pulp and paper mill. The objective was to identify the potential for energy efficiency 
improvements, focusing on possibilities to save steam. Another objective was to identify practical retrofit 
solutions for the mill heat exchanger network and to estimate the costs for the required investments. The 
potential for energy savings at the mill is estimated at 18.5 MW, i.e. 12% of the current steam demand. Two 
alternative retrofit options are presented in the paper. A straightforward retrofit that is easy to implement enables 
5.8 MW of steam to be saved at a cost of €0.13 million per MW of saved steam. A second more extensive 
retrofit option is also presented which could achieve steam savings of 11 MW at a cost of €0.14 million per MW 
of saved steam. Assuming that the steam savings lead to a reduced use of bark fuel in the power boiler, the pay-
back period of both energy saving retrofit investments is estimated to be less than about 16 months. 

Keywords: Pinch analysis, Pulp and paper industry, Retrofit, Steam savings. 

1. Introduction 

Extensive research aiming at improving energy efficiency and heat integration of pulp and 
paper plants has been conducted during the past decades. The pulping industry, with its wood 
biomass feedstock, has clear opportunities to become a key player in the biorefinery arena. 
Successful implementation of biorefinery concepts requires maximized heat integration, and 
can lead to increased and diversified revenues as well as reduced global CO2 emissions. 
 
There are many possible biomass conversion paths in biorefineries, including thermo-
chemical, biochemical, mechanical and chemical processes. Thermo-chemical conversion 
usually involves gasification, pyrolysis or direct combustion, with significant excess heat 
flows at different temperature levels. Pinch analysis is an essential tool for investigating 
opportunities for heat integration both within the thermo-chemical biorefinery plant, and 
between the thermo-chemical biorefinery plant and other nearby industrial process plants with 
significant heat flows, such as a Kraft pulp mill.  
 
Integration of biorefinery operations within a pulp and paper plant is a typical application of 
heat cascading, whereby heat for one plant is supplied by excess heat from another. 
Opportunities for biorefinery-related heat-cascading in the pulping industry have been widely 
discussed in the literature. A review report published in 2008 [1] discusses general issues for 
process-integrated biorefineries and also discusses the following specific examples: 
Drying of biomass (e.g. forest residues, bark) 
Pelletizing in connection with drying and forest residues leaching 
Energy combine with ethanol production 
Energy combines with other industries 
A chemical market pulp mill with optimized energy consumption could achieve a surplus of 
energy which can be utilized to produce electricity, enable decreased firing of bark fuel in the 
mill’s power boiler which can be dried and sold on t he biomass fuel market, or enable 
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integration of appropriate biomass energy combine process concepts. An integrated chemical 
pulp and paper mill, on the other hand, needs to import energy, since the paper machine is a 
large consumer of heating steam. However, energy savings within an integrated mill also lead 
to economical savings and decreased environmental impact since they provide a way to 
reduce the fuel import demand. The mill studied here is a partly integrated pulp and paper mill 
which means that part of the produced pulp is sold as market pulp and the rest is used to 
produce paper. One objective of this study was therefore to contribute to the knowledge base 
about the energy situation in such a partly integrated pulp and paper mill. It is important to 
note that very few published studies in the literature address energy efficiency at partly 
integrated pulp and paper mills based on t he Kraft process. Therefore, it is important to 
contribute to further development of the knowledge about the energy situation in this type of 
mill. The main objective of this work was to identify potential energy savings through pinch 
analysis at a partly integrated pulp and paper mill. The aim was also to suggest practical 
retrofit solutions for how to achieve a reduced energy demand, or alternatively, how to release 
excess heat at higher temperatures. The costs of the proposed measures were also estimated. 
 
The results presented in this paper are based on the results of an MSc thesis project conducted 
by two students at Chalmers University of Technology in close co-operation with mill 
personnel at the Billerud Karlsborg mill. The thesis report by Eriksson and Hermansson, 
Pinch analysis of Billerud Karlsborg, a partly integrated pulp and paper mill [2] provides a 
detailed description of the work and results of the energy systems analysis. 
 
The pinch study was part of a larger project conducted in co-operation between research 
groups at several Swedish universities1, the Swerea MEFOS Research Institute and the pulp 
and paper mill Billerud Karlsborg. The aim of the project, hereafter called the Billerud 
project, was to establish a f ramework for process integration studies with a regional 
perspective in the pulp and paper industry. One of the objectives of the project was to improve 
co-operation between different institutions and actors who use and develop process 
integration tools such as pinch technology and reMIND (see for example reference [9]). The 
results of the pinch analysis presented in this paper are therefore planned to be used in 
connection with other models developed within the project. The opportunities for this model 
interaction are discussed in Section 5.2. 
 
2. Methodology 

This study was conducted using pinch technology, and it is assumed that the reader is familiar 
with the basic concepts. For a comprehensive description of the theory, the reader is referred 
to references [3] and [4]. The principal steps of the methodology are described below [5]: 
Define the process stream system to be investigated with respect to opportunities for 
improved energy efficiency. 
 
Extract stream data and establish energy saving targets using pinch analysis. 
Analyze the existing heat exchanger network in order to identify pinch rule violations.  
Make changes to the existing network so as to solve some of the pinch violations. 
Evaluate the profitability of the proposed changes to the heat exchanger network. 
Process data representing typical average winter operation was retained for the study. Most of 
the data required was available directly in the plant’s process data-log, but some additional 
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measurements were needed. Manufacturer specifications, engineer estimations, and mass and 
energy balances were also used to complete the data set required. Stream-specific minimum 
temperature differences for heat exchanging and heat transfer coefficients were used in 
accordance with previous studies [5]. 
 
The costs of the proposed heat exchanger network retrofits were calculated based on area 
requirements, with surface area costs taken from recent pinch studies of similar mills [6]. The 
cost of piping was estimated at 50% of the installed heat exchanger cost based on typical cost 
estimation factors presented in [4], since the distances between streams were not investigated. 
Additional costs for e.g. instrumentation, control and pumping costs were also neglected. 
 
3. Mill description 

The studied mill is a partly integrated Kraft pulp and paper mill situated in northern Sweden, 
producing 300 000 tonnes/year of pulp and paper (40% pulp and 60% paper). Electricity is 
cogenerated in a back-pressure steam turbine unit. The mill was built over 80 years ago, but 
the main parts still in use were built in the early 1980’s. Continuous energy improvements 
have been made during the lifetime of the plant. However, given the availability of new 
research results and the continuous changes of energy market conditions, it is of interest to re-
investigate the potential for process integration and energy savings on a regular basis. Pinch 
analysis provides a good tool for this type of investigation and has now been used at the 
Billerud Karlsborg mill for the first time.  
 
4. Results 

4.1 Theoretic potential for energy savings 

A large number of heat exchangers supplying heating or cooling to mill process streams were 
identified (27 cold and 35 hot  streams). Adopting stream-specific values of ½ ΔTmin for 
different stream types, ranging from 0.5 K for utility steam to 8 K for air, the process pinch 
temperature is 148˚C. This means that the mill has a net deficit of heat above 148˚C and a net 
surplus below. The theoretical minimum external heating requirement is 135.4 MW.  
The composite curves for the mill are shown in Fig. 1. The potential internal heat exchange is 
illustrated by the overlap of the hot and cold curves. In a theoretical case with maximum heat 
exchange between the curves, the hot streams should be able to provide all heat to the process 
except for the actual steam demand. Achieving this for a retrofit design would, however, 
require far too many new heat exchangers to be profitable. 
 
In the grand composite curve (Fig. 2), the composite curves are merged. The horizontal line 
below the pinch represents the surface condensers, which provide about 41 MW of heat at 
60˚C. This heat is currently used for warm water production from raw water. This heat could 
be released by making use of the hot streams in the heat pocket below the surface condensers’ 
temperature. These streams are hot effluents from the evaporation and bleaching plant and 
outgoing air from the pulp dryer and the paper machine. There is also a heat pocket at around 
70˚C which could enable heat integration for several streams in this region. 
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Fig. 1. Composite curves for the process. 

 

Fig. 2. Grand composite curve for the process. 

4.2 Pinch violations 

The difference between the actual steam demand and the minimum demand for hot utility is 
due to pinch violations i.e. non-optimal heat exchange. With a minimum hot utility of 135.4 
MW and a current steam demand of 153.9 MW, the resulting pinch violations for the plant are 
18.5 MW. This corresponds to a theoretical steam-saving potential of 12% of the current 
steam demand. All violations are due to heating below the pinch. 
 
4.3 Retrofit suggestions 

In this section, two retrofit options are presented: Retrofit I involves relatively straightforward 
changes whereas Retrofit II is more extensive. The focus of both retrofit options is on 
eliminating steam users below the pinch temperature. This could be achieved by improved 
heat recovery from high temperature water effluent streams in drains or by heat exchanging 
streams differently in the network. The major difference between the proposals is that in 
Retrofit I only changes that do not affect the hot and warm water system (HWWS) are 
considered, whereas in Retrofit II this process section is included.  
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4.3.1 Retrofit I 
In Retrofit I, the main focus has been to save as much steam as possible without interfering 
with the HWWS. This retrofit could achieve steam savings of 5.8 MW of low-pressure (LP) 
steam, which corresponds to 4% of the present steam demand and 32% of the pinch 
violations. In Table 1, the cold streams are presented together with the hot stream that, 
according to the proposal, should replace the LP steam that is currently used. The resulting 
steam savings are also indicated. In this proposal, steam is replaced by condensate streams 
and hot effluents from the evaporation plant. Costs for new heat exchangers include costs for 
new heat exchanger area and piping. The total cost for the Retrofit I proposal is estimated at 
€759 000 and the resulting specific cost is €130 000 per MW. 

Table 1. Steam savings resulting from retrofit measures in Retrofit I. 
Cold stream New hot stream Steam saved (MW) 
E2 filtrate Condensate from stripper 1.0 
E2 filtrate Condensate from stripper 1.3 
White water for pulp dryer and paper 
machine B-condensate 2.1 
White water for paper machine Condensate cooling pulp dryer 1.5 
Total 5.8 
 
4.3.2 Retrofit II 
The more extensive heat exchanger network retrofit results in larger energy savings than 
Retrofit I. In addition to the steam savings of Retrofit I, changes that affect the HWWS are 
also included in Retrofit II. The replaced steam users are shown in Table 2. In total it i s 
possible to save approx. twice as much steam as in Retrofit I, i.e. about 11 MW of LP steam. 
This corresponds to 7% of the present steam demand and 60% of the pinch violations. The 
total cost of the Retrofit II proposal is estimated at €1 580 000, or €143 000 per MW.  

Table 2. Steam savings resulting from retrofit measures in Retrofit II. 

Cold stream New hot stream 
Steam saved 
(MW) 

E1 filtrate Liquor cooling 1.6 
E2 filtrate Condensate from stripper 1.0 
E2 filtrate Condensate from stripper 1.3 
D0 filtrate Hot water 2.6 
White water for pulp dryer and paper 
machine B-condensate 2.1 
Local heating Digester liquor 1.0 
White water for paper machine Condensate cooling pulp dryer 1.5 
Total 11.0 
 
In addition to the changes made in Retrofit I, it is necessary to modify or build seven 
additional heat exchangers. When replacing a heat exchanger in the HWWS it is important 
that the new network still can achieve the same temperatures in the hot and warm water tanks. 
 
4.4 Other findings from the pinch study 
4.4.1 The paper machine 

There is a lack of information regarding how the heat recovery in the paper machine is 
currently implemented. A thorough investigation of the heat recovery system would most 
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probably identify further opportunities for improvement. Using a system similar to the one 
used in the pulp dryer, with a fluid transferring heat from the outgoing air to the incoming air, 
could improve efficiency and provide operational flexibility with respect to outdoor 
temperature. At present, there are large amounts of energy released to the surrounding with 
the outgoing air effluent stream due to its high humidity content. 
 
4.4.2 Bleaching plant 
The bleaching plant is the largest user of hot water in the mill. A comparison with other mills 
indicates that there is a potential for energy savings at the studied mill and that there are 
reasons to investigate the bleaching plant more thoroughly. Using presses instead of filters 
when washing the pulp and keeping the temperature at a m ore even level between the 
bleaching steps are two ways of lowering the demand for steam and hot water and thus 
improving the energy efficiency.  
 
4.4.3 Hot and Warm Water System (HWWS) 
It would be possible to reach a higher temperature in the hot water tank with some changes in 
the heat exchanger network. This would lead to lowered steam demand in the subsequent hot 
water users. This option was not included in the study, since traditional pinch analysis is not 
the best approach to such tank temperature optimization. It would, however, be interesting to 
further analyze this opportunity. 
 
4.5 Economic evaluation 

There are several ways for the mill to  benefit from potential energy savings. The most 
obvious and straightforward is to simply reduce the amounts of oil and bark fired in the power 
boiler. Due to large seasonal variations it is, however, not possible to reduce the boiler load 
during all parts of the year, since during summer, it already runs at minimum load. Other 
options include investing in a condensing turbine, delivering district heating or integrating a 
biorefinery process. 
 
To make an initial assessment of the profitability of the proposed energy-efficiency measures, 
a simple calculation was performed for the option of bark savings. Assuming bark savings can 
be achieved during two thirds of the year, the economic savings will be €107 000 per MW 
and year and hence the payback period will be less than 16 m onths for both proposals. 
Considering that the fuel reduction is likely to be oil rather than bark during parts of the year, 
the payback period could well be even lower. 
 
5. Discussion 

5.1 Seasonal variations 
The study was carried out for winter operating data. The summer steam demand is lower 
because of increased ambient temperatures. Therefore this study is not representative for the 
whole year. 

No detailed investigation of possible economic benefits through, for example, reduced 
burning of bark or district heating delivery were made. To analyze these options, more 
information regarding yearly variations in bark boiler firing, steam system and demand of 
heating and cooling in general are required. The effect of these seasonal variations on the 
steam-saving potential could, however, be estimated using the results of previous studies [6]. 
The effect on the overall energy balance of the mill could, for example, be studied using the 
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reMIND tool, thereby connecting the results from this pinch analysis to other studies within 
the Billerud project. 
 

5.2 Pinch-reMIND interaction 

It is possible to use the results of the pinch analysis presented in this paper in an energy 
system model developed using the reMIND simulation and optimization tool (see e.g. [7]). 
This model interaction is based on what has previously been shown to be a good way to use 
the results from pinch analysis in optimization studies using reMIND, see for example [8] and 
[9]. For a more general discussion of the role of optimization for efficient implementation of 
process integration measures in industry, see [10]. 
 
In reMIND, optimization is carried out by using mixed integer linear programming in order to 
minimize the system cost. The system cost includes amongst others, the investment costs of 
different measures that can be taken to change the system. The structure of the energy system 
is represented as a n etwork of nodes and branches where branches represent energy or 
material flows. One node may represent, for example, a p rocess line or a single equipment 
unit. It may also represent a possible steam-saving investment which will be the case when 
representing the results from the pinch analysis. Multi-period optimization can be modelled in 
reMIND which makes it possible to consider seasonal variations in the overall energy system 
studied. 
 
The two retrofit alternatives identified in the pinch analysis could, for example, be modelled 
as two different investment options in the reMIND model, each resulting in a certain steam 
saving2 which can be achieved  for a specified investment cost. 
 
6. Conclusions 

The theoretical potential for energy savings at the studied mill was estimated at 18.5 MW, 
corresponding to 12% of the current steam demand. Two retrofit proposals to accomplish 
parts of this theoretical potential were suggested. Assuming that the steam savings lead to a 
reduced use of bark in the power boiler, the pay-back period of the energy savings investment 
is estimated to be less than about 16 months. 
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Abstract: Classical thermodynamics is capable of determining limits on energy production or consumption in 
terms of the exergy change. However, they are often too distant from reality. Yet, by introducing rate dependent 
factors, irreversible thermodynamics offers enhanced limits that are closer to reality. Thermodynamic analyses 
lead to important formulas for imperfect efficiencies. In this paper power limits for generation or consumption of 
thermal, solar, chemical energy are obtained by application of the optimal control theory.  
 
Power limits define maximum power released from energy generators and minimum work supplied to separators 
or heat pumps. In this research we consider power limits for both devices of energy generator type (engines and 
fuel cells) and of energy consumer type (heat pumps, separators and electrolysers). Each process is driven either 
by a simple heat exchange or by the simultaneous exchange of energy and mass fluxes. We stress the link of 
these problems with the classical problem of maximum work. Particular attention is devoted to fuel cells as 
electrochemical flow engines. Amongst a number of new results, notion of certain special controls (Carnot 
variables) plays an important role. In particular, we demonstrate their role in the analysis of heat and radiation 
engines, chemical power generators and fuel cells.  
 
Keywords: efficiency, power generation, entropy, thermal machines, fuel cells. 

Nomenclature  

Av generalized exergy per unit volume ......Jm-3 
a0 constant related to the Stefan-Boltzmann 

constant ............................................ Jm-3K-4 
av total area of energy exchange per unit 

volume .................................................... m-1 
G  resource flux .............................. gs-1, mols-1 
g conductance ...................................... Js-1K-a 
h numerical value of Hamiltonian ...... Jm-3K-1 
n flux of fuel reagents ................... gs-1, mols-1 
q heat flux between a stream and pow er 
generator ....................................................... Js-1 
Q total heat flux involving transferred 

entropies ................................................ Js-1 
Sσ entropy produced .................................. JK-1 
sv volumetric entropy .......................... J K-1m-3 
T variable temperature of resource ............. K 

T1,2 bulk temperatures of reservoirs1 and 2  ... K 
T1’,2’ temperatures of circulating fluid  ............. K 
T’ Carnot temperature control...................... K 
t physical time .............................................. s 
W work produced, positive in engine mode ... J 
w specific work at flow or power per unit flux 

of a resource ....................................... J/mol 
α heat coefficients ........................... Jm-2s-1K-1 
ε total energy flux ..................................... Js-1 
µ chemical potential ............................. Jmol-1 
µ' Carnot chemical potential ................. Jmol-1 
Φ factor of internal irreversibility ................. - 
σ Stefan-Boltzmann constant ......... Jm-2 s-1K-4 
σs entropy production of the system ...... JK-1s-1 
ζ chemical efficiency .................................... - 

 
1. Introduction 

In a previous work (Sieniutycz 2003 [1]) we discussed basic rules for modeling power 
production and energy limits in purely thermal systems with finite rates. In particular, 
radiation engines were analyzed. In the present work we treat generalized systems in which 
temperatures T and chemical potentials µk are essential. This is associated with engines 
propelled by fluxes of both energy and substance. When one, say, upper, reservoir is finite, its 
thermal potential decreases along the stream path, which is the consequence of the energy 
balance. Any finite reservoir is thus a resource reservoir. It is the resource property or the 
finiteness of amount or flow of a valuable substance or energy which changes the upper fluid 
properties along its path. Then, in the engine mode of the system, one observes fluid’s 
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relaxation to the equilibrium with an infinite lower reservoir, usually the environment. This is 
a cumulative effect obtained for a resource fluid at flow, a set of sequentially arranged 
engines, and an infinite bath Downgrading or upgrading of resources may occur also in 
electrochemical systems of fuel cell type. Fuel cells working in the power production mode 
are electrochemical flow engines propelled by chemical reactions.  
 
In a process of power production shown in Fig. 1 two media differing in values of T and µ 
interact through an energy generator (engine), and the process is propelled by diffusive and/or 
convective fluxes of heat and mass transferred through ‘conductance’ or boundary layers. The 
energy flux (power) is created in the generator between the resource fluid (‘upper’ fluid 1) 
and, say, an environment fluid (‘lower’ fluid, 2). In principle, both transfer mechanisms and 
values of conductance of boundary layers influence the rate of power production (Curzon and 
Ahlborn 1975[2]; De Vos 1994 [3], Sieniutycz and Kuran 2005 [4], 2006 [5]). 
 

 
 

Fig. 1.  A scheme of chemical and/or thermal engine. 
 
2. Carnot Control Variables in Power Systems 

Diverse controls can be applied in power systems to represent the propelling fluxes of heat 
and mass transfer. Here we shall recall and then use definitions of Carnot control variables 
(Carnot temperature and chemical potential) whose derivations and applications were 
originated in our previous work (Sieniutycz 2003 [8]). We begin with the simplest case of no 
mass transfer, i.e. we shall consider a steady, internally reversible (‘endoreversible’) heat 
engine with a perfect internal power generator characterized by temperatures of circulating 
fluid T1’ and T2’, Fig.1. The stream temperatures, attributed to the bulk o each fluid are T1 and 
T2. The inequalities T1>T1’>T2’>T2 are valid for the engine mode of the system. With an 
effective temperature called Carnot temperature 
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This form is identical with the familiar expression obtained for processes of purely dissipative 
heat exchange between two bodies with temperatures T1 and T’. In terms of temperature T’ of 
Eq. (1) thermal efficiency assumes the classical Carnot form containing the temperature in the 
bulk of the second reservoir and temperature T’: 
 

T
T

′
−1= 2η   (3) 

 
This property substantiates the name “Carnot temperature” for control variable T’. In terms of 
T’ description of thermal endoreversible cycles is broken down to formally “classical” equations 
which contain T’ in place of T1. In irreversible situations Carnot temperature T’ efficiently 
represents temperature of the upper reservoir, T1. Yet, at the reversible Carnot point, where T1’ = 
T1 and T2’ = T2, Eq. (1) yields T’ = T1, thus returning to the classical reversible theory. These 
properties of Carnot temperature render descriptions of endoreversible and reversible cycles 
similar. They also make the variable T’ a suitable control in both static and dynamic cases 
(Sieniutycz 2003 [8]).The notion of Carnot temperature can be extended to chemical systems, 
where also the Carnot chemical potential emerges (Sieniutycz 2003 [8]), where instead of pure 
heat flux q the so called total heat flux (mass transfer involving heat flux) Q is introduced. The 
heat flux equals the difference between total energy flux ε and flux of enthalpies of 
transferred components, q = ε - h, satisfying an equation 
 

GnnnQ mmkk −≡−−≡ 11 εµµµε .......   (4) 
 
where G is the flux of Gibbs thermodynamic function (Gibbs flux). The equality ε = Q + G is 
fundamental in the theory of chemical engines; it indicates that power can be generated by 
two propelling fluxes: heat flux Q and Gibbs flux G, each generation having its own 
efficiency. The related driving forces are the temperature difference and chemical affinity. 
Assuming a complete conversion we restrict to power yield by a simple reaction A1 + A2 = 0 
(isomerisation or phase change of A1 into A2). We have a chemical control variable 
 

'' 212 −+=′ µµµµ   (5) 
 
which has been used earlier to study an isothermal engine (Sieniutycz 2008 [9]). After 
introducing the Carnot temperature in accordance with Eq. (1), total entropy production of the 
endoreversible power generation by the simple reaction A1+A2 = 0 takes the following form 
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where Q1 = q1 + T1s1n1 is the total heat flux propelling the power generation in the system. The 
resulting equation is formally equivalent with a formula obtained for the purely dissipative 
exchange of energy and matter between two bodies with temperatures T1 and T’ and chemical 
potentials µ1 and µ’. 
 
3. Energy Systems with Internal Imperfections 

Carnot variables T’ and µ’ are two free, independent control variables applied in power 
maximization of steady and dynamical generators. Ideas referring to endoreversible systems 
may be generalized to those with internal dissipation. In such cases a single irreversible unit 
can be characterized by two loops shown in Fig. 2 which presents the temperature–entropy 
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diagram of an arbitrary irreversible stage. Each stage can work either in the heat-pump mode 
(larger, external loop in Fig. 2) or in the engine mode (smaller, internal loop in Fig. 2). 
 

 
Fig. 2.  Two basic modes with internal and external dissipation: power yield in an engine and power 

consumption in a heat pump. Primed temperatures characterize the circulating fluid. 
 

The related analysis follows the earlier analyses of the problem which take into account 
internal irreversibility by applying the factor of internal irreversibility, Φ. By definition, Φ = 
∆S2’/∆S1’ (where ∆S1’ and ∆S2’ are respectively the entropy changes of the circulating fluid 
along the two isotherms T1’ and T2’ in Fig. 2) equals the ratio of the entropy fluxes across the 
thermal machine, Φ = Js2’/ Js1’.  Due to the second law inequality at the steady state the 
following inequalities are valid: Js2’/Js1 >1 for engines and Js2’/Js1 <1 for heat pumps; thus the 
considered ratio Φ measures the internal irreversibility. In fact, Φ is a synthetic measure of 
the machine’s imperfection. Φ satisfies inequality Φ >1 for engine mode and Φ <1 for heat 
pump mode of the system. A typical goal is to derive efficiency, entropy production and 
power limits in terms of Φ. 
 
3.1. Power yield and entropy production in systems with internal imperfections 
The thermal efficiency component of any endoreversible thermal or chemical engine can 
always by written in the form η  = 1 - Q2/Q1. After defining the coefficient Φ = 1 + 
T1'σS

int/Q1 called the internal irreversibility factor the internal entropy balance takes the form 
usually applied for thermal machines 
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One can evaluate Φ  from averaged value of the internal entropy production that describes the 
effect of irreversible processes within the thermal machine. Clearly, in many cases Φ  is a 
complicated function of the machine’s operating variables. In those complex cases one applies 
the data of dtdSs /intint

σσ = to calculate averaged values of the coefficient Φ. In our analysis the 

quantity Φ is treated as the process constant. This corresponds with the observation that it is 
an average value of Φ, evaluated within the boundaries of operative parameters of interest 
which is used in most of analyses of thermal machines. In terms of the Carnot temperature T’ 
and factor Φ the efficiency η , Eq. (7), assumes the simple, pseudo-Carnot form which is 
quite useful and general enough to describe thermal, radiative and chemical engines: 
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A particularly interesting role of the above formulas is observed for radiation engines which 
are energy systems driven by black radiation. In these systems Gibbs flux G = 0, whereas total 
heat flux Q is identical with the energy flux ε, i.e. Q = ε. The majority of research papers on 
power limits published to date deals with systems in which there are two infinite reservoirs. 
To this case refer steady-state analyses of the Chambadal-Novikov-Curzon-Ahlborn engine 
(CNCA engine) in which energy exchange is described by Newtonian law of cooling, Curzon 
and Ahlborn 1975 [2], or of the Stefan-Boltzmann engine, a system with the radiation fluids 
and energy exchange governed by the Stefan-Boltzmann law (De Vos 1994 [3]). In a CNCA 
engine the maximum power point may be related to the optimum value of a free 
(unconstrained) control variable which may be efficiency η, heat flux q1, or Carnot 
temperature T’. When internal irreversibility within the power generator play a role, the 
pseudo-Carnot formula (8) applies in place of Eq. (3), where Φ  is the internal irreversibility 
factor (Sieniutycz and Kuran 2006 [5]). In terms of bulk temperatures T1, T2 and Φ one finds 
at the maximum power point 
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For the Stefan-Boltzmann engine exact expression for the optimal point cannot be determined 
analytically, yet, this temperature can be found graphically from the chart p = f(T’). A pseudo-
Newtonian model, Sieniutycz and Kuran 2006 [5], Kuran 2006 [6], which treats the state 
dependent energy exchange with coefficient α(T3), omits to a considerable extent analytical 
difficulties associated with the use of the Stefan-Boltzmann equation. 
 
4. Dynamical Energy Yield 

4.1. General Issues 
When resources are finite and/or the propelling fluid flows at a finite rate, the Carnot and 
resource temperatures decrease along the process path. The previous (steady) analysis is 
replaced by a dynamic one, and the mathematical formalism is transferred from the realm of 
functions to the realm of functionals. Here the optimization task is to find an optimal profile 
of the Carnot temperature T’ along the resource fluid path that assures an extremum of the 
work consumed or delivered and – simultaneously – the minimum of the integral entropy 
production. Dynamical energy yield requires the knowledge of an extremal curve rather than 
an extremum point. This leads us to variational methods (to handle extrema of functionals) in 
place of static optimization methods (to handle extrema of functions). For example, the use of 
a pseudo-Newtonian model to quantify the dynamic power yield from radiation, gives rise to a 
non-exponential optimal curve describing the radiation relaxation to the equilibrium. The non-
exponential shape of the relaxation curve is the consequence of nonlinear properties of the 
radiation fluid. Non-exponential are also other curves describing the radiation relaxation, e.g. 
those following from exact models involving the Stefan-Boltzmann equation (Kuran 2006 [6], 
Sieniutycz and Kuran 2005 [4], 2006 [5]). Optimal (e.g. power-maximizing) state T(t) is 
accompanied by optimal control T’(t); they both are components of the dynamic optimization 
solution. 
 
Energy limits of dynamical processes are inherently connected with exergies, the classical 
exergy and its rate-dependent extensions. To obtain the classical exergy from work 
functionals it suffices to assume that the thermal efficiency of the system is identical with the 
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Carnot efficiency. On the other hand, non-Carnot efficiencies, influenced by rates, lead to 
‘generalized exergies’. The benefit from generalized exergies is that they define stronger 
energy limits than those predicted by classical exergies (Berry at al 2000 [7]). 
 
4.2. Radiation Systems 
Radiation engines are thermal machines driven by the radiation fluid, a medium exhibiting 
nonlinear properties. Energy transfer rates in reservoirs containing nonlinear media can be 
described by various models. Usually one assumes that the energy transfer in a reservoir is 
proportional to the difference of absolute temperatures in certain power, a. The case of a = 4 
refers to the radiation, a = -1 to the Onsagerian kinetics and a = 1 to the Fourier law of heat 
exchange. As the first case of the radiation engine modeling we consider a “symmetric 
nonlinear case” in which the energy exchange process in the energy exchange in each 
reservoir satisfies the Stefan-Boltzmann equation. Next we consider “hybrid nonlinear case” 
in which the upper-temperature fluid is still governed by the kinetics proportional to the 
difference of (T4)i  whereas the kinetics in the lower reservoir is Newtonian. 
 
Here are equations of symmetric nonlinear case. For the “symmetric” kinetics governed by 
the differences in Ta, the Carnot representation of the total entropy production has the form 
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Superiority of Carnot control T ′ over the energy flux control ε1 may be noted. Analytical 
expressions for the energy-flux representation of the entropy production or the associated 
mechanical power p cannot generally be found in an analytical form. The work expression to 
be minimized is 
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In the case of analytical difficulties which occur for a different from the unity the 
maximization can be performed numerically by dynamic programming using Carnot T ′  as the 
free control. 
 
We consider now hybrid nonlinear case. It involves the radiative heat transfer (a = 4) in the 
upper reservoir and a convective one in the lower one. To obtain an optimal path associated 
with the limiting production or consumption of mechanical energy the sum of the above 
functionals i.e. the overall entropy production 
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has to be minimized for a fixed duration and defined end states of the radiation fluid. The 
most typical way to do accomplish the minimization is to write down and then solve the 
Euler-Lagrange equation of the variational problem. Analytical solution is very difficult to 
obtain, thus one has to rest on numerical approaches.  
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5. Finite Rate Exergies and Finite Resources 

We are now in position to formulate the Hamilton Jacobi Bellman theory for systems propelled 
by energy flux ε.  Two different kinds of work: first associated with the resource downgrading 
during its relaxation to the equilibrium and the second – with the reverse process of resource 
upgrading, are essential. Total power obtained from an infinite number of infinitesimal stages 
representing the resource relaxation is determined as the Lagrange functional.  
 
5.1. Some Hamilton Jacobi Bellman Equations for Energy Systems 
We shall display some Hamilton Jacobi Bellman (HJB) equations for radiation power 
systems. A suitable example is a radiation engine whose power integral is approximated by a 
pseudo-Newtonian model of radiative energy exchange. For the symmetric model of radiation 
conversion (both reservoirs composed of radiation), where Φ’ ≡  Φg1/g2 and coefficient 

1−01−= )( mhv pcaσβ  is related to molar constant of photons density 0
mp  and Stefan-Boltzmann 

constant σ, we obtain a HJB equation 
 

( )( ) 











+′′
′−









∂∂+








′

−=
∂
∂

−−′ 11
2

)( 1/
/1max

aa

aae

ctT TTTΦ
TTTV

T
TΦG

t
V β   (13) 

 
For a hybrid model of the radiation conversion (upper reservoir composed of the radiation and 
lower reservoir of a Newtonian fluid the related Hamilton-Jacobi-Bellman (HJB) equation is 
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5.2. Chemical Power Systems 
The developed approach can be extended to chemical and electrochemical engines. Here we 
shall make only a few basic remarks. Yet, as opposed to thermal machines, in chemical ones 
generalized streams or reservoirs are present, capable of providing both heat and substance. 
Large streams or infinite reservoirs assure constancy of chemical potentials. Problems of 
extremum power (maximum of power produced and minimum of power consumed) are static 
optimization problems. For a finite “upper stream”, however, amount and chemical potential 
of an active reactant decrease in time, and considered problems are those of dynamic 
optimization and variational calculus. Application of chemical Carnot control µ’ in terms of 
fuel flux n1 and its mole fraction x to the Lagrangian relaxation path leads to a work functional 
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whose maximum describes the dynamical limit of the system. Here X = x/(1-x) and j equals the 
ratio of upper to lower mass conductance, g1/g2. The path optimality condition may be expressed 
in terms of the constancy of the following Hamiltonian 
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For low rates and large concentrations X (mole fractions x1 close to the unity) optimal relaxation 
rate of the fuel resource is approximately constant. Yet, in an arbitrary situation optimal rates are 
state dependent so as to preserve the constancy of H in Eq. (16).  
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6. Concluding Remarks 

This research provides data for power production bounds (limits) which are enhanced in 
comparison with those predicted by the classical thermodynamics. As opposed to the classical 
thermodynamics, these bounds depend not only on changes of the thermodynamic state of 
participating resources but also on process irreversibility, ratios of stream flows, stream 
directions, and mechanism of heat and mass transfer. The methodology familiar for thermal 
machines has been extended to chemical and electrochemical engines. Extensions are also 
available for multicomponent, multireaction units (Sieniutycz 2009 [10]). 
 
The generalized bounds, obtained here by solving Hamilton Jacobi Bellman equations, are 
stronger than those predicted by thermostatic. They do not coincide for processes of work 
production and work consumption; they are 'thermokinetic' rather than 'thermostatic' bounds. 
Only for infinitely long durations or for processes with excellent transfer (an infinite number of 
transfer units) the thermokinetic bounds reduce to the classical thermostatic bounds. A real 
process which does not apply the optimal protocol but has the same boundary states and 
duration as the optimal path, requires a real work supply that can only be larger than the 
finite-rate bound obtained by the optimization. Similarly, the real work delivered from a 
nonequilibrium work-producing system (with the same boundary states and duration but with 
a suboptimal control) can only be lower than the corresponding finite-rate bound. This is a 
direction with many open opportunities, especially for separation and chemical systems.  
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Abstract: The purpose of the presented paper is to investigate oxygen enrichment in hot stoves for an integrated 
steel plant. The application of oxygen enrichment in hot stoves will lead to lower coke or PCI rate by increased 
blast temperature. With oxygen enrichment, the high calorific value COG, could be saved while keeping the 
same blast temperature. Several alternatives of using the saved COG are presented. Furthermore, an analysis of 
how oxygen enrichment into hot stoves will have influence on the whole energy system has been carried out by 
means of an optimization model. Different strategies have been suggested to minimize the total energy 
consumption at the studied steel plant and the nearby CHP plant.  
 
Keywords: Oxygen enrichment, Hot stoves, Blast furnace, Energy system 

1. Introduction 

In the process of iron-making, hot stoves (HS) are used to preheat air used in the blast furnace 
(BF). The preheated air is called hot blast. A higher blast temperature will lead to lower coke 
consumption in BF operation, hence, the energy consumption and CO2 emission from BF will 
be reduced. Hot stoves work as counter-current regenerative heat exchangers. Hot stoves 
typically use low calorific blast furnace gas (BFG) combined with higher calorific value coke 
oven gas (COG). BFG is generated from BF when producing hot metal. COG is a valuable 
fuel being high in hydrogen (H2) and methane (CH4). At an integrated steel plant, COG is 
often delivered from the coking plant. 
 
Basically, using oxygen enrichment in the air for combustion in the hot stoves offers three 
advantages. First, the hot blast temperature may be increased due to higher flame temperature 
which reduces the blast furnace reductant consumption. Secondly, the lower volume of flue 
gas reduces the loss of sensible heat via the flue gas. Thirdly, COG or other higher value fuels 
could be used more effectively elsewhere. 
 
The purpose of this paper is to investigate the application of oxygen enrichment in hot stoves 
and its potential influences to the total energy system at an integrated steel plant. This is done 
by performing calculations of mass and heat balance for the HS-BF system, and also by 
means of an optimization model.  
 
In next section, the HS-BF system is described followed by the description of BF 
performance with oxygen enrichment in hot stoves. In section 4, an optimization model has 
been applied to present the potential influences on the total energy system of the studied steel 
plant and a nearby combined heat and power plant (CHP). Finally, in section 5 concluding 
remarks are made based on the presented work including some recommendations. 
 
2. Description of hot stove – blast furnace system 

The hot stove often includes two separate parts, a combustion chamber and a check chamber. 
They work as a counter-current regenerative heat exchanger. The fuel gas is first combusted 
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in the combustion chamber. The flue gas passes through the check chamber and heats it up, 
then leaves the stack to the ambient. This progress is often called on-gas time. When the 
check chamber is fully heated up during on-gas time, the blast time is started. During the blast 
time, the cold blast is blown into the system in opposite cycle and is heated by the check 
chamber. It then passes through the combustion chamber. Before blowing into the blast 
furnace, it is often mixed with cold blast to get the required and stable hot blast temperature. 
BFG is a process gas with low calorific value. It has to be blended with COG to get a higher 
calorific value before entering the combustion chamber. After blending, the average heating 
value is around 4.3 MJ/Nm3.  
 
Traditionally the combustion air is used in hot stoves for fuel combustion. For the studied 
plant, the hot blast produced is 254 kNm3 per hour with a temperature of 1104 °C, which is 
required by the blast furnace to produce hot metal with a production rate of 275 tonnes per 
hour during the reference period.  
 
The combustion air can be enriched with gaseous oxygen, oxygen enrichment. Compared to 
traditional combustion, less N2 will be generated which will absorb less reaction heat from 
combustion. This will lead to a higher adiabatic flame temperature (AFT) with the same 
amount of fuel gas. As for the hot stove, therefore, a higher blast temperature can be achieved. 
On the other hand, the low caloric value fuel gas can also be combusted alone without mixing 
with any enrichment gas to get the same flame temperature with the use of oxygen enrichment 
instead. The common enrichment gases used at hot stoves are, for example COG, LPG or NG. 
 
3. BF performance with oxygen enrichment in hot stoves 

In the studied steel plant, the hot stoves are fuelled with BFG together with some amounts of 
COG. The calculations for oxygen enrichment in HS-BF system were carried out by using a 
spreadsheet model [1]. 
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Fig. 1. The correlation between oxygen level in the air and coke rate (left) and PCI rate (right) in BF. 
 
3.1. Increased blast temperature with oxygen enrichment 
For the studied hot stoves, the hot blast temperature is assumed to increase to 1200 °C with 
the enriched oxygen in the combustion air. A higher hot blast temperature will lead to a lower 
reductant in the blast furnace. In the studied BF blast furnace, coke is used as reductant and 
charged from the top with other burden materials such as iron ore pellet and fluxes. Besides 
coke, pulverized coal (PCI) is also injection into BF via tuyers as fuel and reductant. 
Therefore, it’s interesting to study the potential coke and PCI saving due to a higher hot blast 
temperature. Fig. 1 presents potential coke and PCI saving with enriched oxygen in the 
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combustion air, which corresponds to 9.01 kg coke or 9.15 kg PCI with per ton hot metal per 
increased 100 °C blast temperature, respectively.     
 
3.2. COG saved with oxygen enrichment 
At a fixed blast temperature, increased oxygen level in the combustion air will lead to 
decreased COG flow in hot stoves, while BFG flow rate has to increase to provide enough 
energy, as shown in Fig.2. The high caloric value COG can be saved and used for other 
purpose.  
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Fig.2. The correlation between oxygen level in the combustion air and COG (left) and BFG (right) 
flow in the hot stoves. 
 
Previous studies showed that a lower reducant in BF could be achieved by injecting COG 
through tuyers [1-3]. Fig.3 shows the potential coke or PCI saving if saved COG in hot stoves 
instead is injected into BF via tuyers. 
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Fig.3. The correlation between oxygen level in the combustion air and coke and PCI rate in BF. 
 
Table 1 gives a summary of key parameters for all scenarios discussed above. It’s been 
noticed that a higher amount of BFG could be generated when COG is injected into BF via 
tuyers. At the same time, this will also lead to a higher heating value of BFG.    
 
For the studied steel plant, there is another scenario to utilize the saved COG from the hot 
stove. That is to use it at the nearby combined heat and power (CHP) plant, which 
corresponds to Scenario 4 in Table 1. This will be presented in Section 4.  
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Table 1. Key parameters in hot stove – blast furnace system for different scenarios. 
Unit Ref. case Fixed COG_coke saving Fixed COG_PCI saving Fixed BLT_to PP Fixed BLT_coke saving Fixed BLT_PCI saving
Scenarios Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6

Coke kg/thm 309.0 300.4 309.0 309.0 299.0 309.0
PCI kg/thm 149.0 149.0 140.3 149.0 149.0 138.9
COG to BF via tuyers MJ/thm 0.0 0.0 0.0 0.0 642.6 642.6
BFG generated knm3/thm 1.47 1.43 1.43 1.47 1.51 1.50
Heating value MJ/Nm3 2.97 2.97 2.96 2.97 3.08 3.07
Blast generated Nm3/thm 924.2 886.5 885.5 924.2 917.7 916.4
Blast temperature °C 1104 1200 1200 1104 1104 1104
BFG consumed in HS nm3/thm 332.9 358.2 358.6 332.9 524.7 525.5
COG consumed in HS MJ/thm 642.6 642.6 642.6 0 0 0
O2 in combustion air Nm3/thm 0 14.8 15.0 39.0 32.8 33.1  

4. System analysis of the energy system in the studied steel plant 

The studied integrated steel plant consists of the following main process units: coking plant 
(CP)  blast furnace (BF)  basic oxygen plant (BOF)  secondary metallurgy (SM)  
continuous casting (CC). The final product is slab from CC. In addition, there are also some 
other process units,  a lime kiln for lime production, an oxygen plant and a combined heat and 
power plant (CHP). All these process units are connected through material flows and a 
process gases network. Besides COG and BFG, there is also recovered process gas from the 
BOF, called basic oxygen furnace gas (BOFG). Fig. 4 shows the structure of the process gas 
network 

 
Fig. 4. The structure of process gas network at the studied plant  
 
An optimization model has been applied to analyze the energy system in the studied steel 
plant. More details about the model can be read in previous publications [4-5].  The objective 
function set in the model is to minimize energy consumption for the total steel plant. There 
are two driving forces to run the model. The first is to produce the final product slabs, at 263 
ton/hour as a year average. The second is to produce hot water at the CHP plant to the district 
heat network used by the nearby city. The CHP plant also produces electricity which is used 
at different process units within the plant. Therefore, it also provides electricity for oxygen 
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production at the oxygen plant. When there is excess electricity generated from the CHP 
plant, the extra electricity is sold externally to the grid.  
 
Before entering the CHP plant, the process gases of BFG, COG and BOFG are blended in the 
mix gas holder to get the required heating value and a stable gas flow before entering the 
boiler. Oil is used when heat load is higher or when there is lack of mixed gases. The 
electricity can be generated from the steam turbine by two different modules, a back pressure 
module and a condenser module, mainly depending on the heat demand from the district heat 
network. The alpha value of the back pressure module is 0.44 (α = Pel/Pheat)), and the 
electricity efficiency of the condenser module is 0.32. The boiler efficiency, η , is 0.9. In the 
model, the maximum fuel limitation for the boiler is 350MW, which is set by the regulation to 
control emissions, e.g. NOx, SOx and CO2.  The other limitation set for the boiler is the 
maximum flow rate of process gas, 90 Nm3/s.  
 
Fig. 5 illustrates the heat demand curve versus the out-door temperature. As shown in the 
figure, the maximum heat supply from the CHP plant is 220 MW, and the minimum heat 
supply is 20 MW.  When the out-door temperature varies in the internal of [-18;16] °C, the 
heat demand curve can be linearized.  
 

 
Fig.5.The correlation between out-door temperature and heat demand in the district heat network. 
 
The optimization model is based on hourly data with a time span of one full year for the 
reference period. For example, the average heat demand is 85.7 MW, corresponding to an 
average out-door temperature of 5.3 °C. However, to illustrate how heat demand changes will 
have influence on the process gas network, the average value cannot be used because it varies 
with the seasonal out-door temperature especially in the Nordic region. Therefore, in this 
presented work 5 different values of heat demand are chosen: 20, 70, 120, 170 and 220MW 
respectively.  

The model is set to run for the reference case and the optimized case to minimize the energy 
use for the total energy system. The energy content of the used energy carriers are presented 
in Table 2.  
 
For the reference case, the model is run based on the operational data during the reference 
period to simulate for different heat demand levels. For the optimized case, the model will 
choose one scenario and combined scenarios listed in Table 1 (Scenario 1-6). Compared to 
the reference case, more freedoms are given in coal blending in the coke plant in the 
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optimized case. Stable production is assumed, meaning there are no variations in each process 
unit, except for the CHP plant.   
 
Table 2. Key parameters in hot stoves, GJ/ton. 
Energy carrier Value Energy carrier Value 

TCMT petcoke coal 35.9 Bachatsky PCI coal 28.7 
Peak downs coal 29.6 El Cerrejon PCI coal 27.0 
Riverside coal 29.3 External coke 40.9 
Massey powellton coal 30.2 PCI 28.2 
Rocklick Eagle coal 30.4 Oil, GJ/MWh 3.6 
Gonyella coal 29.2 Electricity, GJ/MWh 3.6 
Gusare PCI coal  28.2 Flaring, GJ/unit 1.0 
 
Fig. 6 shows the specific energy consumption (SEC) both for the reference and the optimized 
case. It indicates that a lower SEC will always be achieved in the optimized case. It’s been 
found that BF behaviors in the optimized case are changing when heat demand is increasing 
at the CHP plant. The model prefers oxygen enrichment for COG saving to get the fixed BLT 
the same as the reference into BF. However, the way to use the saved COG varies between 
the scenarios of injecting into BF for coke saving (Scenario 5) and delivering to the CHP 
plant (Scenario 4) to avoid oil consumption in boiler. As indicated in Fig. 8 (right), before the 
heat demand is increased to 153.3 MW which corresponds to an out-door temperature of -
6°C, BF will always be operated as Scenario 5. Scenario 4 starts when heat demand is greater 
than 153.3 MW. The percentage of Scenario 4 operation increases to 100% when the heat 
demand rises to 183.8 MW, meanwhile, operating of Scenario 5 decrease from 100% to 0%. 
The model will keep running Scenario 4 when heat demand is higher than 183.8 MW to get 
the minimum energy consumption. 

The comparison between reference case and optimized case at a same level of heat demand 
may explain why minimum energy consumption could be achieved for the model. The 
following factors contribute for this. First in the coke plant, the coal blending is changed. In 
principle, the types of coal chosen are with lower volatile energy content. Lower volatile 
content coal will lead to a higher coke production rate, which will also lead to a lower amount 
of coking coal required in the coke batteries to produce the same amount of coke as the 
reference case. Thus, the energy consumption from the coke plant could keep as low as 
possible. Lower volatile type coal will generate less COG, consequently there will less COG 
to the CHP plant. However, this will compensate when saved COG from hot stoves instead is 
injected into BF to have a lower coke rate in BF. This has been proved when comparing the 
purchased coke amount between reference case and optimized case for example at the heat 
demand level of 20 MW. This solution will be kept the same until the heat demand is up to 
153.3 MW at which point the model has to adopt a strategy of mixing Scenario 5 and 
Scenario 4 with a varying weighting ratio in order to keep the minimum energy consumption 
for the total energy system. At the point of 183.8 MW, the solution is completely switched to 
100% of Scenario 4 because at such a high level heat demand it is more energy effective to 
use the saved COG in the CHP plant instead of injecting into BF and by that avoiding use of 
oil at the CHP plant. However, some amount of oil has to be used even in the optimized case 
when the heat demand is over 185.7 MW.  

 

1542



18.5

19.0

19.5

20.0

20.5

21.0

21.5

22.0

22.5

23.0

20 70 120 170 220

Sp
ec

ifi
c e

ne
rg

y,
 G

J/
t s

la
g

District heat demand, MW

Reference case
Optimised case

150

155

160

165

170

175

180

185

190

0 20 40 60 80 100

He
at

 d
em

ad
, M

W

COG saved for BF injection or Power Plant, %BF PP
 

Fig.6. Left: Comparison of SEC between reference case and optimized case; 
          Right: BF behavior in the optimized case. 

Fig. 7 illustrates the comparison of heat supply from the CHP between the reference case and 
the optimized case. It is found that oil will be replaced by COG in the optimized case at a high 
levels of heat demand. However, some amount of oil is still needed when the out-door 
temperature is lower than -11 °C. 
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Fig.7. Left: Heat supply in the reference case; Right: Heat supply in the optimized case. 
 
5. Concluding remarks 

The presented work shows that the application of oxygen enrichment into hot stoves could 
lead to a lower coke or PCI rate in BF if the blast temperature is allowed to increase. High 
calorific value COG can also be saved by use of oxygen enrichment. Therefore, it is possible 
to use the saved COG in other process units. For the studied steel plant, the alternatives are, 
for example, inject COG into BF via tuyers or deliver it to the nearby CHP plant for district 
heat and electricity production. There are also other alternatives to use COG, such as at the 
reheating furnace in the rolling mill, or in the electric arc furnaces (EAF) to replace other 
fuels such as natural gas, LPG or oil. However, this depends on the site specific and is not 
applicable on the studied site.   
 
An analysis of how oxygen enrichment into hot stoves will influence the total energy system 
has been carried out by means of an optimization model. Different strategies have been 
suggested from the model to achieve the minimum energy consumption for the studied steel 
plant and the nearby CHP plant.  
 
The optimization made for the studied plant is to minimize the energy consumption for the 
total energy system. However, it does not mean that optimal solutions also are cost effective, 
which in fact is interesting to study.    
 
In the current model, the availability of process gases and their flaring are set at a fixed value, 
based on hourly average value with a yearly time span. In addition, each process unit is 
assumed operating continuously and steadily. However, in reality there is normal varations. 
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Therefore, it might be of importance to take these factors into account for energy system 
optimization.  

As for the CHP plant, only a few heat demand corresponding to a few out-door temperatures, 
are included in this optimization work. The performance of CHP plant, such as heat loads 
curve, is therefore limited. Solution space based optimization can provide a better resolution 
for the studied energy system [6].  

The HS-BF system is a very important part in the optimization model, and it’s also the most 
complicated process unit in an integrated steel plant with the BF-BOF route. The mass and 
energy balance for HS-BF system are first carried out in a spreadsheet, key operating 
parameters generated from the spreadsheet then put into the HS-BF sub-model of the 
optimization model. Different operating conditions generate a list of key operating parameters 
as input to the model. Thus, the optimal solution from this sub-model can either be one case 
or a mixed case. This, however, may lead to less dynamic. For instance, the model only shows 
the oxygen amount into hot stoves at which COG will be fully substituted by BFG. What 
happen in between oxygen enrichment starting and maximum level cannot be predicted in 
model. Therefore, it could not show the results if the optimum level of oxygen enrichment is 
in between when modeling the total energy system although it may not be the case. Further 
model improvement in HS-BF system is needed towards a dynamic response. 
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Abstract: Industrial chemical heat pumps (ICHPs) provide an ability to capture low - grade heat rejected from 
industrial sources and to reuse the heat increased temperature in industrial processes. Also it can be used for 
residential heating, cooling, water heating and energy storage. Several temperature boost levels can be obtained 
according to chemical reaction couple chosen. It can be either single source system or dual source system 
connected with available reject heat source. Dual source system is more effective than single source system and 
higher output temperature levels can be obtained. Reject heat source temperature and desired temperature boost 
are important in chemical reaction couple selection. Chemical reaction couple must be chosen carefully to 
provide the highest efficiency in all candidate systems. Economical feasibility of industrial chemical heat pump 
can be determined after calculations according to heat pump capacity. In this study, economical analysis of an 
industrial chemical heat pump system was accomplished compared with a steam boiler. Economical calculations 
was carried out and curves that show the relations between investment cost and capacity of chemical heat pump, 
investment cost and capacity of steam boiler, reject heat capacity and net savings were obtained for waste heat 
capacities below 2000 kW. It is determined that the chemical system is feasible if the waste heat capacity is 
higher than a certain value according to economical parameters and lifetime. Also, net gain increases almost 
linearly with increasing waste heat capacity. 
 
Keywords: Chemical heat pump, Economical analysis, Waste heat 

1. Introduction 

Industrial chemical heat pumps can utilize waste heat at lower temperatures and use it at 
increased temperatures for industrial processes. An extensive literature study was performed 
by Wongsuwan et. al. [1]. Industrial chemical heat pumps requires up t o one-fifteenth of 
electrical power input when compared to conventional vapor compression cycle heat pumps 
[2]. Chemical heat pumps consist of two different reactions which run at two different 
temperature levels [3]. For this aim, dehydrogenation of alcohols and hydrogenation of 
acetone can be used in chemical heat pumps [4]. The feasibility of the 
isopropanol/acetone/hydrogen chemical heat pump system was investigated theoretically by 
Gastauer and Kameyama [5]. Reverse reaction for isopropanol/acetone/hydrogen chemical 
heat pump system is 
 
CH3-CHOH-CH3↔ CH3-CO- CH3+H2 (1) 
 
Dehydrogenation of isopropanol is endothermic reaction which occurs at 55-85 oC in liquid 
phase and hydrogenation is exothermic reaction and occurs at maximum 202 oC in gas phase. 
A typical isopropanol/acetone/hydrogen heat pump is given in Figure 1. In this study a 
comparative economical analysis was performed. Maximum COPt=Qout/Qin of the 
isopropanol/acetone/hydrogen heat pump is 18.2% depending on i sopropanol concentration 
[6]. 
 
In this study, an economical analysis was conducted as a function of waste heat flux. Total 
costs including investment and operational and maintenance costs of the chemical heat pump 
system and the steam boiler is obtained. Net gain is defined as the difference between the total 
costs of the chemical heat pump system and the steam boiler. 
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Figure 1 Isopropanol/acetone/hydrogen chemical heat pump flow diagram [5] 
 
2. Economical Analysis of Chemical Heat Pump System 

2.1. Investment Cost 
Figure 2 derived from [7] can be used for determination of the investment cost of the 
chemical heat pump system.  
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Figure 2 Relationship between industrial chemical heat pump capacity and investment cost 
 
The equation that gives the function in Figure 2 is of the form 
 
𝐼𝐶𝑂 = −0.01832𝑄2 + 271.77𝑄 + 75567.3 (2) 
 
where ICO is the investment cost ($) and Q is the capacity (kW).  
 
Figure 2 w as obtained using economical values for 1988. In order to use it for the present 
calculations, it is required to make some modifications. For this aim a correction factor was 
defined as below: 
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𝑓 = (1 + 𝑖1)(1 + 𝑖2)(1 + 𝑖3) … . . (1 + 𝑖𝑛) (3) 
 
where i represents the inflation rate in corresponding year after 1988.  
If the inflation rate is constant for all years from 1988 to the present, in that case; 
 
𝑓 = (1 + 𝑖)𝑛 (4) 
 
n is the number of the years from 1988 to present. Then, the investment cost of the chemical 
heat pump system in the present year, IC ($), is calculated from 
 
𝐼𝐶 = 𝑓. 𝐼𝐶𝑂 (5) 
 
2.2. Equivalent Annual Cost 
Equivalent annual cost is obtained as a function of interest rate, i and lifetime of investment, n 
(year) from 
 
𝐸𝐴𝐶 = 𝐼𝐶

𝑖(1+𝑖)𝑛

(1+𝑖)𝑛−1
 (6) 

 
2.3. Operating and Maintenance Cost 
Operating and maintenance cost of the chemical heat pump is calculated from [7] 
 
𝑂𝑀 = 𝐸𝑆.𝐶𝐸.𝑂𝑇

16
+ 0.05𝐼𝐶 (7) 

 
Here, ES, CE and OT are equipment size (kW), cost of electricity ($/kWh) and operating time 
(h) respectively. The number 16 is used for industrial chemical heat pump which uses a fan to 
operate a cooling tower. If groundwater is used for cooling then a value of 20 should be used 
[7]. Maintenance cost is assumed 5% of investment cost. 
 
2.4. Total Cost 
Total cost is the sum of the equivalent annual cost and operating and maintenance cost. 
 
 𝑇𝐶 = 𝐸𝐴𝐶 + 𝑂𝑀 (8) 
 
3. Economical Analysis of Boiler 

3.1. Investment Cost 
Investment cost is the price of a boiler which has the same thermal capacity as the chemical 
heat pump system. The investment cost of boiler was derived from present steam boiler prices 
available in the market. The variation of the boiler price ($) with thermal capacity (kW) is 
given in Figure 3 and can be calculated from the Eq. 9 as a function of boiler capacity Q (kW) 
for the capacities up to 2000 kW.  
 
𝐼𝐶 = −0.00453216𝑄2 + 21.9991𝑄 + 3367.2 (9) 
 
3.2. Equivalent Annual Cost 
Equivalent annual cost is obtained as a function of interest rate, i and lifetime of investment, n 
(year) from 
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𝐸𝐴𝐶 = 𝐼𝐶

𝑖(1+𝑖)𝑛

(1+𝑖)𝑛−1
 (10) 
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Figure 3 Relationship between boiler capacity and investment cost 
 
3.3. Annual Energy Consumption 
Annual energy consumption is the amount of fuel which is consumed during the operation of 
boiler and can be calculated from 
 
𝐴𝐸𝐶 = 𝑄.𝑂𝑇

𝜂𝐵.𝐿𝐻𝑉
 (11) 

 
where ηB is the boiler efficiency and LHV is the lower heating value of fuel (kJ/kg). The cost 
of the annual energy consumption is 
 
𝐴𝐶 = 𝐴𝐸𝐶.𝐶𝐹 (12) 
 
and CF is the cost of the fuel ($/kg). 
 
3.4. Operating and Maintenance Cost 
Operating and maintenance cost of the boiler is calculated from 
 
𝑂𝑀 = 𝐴𝐶 + 0.05𝐼𝐶 (13) 
 
Maintenance cost is assumed 5% of investment cost. 
 
3.5. Total Cost 
Total cost is the sum of the equivalent annual cost and operating and maintenance cost. 
 
 𝑇𝐶 = 𝐸𝐴𝐶 + 𝑂𝑀 (14) 
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4. Results 

Net gain is calculated from the difference between total costs of the chemical heat pump 
system and the boiler. 
 
𝑁𝐺 = 𝑇𝐶𝐶𝐻𝑃 − 𝑇𝐶𝐵 (15) 
 
where TCCHP and TCB are total annual costs of chemical heat pump and boiler respectively. 
The parameters used in the analysis are as below: 
 
Waste heat flux, 550 – 11200 kW 
Effectiveness of chemical heat pump, 18% [6] 
ICHP capacity, 100 – 2000 kW 
Boiler efficiency, 90% 
Fuel, Fuel-Oil 
Lower heating value of fuel, 39774.6 kJ/kg 
Fuel price, 0.87 $/kg 
Electricity price, 0.125 $/kWh 
Inflation rate, 8% 
Operating time, 5475 h/year 
Lifetime, 6 – 15 years 
 
Figure 4 represents the relation between ICHP capacity and net gain. It is seen that net gain 
increase almost linearly with increasing ICHP capacity. 
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Figure 4 Relationship between ICHP capacity and net gain for lifetime 6, 10 and 15 years 
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Figure 5 Relationship between ICHP capacity and lifetime where the net gain is zero 
 
Figure 5 shows the relation between ICHP capacity and lifetime for zero net gain. It is seen 
that if the ICHP capacity is higher than 1000 kW, lifetime is asymptotically approaches 5 
years.  
 
5. Conclusion 

Economical feasibility of industrial chemical heat pumps can be determined after calculations 
according to heat pump capacity. Economical calculations were carried out and curves show 
the relations between investment cost and capacity of chemical heat pump, capital cost and 
capacity of steam boiler, ICHP capacity and net savings were obtained. It is determined that 
the chemical system is feasible if the waste heat capacity is higher than a certain value 
according to lifetime of investment. Also, net gain increases linearly with increasing waste 
heat capacity. In Figure 5, the upper region of the net gain zero curve shows the feasible zone 
and it is seen that the payback period is almost constant for the capacities higher than 1000 
kW.   
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Abstract: The challenge of economic and environmental sustainability demands a better way to manage 
production in the industry when treating energy consumption and emission of greenhouse gases. The reduction 
of greenhouse gases promoters are using: renewable energy matrix that can capture the CO2, renewable energy 
resources and, production activities with better efficiency in thermal systems. The industry segment contributes 
over 33% for CO2 emissions and it can be reduced through: energy integration in designs, intensifying the 
process and, better efficiency of utilities in the routine. The objective is demonstrates that, if global industry 
reduce at least 25% of thermal energy losses, 20% of losses of steam, and if change combustible oil to renewable 
in 33,8% proportion, the greenhouse effect reduce in 33%. The methodology to achieve reduction of CO2 
emission includes: Preliminary assessment, Strategies, Specific Programs, Restrictions analyzes and 
measurement of results. Between strategies are actions on operation, design and business chain. Between 
programs there are: evaluations about utility control and management; biomass economic chain viability; and, 
actions to recover steam losses on design. The restrictions are to implement politic programs in society and 
industry segment to change patterns becoming possible thermal energy reduction and renewable combustible 
substitution. The projected results on reduction of CO2 in industry emissions are summed and almost overcome 
target of 21,6 (20,4) GTY. The segments of society can prepare similar programs and transform exercise in 
practice giving better quality of life for earth population. 
 
Keywords: Energy efficiency, Utility management, Industry Sustainability 

Nomenclature

GTY  Giga ton per year 
IEA International Energy Agency  

MMI Man Machine Interface 
CW Cooling Water

BRIC Brazil, Russia, India and China 
 

Biom Biomass

1. Introduction 

This paper aims to demonstrate that, integrated actions of industries can achieve the target 
reduction in CO2 generation by greater energy efficiency in unit operations and by replacing 
the oil and gas fuels by biomass. After discussion about the industrial segment impact causing 
the greenhouse effect, topics of thermal efficiency and renewable energy resources are 
discussed. Then some activities and calculation methods are suggested for achieving the goals 
of reducing the generation of CO2. 
 
According to Johan Rockstrom and others [1] [2] the challenges to sustaining life on planet 
earth (sustainable) depend on the care of large environmental requirements. These 
requirements are conditions for the stabilization of the atmosphere and return to equilibrium 
between the species and nature as they did before the uncontrolled growth of world economy.  
Climate change is one of the uncontrolled factors indicating the need for urgent action to 
reduce emissions of CO2, the main reason. Several programs and initiatives such as the 
gradual change of the current oil energy by renewable resources should be performed to 
prevent the growth and maintenance of the economy causing uncontrolled situations in nature 
and in particular in global climate. 
 
To avoid the impact of gases contributing to air pollution, scientists seek to reduce its 
generation at source and reduce its inventory too. So they propose a series of actions resulting 
from studies that treat about the possible sources of energy and energy transformations, from 
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2010 to 2050, by IEA - International Energy Agency [3]. According to the IEA study, in 2005 
CO2 emissions to the atmosphere were the order of 28 GTY (Giga Ton per year), and 
imagining that, with the growth of global economies and emerging countries especially BRIC, 
the issue will be 62 GTY CO2. With the work proposed here and in several initiatives by the 
conscious world, we intend to achieve by 2050 a situation of greater sustainability by 
reducing CO2 emissions to around 14 GTY, or, half emission of 2005. Humanity needs to cut 
emissions from 2010 to 2050 on 48 GTY of CO2 (considering that very little was achieved 
from 2005 to 2010). Scientists from IEA [3] estimated options about contribution of human 
activities to emission reduction. From this study, the opportunities to reduce inventory of CO2 
on atmosphere are located in different sectors of the economy. Energy sector has more 
potential for reduction with 20 GTY of CO2, industrial sector with half the quota, 10 GTY of 
CO2, transportation sector with 13 GTY, and urban areas with 15 GTY of CO2. 
 
Within the industrial sector, the opportunities to reduce CO2 generation are: end-use 
efficiency of fuel utilization and use of new renewable energy resources, using as knowledge 
base some researches and services in petrochemical, refine and metallurgical industries in 
Brazil at TECLIM, clean technology research group inside UFBA, Engineering School. These 
issues are very important to the industry and can be classified as strategic to their survival. 
The best efficiency in the end-use of fuel is due reductions achieved from thermal energy 
consumption in furnaces and boilers allowed by new criteria to control these operations 
proposed to petrochemical industry. New scenery of combustible changing is constructed with 
substitution of oil by regional biomass in petrochemical industry (thermal-power facility). 
 
2. Methodology 

The Methodology to achieve the reduction of this green house gas presented in Figure 1, is 
divided in: definition of target (total quantity of emission that will be reduced), preliminary 
assessment, principal strategies, for each strategy definition of a program to be implemented 
at industrial segment, restrictions analyzes, and, expected results and respective measurement 
tools. This paper develops programs that treat these strategies: (1) reduction of thermal energy 
consumption and (2) use of biomass to decrease emissions of CO2. 

Methodology
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equipment maintenance; (3) 
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(4)  Furnace and boiler efficiency
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sustainability
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Figure 1. Methodology to investigate about reduction of CO2 emission by energy control 
In these exercises the responsibility to exchange energy type and reduction of thermal energy 
loss causing reduction in fuel use are of industry. These exercises can point the way for new 
business with respect to energy consumption and reduction in CO2 generation. It means that 
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industry intends to achieve a reduction of 12 GTY of CO2 from burning fuel and 8.4 GTY of 
free captured CO2 by photosynthesis after CO2 balancing with burning biomass. 
 
2.1. Strategy 1: Thermal Energy Efficiency at Industry, a research case 
The methods to increase energy efficiency depend on knowledge about energy balance and 
tasks related to control of thermal energy, cooling and heating systems at industry. Apart from 
knowledge availability and tasks well-planned, it is important reviewing conduct of the 
technical groups about management of utilities in the industry. A research about energy 
control was performed in a local Petrochemical Company [8] and proposes activities: (1) 
Planning and programming of Production allowing best decision-making in production 
scheduling (distribution of energy to activity); (2) Greater efficiency in cooling towers and 
systems allowing reduction of volatile products and hot energy consumption (temperature 
profile of separation columns); and (3) Efficiency of heat transfer in hot systems (boilers, 
furnaces, steam distribution, traps, condensate, and turbines) due to criteria of: projects, 
assemblies, operation, and thermal charge not compatible with the scale causing heat stress. 
 
Although some of these issues involve the operation and maintenance of plants, the criteria of 
new projects must be adjusted using above standards, leading to a lower investment, to 
achieve the goal of greater efficiency in the use of fuel at industry and services. The article by 
Richard Doornbosch [3] present that the part concerning the reduction of fuel consumption is 
12 GTY of CO2, reference number for the industrial sector. The purpose is to work in a more 
efficient use of cold and hot energy to reduce consumption combustible thus generating 
smaller quantity of CO2 into the atmosphere. 
 
To achieve better thermal performance in cooling and heating systems, heat balances were 
made in research cases at petrochemical [8], oil and metallurgical industry, where: (A) in the 
balance of the cooling towers are pointed out possibility of recovery losses, improving the 
thermal performance; (B) in the balance of boilers was identified recovery energy due to: 
incomplete burning, and failure on steam generation (bad operational procedures  low 
availability); (C) in the balance of furnace, the heat is too large by radiation, and the use of 
thermal energy to heat the reaction depends on: configuration of the tubes, complete burning 
of the furnace, and good insulation to prevent passage of heat through the equipment walls. 
Figure 2 descript part of topologies to study thermal performance. 

 
Figure 2. Topology of direct and indirect heat transfer [9] 
 

1 - Quality of CW and reflux; 
2 - Removal of excess heat - thermal 
inadequate planning; 3 - Losses at wall 
furnace due to ingress of cold process 
fluid; 4 - Losses at wall boiler and 
operational inefficiency in purges; 5 - 
Losses due flare materials by higher 
volatile content at the top of separation 
equipment; 6 - Traps, separators, 
process control, incorrect scale of 
equipments causing loss of alive 
steam; 7 - Losses in chimneys by not 
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2.2. Strategy 2: Energy substitution, combustible mineral oils by biomass, a case 
With the forecast that world oil reserves are exhausted in about 100 years, there will be, in the 
medium and long term, environmental and economic viability to greater utilization of 
available biomass energy and currently is found in nature generating methane, most striking 
than carbon dioxide to the greenhouse effect. The total use of biomass as fuel for industry 
depends on some difficult to be worked as: complicated logistics, model of business, and need 
to increase the efficiency of combustion in furnaces and boilers. Biomass has the advantage of 
being a natural process that performs photosynthesis where the removal of CO2 occurs from 
the atmosphere, thus promoting favorable carbon balance. Assuming that each kilogram of 
CO2 generated from burning of biomass has direct equivalence for each kilogram of CO2 
captured from atmosphere, we try to relate in Table 1, different types of Brazilian biomass. 
 

Table 1- Comparison between different biomass and diesel 
Biomass gCO2/kg Biom MJ/kg Biom Quantity Biom GTY *CO2 GTY 

Sugar can bagass 0,075 15,49 200 E-3 0,08 
Black liquor 998,79 13,40 2 E-3  0,002 
Coconut fiber 1310,87 17,59 0,42 E-3 (peel, fiber) 0,0002 
Cake/ Glycerin  1885,77 25,30 2,2 E-3 (5% biofuel) 0,0023 
Total 

  
204,62 E-3 = 0,2 GTY 0,0845 

 
The biomasses chosen are present in abundance in Brazil, due to the large production of sugar 
cane industry, producing about 200 million tons of bagasse, the pulp industry producing about 
9 million tons of black liquor, and the incipient biodiesel industry that generates about 2 
million tons per year of glycerin and cake. The marketing of coconuts is quite common in 
Brazil and the waste generated, coconut peel and fiber, are good source of biomass. 
 
2.3. Proposed activities to be performed 
The Programs to increase Energy Efficiency and Mineral Combustible Replacement in the 
Industrial Segment are presented in table 2 and 3 to discussions. 
 

Table 2 – Energy Efficiency Program 
 Energy balance for process integration and definition of production scheduling; 
 Thermal performance in cooling systems and towers to reduce the temperature of water; 
 Thermal performance in heating systems, boilers, furnaces, steam / condensate and oil, 

in an attempt to reduce wall losses, loss of live steam, the reuse of energy, equipment 
reliability through proper drainage, and additional measures; 

 Review the criteria for equipment design in operation by reducing the size of the plants 
and allowing to work with adjusted modules and not unequal growth of utilities; 

 Review the criteria for management of maintenance and operation (tasks with more 
human reliability) in industrial plants intending to increase the operational availability of 
systems for cooling and heating. 

 
Table 3 – Renewable biomass replacement program 

 Mapping the biomass availability;   Installation of local clusters by biomass type; 
 Installation of processing plants to 

adequacy the biomass; 
 Define national and global economic 

architecture for using biomass; 

 Prepare managers in biomass area;   Promote the establishment of cooperatives; 
 Construct logistics scheme;  Training the cooperative managers. 
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3. Program of activities to increase thermal energy efficiency, Strategy 1, research case 

Assuming that the petrochemical plants and industry in general are in high charge/load, under 
thermal stress, the plants need to install additional equipment, or practicing high reflux flow 
in the distillation unit operations or similar. After performance tests conducted in the thermal 
cooling systems, some recommendations about proper operation can reduce by 15% or more, 
the temperature of cold water. Thus, fitting temperatures at the top of the decanter vessels, it 
reduces the reflux without losing the quality of final products, in bottom and top of 
equipments. If the premise that the proportion of decreasing the need for reflux ratio is 
equivalent to decreasing for hot utility at the bottom of the equipment, means that the 
reduction of steam consumption achieve the same, 15% (%RTEP1).  
 
Some investigations are performed to reduce top temperature as result of cooling system 
(based on research case [9] and services): audit programs, calculations, process and operation 
investigations, and thermal performance tests discussed in Figure 3. The probably activities 
suggested are: change distribution of top cold pool, maintenance of top valves, vibration 
analyzes of fans, installation of side filters, temperature control measure with minimum of one 
decimal, calculation of concentration cycle based on good precision parameters, check of 
humidity of atmosphere and others. Other possibilities to reduction of losses are due to 
recovering of energy from: better insulation of hot equipment wall, increase of continuity in 
furnaces and boilers caused by increasing of human and operational reliability, diminish of 
mass losses to flare with cold temperature at column top, diminish of loss on energy recovery 
systems (condensate) by better control of steam quality. All these possibilities can increase 
the yield from 88% to 93%, saving 10% of fuel consumption to generate steam and fuel 
consumption in furnaces (%RTEP2). Summing possibilities of energy economy from cooling 
tower (15%) with better operation and design of hot systems (10%), we can achieve 25% of 
decreasing of combustible consumption (%RTEP=%RTEP1+%RTEP2).  
 
The hot utility project (steam and condensate) have flexibility to increase 15% when 
compared with the design capacity, different from the case of large equipment (cooling 
towers, reactors, separators, heat exchangers and others) with the possibility to lift charges 
between 50 to 80% more than project charge. Thus, in debottlenecking design, the review of 
projects is poorly made for utilities generating non conformities with loss of live steam above 
25% (%RSE). We consider, in the calculations, the possibility of recovery at least of 25% of 
live steam lost to the atmosphere. 
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Figure 3. Energy management and audit of cooling system, based on research cases/services 
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Join knowledge from operation of equipments with technology, including knowledge about 
human factors in MMI of equipments and including process intensification concerns, is 
possible to change the design criteria for equipment and processes increasing certainty and 
decreasing rate of the flexibility of capacity (reducing the engineering coefficients of 
ignorance in design). So with project of smaller equipments in conjunction with the project of 
appropriate utility systems increase the load of plant in industrial modules instead of 
debottlenecking, reducing than, the losses of live steam and reducing factory investment. 
 
Estimation based on Petrochemical Industry X in Brazil and Global Ones (Table 4). 
Based on data from large petrochemical X in Brazil, the annual production of ethylene is 
around 142,000 tons per year, and global ethylene production in 2010 was 142 million ton per 
year [4]. Thus, the calculation of fuel oil consumption and CO2 generation for petrochemical 
industries can be multiplied, for exploratory calculations, by 1000 (thousand) that represents 
all the petrochemical companies worldwide. Thus, for the production of plant X of 260 
thousand tons/year and consumption index 16.5 GJ / ton, this means all the energy 
consumption of around 4.3 million GJ/year. Whereas the average fuel PCI is (43000 KJ/Kg) 
43 GJ per ton of fuel for the plant X. Annual consumption of fuels is 100 thousand tons of 
fuel per year for one plant in place X (0,0001 Gton/Y). For calculation to all petrochemicals, 
in exploratory way, it is considered 0,1 GTY of fuel. 
 

Table 4 – Data an formula for calculation Petrochemical Industry (Local X and Global) 
Pet EGP (Ethylene Global production) = 142.000.000 ton per year 
Pet EXP (Ethylene Local production X) = 142.000 ton per year 
RelG/X (Relation Global/Local) = PetEGP/PetEXP=1000 petrochemical estimated world 
PPetX (Production of Petrochemicals at X) = 260.000 Ton/Y 
CIPetX  (Consumption Energy/Mass Index, Petrochemical X) = 16,5 GJ/Ton 
CcombX (Consumption of combustible per year at X) = PPetX * CIPetX= 4.300.000 GJ/Y 
COPCI (Combustible Oil - PCI) = 43 GJ/Ton of oil 
FCPetX (Consumption of fuel to Petrochemical X) = CcombX/COPCI= 100.000 Ton of oil/Y 
FCPetX = 0,0001 Gton/Y =1E-4 Gton/Y 
FCPetGlobal(Global Consumption fuel to 1000 Petrochemical)=100.000.000 Ton/Y=0,1GTY 
RelG/X= PetEGP/PetEXP      (1) 
CcombX = PPetX*CIPetX     (2) 
FCPetX = CcombX/COPCI    (3) 
FCPetGlobal = FCPetX * RelG/X    (4) 
General Equation to consumption fuel at Global Petrochemicals indystries 
FCPetGlobal = ((PPetX * CIPetX ) / COPCI))* (PetEGP / PetEXP) (5) 
 
Estimation based on Global Industry (Table 5). Considering that 1 kg of Carbon (C) 
generates 3 kg of CO2, giving approximately 2.5 kg of CO2 per kg of fuel. Thus 0,1 GTY of 
fuel generates 0,25 GTY of CO2. If we consider that 1% of industry is of petrochemical type 
[8] then total industry generates 25 GTY of CO2. If recovery of 25% of CO2 by thermal 
efficiency and recovered is equivalent to 6.25 GTY, fulfilling the quota of efficiency in fuel 
consumption (12 GTY) for 1000 of petrochemicals X. This recovery is possible with better 
thermal performance of the separators from better operation of cooling systems and reduction 
of heat stress. If you consider the projected area, where you can recover 50% of live steam 
lost in the area, is reduced 25% of total CO2, since no generation of 12.5 GTY which is higher 
than the target of 25% from 25 GTY of CO2, or 6.25 GTY. 

 

1557



World Renewable Energy Congress 2011 – Sweden Industrial Energy Efficiency (IEE) 
8-13 May 2011, Linköping, Sweden 

 
Table 5 – Data an formula for calculation Global Industry and decrease of CO2 

GICCO2 (Generation Index CCO2) = 3 kg CO2/ 1 kg of Carbon 
GICO2Fuel (Generation Index CO2Fuel) = 2,5 kg CO2/1 kg fuel= 2,5 ton CO2/ ton fuel 
PCO2PetX (Production of CO2 at X) = GICCO2Fuel * FCPetX = 2,5 E-4 Gton CO2/Y 
PCO2GTotalIndX (Total Ind Production of CO2 at X) = 2,6 E-2 Gton CO2/Y 1[8] 
Relation (Pet/Total Ind X)= (PCO2PetX/ PCO2GTotalIndX) = 1% 
PCO2PetG (Production of CO2) = FCPetGlobal * GICO2Fuel= 0,25 Gton/Y of CO2 
PCO2IndG (Prod of CO2) = PCO2PetG/ Relation = 25 GTY 
%RTEP = %RSE = 25% (recovered steam by thermal programs – operation and design) 
RTEP, Recovered by Thermal Energy Production= (%RTEP*PCO2IndG) = (25% * 25 GTY) 
= 6,25 GTY of CO2; RSE (Recovered by Steam economy) = production and design = 
(%RSE*PCO2IndG) = (25%*25 GTY)=6,25 GTY of CO2; Total Recovered (TR)=12,5 GTY 
TR ={(%RTEP+%RSE)*[(FCPetGlobal*GICO2Fuel)/(PCO2PetX/PCO2GTotalIndX)] }(6) 
 
4. Program of Activities to combustible substitution: biomass related to strategy 2 

Brazil [5] [6] [7] is an agricultural country and has large area of land available for food crops, 
has ample opportunity to use the biomass generated as a natural substitute of petroleum. 
Because of this trend, in very near future, there is a need for the government to invest in 
productive arrangements to provide this biomass for energy and industrial segment. For this 
change in the energy supply chain, it is required to mapping sources of biomass, defining the 
inventory economically feasible to tie their strategies, including political, technical, economic, 
environmental, ethical and seasonal risks. This Petrochemical Industry in study intends to 
meet the environmental paradigms to reduce greenhouse gases (carbon balance favorable due 
to increased carbon sequestration), and meet global energy demand. 
 
There are some steps that the government, together with the industries and society in general 
must accomplish: • Develop network of institutions and companies with roles to enable 
installation of a sustainable bio-energy economic chain; • Analyze risks to regular supply of 
biomass; • Identify restrictions in: Technology, Policy and Social aspects; • Ensure the 
economic and environmental sustainability. Between policy challenges, there are: prepare 
economic local clusters, check on the participation of society (cooperatives in logistics and 
sorting) in this new economic activity, and development of technology to Bio-energy. 
 
5. Discussion of results 

In the global, if it is possible to reduce 25% of fuel consumption resulting from energy 
efficiency program and reduces 20% absolute of live stream to atmosphere is sufficient to 
meet the challenge posed by the IEA, a reduction of 12 GTY. In the biomass, considering the 
estimated of last four cases (sugar can bagass, coconut, cake/glycerin from biodiesel, and 
black liquor), achieves a 0.0845 GTY of CO2, needing a biomass matrix at least 100 times 
bigger, including other biomass and other countries like China and India in trying to reduce 
carbon emissions into the atmosphere. If you reach this goal, with 8.45 GTY versus 9.6 GTY 
CO2, quota demanded to be reduced. As mentioned before, the industry emits 25 GTY of 
CO2 from fuel combustion, is intended to reduce 8.45 equivalent to 33.8% of the diesel 
currently used, when you know that above the goal number of 10 %, a third part of necessity, 
demanding strong economic and political organization and efforts around the biomass. 

                                                           
1 * General Relation Industry/Petrochemical in Bahia/BR, place X, [8]  
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6. Conclusion and Restrictions 

Work with energy efficiency is simple when Industry management gives importance to 
utilities as: steam (generated by water and heat from combustible), direct heat to furnace 
(generated by heat from combustible burning), and cooling water (that depends of cooling 
tower work). The difficulties are to change managers’ decision model that analyze short term 
problems and does not work to increase human and operational reliability. One other concern 
is about the necessity to change design criteria preparing factories in smaller size. 
 
Despite the great potential of Brazil to the wide use of biomass, it is not still efficient to 
process and distribute products in biomass segment; it depends of governments’ infrastructure 
in logistics area. Although there are many searches for new technologies in which the fuel is 
biomass, it does have large-scale policies or actions that make the distribution of this form of 
biomass for industry, already ready for use. Therefore, it is necessary to analyze the 
economics chain in the vertical form, including all activities in the life cycle of different 
biomasses. For the energetic matrix change to renewable one, some multi-attributes 
assessment (environment, economic, ethical, policy, social) to choice biomass must be done. 
The criteria for choice of matrix must be analyzed in biomass to prevent, for lack of planning, 
the projects unviable after long-term, development policy for biomass, availability of 
materials, supply guarantees, social and environmental benefits. 
 
References 

[1] Johan RockstrOm et al. A safe operating space for humanity. Macmillan Publishers: 
Nature, vol 461, p. 472/475. 2009. 

[2] Johan RockstrOm et al. Planetary Boundaries: Exploring the safe operating space for 
humanity. Ecology and Societ. 36 p. 2009. 

[3] Richard Doornbosch et al. Round Table on Sustainable Development: Mobilizing 
Investments in LowEmission Energy Technologies on the Scale Needed to Reduce the 
Risks of Climate Change. Organisation Economic Cooperation /Development. 53p. 2008. 

[4] Global Industry Analysts. World ethylene market to cross 160 million tons by 2015, 
according to new report by global industry analysts. Researched on January 2011. 
http://www.chemicalonline.com/article.mvc/World-Ethylene-Market-To-Cross-160-
Million-0001. 2008. 

[5] Painel Florestal. Brasil cresce 7,3% na produção de celulose e fortalece investimentos. 
Researched on 2010: http://painelflorestal.com.br/noticias/celulose/9721/brasil-cresce-7-
3-na-producao-de-celulose-e-fortalece-investimentos. Original source: Bracelpa. 2010. 

[6] Biodieselbr.com. Biodiesel no Brasil. 
http://www.biodieselbr.com/biodiesel/brasil/biodiesel-brasil.htm. 2011. 

[7] John Deere. Cana/açúcar/alcool: preços firmes no curto e no longo prazo. Original 
source: Carlos Cogo Consultoria Agroeconômica. 
http://www.deere.com.br/pt_BR/ag/veja_mais/info_mercado/sugar_cane.html 

[8] IBGE – Instituto Brasileiro de Geografia e Estatística - IBGE. Sustainable Development 
Indexes of Brazil – Greenhouse gas emissions. 443 p. 2010.  

[9] Teclim Research EcoBraskem - UFBA. Final Report: Thermal Energy Balance at UNIB/ 
Braskem. 2009. 

 

1559

http://painelflorestal.com.br/noticias/celulose/9721/brasil-cresce-7-3-na-producao-de-celulose-e-fortalece-investimentos
http://painelflorestal.com.br/noticias/celulose/9721/brasil-cresce-7-3-na-producao-de-celulose-e-fortalece-investimentos
http://www.deere.com.br/pt_BR/ag/veja_mais/info_mercado/sugar_cane.html


Integration of biogas plants in the building materials industry  

M. Ellersdorfer1,*, C. Weiß1 

1 Institute of Process Technology and Industrial Environmental Protection, Mining University Leoben, Austria 
* Corresponding author. Tel: +4338424025006, Fax: +4338424025002, E-mail: 

markus.ellersdorfer@unileoben.ac.at 

Abstract: The paper quantifies the synergy-effects of an areal combination of biogas-plants with plants of the 
building materials industry (e.g. cement plants) from the energetic and economical point of view. Therefore a 
model biogas and cement plant are defined and the effects of a combination of both plants in terms of energetic 
efficiency, investment and operating costs, greenhouse gas emission reduction and overall energy production 
costs are quantified. The main benefits of this combination are the utilisation of low temperature excess heat 
sources from the cement plant for fermenter heating and the direct thermal utilisation of unprocessed biogas as a 
valuable, CO2-neutral fuel for combustion processes for instance clinker burning. Due to the combination, the 
energetic efficiency of the biogas plant, defined as utilisable energy output in relation to the energy content of 
the produced biogas, significantly increases from 63.0% to 83.8%. Concurrently the energy production costs are 
reduced, turning biogas into a competitive source of energy without the need for federal sponsorship. 
Calculations show, that from a plant size of around 90 m³STP/h biogas production costs in combined plants are 
even lower than the actual market prize of natural gas. 
 
Keywords: biogas, cement plant, thermal utilisation, excess heat recovery 

Nomenclature

volumetric flow rate (standard temperature and 
pressure) ......................................... m³STP/h 

energy (general) .......................................... kWh 

electrical energy ........................................ kWhel 
thermal energy .......................................... kWhth 
European currency ....................................... €, ct 

 
1. Introduction 

The anaerobic fermentation of biogenic material presents a well known technology in waste 
treatment and agriculture. Furthermore the specific production of biogas out of renewable 
resources provides an opportunity to integrate CO2-neutral energy sources in the power 
supply chain. Nevertheless state of the art concepts of biogas utilisation like electricity 
generation in combined heat and power plants (CHPs) or processing of the raw biogas to 
inject it in existing gas supply systems are still in need of improvement. Energy losses due to 
processing and compression steps or the production of a significant amount of excess heat 
reduce the percentage of useable energy from the raw biogas. 
 
In view of this problem, an alternative way of gas utilisation would be desirable. The 
combination of biogas plants with plants of the building materials industry especially cement 
plants, presents a unique opportunity to meet these demands [1]. The main benefits are: 
 

- utilisation of excess heat from the cement plant for fermenter heating 
- raw biogas as CO2-neutral fuel without the need of processing 
- ammonia recovery from the digestate and use as reducing agent in DeNOx-processes 

 
High temperature processes in the cement, lime and magnesia industry are a source of waste 
heat at various temperature levels. The use of this energy for heating a mesophillic biogas 
fermenter (~35°C) allows the utilisation of excess heat at temperature levels beyond 100°C, 
which presents a problem for other state-of-the-art solutions. 
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The average calorific value of biogas with 21 MJ/m³ (60% methane, [2]) is sufficient for a 
direct use as fuel in cement and clinker burning. Primary fuel combustion in the rotary kiln 
and secondary combustion in the precalciner can be adjusted to work with natural gas as well 
as biogas [3]. The demands in terms of gas composition for direct burning are not that strict as 
for CHP plants or injection in natural gas supply systems. Compression of the gas to the 
pipeline pressure (30 to 80 bar) is not necessary. Hence, raw biogas can be used directly for 
burning without processing steps like desulphurisation and NH3-removal. H2S in the biogas is 
oxidised to SO2 during combustion, which reacts to alkalisulphates with the clinker in the 
preheating and calcining system [4]. The fate of NH3 has to be investigated. 
 
The application of biogas reduces the greenhouse-gas emissions of the cement plant due to the 
substitution of fossil fuels. On the other hand the combination offers the possibility to 
improve the partially negative ecobalance of some biogas production ways [5]. 
 
The third benefit is the potential recovery of ammonia from the digestate. The output of 
digestate as a fertiliser for agricultural areas is limited to certain times of the year due to 
ammonia emissions. Processing of digestate and ammonia recovery can solve the problem of 
temporal dependency with the concurrent benefit of producing a NOx-reducing agent for 
cement plants. By decreasing the ammonium concentration in the effluent for example by 
steam-stripping, the recycling of the liquid phase into the fermenter might be possible. 
 
2. Methodology 

To quantify the synergy effects of the areal combination of biogas and cement plants, an 
Excel-model was developed, in which conventional biogas plants with CHP are compared to 
the corresponding combined plant in regard to energetic efficiency, CO2-savings, energy 
production costs and plant feasibility. The biogas plant scale can be adjusted by varying the 
amount of substrates. For the actual calculations a substrate mix with 90% manure and 10% 
co-substrates (4% food leftovers, 3% glycerine and 3% flotate sludge) was chosen. 
 
The energy balances and costs of combining a conventional biogas plant with a production of 
250 m3

STP/h respectively 550 kWel installed electrical power with a cement plant with a 
production capacity of 440 000 tclinker/a are presented in detail. Both plants represent a mean 
plant size in Austria derived from overall production data divided by the number of plants 
[6, 7]. In biogas production the trend goes to larger plant sizes, wherefore the mean biogas 
plant size derived from literature data (270 kWel/plant) was doubled. Based on averaged data 
of numerous existing biogas-plants [8, 9] in combination with data from CHP evaluations [10] 
a basic energy balance for a model biogas-plant was determined. To quantify the main excess 
heat sources of a model cement plant, the mean thermal energy balance was calculated from 
averaged literature data for Austrian cement plants [11]. 
 
Investment and operating costs of the conventional plant were calculated with four different 
literature models [2, 9, 12, 13] to prove consistency. The estimations were converted to actual 
costs on the basis of 2009 by correction with the harmonised index of consumer prices in 
Austria. The most suited model due to its modular configuration (FNR, 2008) was chosen for 
the economical comparison of conventional and combined plants. Based on the published 
FNR-data, compensating curves for specific investment and operating costs were 
implemented to calculate the scale dependent energy production costs. Investment and 
operating costs of the combined plant do not comprise expenses for CHP and desulphurisation 
units but an additional cost factor for the combination (burner, gas pipeline, excess heat 
utilisation). This factor is made up of fixed costs and scale dependent additional costs 
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(investment costs combination in € = 30000 + (actual plant size  [m³STP/h] / 500) * 100000). It 
is assumed that substrate and digestate processing costs are the same for both plants, 
wherefore these expenses remain unaccounted for. 
 
The determined operating costs together with the depreciation charges result in mean energy 
production costs in ct/kWh, when divided by the useable energy output. Depreciation charges 
were calculated on the basis of an annuity factor for 16 years deprication period and an 
imputed interest rate of 6%. The income of the conventional biogas plant comprises the sale 
of electricity and thermal energy according to the renewable energy feed-in tariff of the 
ÖSVO 2010 [14]. In case of the combined plants, the income is considered to result from cost 
savings for fossil fuels (natural gas and fuel oil) [15] and CO2-savings valuated with an actual 
emission certificate price of 15 €/t CO2. Electrical energy to cover the internal demand of the 
combined plant has to be bought on the market [16]. Based on these data the ROI and 
payback-period for the conventional and combined plant can be calculated. 
 
The determination of the CO2-savings is based on a representative mixture of cement plant 
fuels from literature [6]. It is assumed, that first natural gas and then fuel oil are replaced by 
biogas, as far as the produced amount of biogas can cover the demands of these fuels. Mean 
CO2-savings were calculated from literature data for CO2-emission rates of fossil fuels [17]. 
The electrical energy demand of the combined plant is covered by electricity from national 
power networks, which decreases the CO2-savings due to emission of greenhouse gases 
during the production of conventional electrical energy [18]. 
 
3. Results 

The basic energy balance of a 250 m³STP/h model biogas plant is visualised in figure 1. 
 

 
Fig. 1.  Energy balance of a conventional biogas plant (250 m³STP/h) with combined heat and power 
unit (CHP, 550 kWhel installed electrical power); for detailed data see table 2. 
 
Figure 1 shows that only 35% of the input energy of 12.6 GWh/a can be converted to 
electrical energy with 45% low temperature excess heat from the CHP. After deduction of the 
internal electrical and thermal energy demand, 30.5% thermal energy and 32.5% electrical 
energy remain, giving an overall energetic plant efficiency of 63%. The high amounts of 
energy needed for fermenter heating and a CHP efficiency of 80% significantly decrease the 
overall plant efficiency. Moreover, this calculation represents the ideal case, where 100% of 
the available thermal energy is utilised for example for drying processes or district heating. 
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The thermal energy balance of the model cement plant (440 000 tclinker/a) is visualised in 
figure 2. 
 

 
Fig. 2.  Thermal energy balance of a conventional cement plant (440 000 tclinker /a) 
 
Not useable thermal energy like the remaining energy content in the product, vaporised water 
in the offgas and thermal radiation turn out to be the main excess heat sources. The residual 
energy in the cooling air after the clinker cooler and the energy in the raw gas after the raw 
mill can easily be utilised for fermenter heating by adequate heat recovery concepts, for 
example the installation of gas/fluid heat exchangers as shown in figure 3. 
 

 
Fig. 3.  Process flowchart of a combined biogas and cement plant. 
 
Figure 4 illustrates the effects of this combination on the energy balance of a 250 m³STP/h 
biogas plant. Clinker cooler and raw gas excess energy together offer nearly the 27-fold 
amount of energy needed for fermenter heating. Electrical energy has to be bought in 
addition. The direct use of raw biogas enhances the utilisable energy of the biogas plant, 
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leading to a major increase from 63.0 to 83.8% in the overall plant efficiency (cf. table 2). The 
thermal efficiency of the cement plant only slightly increases from 61.3 to 61.5% due to its 
large excess heat production compared to the energy demand of the biogas plant. On the basis 
of the above defined plants scales, 2.7% of the thermal energy consumption of the cement 
plant can be replaced by raw biogas, resulting in a decrease in greenhouse gas emissions of 
around 2860 t CO2/a or 0.8% of the annual CO2-emissions of the cement plant. 
 

 
Fig. 4.  Energy balance of a combined plant; biogas plant (250 m³STP/h) coupled with a cement plant 
(440 000 tclinker/a) 
 
Table 1 comprises the estimated investment costs for a conventional biogas plant 
(250 m³STP/h) with biogas utilisation via a CHP. The results of the models generally fit 
together, with the FNR model being the closest to the mean investment costs of 1,750,819€ 
derived from all models. 
 
Table 1. Investment costs for a conventional biogas plant (250 m³STP/h) based on different models 

  FNR 
[12] 

 

KTBL 
[9] 

 

LfU Bayern 
[2] 

 

Hornbacher* 
[13] 

 
plant investment costs [€] 1,172,538 943,757 - 1,578,733 
CHP investment costs [€] 493,729 626,819 - 336,284 
total investment costs [€] 1,666,267 1,570,577 1,851,414 1,915,017 

* estimation excl. CHP, CHP costs estimated with different model (ASUE [10]) 

 
Table 2 shows the results of the energy balance as well as the energy production costs and 
plant feasibility calculations of a conventional plant compared with the combined alternative. 
 
Investment and operating costs of the combined plant are considerably lower because of the 
missing CHP plant. Together with the higher amount of energy output in terms of fuel, the 
production costs of energy in a combined plant are around 3.2 ct/kWh compared to 
7.0 ct/kWh for a conventional plant, in which 100% of the thermal energy output of the CHP 
are utilised. Electricity production costs without thermal energy utilisation are 13.5 ct/kWhel. 
The ROI of the combined plant is somewhat higher and the payback period shorter because of 
the lower investment and operating costs compared to the conventional plant. 
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Table 2. Base data of a conventional biogas plant compared with an equally scaled combined plant 
  FNR  

conventional plant 
FNR  

combined plants 
biogas production [m³STP/h] 250 250 
plant energy input [kWh/a] 12,580,295 14,718,946 

electrical energy output [kWhel/a] 4,088,596 0 
thermal energy output [kWhth/a] 3,836,990 0 

utilisable energy output [kWh/a] 7,925,586 12,328,,689 
overall plant efficiency [%] 63.0 83.8 

total investment costs [€] 1,666,267 1,175,732 
operating costs [€/a] 387,181 281,055 

annual depreciation [€/a] 164,881 116,341 
total variable costs [€/a] 552,062 397,396 

energy production costs*  [ct/kWh] 7.0 3.2 
electrical energy costs  [ct/kWhel] 13.5 - 

cost savings fossil fuels [€/a] 0 471,895 
cost savings CO2-emissions [€/a] 0 45,598 

electrical energy income [€/a] 506,986 0 
thermal energy income [€/a] 92,088 0 

total income [€/a] 599,074 517,494 
total profit [€/a] 47,012 120,098 

ROI (profit/investment) [%] 2.8 10.2 
payback period  

(debt-repayment method) 
[a] 11.0 6.1 

* 100% utilisation of thermal energy 

 
The depiction of the energy production costs of the conventional and combined plant over the 
plant scale shows the typical decrease in production costs with increasing plant size (figure 5). 
 

 
Fig. 5.  Energy production costs (electrical and thermal energy) for various plant sizes. 
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Conventional biogas plants without thermal energy utilisation have electrical energy 
production costs from 20 to 12 ct/kWhel. The simultaneous use of 100% of the CHPs thermal 
energy output can decrease the energy production costs to values between 11 and 6 ct/kWh 
but is difficult to implement. Compared to the feed-in-tariff in accordance with the ÖSVO 
2010 [14] one can see, that the combined use of thermal energy is essential for the feasibility 
of a conventional biogas plant. The energy production costs of combined plants (~ 5 and 2.5 
ct/kWh) are well below conventional plants due to the higher amount of energy utilised as 
fuel for clinker burning. From a plant size of 200 kWhel (~ 90 m³STP/h) the production costs 
of biogas in combined plants actually fall below the costs for natural gas [20]. 
 
4. Conclusions 

The combination of a biogas plant with a cement plant is a possibility to significantly increase 
the overall efficiency of a biogas plant. The use of unprocessed biogas as a fuel for clinker 
burning and the utilisation of excess heat from the cement plant enables biogas costs to be 
competitive to natural gas costs even without federal sponsorship. 
 
Nevertheless, there are still points that have to be investigated, first and foremost the fate of 
H2S and NH3 in the clinker burning process and their contribution to NOx and SO2 emissions 
of the cement plant. Moreover, solutions for the gas utilisation during maintenance periods of 
the cement plant have to be found. Whereas these periods might also be used for servicing the 
biogas plant, concepts must be developed for a controlled diminishing of the biogas 
production rate by reducing or altering the substrate feed and concurrent burning of biogas. 
Thereby, the internal thermal energy demand of the biogas plant can be covered temporarily. 
 
The recovery of ammonia from the digestate for DeNOx-processes would be a major benefit 
for the cement plant. Potential technical solutions like steam-stripping of liquid digestate have 
to be investigated. Especially substrates with the potential to cause ammonia inhibition of the 
fermentation process might be processed in combined plants, if ammonia recovery is feasible. 
The practicability also strongly depends on the type of substrates, which have to be suited for 
fermentation but not for direct burning. Important parameters for waste fuels in cement plants 
are calorific value along with the content of water, ash, sulphur, chlorine and heavy metals as 
well as the suitability for the burners [3]. Examples for substrates with limited applicability 
are liquid manure and brewery and agricultural residues due to the high water content. The 
inhomogeneity of food residues as well as slaughterhouse waste and similar materials impede 
direct burning, but otherwise present wastes high in biogas production. 
 
Due to sufficiently available waste heat energy and the huge fuel consumption of cement 
plants, the share of fuel provided by biogas can be increased almost arbitrarily, resulting in 
cheaper biogas production costs and significant CO2-savings. One 2 MW biogas plant can 
substitute over 10% of the energy consumption of a 440 000 tclinker/a cement plant and save 
around 13 000 t CO2/a. The substitution is only limited by the available amount of substrates 
for the biogas plant. Nevertheless, also small scale options are possible, because any industrial 
plant with high temperature processes and utilisable excess heat, high fossil fuel consumption 
and the need of a denitrification system is a potential site where biogas plants can be installed. 
In many cases this combination would be the better alternative compared to biogas plants in 
the open countryside. With the developed model, site specific questions like maximum 
substrate and transport costs for economical plant operation can be estimated. Thereby, the 
number of potential biogas plant sites increases and the role of biogas as CO2-neutral fuel in 
power supply can be strenghtened due to the installation of sustainable energy systems. 
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Abstract: In recent years, there has been great incentive to improve the energy utilization with which the 
existing capital in offshore and onshore surface facilities is utilized. One of the most energy intensive processes 
in oil upstream industry is natural gas liquid or NGL recovery plant. The main gorge of energy consumption in 
conventional NGL plants is propane refrigeration. Hence, more attention should be focused on the effective 
utilization of propane chillers in a NGL plant. In this study, a novel process configuration for recovery of natural 
gas liquids in NGL plant is purposed. The required refrigeration in this configuration is obtained by a self-
refrigeration system. In summary, the novel scheme generates refrigeration internally, decreasing cooling load of 
propane chiller and providing additional refrigeration for inlet gas cooling due to plant capacity increase. 
Besides, the recycled stripping gas also eliminates the need for external reboiler heat. The warmer the stripping 
gas, the less demand is placed upon the bottom reboiler, thereby saving fuel and energy cost. In this 
investigation, a simulation model has been developed on the basis of using novel configuration in Gachsaran 
NGL1200 in south of Iran. The model has been applied for evaluating of energy utilization in this plant. Results 
of the model show decreasing in total electricity demand of the plant from 268 kWh/tNGL to 175  kWh/tNGL by 
decreasing cooling load and electricity consumption in propane chiller. Also, the need for reboiler heat is 
satisfied and efficacy of demethanizer column is improved from 72% to 84% by more NGL recovery. Finally, 
economical analysis of the new retrofit has been studied. 
 
Keywords: NGL plant, self-refrigeration, SGR, energy utilization 

1. Introduction 

Natural Liquid gas factories which produce NGL are one of the important and energy 
intensive units of offshore industries. In these units, natural gas liquids are separated from the 
sweet gas which has been sweetened in gas sweetening units before. Recovery of natural gas 
liquids (NGL) components in gas not only may be required for hydrocarbon dew point control 
in a natural gas stream, but also yields a source of revenue, e.g., natural gas may include up to 
about fifty percent by volume of heavier hydrocarbons recovered as NGL [1]. 

Most of the NGL plants in operation today use conventional single-stage turbo expander 
technology for moderately high ethane recovery. Based on this technology, after the inlet gas 
is treated to remove water and other contaminants, it’s cooled by cold residue gas in gas/gas 
exchangers. Propane refrigeration is often required to help in condensing the heavy 
components for a rich gas. Then, liquid condensed from the inlet gas is separated and fed to 
the tower for further fractionation after being flashed to the tower pressure. The remaining 
non-condensed vapor portion is subject to turbo-expansion to the top section of the 
demethanizer column, with the cold liquids acting as the top reflux to enhance recovery of 
heavier hydrocarbon components. 

The growing economic opportunities offered by the markets associated with natural gas 
liquids determined the development of using different technologies in NGL recovery units. 
The difference between the various technologies lays in the energy recovery strategies that 
each of them utilizes [2]. 

One of the most attractive technologies for reducing energy intensity in NGL recovery unit is 
Stripping Gas Refrigeration (SGR) method. SGR is a self-refrigeration system is widely 
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applicable not only for new, grass-root plants but for revamping old, existing plants. This 
technology utilizes a slipstream from the demethanizer bottom. This stream is totally or 
partially vaporized, providing additional refrigeration for inlet gas cooling. The flashed vapor 
generated from the self-refrigeration cycle is recycled back to the column, where it serves as 
stripping gas. Stripping gas increases the critical pressure thus enhancing the relative 
volatility. 

This paper focuses on revamping existing plants using the stripping gas refrigeration scheme. 
To this aim, factory of NGL 1200 in south of Iran is selected as case study. The results show 
the economic return on retrofit investment is much more attractive and also, there are 
opportunities for upgrading the performance of the plant, e.g., plant capacity increases and 
energy intensity decreases over the time [3]. 

 
2. NGL recovery process  

The process flow diagram of a NGL plant based on the simulation of NGL1200 by HYSYS 
software is depicted in figure (1). According to this figure, inlet sweet gas flows into the two 
stages of gas to gas  heat exchanging process (E1 and E3)  and exchanges its heat with 
separated gas stream  form the three phases separator (E6) and therefore, its temperature is 
decreased from 650C to 250C. Then, outflow stream from second heat exchanger enters into 
two stages of propane chilling system (E4 and E5) and it is cooled to temperature lower than   
-29 centigrade degrees to condense out the liquids. At the exit point of chilling system, gas 
has two phases condition and therefore liquid and vapor phases should be separated by 
separator (E6). The vapor phase returns to the heat exchanger (E3) and the liquid phase is then 
fed into the demethanizer column which has 9 trays to stabilize gas liquids and separate light 
compounds. Demethanizer column also has a kettle reboiler for providing required heat in the 
bottom section of the column for vaporizing heavy product and recycling it to the column.  
Overhead flow of column which has more methane and ethane will be recompressed by 
compressor (E11) and will be returned to the gas injection unit; propane, butane and 
condensates are separated as  bottom product and sent to the pressurized refrigerated storage 
vessels to await   transportation to market  [4]. 

Table (1) represents physical properties of streams which have been approximated by the 
Peng-Robinson equation of state formula through developing simulation model by HYSYS 
software. The aforementioned simulation model has been applied for analysis of performance 
of the factory of NGL1200 and estimation total energy intensity and efficiency of this plant 
[5]. 

According to results of simulation, total performance and energy intensity of NGL1200 are 
represented in table (2). Also, major energy intensive equipments of NGL1200 are reported in 
table (3). 
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Fig. 1 Process flow diagram of NGL1200 

3. Self-refrigeration method  

Self- refrigeration method is a modern method to increase NGL plant capacity, to decrease 
plant electricity consumption and to eliminate the need for external reboiler load. Also, 
application of this method increases critical pressure and volatility of demethanizer column 
and therefore, efficacy of column will be improved. This method is known as Stripping Gas 
Refrigeration (SGR) method [6]. 

SGR method generates internal refrigeration by expanding a liquid stream from the bottom of 
the demethanizer column. Simulated process of SGR method and its application in NGL1200 
is represented in figure (2). According to this figure, liquid stream from the bottom of the 
column (stream 39) is then heated by indirect heat exchange with inlet sweet gas to generate a 
two-phase stream. The two-phase stream (stream 42) is flashed in a separator. The flashed 
vapor (stream 44) is compressed and recycled to the demethanizer as a stripping gas, which 
increases the ethane and propane concentration in the column. The flashed liquid stream 
(stream 43) is pumped and mixed with other NGL product streams. 

Three major advantages of using SGR method in a NGL plant may be concluded by following 
items [7]: 

1) Increasing production level up to 20%. 
2) Increasing recovery of ethane. Concentration of ethane and propane will be increased 

in the column and heat profile on the trays will be decreased significantly.  
3) Increasing operational pressure of the column is one of the other advantages of this 

method which increases volatility of propane and ethane and then separation efficacy 
of column will be increased.  

Modification of physical properties of streams after using SGR method in NGL1300 is 
represented in table (4) [8]. 
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Table1. Physical properties and flow rate of streams 
Stream line 1 2 3 4 5 6 7 

Temperature (C) 60.5 37 62.1 38.3 38.3 25 38.3 
Pressure (kPa) 3690 3680 3770 3680 3680 4300 3680 
Mass flow (t/h) 200.6 200.6 12.8 213.4 0.47 2.3 211.5 

Stream line 8 9 10 11 12 13 14 
Temperature (C) 38.3 38.3 24 25 24 -5 25 
Pressure (kPa) 3680 3680 3670 4300 4300 3655 4300 
Mass flow (t/h) 1.4 215.2 215.2 2.2 217.4 217.4 2.2 

Stream line 15 16 17 18 19 20 21 
Temperature (C) -5 -29 47 -10 -29 -29 -29 
Pressure (kPa) 3655 3640 3510 3640 3640 3640 3640 
Mass flow (t/h) 219.6 219.6 113 113 113 7 99.6 

Stream line 22 23 24 27 
Temperature (C) -38 33.3 35 -38 
Pressure (kPa) 2000 2000 3910 2000 
Mass flow (t/h) 99.6 78 78 21.6 

 
 

Table2. Performance and energy intensity of NGL1300 
206 t/h Inlet gas flow rate 
 78 t/h NGL production 

t/h 128 Lean gas production  
kWh/t 268.5 Electricity  intensity 

 56.4 kWh/t Thermal heat intensity 
72% Demethanizer Efficacy 

 
 

Table3. Specification of energy intensive equipments of NGL1200 
Heat load  

(kW) 
Electrical power 

(kW) 
 

7014 3673 Propane pre chiller (ER4R) 
6153 3673 Propane main chiller(ER5R) 
4411 - Reboiler 

- 531×2 Lean Gas Compressor 
 
 

Table4. Physical properties of main streams after using SGR 
Temperature 

C 
Pressure 

kPa 
Flow rate 

t/h 
Stream line 

7.7 3650 9 
External gas line from  
two phase heat exchanger (15) 

16 1900 104 
The last external line  
from two phase heat exchanger (42) 

-26 2000 104 
The last internal line to  
two phase heat exchanger (39) 

16 1900 9 
External line from compressor 
 to demethanizer column(45)  
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Fig. 2 Using SGR method in NGL1200 

 

4. Results and Discussions  

Comparison between results of simulation of NGL1200 before and after using SGR method is 
represented by table (5).  

 
Table5. Comparison between obtained results before and after using SGR method 

After Before  
92.8 78 t/h NGL production rate (t/h) 
175 268.5 Electricity intensity (kWh/tNGL) 
0 56.4 Thermal energy intensity (kWh/tNGL) 
84 72 Demethanizer efficacy (%) 

 
The results indicate that, application of self-refrigeration method reduces electricity intensity 
of the plant up to 34.7 % and also eliminates the need for reboiler heat load completely. 
Decreasing in electricity intensity is obtained directly from replacing cooling load of propane 
per-chiller by heat exchanging of liquid stream from the bottom of demethanizer column with 
inlet sweet gas. Required capital investment for improving this novel configuration in 
Gachsaran NGL1200 is represented in table (6). 
 

 Table6. Capital investment of SGR method   
Item Capital Investment (10 P

3
P $) 

Expander  256 
Separators 21.6 
Compressor 25.6 
Pump 15 
Two phase heat exchanger 336 
Installation  182 
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The results of feasibility study show payback period of total investment of project will be 
lower than 2 years when the unit price of electricity and NGL is considered consequently, 4 
cent per kWh and 500 cent per kg [10]. 
 
5. Conclusion  

The objective of this research work has been to introduce a novel configuration in NGL plants 
which is obtained by a self-refrigeration system name as Stripping Gas Refrigeration (SGR). 
SGR scheme provides overall energy integration and replaces propane refrigeration system. 
The main results of using this configuration may be concluded as decreasing propane 
refrigeration, eliminating external heat source of reboiler, decreasing compression hoarse 
power of the plant. Also, using this method is accompanied with lower capital and operating 
cost with less impact to the existing equipment of the plant. With purposing total capital 
investment around 836 thousands dollars including, net present value (NPV) of project may 
be estimated at 5.6 millions dollars through 15 years operation of the system and its 
economical feasibility will be supported [11]. 
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Abstract: There is potential for optimizing thermal oxidizer plants to increase industrial energy efficiency 
results in environmental and economic dimension of sustainability. In the present work, genetic algorithm is 
implemented for three thermal oxidizer cases in three different petrochemical plants to optimize the fuel cost for 
the three Heat Recovery Steam Generators (HRSG’s) which are going to be used for the recovery of the heat 
from the outlet of the thermal oxidizer units. Generally, thermal oxidizers are used in petrochemical plants to 
burn waste gases in the plant to reduce the environmental impact of the off-gases of plant and normally the waste 
heat are released to the atmosphere via a s tack. The optimization results have been compared for three cases. 
Five decision variables have been selected and the objective function was optimized. By increasing the fuel 
price, the values of thermo-economical decision variables tend to those thermodynamically optimal designs. 
 
Keywords: Heat Recovery Steam Generator (HRSG), thermo-economics, Optimization, Thermal Oxidizer, 
Genetic Algorithm, Low Density Polyethylene (LDPE) Plant.     

Nomenclatures

𝑐           Cost per exergy unit………….. $.𝑀𝐽−1 
𝑐           Cost of fuel per energy unit… $.𝑀𝐽−1 
𝑐̇           Cost flow rate………………..   $. 𝑠𝑒𝑐−1 
𝑐𝑝         Specific heat at constant 
             Pressure……………… 𝐾𝐽.𝐾𝑔−1.𝐾−1 
𝐶𝑅𝐹    Capital recovery factor 

         Enthalpy….…………………. 𝐾𝐽.𝐾𝑔−1    
𝐿𝐻𝑉    Lower heating value………… 𝐾𝐽.𝐾𝑔−1 
𝑚̇        Mass flow rate…………………. 𝐾𝑔. 𝑠−1 
𝑟𝑐        Compressor pressure ratio 
T       Temperature……………………………...K 
𝑍        Capital cost of a component……………$ 
𝑍̇        Capital cost rate……………… $. 𝑠𝑒𝑐−1 
∆𝑃      Pressure loss 
𝜂𝑎𝑐      Compressor isentropic efficiency 
𝜂𝑐𝑐     Combustion chamber first law efficiency 
𝛾        Specific heat ratio  
𝜑        Maintenance factor 
𝐸𝐴     Evolutionary algorithm 
𝐺𝐴     Genetic algorithm 
P,/Pr,  pressure ratio of compressor  

rih           Inlet humidity percent 
ηto                 Thermal efficiency of thermal      
               oxidizer 
𝑊̇           Work…………………….KW 
 
Subscripts 

𝑎𝑐            Air compressor 
a              Air 
𝑐𝑐           Combustion chamber 
𝑒𝑣          Evaporator 
𝑒𝑐          Economizer 
f             Fuel 
F            Fuel for a component 
g            Combustion gasses 
j             Stream 
k            Component 
s            Steam 
P           Product of a component 
Pinch   Pinch point 
 

1. Introduction 

One of the important ways to reduce the effects of environmental impacts of industrial plants 
is increasing energy efficiency of the plants. Developing techniques for designing efficient 
and cost-effective energy systems is one of the foremost challenges of energy engineering 
face. In a world with finite natural resources and increasing energy demand by developing 
countries, it becomes increasingly important to understand the mechanisms which degrade 
energy and resources and to develop systematic approaches for improving the design of 
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energy systems and reducing the impact on t he environment. The second law of 
thermodynamics combined with economics represents a very powerful tool for the systematic 
study and optimization of energy systems. This combination forms the basis of the relatively 
new field of thermo-economics. 
  
Ethylene is the main feed of LDPE (Low density polyethylene) plant to produce LDPE 
product(s) in high pressure. By using a compressor system, excess ethylene in different units 
of the plant, some traced gases like Methane and Propane, small quantity of water and air are 
forced to a multi channel combustion chamber of thermal oxidizer unit to burn and diminish 
the concentration of pollutant, as consequences of imposed environmental limitations that 
exist for the petrochemical off-gases. After burning the off-gases in the combustion chamber, 
the considerable medium quality waste gas is released to atmosphere via vent stack. In 
practise, in most of the petrochemical plants the thermal oxidizer units work continuously as 
a matter of excess amount of ethylene and other mentioned substances.  
 
For a medium LDPE plant, maximum volume off gases reaches 55000 kg/h with constant 
steady state pressure. This flow produces an average thermal caloric value of 45000 KJ/kg 
with average 300 °C flue gas.  
 
The structure of a common thermal oxidizer is illustrated in figure 1. The installation consists 
of two compressor systems, multi channel combustion chambers, fuel supply and burner 
systems. In current models for the environmental condition the following are considered (T = 
298.15 K and P = 1.013 bar). The operating fuel for the total plant is natural gas (taken as 
methane) with a lower heating value (LHV) equal to 50000 kJ/kg.  
 

 
Fig. 1. Schematic sketch of thermal oxidizer with HRSG 
 
In the current research, a part of waste heat energy system (thermal oxidizer) in LDPE (Low 
Density Polyethylene) plant is optimized according to some decision variables. The hot gases 
from the combustion chamber are conducted to a HRSG (Heat Recovery Steam Generator) to 
be utilized for producing steam and hot water. This steam and/or hot water can be used in 
different ways in this plant (LDPE Plant) or other adjacent industrial plants. Moreover, in this 
investigation three different thermal oxidizers units were studied and data obtained are 
analysed for research validation. The models used in this paper are realistic but incomplete 
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from an engineering point of view since the object of this study is to present distinct models 
of thermoeconomic optimization. Therefore, it would be unreasonable to use an excessively 
complicated mathematical model to describe the performance of the plant.  
 
2. Methodology 

For modelling the system three categories of equations have been considered, the equations 
which describe the behaviour of the system (physical model), the equations for calculating 
the capital costs of  t he  components (economic model) and the equations which has been 
used to calculate the thermodynamic properties (thermodynamic model) [1,2]. The decision 
variables selected for the optimization are the compressor pressure ratio P,/Pr, the isentropic 
efficiencies of the compressor (ηc), inlet humidity percent (rih), the temperature of the 
combustion gas at the HRSG inlet (T2) and thermal efficiency of thermal oxidizer (ηto). 
 
The following models are formulated as a function of these decision variables. To simplify 
these models without loss of methodological generality, the following assumptions are made: 
(1) The air and the combustion gases behave as ideal gases with constant specific heats. (2) 
For combustion calculations, the fuel is taken to be methane CH4 (3) All components, except 
the combustion chamber, are adiabatic. (4) Reasonable values are chosen for the pressure loss 
of the air and gas flows in the combustion chamber and recuperate boiler. 
 
Our optimization program that is based on evolutionary algorithm has good convergence and 
better results due to using three input category data from three different petrochemical plants. 
As we know the optimization procedure is so crucial in engineering fields, especially 
mechanical engineering. Among the various techniques evolutionary algorithms (EAs) are of 
the greatest importance because of their convergence rate. Among EA algorithms, the 
Genetic Algorithm is the best option due to its less time consuming for iteration time as well 
as satisfying the several constraints. Besides, at the end of this study the influence of 
alteration in the demanded steam on the design parameters has been also studied. 
 
In this paper, after thermodynamic modelling of the system and formation of the objective 
function, a cogeneration unit with thermal characteristics of well known problem [1,3,4,5] are 
simulated, optimized, and its results are compared to the results of other cases; in order to 
ensure the validity of our physical modelling and optimization procedure. Subsequently, 
parameters of problem are modified to match the conditions and requirements of the present 
work. 
 
2.1. Thermodynamic modeling of thermal oxidizer with HRSG 
Having known the values of decision variables (rc, ηc, ηto, T2 and rih) for a set of fixed 
demands of process steam, the values of temperature and pressure in all lines of system was 
computed. Consequently, the value of fuel mass flow rate 𝑚̇𝑓, which should be expressed in 
terms of decision variables, is determined. The relations of thermodynamic modelling are as 
follows: 
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2.2. Objective function 
The objective function is defined as the sum of two parts; the operational cost rate, which is 
related to the fuel expense, the rate of capital cost which stands for the capital investment and 
maintenance expenses. Therefore, the objective function represents total cost rate of the plant 
in terms of dollar per unit of time.   
 

∑+= kff ZLHVmcFuncObj ..                                                                           (7)  

Since the amounts of ultimate products (process steam) are fixed, the objective function is to 
be minimized so that the values of optimal design parameters would be obtained. For 
calculating the rate of operating cost equation, we have: 
 
 LHVmcc fff =

.                                                                                      (8) 

In which 𝑐𝑓 = 0.003 $/MJ is the regional cost of fuel per unit of energy,𝑚̇𝑓 is the fuel mass 
flow rate, and LHV = 50000 kJ/kg is the lower heating value of Methane.   
 
For expressing the purchase cost of equipment in terms of design parameters, several method 
have been suggested [2, 7-11]. In this paper, we used the cost functions mentioned in ref [2]. 
However, some modifications were made to tailor these results to the regional conditions in 
Iran and taking into account the inflammation rate. For converting the capital investment into 
cost per time unit: 
 

)3600(.. ×= NCRFZZ kk
ϕ                                                                                 (9) 

Where, kZ  is the purchase cost of component in dollar, CRF (18%) is the capital recovery 
factor, N is the annual number of the operation hours of the unit (7500 hr), and φ (1.06) is the 
maintenance factor.  
 
 
 

LHVmhmLHVmhm fccgfa  )1(21 η−+=+
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2.3. Optimization Procedure 
Minimizing the objective function Eq.7 is a nonlinear optimization problem. In order to 
achieve feasible design parameters some physical constraints should be considered seriously.  
The list of these constraints and their reasons are briefed in table 1. Moreover, the following 
inequality constraints should be satisfied in heat exchangers (air pre-heater and heat recovery 
steam generator). 
 
T2 > T1,     T2 > T5,    T3a > T5 + ∆Tpinch, min                                             (10) 

In the present work a genetic algorithm code is developed in Matlab Software Programming.  
 
Table1. The list of constraints 

Constraints Reason 

 KT °≤16002  Material limitation 
                 16≤cr  Commercial availability 
                 9.0≤acη  Commercial availability 
                 96.0≤toη  Commercial availability 

                 KT °≥ 4003  To avoid formation of sulfuric acid in exhaust gases 

                 KTT a
°−= 1554  To avoid evaporation of water in HRSG economizer 

 
2.4. Evolutionary algorithm (Genetic Algorithm) 
Such algorithms simulate an evolutionary process where the goal is to evolve solutions by 
means of cross over, mutation, and selection based on their quality (fitness) with respect to 
the optimization problem at hand. Evolutionary algorithms (EAs) are highly relevant for 
industrial applications, because they are capable of handling problems with non-linear 
constraints, multiple objectives and dynamic components properties that frequently appear in 
real-world problems. Moreover the input and output values for Genetic Algorithm method 
used in this study are shown in tables 2, 3.  
 
Table 2.  Genetic algorithm input 

 

3. Discussion and result 

The numerical values of the optimum design parameters of the thermal oxidizer with HRSG 
are listed in table 3. Moreover, the constraints of the problem are listed in table 1. These 

Tuning Parameters Value 

Population size 500 

Maximum number of generation 1000 

PC( Probability of Crossover) % 70 

Pm ( Probability of mutation ) % 1 

Number of crossover 2 

Selection in process Tournament 

Tournament size 2 
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results are compared with other case’s results.  Figure 2 depicts the changes in the objective 
function versus generation in the developed genetic algorithm code. 
 
Table 3. The comparison of simulation and optimization numerical output for three mentioned cases. 

Optimum design 
   

Optimum design 
   

Optimum design 
   

Decision variable 
8.504 8.523 8.597 rRc 

0.83292 0.8468 0.8465 Cη  
95.4 95 94.5 toη  
642.3 573 504 

2T (K) 

65 70 80 
ihr (K) 

0.3294  ($/s) 0.3617 ($/s) 0.362 ($/s) Objective Function 
 

 

Fig. 2. Variation of Objective Function of the system with Generation (CE=.003$/MJ). 
 
Study of the variation of the optimal decision variables versus fuel unit cost reveals that by 
increasing the fuel cost optimal decision variables generally shift to thermodynamically more 
efficient design. As it can be clearly seen the values of decision variables rRpR, ηRacR,R Rand HRSG 
inlet temperature (TR2R) increase with increasing fuel unit cost. It is worthy to mention that 
while increasing combustion inlet temperature (TR1R) reduces the exergy destruction in 
combustion chamber and heat exchangers (HRSG), due to the exhaust gases constraint (TR3 R> 
400K); it decreases with increasing the fuel unit cost.  It should be noted that for each TR2R 
there exists a T R1R in which the best thermodynamical efficiency may be achieved. Moreover, 
an increase in HRSG inlet temperature reduces the exergy destruction in combustion 
chamber; and since increasing TR2R results in higher exhaust temperature of exhaust gases, the 
constraint TR3 R> 400K does not cause any limitation for rising TR2R. Due the fact that any 
increase in TR2R will dramatically affects the HRSG investment cost, figures 3-5 show the 
influence of the unit cost of fuel on the values of some the optimal decision variables. Figure 
5 shows that when the fuel price increased the combustion chamber fuel mass flow rate 
decrease for minimizing the objective function. Due to uncertainty of capital investment data, 
it is imperative to study the results of capital expense variation on the optimal values of 
decision variables. 
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Fig.  3. The effects of fuel unit cost on the optimal value of combustion chamber inlet temperature, T1 
 

 

 

Fig. 4. The effects of fuel unit cost on the optimal value of Fuel Mass Flow Rate, mf 
 

 

Fig. 5. The effects of fuel unit cost on the optimal value of Objective Function ($/s) 
 
4. Conclusion 

The determined optimum design parameters for thermal oxidizer with HRSG apparently 
show a trade-off between thermodynamically and economically optimal designs. For 
example, from thermodynamic point of view, the decision variable ηc should be selected as 
high as possible while this leads to an increase in capital cost. It should be noted that any 
change in the numerical values of a decision variable not only affects the performance of the 
related equipment but also all the performance of other equipments as well. It can be deduced 
from the figures 3-5 that by increasing the fuel price the values of decision variable in 
thermo-economically optimal design tend to those of thermodynamically optimal design.  
 
Using heat recovery, thermal oxidizers cause more energy efficiency and decrease the level 
of green house gases accordingly. In spite of the fact that utilizing these types of technologies 

T1(K) 
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categorized as an end-of-pipe solution, nevertheless according to the three pillars of 
sustainability it contribute to both environmental dimension and economic dimension of 
sustainability. 
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Abstract: Increased competition among power generating companies, changes in generating system load 
requirements, lower allowable plant emissions, and changes in fuel availability and cost accentuate the need to 
closely assess the economics and performance of older electric generating units. Generally, decisions must be 
made as to whether these units should be retired and replaced with new generation capacity, whether capacity 
should be purchased from other generation companies, or if these existing units should be repowered. These 
decisions usually require the evaluation of many factors. The analysis is usually complicated due to the 
interaction of all the factors involved. In this paper, evaluation of a 156MW steam power plant and proposed 
repowered scenario has been performed. The exergy and exergoeconomic analysis method was applied in order 
to evaluate the proposed repowered plant. Simulation of each case has been performed in Thermoflow software. 
Also, computer code has been developed for exergy and exergoeconomic analysis. It is anticipated that the 
results provide insights useful to designers into the relations between the thermodynamic losses and capital costs, 
it also helps to demonstrate the merits of second law analysis over the more conventional first law analysis 
techniques.   
 
Keywords: Repowering; Combined cycles; Gas turbines; Steam injection 

Nomenclature 

c  cost per unit exergy ($/MW) .......... ($/MW) 
C  cost flow rate .................................... ($/hr) 
e exergy rate per mass ..................... (MW/kg) 
E specific exergy ................................... (MW) 
Z capital cost rate of unit ...................... ($/hr) 
GT …………………………………..gas turbine 

CRF  …………………….capital recovery factor 
PWF ……………………….Present worth factor 
LHV……………………...Lower heating value 
PW………………………………….Present worth

1. Introduction 

Deregulation and competition are further fueling the demand for new power generation 
equipment worldwide. Due to the availability and cleanliness of gas, and the ease of consent, 
gas turbine applications have increased over the last few years. This development is driven by 
the addition of capacity, but also by major replacement programs.[1] Almost all industrialized 
countries are now facing some degree of electric power shortage. The major problem is 
probably the lack of suitable sites for building new power plants of whatever type or size. 
Moreover, increasing environmental awareness has resulted in more demanding requirements 
in terms of preliminary analysis, prolonging and complicating the plant commissioning 
process. All these problems have led many utilities to consider extending the life of existing 
plants by repowering. Basically, these interventions have been done on gas fired steam plants 
by addition of a natural gas fired turbine. This reduces specific emissions of the existing 
steam plant while maintaining or even slightly improving its efficiency. As a rule, a 
repowered plant can be expected to give a lower cost per kW h produced as well as per kW 
installed repowering of steam plants can be achieved in two ways: feed water repowering and 
boiler repowering. The first option uses heat from the turbine exhaust to raise the feed water 
temperature instead of bleeding steam. This means that increased steam flow has to be 
managed by the low pressure section of the original steam turbine, requiring either extensive 
modification of the steam turbine or impairing the repowered plant performance. The other 
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option, boiler repowering, entails major steam generator redesign[2]. Energy systems involve 
a large number and various types of interactions with the world outside their physical 
boundaries. The designer must, therefore, face many issues, which deal primarily with the 
energetic and economic aspects of the system. Thermodynamic laws govern energy 
conversion processes, costs are involved in obtaining the final products (expenses for the 
purchase of equipment and input energy resources, operation and maintenance costs), and the 
effects of undesired fluxes to the ambient must be evaluated in order to answer environmental 
concerns. Second law analysis has been widely used in the last several decades by many 
researchers.  Exergy analysis usually predicts the thermodynamic performance of an energy 
system and the efficiency of the system components by accurately quantifying the entropy-
generation of the components [3]. Furthermore, exergoeconomic analysis estimates the unit 
cost of products such as electricity, steam and quantifies monetary loss due to irreversibility. 
Also, this analysis provides a tool for the optimum design and operation of complex thermal 
systems [3], [4], [5].  
 
In this study, exergetic, thermoeconomic and exergy analyses have been performed for 
156MW steam cycle and repowered gas fired steam power plants. In these analyses, mass and 
energy conservation laws were applied to each component. Quantitative balance of the 
exergies and exergy costs for each component and for the whole system was carefully 
considered. The exergy-balance equation developed by Oh et al. [6] and the corresponding 
exergy cost-balance equations developed by Kimet al. [7] were used in these analyses. In this 
regard, computer program has been developed for energy, exergy, exergoeconomic and exergy 
analysis of both of cases in different load conditions. Furthermore, it can also used to study 
plant characteristics, namely, thermodynamic performance and sensitivity to changes in 
process and/or component design variables. In this paper, the authors evaluate and compare 
repowered power planet and steam power plants in view of exergy and thermoeconomic 
analysis.  
 
2  Process description  

In this paper, GHAZVIN steam cycle power plant has repowered and compared with old 
steam cycle. The steam cycle power plant encompasses three turbines, that work with three 
different pressures and 6 feed water heaters. The Steam cycle has been modeled by MATLAB 
code and STEAM PRO (THERMOFLOW). Results of modeling steam cycle have been 
introduced and compared with real data in table.1. 

 
Table1. Compare result of modeling steam cycle 

Real Simulation code THERMOFLOW 
156294 156305 156300 Plant Gross power(kW) 
8976 9120 9010 Plant Gross Heat Rate(kJ/kWh) 
40.1% 39.4% 39.9% Plant Gross Efficiency (LHV) 
136 130 133 Superheater Capacity(kg/s) 
117 114 115 Reheater Capacity(kg/s) 

 
3. Repowering 

There are several alternatives to combine and integrate a gas turbine into an existing steam 
power plant. For 156MW steam power plant unit in Iran, the best alternative is full 
repowering because its boiler is very old and boiler life time is concluded. Full repowering is 
defined as complete replacement of the original boiler with a combination of one or more gas 
turbines (GT) and heat-recovery steam generators (HRSG), and is widely used with very old 
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plants with boilers at the end of their lifetime. It is considered as one of the simplest ways of 
repowering for existing plant.  
For this power plant, Full Repowering with SGT5-4000F (formerly known as CC 2.V94.3A) 
with triple pressure reheat cycle was found to be the most economic approach. 
Schematic flow diagram of combined cycle with the components is shown in Fig. 2. The gas 
cycle is selected as a topping cycle. The heating devices in the HRSG are arranged from the 
high temperature (HT) to the low temperature (LT) exchangers in the flue gas path to get the 
minimum temperature difference between the flue gas and the water/steam.  
 
4. Exergoeconomic Analysis 

All costs due to owning and operating a plant depend on the type of financing, the required 
capital, the expected life of a component, and so on. The annualized (levelized) cost method 
of Moran [9] was used to estimate the capital cost of system components in this study. The 
amortization cost for a particular plant component may be written as: 
 

          (1) 
 

         (2)
   

 
Fig 1.- combined cycle power plant 

 
The present worth of the component is converted to annualized cost by using the capital 
recovery factor CRF(i,n), i.e [4]. Dividing the levelized cost by 8000 annual operating hours, 
we obtain the following capital cost for the kth component of the plant. 
 

          (3) 
 
The maintenance cost is taken into consideration through the factor 06.1 k  for each plant 

component whose expected life is assumed to be 15 years [6]. 
 
4.1 Thermoeconomic Modeling 

The results from an exergy analysis constitute a unique base for exergoeconomics, an exergy-
aided cost reduction method. A general exergy-balance equation, applicable to any component 
of a thermal system may be formulated by utilizing the first and second law of 
thermodynamics [4]. 
The cost balance expresses that the cost rate associated with the product of the system (CP), 
the cost rates equals the total rate of expenditure made to generate the product, namely the 
fuel cost rate (CF), the cost rates associated with capital investment (ZCI), operating and 
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maintenance (ZOM) [12].In a conventional economic analysis, a cost balance is usually 
formulated for the overall system (subscript tot) operating at steady state [11]: 
 

                                 
(4) 
 
Accordingly, for a component receiving a heat transfer and generating power, we would write 
[4]: 
 

                   
(5) 
 
To solve for the unknown variables, it is necessary to develop a system of equations applying 
Eq. (5) to each component, and it some cases we need to apply some additional equations, to 
fit the number of unknown variables with the number of equations [12]. A general exergy-
balance equation, able to any component of a thermal system may be formulated by utilizing 
the first and second law of thermodynamics.  In a conventional economic analysis a cost 
balance is usually formulated for the overall system operating at steady state. To derive the 
cost balance equation for each component, we assigned a unit cost to the principal product for 
each component. Depending on the type of fuel consumed in the production process different 
unit cost of product should be assigned [13]. 
 

Table2. Combined cycle results 

Repowering 
Gas Turbine(kW) 278041 
Steam Turbine(kW) 125655 
Plant Total (kW) 403695 
Plant net LHV efficiency (%) 55.27 
Plant net LHV heat rate(kJ/kWh) 6514 
Gas turbine LHV efficiency (%) 39.05 
Steam turbine efficiency (%) 34.59 

 
5. Results and discussion 

In this paper, computer codes have been developed for thermodynamic simulation and 
analysis of 156-MW old steam cycle and 400-MW repowered combined power plants. The 
enthalpy and entropy of non-interacting gas species were calculated by using appropriate 
polynomials fitted to the thermophysical data in the JANAF Tables [14]. Also the values of 
physical properties such as enthalpy and entropy for water and steam were evaluated by using 
equations suggested by the International Association for the Properties of Water and Steam 
IAPWS-IF97) [14]. 
Table 2 indicates specification of repowered plant. It shows that, 68% of total power is 
produced by gas turbine cycle with 39% efficiency, in addition remained power are produced 
by steam cycle with 34% overall efficiency. Repowered cycle produces 250MW more than 
old power plant. Heat rate in repowering power plant is 6500(KJ/KWh) and 1500(KJ/KWh) 
more than old power plant. As a result of repowering, overall efficiency rises 15% and new 
power plant produce net power with less reduction of energy. The combined cycle results 
have been developed for gas turbine partial load. Load condition varied from 30% to 100% of 
full load and figure 2 presents load variation and net power of cycles.  Further, entire rate of 
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exergy destruction has been shown in this figure. However full load has the most exergy 
destruction, ratio of exregy destruction to supplied energy is less than partial load. In figure 3 
efficiency of combined cycle accompaniment gas turbine cycle and steam cycle exhibited. 
Gas turbine efficiency severely depends on design load and it is decreased when works at 
partial load states. Since supplied energy for steam cycle depends on exit flow stream of gas 
turbine, steam cycle efficiency is just independent of load condition. Combined cycle 
efficiency varied from 40% to 55% and deteriorates with variation from design load. 
 

 
Fig 2. Variation of output power 

 
In this regard, exergy flow and cost flow rates of exergy with and without considering capital 
investment for each stream in old power plant and repowering plant have been calculated. 
Also, Table 3 and 4 show Exergy destruction and cost fuel and product rates of exergy with 
and without considering capital investment for each component in old and   repowered power 
plants. These results represent that boiler in old steam power plant and that combustion 
chamber and heat recovery steam generator  in repowered combined cycle has most exergy 
and exergy cost destruction due to nature of combustion; however combustor in gas fired 
combined cycle plant shares about 51% TED, 44% TCD0 and 43% TCD.  In next steps, 
compressor and steam generator of repowered have most exergy and exergy cost destruction. 
Cost product of steam turbine and gas turbine for combined cycle with and without 
considering capital investment at various load conditions has been presented in figure 4. As 
results shown, CP0 and CP increase when load condition reduces because the thermal 
efficiency decreases. Therefore full load has the best and minimum cost product. In figure 5 
rate of total cost exergy destruction has been shown at different load. As results shown, TCD0 
and TCD0 reduce when load condition decreases and vice versa because the fuel consumption 
decreases when load condition reduces and vice versa, so TCD0 and TCD have direct relation 
with load conditions. In steam cycle power plant 430 MW exergy is destructed and more than 
85% of exergy destruction happened in boiler. However combined cycle produced 250 MW 
net power more than steam cycle, Total exergy destruction in combined cycle is 296 MW and 
70% of steam cycle exergy destruction. Since cost product of gas turbine in combined cycle is 
less than steam turbine and majority of output power produced with gas turbine, combined 
cycle cost product is reasonable. Therefore repowered power plant generated more power than 
old power plant with recuperated efficiency and more reasonable cost product. 
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Fig 3. Partial load efficiency 

 
Table 3. Exergy destruction and cost fuel and product rates of exergy with and without considering 

capital investment for each component in steam cycle power plant 

Component  
Exergy 

Destruction  
CF0  

($/MW) 

CP0 
($/M
W)

CD0   
($.s) 

CF  
($/MW) 

CP 
($/MW

)

CD     
($/s) 

FWH1 1.2437 0.0054 0.0086 0.0067 0.0056 0.009 0.0069
FWH2 0.3984 0.0054 0.0059 0.0021 0.0056 0.0062 0.0022
FWH3 0.3295 0.0054 0.0399 0.0017 0.0056 0.0414 0.0018
FWH4 0.5141 0.0187 0.0193 0.0096 0.0196 0.0203 0.0100
FWH5 0.539 0.0055 0.0062 0.0029 0.0057 0.0065 0.0030
FWH6 0.5659 0.0057 0.006 0.0032 0.0059 0.0064 0.0033
CONDENSER 6.0506 0.0054 0.0103 0.0326 0.0056 0.0109 0.0338
LP  St Turbine  9.1386 0.0057 0.0068 0.0520 0.0059 0.0072 0.0539
IP St Turbine 2.4625 0.0054 0.0056 0.0132 0.0056 0.0059 0.0137
HP St Turbine 18.5699 0.0054 0.0061 0.1002 0.0056 0.0064 0.1039
Boiler 388.9632 0.0014 0.0043 0.5445 0.0014 0.0044 0.5445
CP 0.3484 0.003 0.0038 0.0010 0.0031 0.004 0.0010
FPT 1.3422 0.003 0.0042 0.0040 0.0032 0.0045 0.0042
 
6. Conclusion  

In this paper, an exergy-costing method has been applied to both cases to estimate the unit 
costs of electricity produced from steam turbines. The computer program that was developed 
which shows that the exergy and the thermoeconomic analysis presented here can be applied 
to any energy system systematically and elegantly. If correct information on the initial 
investments, salvage values and maintenance costs for each component can be supplied, the 
unit cost of products can be evaluated. 
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Table 4. Exergy destruction and cost fuel and product rates of exergy with and without considering 
capital investment for each component in repowered power plant 

Component  
Exergy 

Destruction(MW) 
CF0 

($/MW) 
CP0 

($/MW)
CD0  
($.s) 

CF 
($/MW) 

CP 
($/MW) 

CD    
($/s) 

COMP 46.2489 0.0061 0.0073 0.2821 0.0064 0.0078 0.2959
COMB 152.5663 0.0049 0.0059 0.7475 0.0051 0.0061 0.7780
GT 17.0101 0.0059 0.0061 0.1003 0.0061 0.0064 0.1037
ST 36.2881 0.0083 0.0092 0.3011 0.0089 0.0101 0.3229
HRSG 38.6824 0.0063 0.0073 0.2436 0.0065 0.0078 0.2514
COND 4.8385 0.0083 0.2376 0.0401 0.0083 0.2603 0.0401
FWP 0.0236 0.0064 0.0113 0.0001 0.0064 0.0177 0.0001
CWP 0.6226 0.0064 0.0006 0.0039 0.0064 0.0007 0.0039

 

 
Fig4.  Cp and CP0 of   repowered power plants at different loads 

 

 
Fig 5.CD, CD0 of repowered power plants at different load

Although the overall picture of a system can be shown and major directions for improving the 
system performance can be identified from the above two levels of analysis, the maximum 
potential or the limit of improvement for individual units and processes are still uncertain, 
since the exergy loss analysis so far is based on the concept of total exergy loss. In some 
cases, the suggestions for promising modifications based on the total exergy loss may be 
misleading, since they do not consider the minimum exergy loss which is required to operate 
a process. 
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Abstract: Decomposition methodologies are necessary to examine the causal factors of energy use trends in an 
economy. This paper suggests a new approach -the Multiple Calibration Decomposition Analysis (MCDA)- to 
investigate the sources of change in industrial energy use in the Japanese economy. The multiple calibration 
technique is utilized for an ex post decomposition analysis of structural change between periods, enabling 
distinction between price substitution and technological change for each sector. This paper explains the 
theoretical properties of MCDA and applies it to an empirical case -the change in energy use in Japanese 
industry from 1970 to 1990. This paper clarifies how industrial energy use was affected by price substitution or 
technological change through the experience of the two oil crises, focusing on energy-intensive industry. The 
paper shows that technological change played an important role in reducing industrial energy use in the Japanese 
economy. Remarkably, oil-saving technological change advanced by 60% or more in energy-intensive industry 
during the 1980s. 
 
Keywords: calibration, decomposition, industrial energy efficiency, price substitution, technological change 

1. Introduction 

New interest has arisen in energy demand analysis, reflecting the rapid fluctuation of oil 
prices, and by the same token the problem of climate change (e.g., Dowlatabadi and Oravetz 
[1], Metcalf [2], Sue Wing [3]). From a historical point of view, discussions of energy 
demand analysis have been lively since the oil crises of the 1970s. A vast amount of literature 
has been devoted to such analyses, including classic works by Hudson and Jorgenson [4] 
Berndt and Wood [5], Manne [6], Borges and Goulder [7], and Solow [8]. 
 
Change in energy use is caused by various factors, including price substitution and 
autonomous technological development. Determining the contribution of these factors to 
energy use trends is a difficult but necessary quest, for which decomposition techniques are 
required. In this context, many decomposition methodologies have been accepted for the 
quantification of causal factors: for example, Index Decomposition (ID; see, e.g., Ang and 
Zhang [9], Hoekstra [10]) and Structural Decomposition Analysis (SDA; see, e.g., Rose and 
Casler [11], Rose [12], Hoekstra [10]), which are well-established decomposition 
methodologies for this purpose. 
 
This paper proposes a new approach -the Multiple Calibration Decomposition Analysis 
(MCDA)- to investigate the driving forces of change in industrial energy use in the Japanese 
economy. The MCDA methodology was originally proposed by Okushima and Tamura [13]. 
The multiple calibration technique is applied to an ex post decomposition analysis of 
structural change between periods, enabling distinction between price substitution and 
technological change for each sector. This approach has sounder microtheoretical foundations 
than conventional methods. 
 
In this paper, the MCDA methodology is applied to the decomposition analysis of change in 
industrial energy use following the oil crises of 1970-1990, focusing on energy-intensive 
industry. This period includes two oil crises, during which a rise in oil prices influenced the 

 

1590



Japanese economy to an enormous extent. Moreover, energy use by industry, especially 
energy-intensive industry, is a key factor of change in energy use in the economy. This is an 
appropriate area to apply this method to evaluate the extent to which industrial energy use was 
affected by price substitution or technological change. Besides that, this kind of analysis may 
add to our stock of information for future Japanese energy or environmental policy. 
 
The remainder of the paper is structured as follows. Section 2 explains the MCDA 
methodology. Section 3 applies the method to an empirical case, energy use in Japanese 
industry from 1970 to 1990. The final section provides concluding remarks. 
 
2. Methodology 

This section outlines a new decomposition methodology -the Multiple Calibration 
Decomposition Analysis (MCDA)- originally proposed by Okushima and Tamura [13]. The 
method explicitly defines two-tier constant elasticity of substitution (CES) production 
functions as an underlying model to separate price substitution effects from other types of 
technological change. For more information on CES functions, see, e.g., Shoven and Whalley 
[14]. The MCDA decomposes structural change in the economy, shown by the change in 
factor inputs per unit of output between periods (CFI), into two parts: one attributable to price 
substitution (PS) and the other attributable to technological change (TC). 
 
This paper assumes the model structure in the MCDA to be as shown in Fig. 1. The two 
models which are identical except for the number of sectors are employed in the following 
section. The production functions are given by two-tier constant-returns-to-scale CES 
functions. The model comprises capital K, labor L, energy aggregate E, and material 
aggregate M, as well as energy and material inputs. Capital K and labor L are the primary 
factors of production. 
 

 

Fig. 1.  The model (N = 5 in the 9-sector model and N=14 in the 18-sector model) 
 
Fig. 2 illustrates the MCDA methodology. The MCDA can exactly decompose the CFI into 
PS and TC. PS, which depends upon the elasticity of substitution (σ ) and the change in 
relative prices between the periods ( 1t tp p− → ), represents the price substitution effects, while 

TC represents those portions of the factor input change that cannot be interpreted by the price 
substitution effects ( 1t tλ λ− → ), including autonomous technological development. The 
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counterfactual points of the MCDA mean the junctures into which the effects of the relative 
price change between the initial and terminal periods are incorporated. From a theoretical 
perspective, PS means a change in factor inputs along the production function, while TC 
refers to shifts in the production function. Therefore, the decomposition of the MCDA is 
consistent with production theory in microeconomics. The method has clear microtheoretical 
foundations; then, the decomposition components can be interpreted in a theoretically 
meaningful way. For more details of the MCDA methodology, see Okushima and Tamura 
[13]. 
 

 

Fig. 2.  The methodology 
 
3. Empirical results 

This paper applies the Multiple Calibration Decomposition Analysis (MCDA) to investigate 
the sources of change in industrial energy use in Japan. While Okushima and Tamura [13] is a 
comprehensive study of changes in energy use and carbon dioxide emissions in the Japanese 
economy from 1970 to 1995, this paper centers on the change in industrial energy use, 
especially energy-intensive industry, in the 1970-1990 period. This period includes two oil 
crises: one in 1973 and a second in 1979. It is widely recognized that skyrocketing oil prices 
had a huge influence on the Japanese economy during this time, and that the structural 
changes had a great impact on manufacturing energy use (see, e.g., IEA [15]). This situation 
presents a typical context in which to apply the method, which can provide a detailed analysis 
of how change in industrial energy use was caused by price substitution or technological 
change. 
 
This section analyzes the change in industrial energy use, using data from 1970 to 1990. 
Nominal outputs (factor inputs) are obtained from the 1970-75-80 and 1985-90-95 Linked 
Input-Output Tables (Management and Coordination Agency). Real outputs (factor inputs) are 
obtained by deflating the nominal values by the corresponding prices. Prices of goods and 
services are from the Domestic Wholesale Price Index (Bank of Japan) or Deflators on 
Outputs of National Accounts (Economic Planning Agency). Capital and labor prices are 
estimated following Ito and Murota [16]. In the MCDA, these prices are normalized such that 
the prices in the initial period are at unity. This units convention, originally proposed by 
Harberger [17] and widely adopted since (Shoven and Whalley[14], [18], Dawkins et al. [19]), 
permits the analysis of consistent units across time. The elasticities of substitution are 
assumed, for the purposes of simplicity, to be 0σ =  and , 1E Mσ σ =  as in Fig. 1; nevertheless, 

these estimates are not significantly different from those in the previous literature that 
econometrically estimates these elasticities for the Japanese economy (see, e.g., Okushima 
and Goto [20]). 
 
As in Fig. 1, the sectors are classified into five industries and four energy inputs in the 9-
sector model. On the other hand, the sectors are classified into fourteen industries and four 

Initial period 
 

Terminal period 
 

PS TC 

CFI 

Counterfactual 
point 

1t tp p− → 1t tλ λ− →

1 1, ,t t t tp pλ λ− − →
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energy inputs in the 18-sector model. Please see the notes accompanying Table 1 and Table 2 
for the sector classification. 
 
First, Fig. 3 is a summary of the trends in Japan’s energy use (see, e.g., IEA[15]). Energy use 
in the Japanese economy has continuously increased in volume since the 1970s. However, the 
growth rate in the early 1980s after the oil crises was lower than in other periods. It is 
recognized that Japan succeeded in the field of energy conservation and substitution from oil 
as a result of the lessons of the oil crises (see, e.g., Gregory [21]). The proportion of oil in 
both primary supply and final consumption has decreased after the oil crises, while the 
proportions of gas and electricity have increased, mainly owing to the use of natural gas and 
nuclear power. The primary supply of coal, such as for power generation, is gradually 
increasing while final consumption has remained almost unchanged, and its share of final 
consumption is diminishing. Following the trend of final energy consumption, the changes in 
factor inputs (CFIs) also reflect this experience. Table 1 shows that the CFIs for coal and oil 
are mostly negative while those for gas and electricity are the opposite. The CFIs should be 
caused by various effects such as price substitution or technological change. 
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Fig. 3.  Primary energy supply and final energy consumption in Japan (Source: IEA[22]) 
 
Table 1 illustrates the decomposition of the CFIs by the MCDA with the 9-sector model. The 
MCDA decomposes the CFI into technological change (TC) and price substitution (PS). The 
advantage of the method is that it can evaluate these causal factors in terms of types of energy, 
sectors, or periods, respectively. Table 1 demonstrates that in the 1970s the PSs for oil are 
negative in all sectors while those for the other types of energy are mostly positive. This 
means that the rise in oil prices decreased the factor inputs of oil while the demand for coal, 
gas, and electricity increased because of relatively low prices. Conversely, the PSs for oil 
become positive in the 1980s, reflecting the fall in oil prices, while those for other types of 
energy, coal and electricity, become negative. It is remarkable that the PSs for coal form a 
sharp contrast with those for oil. The PSs for gas are mostly positive. This indicates that the 
industries had expanded their use of gas because of its price advantage. Thus, the MCDA can 
clearly show the price substitution effect consistent with the production theory; that is, 
substitution from inputs with higher prices to those with lower prices. 
 
Table 1 also reveals that the TCs for oil are largely negative in the 1980s. Theoretically, this 
means that the CFIs for oil had decreased to a greater degree than was expected from the price 
substitution effect (PS). This is consistent with other empirical studies, such as Han and 
Lakshmanan [23] and Unander et al. [24], which suggest that improvements in energy 
efficiency took place in the period even without higher prices. The result indicates that oil-
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saving technological change had occurred primarily in the 1980s rather than in the 1970s. In 
addition, the TCs for coal are almost all negative throughout the periods. The result shows the 
importance of technological change in reducing industrial energy use. 
 
Table 1.  Decomposition of the changes in energy inputs 
  Sector                             
Input/   AGM     EII     MAC     OMF     SER   
Period CFI TC PS CFI TC PS CFI TC PS CFI TC PS CFI TC PS 
COAL                

(i) -59.5 -89.7 30.2 29.6 22.9 6.7 -70.1 -77.6 7.5 -43.6 -50.8 7.1 -5.2 -22.6 17.4 
(ii) -23.6 -67.4 43.8 -31.7 -54.3 22.6 -19.2 -52.6 33.4 -14.1 -49.1 35.0 -0.3 -36.4 36.0 
(iii) -68.5 -59.4 -9.1 -36.1 -29.9 -6.2 -60.1 -52.7 -7.4 -36.8 -29.4 -7.4 -32.7 -24.8 -7.8 
(iv) 32.2 57.8 -25.6 -25.4 -6.4 -19.0 -3.6 18.1 -21.7 -22.5 -0.4 -22.1 -19.3 3.9 -23.2 

OIL                
(i) -9.2 -5.2 -4.0 0.6 21.9 -21.3 -51.0 -30.3 -20.7 -6.6 14.4 -21.0 -22.0 -8.5 -13.4 
(ii) -1.5 -0.5 -1.1 -8.2 7.4 -15.7 -36.8 -28.6 -8.2 7.6 14.8 -7.1 -23.2 -16.8 -6.4 
(iii) -43.2 -43.6 0.3 -23.9 -27.5 3.5 -28.0 -30.2 2.2 -38.8 -41.0 2.1 -15.2 -16.9 1.7 
(iv) -4.1 -5.2 1.1 -32.0 -41.9 9.9 -41.8 -48.2 6.3 -31.1 -36.9 5.8 -22.9 -27.2 4.4 

GAS                
(i) 14.3 -33.0 47.3 2.8 -17.9 20.7 -36.3 -57.9 21.6 -13.2 -34.4 21.2 49.1 16.3 32.8 
(ii) 30.6 2.6 27.9 34.0 25.0 9.0 -13.4 -32.0 18.7 62.0 41.9 20.1 15.4 -5.6 21.0 
(iii) -24.7 -23.8 -0.9 -51.0 -53.3 2.3 -42.8 -43.8 1.0 84.7 83.8 0.9 -17.8 -18.3 0.5 
(iv) -40.2 -43.6 3.4 88.3 75.8 12.4 -41.9 -50.6 8.8 19.0 10.8 8.2 -15.5 -22.2 6.7 

ELC                
(i) 7.5 -32.8 40.3 12.9 -2.1 15.0 -17.9 -33.8 15.9 20.9 5.5 15.5 21.0 -5.5 26.5 
(ii) 23.3 12.4 10.9 -9.1 -3.6 -5.4 -16.4 -19.3 2.9 19.2 15.1 4.1 1.3 -3.6 4.9 
(iii) -24.5 -21.2 -3.2 -7.7 -7.5 -0.1 37.0 38.4 -1.4 -6.3 -4.9 -1.5 -2.9 -1.0 -1.9 
(iv) 25.8 33.0 -7.2 0.5 -0.4 0.9 -24.0 -21.7 -2.4 -6.1 -3.3 -2.8 8.3 12.5 -4.2 

Note: (1) The values are percentage changes.   
(2) Classifications are as follows. 

AGM: Agriculture, forestry, fishery, and mining; EII: Energy-intensive industry (paper and pulp, chemical, 
ceramics, and iron and steel); MAC: Machinery; OMF: Other manufacturing; SER: Services and others (including 
construction); COAL: Coal and coal products; OIL: Oil and oil products; GAS: Gas; ELC: Electricity. 

(3) Periods are as follows. (i): 1970-75; (ii): 1975-80; (iii): 1980-85; (iv): 1985-90. 

 
Next, this paper investigates the details of energy use in energy-intensive industry (EII), using 
the 18-sector model. Here, EII represents the following four industries: paper and pulp (PAP), 
chemical (CHM), ceramics (CRM), and iron and steel (IAS). These industries account for a 
large proportion -i.e., about seventy percent- of the industrial energy use in the Japanese 
economy. It is widely known that EII contributed greatly to the reduction of energy 
consumption in the period. METI [25] shows that energy efficiency rose dramatically by 42% 
in PAP, 34% in CHM, 26% in CRM, and 17% in IAS between 1973 and 1990 (see also, e.g., 
Toichi [26]). Unander et al. [24] examines such improvements in energy efficiency and 
implies that both price change and other factors induce it. The MCDA has the advantage of 
enabling the decomposition of CFI, i.e., the change in energy efficiency, into PS and TC. 
Hence, this section examines the energy use of EII more closely using the MCDA. 
 
Table 2 illustrates the decomposition result. The PSs for oil are negative in all sectors in the 
1970s, while they all become positive in the 1980s. Among the other types of energy, coal 
shows a clear contrast in terms of PSs during these periods. This shows an offsetting effect of 
a demand for coal as a substitute for oil, because of its price advantage. The trend in PSs 
nearly corresponds with that of the EII total in Table 1.  
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Table 2 also shows that the TCs for oil are strongly negative in the 1980s. Corresponding with 
the above result in Table 1, oil-saving technological change was primarily developed in the 
1980s for those industries. These results are supported by engineering studies indicating that 
energy conservation was attained by means of an improvement in operations in the 1970s, 
while full-scale energy conservation was advanced by the introduction of various kinds of 
energy-saving technology in the 1980s after the second oil crisis (see, e.g., the Study Group 
on Energy and Industry [27]). In fact, multifarious technological innovations took place 
during that period; specifically, the continuous casting or waste heat recovery in IAS, and the 
waste heat recovery equipment of plants in CHM (see, e.g., METI [25]). 
 
There is a point of contrast regarding PAP and CRM: the TCs for coal in these industries from 
1975 to 1985 are sizably positive, although those in other EIIs are mostly negative. At this 
point, engineering studies indicate that PAP and CRM increased the use of coal by installing 
new combustion equipment in that period (see, e.g., the Study Group on Energy and Industry 
[27], METI [25]). The trend is reflected in these backgrounds. As a result, the CFIs for coal in 
PAP and CRM greatly increased; the TCs also increased without regard to the trend of PSs. 
The results in this section indicate that technological change is important for diminishing 
industrial energy use. 
 
Table 2.  Decomposition of the changes in energy inputs in energy-intensive industry 

  Sector                       
Input/  PAP     CHM     CRM     IAS   
Period CFI TC PS CFI TC PS CFI TC PS CFI TC PS 
COAL             

(i) -89.4 -92.6 3.2 -20.0 -34.9 14.9 -51.9 -65.2 13.3 25.2 23.9 1.3 
(ii) 158.6 125.6 33.1 -13.3 -51.2 37.9 333.6 295.5 38.1 -31.1 -42.4 11.3 
(iii) 277.7 285.3 -7.6 -4.1 4.2 -8.3 10.4 17.9 -7.5 -32.6 -29.1 -3.6 
(iv) -14.5 8.4 -22.9 -26.1 -2.7 -23.4 -24.6 -3.3 -21.4 -16.5 -4.8 -11.6 

OIL             
(i) -28.8 -4.8 -23.9 2.6 17.9 -15.3 17.8 34.3 -16.5 -5.1 20.2 -25.3 
(ii) 81.5 90.0 -8.4 -12.2 -7.1 -5.1 -25.6 -20.7 -5.0 -28.6 -5.2 -23.4 
(iii) 4.7 2.7 2.0 -31.4 -32.6 1.2 -28.0 -30.1 2.1 -47.4 -53.9 6.4 
(iv) -59.1 -63.8 4.7 -31.2 -35.3 4.1 -40.5 -47.3 6.8 -40.4 -60.4 20.0 

GAS             
(i) 1.7 -15.0 16.7 6.8 -23.2 30.0 -11.5 -39.6 28.2 16.1 1.5 14.6 
(ii) -16.7 -35.0 18.4 -5.0 -27.7 22.7 -3.8 -26.7 22.9 181.2 182.2 -1.0 
(iii) 21.6 20.8 0.7 -66.0 -65.9 -0.1 6.5 5.6 0.9 -62.3 -67.4 5.1 
(iv) 7.8 0.7 7.1 71.6 65.1 6.4 78.2 69.0 9.2 173.7 150.9 22.8 

ELC             
(i) 17.8 6.6 11.2 2.7 -21.1 23.8 26.9 4.8 22.1 13.4 4.3 9.2 
(ii) -14.1 -16.8 2.7 -24.2 -30.6 6.4 5.4 -1.2 6.6 -5.4 8.7 -14.1 
(iii) -15.0 -13.4 -1.6 7.0 9.4 -2.4 -26.5 -25.0 -1.5 -6.6 -9.3 2.7 
(iv) 9.2 13.1 -3.9 -14.3 -9.8 -4.5 -6.8 -4.8 -1.9 15.8 5.6 10.2 

Note: (1) The values are percentage changes.   
(2) Classifications are as follows. 

PAP: Paper and pulp; CHM: Chemical; CRM: Ceramics; IAS: Iron and steel. 
(3) Periods are as follows. (i): 1970-75; (ii): 1975-80; (iii): 1980-85; (iv): 1985-90. 

 
4. Conclusions 

This paper suggests a new approach -the Multiple Calibration Decomposition Analysis 
(MCDA)- to investigate the sources of change in industrial energy use in the Japanese 
economy during the 1970-1990 period. The primary contribution of this paper is to use the 
new methodology to examine the causal factors of energy use change in energy-intensive 
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industry (EII) following the oil crises. The MCDA can decompose the change in factor inputs 
per unit of output (CFI) into price substitution (PS) and technological change (TC) in a 
multisector general equilibrium framework. The empirical result in Section 3 shows how 
industrial energy use was influenced by price substitution or technological change through the 
experience of the two oil crises. It illustrates that price substitution from oil to other types of 
energy occurred in the 1970s, while the reverse occurred in the 1980s. Nevertheless, factor 
inputs of oil decreased in the 1980s, because oil-saving technological change primarily 
occurred in that period. Notably, oil-saving technological change in EII advanced by 60% or 
more in the 1980s. This paper casts light on EII and investigates the details of its contribution. 
The results show the important role of technological change in curtailing industrial energy use 
in the Japanese economy. 
 
This study presents the MCDA, which could serve as a practical tool for energy analysis. 
Finally, it clarifies the assumptions upon which the MCDA depends. It is notable that the 
method employs a deterministic procedure, and the reliability of empirical results depends on 
the empirical validity of elasticity parameters. Hence, the MCDA has similar defects to 
applied general equilibrium analysis. In practice, there are still problems in acquiring reliable 
elasticity parameters. Nevertheless, the method would be a great help in energy analysis with 
the support of other conventional methods. 
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Abstract: Coal mine methane is a general description for all methane released prior to, during and after mining 
operations. As such, there is considerable variability in flow rate and composition of the various gas emissions 
during mining operations. It would be highly desirable to recover energy from emitted methane of coal mine to 
generate electricity. Hence, more attention should be focused on the effective utilization of emitted methane in 
coal mines. The energy recovery system, as one of the promising technologies, has been attracting increased 
attention to generate electricity from emitted methane in Tabas mine. Some energy recovery systems with 
different configurations may be proposed such as gas turbine and gas engines. In this investigation, a simulation 
model has been developed in Hysys software environment to predict generated power from combination of 
ventilation air and drainage gas (mixture with 1.6 % methane concentration) form Tabas mine by using a lean-
burn gas turbine. 
 
Keywords: Coal bed gas, energy recovery system, lean-burn gas turbine, simulation  

1. Introduction 

New natural gas reserves are vital to guaranteeing a steady supply of affordable fuel to 
generate electricity and preserve quality of life. Coal bed gas is a form of natural gas reserve 
which is extracted from coal beds. In recent decades it has become an important source of 
energy in many countries of the world. It is mainly composed of methane with variable 
amounts of ethane, nitrogen, and carbon dioxide [1]. 
 
A large portion of the methane emitted from coal mines comes from gob areas (collapsed rock 
over mined-out coal). Coal mines frequently do not use medium-quality gas from gob wells 
and instead vent the gas to the atmosphere, contributing to global warming. However, gas 
with a methane concentration exceeding 35% can in fact be used as a fuel for on-site power 
generation [2]. Given their large energy requirements, coal mines can recover methane and 
generate electricity with energy recovery systems to realize significant economic savings and 
reduce greenhouse gas emissions. Generating electricity is an attractive option because most 
coal mines have significant electricity loads. Electricity is required to run nearly every piece 
of equipment including mining machines, conveyor belts, desalination plants, coal preparation 
plants, and ventilation fans [3]. 
 
Coal bed gas methane is emitted in two streams: (1) mine ventilation air (0.1–1% CH4) and 
(2) gas drained from the seam before and after mining (60–95%) CH4.  Drainage gas can be 
utilized to generate electricity directly [4]. For example, internal combustion engines, such as 
compression fired diesel engines and compression ignition engines modified to be spark-fired 
engines commonly use drainage gas to generate electricity[5]. The main problem of using 
drainage gas is related to its periodic extraction from the mine. Also, ventilation air methane 
is the most difficult source of methane to use as an energy source, as the air volume is large 
and the methane resource is dilute and variable in concentration and flow rate. Because of low 
concentration of methane in mine ventilation air, effective technology will be required to 
utilize it and generate electricity. As brilliant idea, it will be possible to combine ventilation 
air and drainage gas and produce mixture with sufficient concentration of methane. The 
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mixture then can be used as fuel in low concentration methane combustion process such as 
lean-burn gas turbine for on-site power generation in the mine location [6].  
In this investigation, a simulation model has been developed in Hysys software environment 
to predict generated power from combination of ventilation air and drainage methane in an 
energy recovery system. To this aim, Tabas mine is considered as case study. The results of 
the simulation model show that the large portion of total electricity demand of the Tabas coal 
mine can be supplied from the coal bed gas.  
  
2. Materials and Methods 

2.1. System description  
There are several technologies that can be used for stationary power generation by directly 
using drainage gas, namely conventional gas turbines and gas engines or every internal 
combustion engine. However, it would be expected that variation of methane concentration 
and amount of the drainage gas should affect the continuous and stable operation of the power 
generation units. 
The mechanism for generation power from ventilation air may be considered in two 
categories: 1) Catalytic oxidation 2) Thermal oxidation. In general, catalytic combustion is a 
multi-step process involving diffusion methane to the catalyst surface, adsorption onto the 
catalyst, reaction, and release of the product species from the catalyst surface and diffusion 
back into the bulk [7].  
 
Thermal oxidation can be occurred in combustion chamber of lean-burn gas turbine. The lean-
burn gas turbine is a recuperative gas turbine, which uses heat from the combustion process to 
preheat the air containing methane to the auto-ignition temperature (in the range 700–1000 
C), with the combusted gas being used to drive a turbine. This gas turbine can operate 
continuously when the methane concentration in air is above 1.6%, which leads to the air 
being preheated to 700 C before combustion. Therefore, it requires the addition of substantial 
quantities of methane to the ventilation air to reach adequate methane concentrations from 
drainage methane. The mixture is preheated by a recuperator to 450 C. Then a recuperative 
combustion chamber uses the hot combustion products to further heat the fuel–air mixture to a 
point where ignition occurs. The fuel and air mixture is injected through stainless steel tubes 
into the combustion region. The burnt gas then passes up the outside of the stainless steel 
tubes to heat incoming air, and then enters into the turbine inlet to drive the turbine. This heat 
exchange reduces the exit temperature of air to 850 C, which is the same as the standard 
Centaur turbine. With this design, there is a need to use a turbine that has a low combustion 
temperature [8].  
 
In this paper, Tabas mine is considered as a case study. Tabas mine is located in Yazd 
Province, 80 km south of Tabas City of Iran. This mine is the first mechanized coal mine of 
Iran that is designed by room and pillar method. Overall specifications of the mine are 
represented in table (1). 
 

Table1. Overall specifications of Tabas Mine 
Total production per year (2009) 1.2 Millions tones 
Ventilation air flow rate (0.18 %  CH4 by volume) 360000  Nm3/h 
Drainage gas flow rate (76.5%  CH4 by volume) 2271 Nm3/h 
Total installed electricity demand  10.8 MW 

Concentration of methane in ventilation air is available by on site measuring system. Figure 
(1) shows the variation of methane concentration in ventilation air flow during 7 months. 
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According to this figure, the higher peak and average value of methane concentration are 
measured around 0.25% and 0.18% respectively. It is clear that, the concentration of methane 
in ventilation air is not sufficient for burning in combustion chamber of lean-burn gas turbine. 
Therefore, mixing of certain amount of drainage gas will be required to improve the level of 
methane concentration up to 1.6%.  
 
Schematic of energy recovery system which may be used for methane recovery in Tabas coal 
mine is depicted in figure (2). According to this figure, ventilation air and drainage gas are 
mixed together in the mixer storage and with suitable concentration will be fed into the lean-
burn gas turbine. It may be possible to use remainder amount of drainage gas in a gas engine 
for generating excess electricity. 
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Fig. 1 Variation of methane concentration of ventilation air in Tabas mine 

 

2.2.  Methodology 

The simulation model has been found on the theoretical principles of first and second lows of 
thermodynamics and it has been tailored to identify the design condition of specified energy 
recovery system for power generation in Tabas coal mine. To this aim, HYSYS simulator is 
used. Simulated framework of the energy recovery system in Tabas coal mine is represented 
in figure (3). While, the methane concentration of ventilation air of Tabas mine is very low, 
total amount of drainage gas should be consumed for generating power in lean-burn gas 
turbine cycle. Therefore, no gas engine will be required for excess power generation. Physical 
properties of streams are approximated by the Peng-Robinson equation of state formula 
through developing simulation model by HYSYS software [9].   
 
3. Results and Discussions 

The aforementioned simulation model has been applied for performance analysis of the 
energy recovery system and estimation total generated power form the energy recovery 
system in Tabas coal mine. According to represented results in table (2), 6.193 MW power 
can be generated by the energy recovery system. The thermal efficiency of the cycle is 
obtained at 24.74% because of low concentration of methane in the inlet feed of combustion 
chamber of lean-burn gas turbine. 
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Fig. 2 schematic of energy recovery system in coal mine 
 

 

 
 

Fig. 3 Simulated frame work of energy recovery system in HYSYS simulator 

 
 
 

Table2. Simulation results 
Turbine power generated (MW) 12.60 
Compressor power consumed   (MW) 6.407 
Net power generated by cycle (MW) 6.193 
Thermal efficiency of cycle (%)  24.74 
Usage percentage of ventilation air (%) 54 
Usage percentage of drainage gas (%) 100 
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According to simulation results, physical properties and flow rate of streams are represented 
in table (3). Also, compositions of main streams are reported in table (4). 
 

Table3. Physical properties and flow rate of streams  
5 4 3 2 1 Line 

352 139.3 25.57 25 50 Temperature(C) 

350 400 150 150 150 Pressure(kPa) 

196503 196503 196503 194000 2503 Flow(kg/h) 

10 9 8 7 6 Line 

334.5 538.5 738.1 1137 773.5 Temperature(C) 

100 106 297 300 300 Pressure(kPa) 

196503 196503 196503 196503 196503 Flow(kg/h) 

 
 

Table4. Composition of main streams  
10 8 7 3 2 1  (Mole Fraction) 

0.177 0.176 0.176 0.2078 0.2116 0.006  Oxygen 

0.764 0.7651 0.7651 0.7651 0.7766 0.16  Nitrogen 

0.0003 0.0004 0.0004 0.0004 0 0.020  Ethane 

0.0317 0.0317 0.0317 0 0 0  HR2RO 

0.0263 0.0266 0.0266 0.0107 0.010 0.048  COR2 

0.0002 0.0002 0.0002 0.0160 0.0018 0.765  CHR4 

 

Figure (4-a) shows variation of the thermal efficiency with the compression ratio. It is clear 
that the thermal efficiency will be increased with increasing of compression ratio in 
compressor.  It can be observed in this figure that, the thermal efficiency of cycle reaches to 
its maximum point at each selected value of compression ratio by increasing methane 
concentration in inlet fuel mixture of lean-burn gas turbine. As shown in figure (4-b), 
increasing of the compression ratio is accompanied with increasing of the methane 
concentration in the intake feed at each turbine inlet temperature (TIT). However, it can be 
observed from combination of figure (4-a) and (4-b), at the same pressure ratio, higher 
thermal efficiency may be obtained at higher TIT and higher concentration of methane. 
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4. Conclusion 

The objective of this research work has been to introduce an energy recovery system for 
power generation from coal bed gas of Tabas coal mine of Iran. With the aim of developing 
more efficient, cost-effective technologies for mitigating and utilizing the diluted coal mine, 
this paper studied a novel energy recovery system, which can be powered with about 1.6 % 
methane (volume) in intake mixture. The results indicate that, the methane concentration of 
ventilation air and also temporal availability of drainage gas should be considered as main 
factors for developing any power generation system in a coal mine. Based on the obtained 
results from simulation, 6.193 MW power may be generated from coal bed gas recovery in 
Tabas coal mine. Therefore, 57% of total electricity demand of the mine can be supplied by 
the on-site power generation in this mine. If  electricity unit price is considered  as 0.09 
$/kWh and with purposing total capital investment around 6.7 millions dollars including lean-
burn gas turbine, ventilation fan, drainage fan, mixer and piping, internal rate of ratio (IRR) 
and net present value (NPV) of project may be estimated at 41% and 14.6 millions dollars 
respectively and its economical feasibility will be supported. 
 

 
 

 
 
 

Fig. 4: a) Variation of thermal efficiency with compression ratio b) variation of TIT with compression 
ratio and different methane concentration 
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Abstract: Industrial energy systems are complicated networks, where changes in one process influence its 
neighboring processes. Saving energy in one unit does not necessarily lead to energy savings for the total 
system. A study has been carried out on the possibility to use the exergy concept in the analysis of industrial 
energy systems. The exergy concept defines the quality of an amount of energy in relation to its surrounding, 
expressing the part that could be converted into work. The study consists of literature studies and general 
evaluations, an extensive case study and an interview study. In the latter it was found that non technical factors 
are major obstacles to the introduction of exergy. 
 
Keywords: Energy efficiency, Exergy, Process integration, User acceptance, Industrial energy system 

1. Introduction 

1.1. The need and development of process integration in Swedish industry 
Energy use in Swedish industry amounts to more than 40% of the national energy use. The 
three most energy-intensive industrial branches in Sweden, pulp and paper, iron and steel and 
chemical industries use more than two thirds of industrial energy use. Over the years a large 
effort has been made to increase industrial energy efficiency. This includes measures to 
increase energy efficiency as well as increased use of excess energy in other branches, e.g. for 
heat and electricity generation.  
 
One problem is that industrial energy systems are complicated networks where changes in one 
process, influence its neighboring processes. Thus saving energy in one unit does not 
necessarily lead to an energy saving for the whole system. A system approach is needed to 
avoid sub optimization.  One early attempt to make a more systematic analysis of this type of 
problems, the Pinch analysis, was made at Manchester University [1] during the 1970s. A 
method, pinch analysis, was developed, where the heat-carrying media are categorized as 
either cold streams (media that are heated during the process) or hot streams (media that are 
cooled down during the process). They are then added to one hot and one cold stream. The 
system could be characterized by the point where the composite streams are closest to each 
other, the pinch point. Exergy analysis [2] and mathematical programming, e.g. the MIND 
method [3], have been developed for industrial energy system studies starting in the 1980s. A 
national program to support research, development and use of process integration in Sweden 
was initiated and financed in cooperation between the Swedish Energy Agency and the 
Swedish energy-intensive industry [4],[5]. It started 1997 and ended in 2010. 
 
The energy systems of the steel industry are characterized by large high temperature flows of 
molten solid and gaseous materials, as well as energy intensive chemical reactions. 
Mathematical programming was considered most suitable for that type of system. A 
methodology, reMIND, was developed and implemented for practical steel plant use (ref [6]-
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[9]). Based on successful industrial applications three research supporting agencies and a 
group of Scandinavian steel- and mining companies decided to start and finance an excellence 
center for process integration in the steel industry, PRISMA which is located at Swerea 
MEFOS AB in Luleå.   
 
The national program focused on three process integration technologies: Pinch analysis, 
mathematical programming and exergy analysis. When the work was summarized, it was seen 
that the main part of research was on mathematical programming and pinch analysis, whereas 
only a very limited work was made on exergy studies. Considering this, the Process 
Integration Program of the Swedish Energy Agency has supported a special study on the 
usefulness of the exergy concept, as well as its limitations and obstacles to future use. 
 
1.2. What is exergy? 
Energy balances are a common tool in technical energy studies. In these balances energy input 
equals energy output. This is based on the first law of thermodynamics: energy can neither be 
destroyed nor be created. The balances also include energy losses. The lost energy has not 
disappeared; it is converted into a practically useless flow of low-value energy, e.g. used 
cooling water or waste gas. This indicates the need of a way to describe also the quality of 
energy flows. The exergy concept defines the quality of an amount of energy in relation to its 
surrounding, expressing the part that can be converted into work. It is based on the second law 
of thermodynamics: the entropy of an isolated system never decreases. A certain media can 
produce work only if there is a difference e.g. in temperature and pressure versus the 
surrounding. The exergy expression describes the theoretically possible production of work as 
a function of that difference: 

STHE ∆∗−∆= 0  (1) 

Where E = exergy, H = enthalpy, S = entropy, ∆H and ∆S are differences from the reference 
state (the surroundings) and T0 = the absolute temperature at the reference state. 
 
For a non compressible liquid or solid with constant specific heat the entropy difference can 
be calculated as  
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Where m and cp are mass and specific heat, T and p are absolute temperature and pressure of 
the substance and T0 and p0 are temperature and pressure at the reference state. 
 
1.3. Scope of paper 
The main scope is to improve the knowledge of when and how exergy analysis is useful on its 
own or in combination with other methods and methodologies, as well as on the 
improvements needed to increase the use of exergy analysis in process integration projects. It 
was considered important to cover both technical and nontechnical limitations to an improved 
use. The work was structured in the following parts: literature study, analysis, interview 
study, case study and synthesis. 
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2. Methodology 

The study was carried out in five steps 
Step 1. A literature study with the aim to provide an overview on the utilization and 

advantages of the exergy analysis method in several systems, especially in industrial 
ones. 

Step 2. An analysis where literature data and experience of the project partners were used 
to define subsystems where exergy can be used as well as identifying problems and 
unanswered questions.  

Step 3. An interview study with the aim to find the reasons why Exergy was used or not 
used by different actors. The method was based on a combination of in-depth, semi-
structured interviews and a more straight-forward questionnaire [10]. Both technical 
and non-technical aspects were studied. The questions were formulated using the 
results of the analysis study 

Step 4. A case study to demonstrate the practical application on an industrial system. The 
case chosen was the Luleå Energy: The SSAB steel plant, CHP (combined heat and 
power plant) and district heating. Collected production data were used for exergy 
calculations both for the total system and some subsystems  

Step 5. A synthesis based on the results from step 1-4 with the aim to answer the 
following questions: Which criteria for comparison should be used? Should the 
methodology be used in combination with other methods? Should there be increased 
dissemination? When should the exergy concept be used? Is exergy research 
worthwhile? Could the formulation of the exergy concept be explained in a better 
way? When should the exergy concept and exergy studies be used? Is there a need for 
exergy research 

 
3. Results 

3.1. Literature study 
155 references were included, and 115 of these were described in some detail. The 
distribution between publication categories is illustrated in Fig. 1 a. The main part of material 
is distributed almost evenly between journal and conference publications. 
 
 

0 25 50 75 100

Journal Article

Conference Paper

Book

Thesis
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0 25 50 75

Pulp and Paper
Steel and metal …

Chemical and refinery
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Other industry
Theory

LCA
Exergoeconomics

Process integration, …
 

a) Category of publication b) Subject of publication 
Fig. 1 Distribution of literature references between publication types and subjects. The diagrams show 
the number of references per category 
The collected references described the use in different industrial branches and for specific 
equipment, some more sophisticated uses, e.g. in LCA or exergoecoonomics, as well as some 
general studies.  The distribution between these subjects is illustrated  
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The use is relatively small in the pulp and paper industry. The reason is probably that the 
transport and exchange of thermal energy is a dominant part of the energy system, which 
gives a preference for pinch analysis. A higher frequency of references is shown for steel and 
chemical industry where chemical reactions and energies are important. The power industry 
and utilities show the highest frequency in Fig. 1 b. A reason can be that components like 
boilers, turbines, valves and heat exchangers usually entail large exergy destruction rates. The 
solutions proposed to minimize these losses are often to change operation parameters or to 
install new equipment with different operating characteristics. The most common action 
proposed to increase exergy efficiency is to decrease the temperature difference in heat 
transfer equipment. Since this decreases the driving force, investment costs are likely to 
increase. 
 
In a system of nodes and streams, exergy analysis is applied to the efficiency of nodes. This 
can lead to more capital-intensive suggestions e.g. change of process technology. 
 
Several authors suggest using combined pinch and exergy analysis to achieve better results. 
Pinch analysis could be used to determine minimum cooling and heating demands, thereafter 
exergy analysis could be used to detect inefficiencies. Finally, the design capabilities of pinch 
analysis could be used to synthesize a heat exchanger network. 
 
3.2. Analysis  
The usefulness of the Exergy concept was analyzed separately in pulp and paper, steel 
industry, mining industry, cement industry, use for electricity generation and for regional 
cooperation. The result varied between branches. Two interesting uses can be: energy quality 
to compare subsystems and recovering excess energies. Presently there is a lack of 
comparison data. Creating a BAT (Best Available Technology) database for energy efficiency 
and exergy destruction could be interesting. This study also produced parameters for the 
interview study 
 
3.3. Interview study 
The aim was to observe the effect of technical and non-technical factors which were of great 
importance for the introduction of exergy studies as well as for failure or success in the 
application. The interview form consisted of an interview part where questions were answered 
in words and a short questionnaire part, where the respondents could rank different obstacles 
to each other. Fig. 2 illustrates the weighted summary of important obstacles in the 
questionnaire part. The most important factor seems to be the lack of strategy. Points like lack 
of time, priorities, lack of capital and slim organization got a low priority. A comment when 
these points were discussed was: “When we get the job to make an energy analysis the 
priority is always very high, so those limitations (to the use of exergy analysis, author’s 
remark) are not relevant”. 
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Fig. 2 Weighted summary of obstacles for exergy analysis. Often important =1, sometimes important 
=0.5, seldom Important = 0. 
 
The answers to the in-depth interview questions indicated that one reason for the low rate of 
applications of exergy analysis is that most missions in the industry, according to respondents, 
do not require this type of tool, e.g. studies for small and medium-sized businesses. Only 
about 600 of 59 000 manufacturing companies in Sweden are defined as energy-intensive. 
This can be linked to the obstacles heterogeneity, i.e. the method is not considered by 
respondents to be applicable in most industries. One reason for the low level of potential 
applications, however, seems to be that several respondents felt that exergy was difficult to 
use. One conclusion from this is that the development of software for exergy could promote 
its use. The major obstacle to exergy analysis that was detected in the interview study was 
heterogeneity in the technical system level and information imperfections and asymmetries in 
the socio-technical systems level. (The heterogeneity refers to the fact that different 
companies have differing conditions for the use of exergy. Imperfections refer to lack of 
sufficient information and asymmetry to differences in information between different actors.) 
The highest ranked obstacle to the use of exergy analysis was a lack of strategy. This can be 
linked to one respondent who indicated that exergy often competes with cost analysis. One 
conclusion from this is that the tool should be competitive in the analysis of large technical 
systems where it can be used as decision support for industries or society. 
 
3.4. Case study 
The case study was made for the Luleå energy system. Existing data for the steel plant site, 
see ref [11] were extended by data collected from the CHP plant and District heating network.  
 
An example of Sankey diagrams showing energy and exergy flows from the SSAB study 
2005 is shown in Fig. 3. In the energy diagram for the blast furnace there is an energy input of 
100%, whereas the output is 86.7 % export and 13.3 % losses. The sum of input flows is equal 
to the sum of the output flows because energy is indestructible according to the first law of 
thermodynamics. If we instead look at the exergy diagram, both the export and the heat loss 
flows are lower because the energy consists of energy forms of lower exergy value. Also the 
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output exergy is lower than the input exergy. The difference is irreversibly destroyed and 
corresponds to the entropy increase.  

 
Fig. 3 SSAB Study 2005, Example on Energy-Exergy Diagrams for the blast furnace [12]. 
 
The destroyed exergy is a measure of the inefficiency of the unit in question. The heat loss 
exergy is a measure on the energy that could possibly be recovered.   
 
Fig. 4 shows similar values for the heat and power plant. There are comparatively small heat 
loss flows, but a relatively high amount of destroyed exergy. The destruction rate is quite 
different between the units in Fig. 4. It is highest for the boiler and more moderate for the heat 
exchanger and turbine. 

 
Fig. 4 Example on Exergy balances for the heat and power plant. 
 
The reason for the higher destruction rate in the boiler is that it converts fuel energy (in 
principle 100% exergy) into high pressure steam with an exergy content that is roughly 50% 
of the enthalpy.  It does not indicate a problem with the boiler; the boiler simply has a 
function where exergy destruction is inevitable.  An important conclusion of this is that 
exergy destruction rate (or exergy efficiency) can be a tool to find out where to look. 
However, if it is to be used to judge bad or good function a reference value is needed.  This 
could be previous data from the unit or published data.  A catalogue for reference exergy data 
could perhaps be of interest.   

Fig. 5 shows a Sankey diagram for the total system: Steel plant – Heat and power plant –
District heating. The exergy in heat loss flows was relatively small in Fig. 3 but has increased 
when all steel plant units are increased. This flow represents energy that theoretically could be 
recovered as higher forms. These results have initiated quantitative studies on recovery e.g. by 
ORC turbine It can be seen that the exergy is destroyed stepwise through the system. The low 
amount of exergy in the district heating indicates that a large amount of energy sent to users 
with a low exergy demand. This can be a potential use for energy recovery from the steel 
plant. This can be expected to produce media flows with low or moderate exergy content. 
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Fig. 5 Exergy flows through the total system 
 
4. Synthesis, Discussion and Conclusions 

In the project it was shown that: 
• Exergy analysis is most competitive for industrial systems dominated by chemical 

conversions and energies other than thermal energies, e.g. chemical energy. Good 
examples are the steel industry and the chemical industry, especially refineries. 
Another important use is systems with different pressures and where production of 
electricity is of interest. 

• Exergy expressions can be used to study process efficiency, possible modifications 
and mapping possibilities for excess energy recovery.  

• Relatively much exergy is used for heating with a low need for exergy, compare Fig. 
5. A study to decrease the imbalance using a modified system temperature is planned. 
Variations in the hot water balance for district heating are also influencing the energy 
efficiency. 

• It is probably better to use a combination of Process integration methods than to only 
focus on one.  

• Inclusion of exergy calculations in the mathematical programming tool reMIND was 
explored in the case study [15]. Continued work is interesting. 

• Non-technical factors are responsible for the slow adoption of exergy analysis, e.g. 
lack of strategy, heterogeneity, information imperfections and asymmetries. 

• The interview study has given an insight into the effect of non-technical parameters. 
The present technique has a relatively broad spectrum of questions which gives a good 
result even with a limited amount of respondents. 

• Exergy studies are becoming established for system studies in the steel industry. 
Extension to further sites is being planned. 

• A catalogue of  reference data would be of interest for better interpretation of results 
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Exergy Analysis applied to a Mexican flavor industry that uses liquefied 
petroleum gas as a primary energy source 
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Abstract: An exergy analysis to a Mexican flavor industry, which uses liquefied petroleum gas as a primary 
energy fuel in their process equipment was carried out. . 
The analysis used a proposed method that quantifies efficiency by means of exergetic indicators. To apply it to 
this case study equipment, the system or process was assumed to be a block that interacts with the surroundings 
in three ways: heat, work and mass transfer. The analyzed blocks were boilers, a thermal oxidizer, dryers, a 
distillation tower and extractors. Work and heat needs were covered by liquefied petroleum gas. 
The exergy indicators quantify the degradation of energy by determinining the difference between the actual 
operation efficiency of the block and the maximum operation, both of them obtained from second law point of 
view. These indicators were exergy loss, efficiency, effectiveness, performance and potential of improvement. 
Following the exergetic method application, it was found that the indicators of the effectiveness and performance 
in all blocks analyzed are near zero. This means that the process equipments are using a high exergy source to 
perform their function and also in large quantity. The results show that the oxidizer presented the major 
irreversibilities, and it is the equipment with the greatest potential for improvement and the key to reducing fuel 
consumption. 
 
Keywords: Optimization, Efficiency, Indicators, Block, Quantify 

 

Nomenclature  

Latin Symbols 
Efl effluents exergy losses ........................ kJ/kg 
Ex exergy ................................................. kJ/kg 
H enthalpy .............................................. kJ/kg 
Irr Irreversible exergy losses ................... kJ/kg 
S entropy ............................................ kJ/kg K 
Pot Improvement potential ........................ kJ/kg 
Greek symbols 
Ɛ Effectiveness ...............................................  
ζ Performance ...............................................  

 
ɳ Efficiency ..................................................... 
Δ difference 
Subscripts 
ntp net produced ................................................ 
nts net supplied ................................................. 
tte total input .................................................... 
tts total output  
uts    useful outlet exergy 

0 reference, dead state
 
1. Introduction 

The industry sector is sensitive to the variability of the energy prices; as a result it adjusts the 
production priority to an efficient energy consumption to obtain advantages in cost. The 
economic factor is not the only reason to reach an efficient energy consumption in a country. 
The environmental negative impact as a result of an inefficient use of an energy resource is 
important as well [1,2]. 
 
Efficient energy use in the industry sector is possible with energy consumption analysis. Two 
problems promptly arise: the scarce information about an optimum use of energy in the 
industrial processes and the use of inefficient technology. [3,4]. 
 
The exergy analysis is especially useful when it is necessary to detect equipment, systems or 
processes that use a high quality energy source that is unnecessary for the objective, because 
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in this case important exergy losses arise [3]. Exergy analysis has been applied since the early 
1970’s with the aim of finding the most rational use of energy, which means at the same time 
reducing fossil fuel consumption, applying energy efficiency and matching the quality levels 
of the energy supplied and demanded [5]. The exergy method is useful for improving the 
efficiency of energy-resource use, for it quantifies the locations, types and magnitudes of 
wastes and losses. Also it is useful in identifying the causes, locations and magnitudes of 
process inefficiencies [6]. 
 
This paper discusses an exergy analysis of a flavoring industry plant (FIP) located in Morelos, 
Mexico. The monitoring of energy utilization of different equipments used in the process was 
necessary in order to investigate, analyze, verify and compare the data so as to try to 
understand the actual condition. The monitoring and data collection lasted from March to 
December, 2009. Table 1 shows the analyzed equipment: 

 
Table 1. Identify and capacity of the analyzed equipment. 

Identification Capacity Units 
Distillation column A-001 700  l 
Distillation column A-002 700  l 
Distillation column A-004 70  l 
Distillation column A-009 1900  l 
Extractor A-103 2734  l 
Extractor A-104 2734  l 
Extractor A-106 7570  l 
Extractor A-107 7570  l 
Dryer S-01 30  kg/h 
Dryer S-02 40  kg/h 
Dryer S-03 150 

 
kg/h 

Dryer S-05 100 
 

kg/h 
Boiler CA-01 250  hp(S) 
Boiler CA-02 100  hp(S) 
Oxidizer   

l: liters, kg/h: kilograms per hour, hp(S) Boiler horsepower 
 
These five kinds of equipments have the following function in the FIP: 

• Distillation column: To separate mixtures based on differences in their volatilities 
in a boiling liquid mixture. 

• Extractor: To separate a substance from a matrix. In the case of the FIP we refer to 
solid phase extraction. 

• Dryers: To eliminate the liquid in a substance. The powder production starts by 
atomizing the emulsion in a hot air stream inside the dryer chamber in which the 
liquids evaporate instantly. The active material in the emulsion is encapsulated 
inside the film material. 

• Boiler: To generate steam with the liquefied petroleum gas (LPG) combustion. The 
liquid water changes to vapor phase due to the high temperatures obtained. 

 
2. Methodology of exergetic analysis 

Exergy is defined as the maximum theoretical work obtainable from the interaction of a 
system with its environment until the equilibrium state between both is reached [7], it can also 
be seen as the departure state of one system from that of the reference environment [8]. 
Therefore, exergy is a thermodynamic potential dependent on the state of the system under 

 

1614



analysis and its surrounding environment, so called “reference state”. The environment is 
regarded as a part of the system surroundings, large in extent so that no changes in its 
intensive properties, pressure P0 and temperature T0 mainly, occur as a result of the 
interaction with the system considered. 
 
The exergy method quantifies the energy degradation using six different indicators. We 
assume the equipment, system or process to be a block that is interacting with the 
surroundings through heat, work and mass transfer. The work and the heat refer to the energy 
such as electricity solar radiation, mechanic work, etc. The mass transfer is the inflow and 
outflow of chemical substance, flows like vapor and fuel [9]. In the analyzer equipments in 
the flavor industry, the required work and heat are provided by LPG. 
 
The exergy is the quality of energy in the block and is defined as: 
 

( ) ( )[ ]000 SSTHHEx −−−=  (1) 

 
In Eq (1), the first term is the total enthalpy of the system that includes the thermal, 
mechanical, chemiscal, kinetic and potential energy. The second term, on the right -hand side, 
is the total entropy. The enthalpy (𝐻0) and entropy (𝑆0) of the reference state are defined by 
its pressure, composition, velocity, position and temperature. 
 
2.1. Exergetic indicators 
In order to quantify the energy degradation of the block, a series of exergy indicators were 
used. These indicators were: exergy losses (Irr), efficiency (η), effectiveness (ε), performance 
(ζ), potential of improvement (Pot). These are the relationship between the reality and the 
ideality expressed by fraction or percentage [4]. Table 2 shows the corresponding indicators: 
 
Table2. Exergetic indicators to quantify the energy. 

Exergy indicator Equation 
Exergy losses ( )∑ −= ttstte ExExIrr  

Efficiency 

∑
∑=

tte

tts

Ex
Ex

η  

Effectiveness 

nts

ntp

Ex
Ex

=ε  

Performance 

tte

uts

Ex
Ex

=ζ   

Potential improvement EflIrrPot +−= )1( ε  
 
Below is a brief explanation of each indicator: 

• Exergy losses. The measure of the total exergy provided by the inflow such as fuel and 
raw material, and the total exergy at the outlet such as products and effluents. 

• Efficiency. The ratio of the total exergy at the outlet of the block in relation to the total 
exergy of the inlet. 

• Effectiveness. It evaluates if the analyzed block satisfies its function, considering the 
term “net” means difference (Δ). The net exergy produced is the one obtained by the 
products and the net exergy supplied is provided by the energy resource, for instance 
LPG. 

• Performance. Relation of the useful outlet exergy and total entrance exergy. 
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• Potential improvement. It is the measurement of block improvement. The equation has 
been obtained through the combination by exergy losses and the system effectiveness. 
The exergy losses are due to two different sources, the first one derives from the 
internal use of the block and is referred to as irreversibilities (Irr) and the last one 
arises from the effluents (Efl), that are released into the environment like wastes.  

 
To obtain the reference temperature, the actual hourly temperature in the process plant was 
registered for a week. The value was 29.3 ºC±1.9°C. The pressure was considered constant at 
101.325 kPa. 
 
2.2. Blocks 
As mentioned in the introduction, five different equipments were analyzed. The exergetic 
balance of each equipment was different and depended on the way that it operated, the energy 
quantities they require, and the energy wasted in irreversibilities, so it was necessary to 
consider an exergetic balance for each case. 

 
Fig. 1.  Diagrams of the blocks. Boiler (A), Oxidizer (B), Distillation tower (C), Extractor (D) and 
Dryer (E)  
 
Figure 1 shows the diagrams of the different blocks to be analyzed. The numbers represent the 
process streams of each case. When the arrows point inwards, it refers to the stream with the 
exergy that enters the equipment; it could be fuel, vapor or fluid. Conversely, when the arrow 
points outwards, it refers to the stream with the exergy that goes to the environment, such as 
products, effluents or wastes. Table 3 shows all the exergetic balances obtained for the blocks. 
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Table 3. Exergetic balance 
Block Extte Extts Exnts Exntp 

Distillation 
tower 641 ExExEx ++  

7

532

Ex
ExExEx

+
++

 
( )

( )[ ]
( )54

321

76

ExEx
ExExEx

ExEx

−+
+−
+−

 ( )
1

32

Ex
ExEx

−
+  

Extractor 531 ExExEx ++  645 ExExEx ++  65 ExEx −  
( )
( )31

42

ExEx
ExEx
+−

+
 

Dryer 421 ExExEx ++  765 ExExEx ++  74 ExEx −  15 ExEx −  

Boiler 31 ExEx +  42 ExEx +  43 ExEx −  12 ExEx −  

Oxidizer 21 ExEx +  
43 ExEx +  32 ExEx −  14 ExEx −  

 
Finally, with the exergy balance of each block it is necessary to calculate the exergetic 
indicators with the equations presented in Table 2. 
 
3. Results 

The values of the indicators in all the equipments studied were plotted with the objective of 
analyzing and comparing the behavior in the FIP. 
 

 
Fig. 2.  Effectiveness, efficiency, performance of the analyzer blocks in the FIP 

Figure 2 presents the dimensionless indicators: the effectiveness, efficiency and performance. 
The effectiveness is near a zero value in all the blocks as a consequence of the important 
quantity of exergy required to carry out their objective. This happens commonly with old 
equipment where the design does not have priority on saving fuel. The performance is larger 
in the distillation columns 0,2 to 0,3 because they do not require high temperatures for their 
function and the effluents are smaller than in others blocks. The efficiency of the combustion 
equipment is estimated at 0.7 which shows a large amount of effluent in the total output 
exergy, with up to 65% of exergy provided by the LPG thrown into the atmosphere as 
combustion gases. 
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Fig. 3.  Irreversibility and improvement potential of the analyzer blocks in the FIP 

In Figure 3, the distillations columns and extractors present similar improvement potential 
values and irreversibilities due to the fact that the effluents are insignificant, a slight flow of 
water between 60°C to 80°C from the steam used to obtain the process temperature 
circulating in the insulation of the equipments. In contrast in the combustion equipment their 
improvement potential is higher than the irreversibbilities because of the large quantity of 
effluents, 33000 kJ/kg. These blocks have an important feasibility of optimization, by 
recovering heat from the effluents to preheat the water used in the boiler. 
 
As a result of the method, the global exergy flow of the plant can be represented with a 
Sankey diagram; this diagram is a summary of the exergy analysis of all equipments of the 
FIP. The width of the arrow gives the flow, specifies the effluents (arrows pointing upwards), 
irreversibilities (arrows pointing downwards) and the net exergy produced (arrows pointing to 
the right), the numbers outside the arrows in parenthesis describe the percentage of the total 
exergy in the FIP, and the numbers inside the blocks in parenthesis describe the quantity of 
equipment that represents each block. The indicators represent a specific aspect of the 
equipment and the Sankey diagram the interaction of all the blocks in the FIP. In Figure 4, an 
expansion in scale from the steam of the oulet of the boilers to the inlet of the extractors and 
distillation tower was necessary, because only the 0.35% is the net produced exergy as steam. 
 

 
Fig. 4.  Sankey diagram for the global exergy flow in a FIP 
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The diagram shows that the exergy provided by the LPG energy source is 349,566 kJ/kg, and 
is distributed to the process blocks. Over half of the exergy 57.1% is used for the driying 
process in which only 0.021% of the net exergy produced is obtained as powder.  
 
The distillation columns and extractors have small effluents of approximately 20 kJ/kg per 
equipment, compared with the combustions blocks with 33000 kJ/kg. On the other hand. they 
have more important irreversibilities, as compared to the combustion blocks. To optimize 
these equipments it is necessary to analyze how they operate and find an improvement in their 
design. [10]. 
 
4. Conclusions 

In this paper a second law analysis in a flavor industry was carried out. The process blocks 
with higher efficiency, close to 0.7, were the boilers and the dryers. This is to the fact that the 
total output  exergy includes the effluents, that represent 90% of the total of the exergy that is 
provided by the fuel. 
 
The thermal oxidizer does not present important losses in effluents (9,676.98 kJ/kg), but its 
irreversibilities are the largest with 40,256.11 kJ/kg and an effectiveness close to zero. As a 
result, this block has the highest performance potential 49,933.6 kJ/kg and is the main 
equipment in which to focus in order to achieve a low fuel consumption. It is possible to use 
other kind of equipment for the same objective (eliminates unpleasant odor) without using 
combustion. 
 
The distillation towers and extractors present low effluents (20 kJ/kg) per equipment 
approximately as compare with combustion blocks (33,000 kJ/kg). This means that the energy 
is degraded in the distillation columns due to the presence of significant irreversibilities. To 
optimize these equipments it is necessary analyze their performance and find a design 
improvement, owing to the fact that they are more than 30 years old with no technological 
improvements. The best solution is to upgrade the equipments. 
 
The indicators in all equipments such as efficiency, effectiveness, and performance are close 
to zero. This means that the FIP requires a high exergy source and a large quantity forcarried 
out its objective, approximately 350,000 kJ/kg. This consumption decrease at least 68% 
applying waste heat recovery of the effluents of the combustion equipments, like boilers, 
dryers and oxidizer, to warm currents in other processes such as in the extractors where the 
optimal temperature is 60 °C. [10]. 
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Abstract: There are a number of cooling systems known across the world. For decades they have undergone 
development, changing coolants and their chemical composition, but water has, thanks to its universal properties, 
remained an undying presence in this technology. Water is used as a carrier heat or cold for cooling spaces and 
some cooling equipment itself, for accumulating and radiating heat to an environment with lower heat potential, 
for heat evaporation, and as a solvent which is great at dissolving substances we know as cooling agents. 
Pools are an especially practical and aesthetically appealing execution of a co oling system – provided 
appropriate temperature modes and external air temperature during the operational season. In centralised heat 
supply conditions, heat production companies choose to install cogeneration engines to increase energy 
production efficiency and profitability, allowing both electricity and heat to be produced from one type of fuel. 
However, the world at large has also seen trigeneration systems: such large urban areas as New York and Tokyo 
have long been using one type of fuel to produce electricity and, adjusting to weather patterns, either heat or cold 
energy. Of course, these enormous cities and their energy delivery patterns cannot be compared to those of small 
cities and rural towns which are common in the Baltic and CIS countries. Conversion of heat into cold energy 
takes place at heat absorption cooling facilities. Heat absorption facilities require a fluid overcooling cycle to 
store a concentrated fluid.  The temperature modes of this cycle (which vary between producers) produce low-
potential heat which cannot be reused to produce heat energy, e.g. 35-29*C. To support such a temperature 
schedule, producers generally recommend installing heat evaporation towers, but they are expensive and will 
often clash visually with the landscape. A cooling pool may be used instead for both practical and aesthetic 
reasons, using water sprayers to promote evaporation. Water spraying is necessary to increase the surface area of 
water-to-air contact: this way, the surface area is equal to the combined areas of all water droplets. The depth of 
a pool must be no less than 1.5 m, preventing heating by sun rays. Pool cooling properties improve with finer 
droplet size, although this carries higher electricity expenses to produce adequately high pressure before 
pulverisation. Such pools may use fountains which serve both as a cooling facility and an attractive landscaping 
piece. An evaporation pool is also significantly cheaper to build than an evaporation tower, although water loss 
may be higher.  
In consideration of the facts described above, a pool with a water spraying device was built for this research 
project. With appropriate air temperature, pressure and relative humidity, heat yield and yield changes were 
measured. 
The goal of this study was to compare the research and experimental parts of the project to similar studies 
performed previously, in order to determine the practical viability of using heat evaporation pools as well as to 
develop a complete prototype which may be used as the basis for building similar structures.  
 
Keywords: cooling systems, heat evaporation pools 

1. Introduction  

Latvia is located in a climate region where heat is necessary not only for improving quality of 
life, but also as a prerequisite for survival during the winter, which lasts for about 200 
calendar days. Therefore, heat supply is a particularly important part of Latvia’s power 
industry, as evident from the fact that over 60% of the country’s energy resource consumption 
goes into heating. Increasing the efficiency of heat supply, especially centralised heat supply, 
which provides 30% of the heat required within the country by households and technological 
facilities (the proportion of centralised heat supply in the housing sector exceeds 45%). 
Increasing the efficiency of centralised heat supply systems also has a d eciding role in 
ensuring the competitive ability of heat supply companies, which in turn is a requirement for 
using the possibilities and advantages of centralised heat supply systems. In the large part of 
country (one-third of the primary energy consumption) as the raw material for the energy 
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production (including centralized heating) is used natural gas. It increases the dependence of 
the energy import and the energy purchase price. There is as a large potential of renewable 
energy in Latvia, it could be used in energy production, but in many cases necessary 
investment for communication shift are hardly to attract, that’s way there musts be done 
everything to improve  current centralised heat supply, to make maximum benefit for the 
energy supplier ad it’s user. 
 
2.1. Purpose of Introducing a Trigeneration System 
One of the solutions for improving the efficiency of the centralised heat supply system might 
be introducing a trigeneration system in the centralised municipal heat supply system. 
Traditional producers of electricity produce electricity from fuel, such as fuel oil, diesel or 
natural gas, however this process is inefficient: it produces waste heat, which may be 
converted into various types of energy and put to use. At cogeneration facilities, this heat is 
used to supply nearby household or industrial demand. In case of trigeneration, fuel is used to 
produce electricity, heat, and, if necessary, convert the heat into cold energy, to be used for 
household or industrial cooling; additional heat is removed from smoke and gas before they 
are emitted into the atmosphere, producing additional heat for heating or cooling of spaces. 
Trigeneration systems in large urban areas as New York and Tokyo have long been using one 
type of fuel to produce electricity and, adjusting to weather patterns, either heat or cold 
energy, but it is a great challenge to adjust this system in areas that do not requires such great 
energy consumption. 
Purpose of introducing a trigeneration system: 

• Consumption of heat load during the summer period  
• Economically advantageous conditions for using the heat source 
• Constant loading of the cogeneration facility year-round 
• Potential for reducing heat energy tariffs 

The centralised heat supply system works according to a s pecific temperature schedule 
adapted to changes in external air temperature. The city boiler house works according to such 
a temperature schedule. The boiler house generally services not only tenement and private 
houses, but also office spaces, utility consumers and often production facilities interested in 
heat absorption capacities for their cooling equipment during the summer. There is no need 
for heating inside the city’s residential spaces; the heat supply system works according to a 
65-40°C temperature schedule (not Riga). The heat producer considers the issue of profitable 
heat carrier temperature during summer months – it is well known that with increased heat 
carrier temperature, heat carrier surface heat loss increases as well (the temperature schedule 
for trigeneration heat absorption equipment is 95-70°C). Here, one must consider the 
usefulness of maintaining adequate heat carrier temperature for heat absorption equipment, 
while at the same time providing the same temperature to tenement houses, which only use 
hot water. On the other hand, it is useful because cogeneration facilities may be operated at 
higher loads during the summer period. An assessment of issues related to introducing a 
trigeneration system must consider the possibility of dividing the heat supply network into 
primary and secondary circuits. This means that a heat source would produce heat both for 
delivering hot water to consumers during the summer period and for cooling spaces. The 
principal layout of a trigeneration system is shown in Figure No. 1. However, the following 
obstacles complicate the introduction of a trigeneration system:  

• Heating network configuration must be adjusted 
• A heat supply and temperature schedule must be specified for consumers 
• Daily heat consumption patterns must be analysed 
• Strategic choice of absorption equipment (centralised, decentralised) 
• Building an evaporation tower  
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Fig. 1.  Principal layout of a trigeneration system  

 
2.2. Heat Evaporation Pools as an Alternative to Cooling Towers 
Heat conversion into cold energy takes place at heat absorption chillers. A heat absorption 
chiller can be seen in Figure No. 2. Two connection points to the cooling tower are shown on 
the layout, the heat absorption facility may instead be connected to a heat evaporation pool. In 
order to contain a concentrated fluid, heat absorption facilities require a fluid supercooling 
cycle. The heat carrier temperatures within this cycle (depending on the manufacturer, this 
value may vary) are usually low, such as 35-29°C. In order to ensure a temperature schedule 
for such a cycle, the manufacturer usually recommends building heat evaporation towers, 
although these are expensive and often clash with the landscape. For practical as well as 
aesthetic reasons, a heat evaporation pool may be used here, employing water sprinklers to 
boost cooling efficiency. Water sprinkling is necessary for increasing the area of contact 
between water and air because the area of contact is equal to the sum of the areas of all 
airborne droplets of water. 
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Fig. 2.  Heat absorption chiller  
 
The pool may not be shallower than 1.5 m , to prevent heating by solar rays. The cooling 
properties of the pool will improve with sprinkling of finer droplets, although this leads to 
higher water losses as well.  
A heat evaporation pool (as seen in figure No. 3) may be a heat engineering structure; its 
advantages include: 

• A heat evaporation pool is much cheaper to build than an evaporation tower 
• An evaporation pool is a closed system which may therefore be located in public areas 
• An evaporation pool is a significantly smaller structure than a tower  
• An evaporation pool is more visually appealing and landscape-friendly than an 
evaporation tower. 
 

 

2.3. Analysis of Heat Evaporation Pools for Heat Engineering Calculations 
The purpose of this research is to perform a study and compare the experimental data to 
similar studies done previously across the world in order to determine the possibility of 
practically implementing a heat evaporation pool, as well as to develop a full prototype that 
would make the basis for building similar structures. In the past sever Russian scientist’s 
worked at this scope, thermal cooling basins where located nearby nuclear and thermal power 
plants because turbine cooling required heat potential reduction. Those pools where open 
systems without heater. Water from turbines was supplied directly to the basin and sprinklers. 
In such a system it’s easier to cool because heat potential is usually much higher than the 
outdoor air temperature (the coolant temperature is considerably higher). Remove maximum 
heat from the heater and refrigerate with the sprinkler spray in sufficient quantity within the 
prescribed limits is a challenge in closed – cycle refrigeration. Closed system allows locate 
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basins in public places because the cooling circuit is protected against pollution.The research 
stand visualisation is provided in Figure No. 3.  

 
 
Fig. 3.  Visualisation of Heat Evaporation Pool 
 
The heat evaporation pool idea is based on t he concept of uniting two systems; a heating 
element is placed inside the pool and a circulation pump is connected to deliver water inside 
the pool into sprinklers located above its surface. Compared to an evaporation tower, which is 
an open system, a pool is a closed system, which means that an evaporation pool may be 
located in inhabited areas, such as towns, parks, parking spaces etc.  
 
Circulation pump: by adjusting the circulation pump’s throughput, the intensity of droplet 
sprinkling may be adjusted, which will in turn be reflected in the cooling performance of the 
fluid. It should be considered that the cooling performance of a pool is also affected by a 
number of outside conditions, such as external air temperature, relative humidity, external 
wind speed; these parameters must are measured during the experiment, and the parameter 
value will be applied to the results of the heat engineering calculations. The heat transfer ratio 
must be adjusted depending on external air parameters. Near the basin is located weather 
detection station to obtain ear condition data during the experiment, up to now fully equipped 
experiment has lasted only for days in October 2010, when the outdoor air temperature at the 
ranged from +7 till +12° C per day. It was clear after comparing the temperature curves that at 
low outdoor air temperature cooling capacity was directly related the outdoor air temperature 
fluctuations, it can be seen in Figure No. 4. Graf shoes that basin cooling properties increases 
when outdoor temperature drops, it cannot be observed literally because of a h eat storage.  
The other parameters made a minor impact on cooling capacity, except wind speed, it 
increases cooling properties and water loss. There are three thermometers placed in the basin 
to determine temperature changes in different strata. First is placed 0.3 m above the heater, 
the second 0.5 m below the air / water contact surface, the third is already over the air and 
water contact surface. All of these thermometers show the different temperatures. 
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Fig. 4.  Outdoor air temperature impact on the cooling basin properties 

Heating element: a heating element is placed inside the pool, adapting it to the shape and area 
of the pool – in any case, the configuration of the heating element must be selected so as to 
create maximum heat carrier resistance and heat loss both as radiation and as hydraulic loss. 
The pool in question is connected to the boiler room’s heat exchanger, which allows 
adjustment of heat carrier input temperature as well as heat carrier throughput. 
 
The purpose of the heat evaporation pool is to retain the installed cooling parameters 
regardless of fluctuating external conditions.  

Thermal cooling basin exploration for thermal calculations: 
• Basin size S = 11m2; 
• Basin volume v = 22m3;  
• Basin  temperature Schedule 35° – 29°C; 
• Basin heat input Q = 3.20 m3/h; 
• Circulation pump yield Q = 8 m3/h; 
• Heat transition coefficient K kJ/m2; 
• Spray jet yield V m3/s; 
• Spray jet diameter F = 0,001m; 
• Relative water weight α p  = 1kg/m3; 
• Yield coefficient η - (0,6 – 0,75) 
• Nozzle pressure drop Δ P = 0,00032 kg/m2 
• Gravitational force g = 9,8 m/s2; 
• Pressure supply in lines 3,2 atm, 324240Pa; 
• Relative air pressure Pg, Pa; 
• Outdoor air temperature Ta, °C; 
• Air relative moisture d, %; 
• Wind speed v, m/s; 

 
Water loss, depending on the outdoor temperature, coefficient k values shown in Table 1. 
 
Δ = k· Δ T, %    (1.) 
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Table 1. Coefficient k value depends on air temperature [2] 
Air temperature, °C  0° 10° 20° 30° 35° 

Coefficient k 0,10 0,12 0,14 0,16 0,17 
 

Guided thermal basin volume: 
Qheat=M·C·(T1 – T2) ; [3]   (2.) 

Qheat=22.34 kW/h ;   

Heat transition coefficient: 

K = Q/S · Δ T; [3]   (3.) 

K= 0,33kW/m2;    

Sprayed water volume, changes depending on weather conditions: 

V = η· F· √ (2g)· Δ P/ α p;      [1]    (4.) 

V = 1.5·10-6 m3/s;     

3. Conclusions 
Experimented will be repeated and basins cooling properties measured according with 
whether when the cooling is necessary – in summer. 
 
Graf shoes there is minor influence on the basins cooling properties by wind speed, there must 
be assurance that fluctuating is insubstantial in suitable weather conditions. 
 
Water jets and fountains musts be located to exclude terrorism danger. 
 
There is a slight difference between the first and second thermometer readings, but significant 
deferent’s with third thermometer readings because its located above ear and water contact 
area, but the deferent’s between first and second thermometer is called by  location, first 
thermometer located 0.3m above the heater and readings are 0.2-0.5°C higher, but when the 
heater is shut down readings shift and the second thermometer shoes 0.1-0.2°C higher 
temperature, this indicates heat flow change and basin heats from the outdoor ear and sunlight 
when the heater switched on  basins heat potential is higher and heat flow changes. 
 
The sprinkling intensity is determined and the heat transfer ratio is adjusted depending on 
external air parameter fluctuations in order to keep the Δ T value above the installed 
minimum.  
 
The influence of external air parameters on Δ T changes must be determined during the study.  
 
The most profitable sprinkling intensity must be determined considering the results. 
 
Water volume has properties for heat accumulation, that’s why after water jets are shouted 
down basins retains its cooling properties, for a while. 
 
There musts be investigation before adapt thermal cooling basin to certain system, basins 
cooling properties changes depending on weather conditions. 
 
Thermal cooling basin could be combined with equipment with absorption and compression 
cycles, solar collectors, PV and PVT solar cells. 
 
Experiment will be continued and the results will be published. 
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Abstract: A new tool is presented in this article. The main objective is the improvement of the small and 
medium companies’ energy management systems in order to obtain energy savings and the adaptation of the 
organizations according to the recognized standard UNE-EN 16001:2010. The application of the tool lets 
companies reduce their energy consumption and improve their processes in an energy efficiency perspective. 
The methodology is based in questionnaires and tests which will report information in order to identify all 
standard requirements. In a near future, the expected benefits are going to be a knowledge about the companies’ 
EMS situation, information to prioritize actions to improve, identification of critical areas, comparison between 
different EMS evaluation results (for example: company’ EMS with industry average, etc.), improve companies 
knowledge about energy, energy efficiency, etc. 
  
Keywords: Energy, Management, System, software, companies. 

Nomenclature  

EMS Energy Management System 
SME: Small and medium enterprise 
IAT: Instituto Andaluz de Tecnología (Andalusia Institute of Technology: company name). 
 
1. Introduction 

In the last few years, society, governments and companies have changed their philosophy in 
order to protect and preserve the environment. Nowadays, instead of being watched as an 
economical consumption, this philosophy has become in a competitive factor.  
 
At the same time, laws have included topics related to environment which gives an answer to 
the general interest.  
 
The purpose of this paper is to introduce a tool (named EVALENER) that offers companies 
the possibility of evaluating the management system focused on energy efficiency according 
to the recognized standard UNE-EN 16001:2010 “Energy Management System – 
Requirements with guidance for use´” (Spanish version of EN 16001:2009). 
 
UNE-EN 16001:2010 [1] standard just became an European standard, so not many other 
evaluating software has been developed to help companies and no relevant result have been 
set. Even more so for SMEs. In Spain only few companies has got its EMS certified and most 
of them are big organizations.  
 
The use of this tool will let companies reach both environmental and business benefits. 
Regarding environmental benefits the following goals could be achieved: CO2 emissions, 
global warming and climate change impact and exterior energetic dependence could be 
reduced. According to business benefits, companies will obtain financial savings (energy bills 
reduction), achieve legal requirements, social responsibility and corporate image 
improvement. 
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Another important aspect is the fact that the tool is focused to be applied in small and medium 
enterprises (SMEs) since they do not have as much economical resources as big companies 
have. So the tool’s main objective is helping SMEs to achieve an effective EMS carrying out 
their own evaluations and measuring the impact of the development improvements in the 
organizations. 
 
2. Methodology 

EVALENER has been based in recognized standard UNE-EN 16001:2010 ‘Energy 
Management Systems - Requirements with guidance for use’ that provided a model of 
excellent energy management to the organization to compare their energy management 
system with the model one. 

The methodology for developing EVALENER has been the same following for the Instituto 
Andaluz de Tecnología (www.iat.es) to develop other evaluating tools that exist in its 
organization. IAT has wanted to provide companies (emphasized in small and medium 
companies) with a set of tools to evaluate different aspects into the organization with the same 
aspect and the same operation. The results are shown in the same way as well to help 
companies understand the results. 

The methodology for developing the tool in order to evaluate the Energy Management System 
(EMS in advance) has been the following: 

1.- A questionnaire has been developed to cover all standard requirements. 

This questionnaire has several questions for each UNE-EN 16001 aspect. Each question is 
accompanied for evidences examples to help the evaluator to find into his/her organization 
what they are doing to compliance the aspect asked. 

2.- Question weighting has been developed to reach a value for each standard requirement. 

The evaluator will have to mark each question between 1 and 5 to show the maturity level as 
shown in Table 1. 

Table 1:Marking of every Maturity level and sub-level for standard aspects 

Maturity Level 
Marking (Maturity sub level) 

Basic High Advanced 
1 1 1,4 1,7 
2 2 2,4 2,7 
3 3 3,4 3,7 
4 4 4,4 4,7 
5 5 5 5 

To choose the value in this table 1, the evaluator will use first Table 2 
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Table 2:Maturity Level of every standard aspect 

Maturity 
level 

Approach Performance Improvement 

1 It isn’t very sound 
It isn’t done 
systematically and not 
always as planning. 

It is done just to repair 
problems  

2 
It is sound and it is based 
in a recognized standard, 
model, etc. 

It is done systematically 
and not always as 
planning. 

Non conformities are 
detected in order to plan 
and to star improvement 
actions 

3 
It support the management 
policy  and established 
targets 

It is done regularly and in 
many relevant areas  

Improvement actions are 
set to avoid future 
problems. Effectiveness of 
these actions is measured 

4 
It consider the influence 
of all management areas 
and relevant stakeholders. 

It is done in nearly all 
relevant areas 

Results are analyzed and 
compared with company 
targets in order to get 
information to improve 
activities, process, etc. 

5 
It is done considered 
internal and external data 

It is done in all relevant 
areas to guarantee good 
results for all stakeholders  

Best practices and 
comparison with other 
companies results are 
taken into account to set 
up improvement plans. 

 

This table may be used to set the Maturity Level: The user will mark approach, performance 
and improvement levels (one mark in each columns). Maturity base level will be given by the 
lower value. 

To find the maturity sub-level (Table 1) the following criteria are considered: 

   Basic: the 3 marks in the array have the same level. 

   High: one of the mark (approach, performance or improvement) is above the basic level. 

   Advanced: 2 of the 3 marks are above the basic level. 

By using both tables above, it can be obtained a value between 1 and 5 for each question. In 
an example both tables will be used as follows: 

Set the maturity level: user will mark with a cross the maturity level of approach, performance 
and improvement ( each column in Table 2). The maturity level will be the lower of these 
three values. 
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Marking (Maturity sub level) 
Maturity Level 

Basic High Advanced 
1 1 1,4 1,7 
2 2 2,4 2,7 
3 3 3,4 3,7 
4 4 4,4 4,7 
5 5 5 5 

 

Table3:E.g. of setting Maturity level. 
Maturity 

level 
Approach Performance Improvement 

1    
2  X X 
3 X   
4    
5    

 

Maturity level will be 2 in this example 

Set the maturity sub-level: In the above example: sub-level is “high”, therefore this question 
points with a value of 2,4 (Fig.1) using Table 1 to set it. 

 

 

 

 

Fig.1. Example of setting the question value 

Thus, for each question the user get a value between 1 and 5. 

3.- Some tests have been passed to the tool in order to identify errors and to check the smooth 
running of it. 

4.- The tool has been validated in 15 real cases to assure it provides companies key focus 
areas and the possibility to compare its EMS evolution throughout the time. 

EMS EVALUATION 

User, during the evaluation, will answer several questions within each part of the standard. 
The screen layout of the tool for each question is the following (Fig. 2): 
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Comments Strengths Improvement areas/points 

 

 

 

 

 

 

Fig.2. Screen layout of EVALENER 

Furthermore, the user could highlight strengths and improvement areas by clicking the Notes 
button (Fig. 2), which will help detecting during the global analysis the most important areas 
to be improved. All this information will be shown in a report named “evaluator's notebook” 
(Fig. 3) 

 

 

 

 

 

 

Fig.3. Example of Evaluator’s Notebook report 

At the end of the evaluation, EVALENER offers a report with the obtained scores and the 
evolution from previous evaluations (if exist) as shown in Fig. 4.  

standard 
requirements Question 

Examples and 
evidences 

Mark 

It is possible not to answer the 
question if it is not applied into the 
organization 

Maturity Level 

Sub-level 

Notes 
Following question 
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Fig.4. Example of Evaluation Report 

3. Results 

Companies that took part in this project were SMEs. Some of them have set their own 
environment management systems (according ISO 14001) but some others don't. None of 
them have got EMS, although some would consider its use in a future. 

A varied set of companies participated during the tool's validation process, companies like a 
pharmacy, manufactures, or a health care company. 

Those companies that have decided to become certified according to UNE-EN 16001:2010 
standard want to show customers that these companies are consistent with their business (for 
example engineering and/or architecting firms that works with energy efficiencies ) and others 
to get more points going to qualify for government public tenders.  

Those which are using an environment management system have achieved better scores and 
found easier during the evaluation understanding the question and evidences compared to 
those companies that don't use any environment management system. The companies that 
don't use it even found hard to understand concepts like operational control and significant 
energetic aspects, besides they achieved low scores in the auto evaluation. 
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All of the participants used the experience to think about their use of energy, considering new 
metrics and, the most important, improvement areas in the aspects that they could afford 
given the current economical circumstances (change machines to other that consume less 
energy, change to LED technology, used better enclosures, changes in human behavior…) 

4.  Conclusions 

SMEs in Andalusia are currently passing through an economical delicate moment, as in the 
rest of Spain but increased by a weakest regional and local industry. 

In this scenario, an efficient energy management is a must in order of reducing costs and 
looking after the environment, taking part of the European compromises for reducing the 
greenhouse effect, consumption, etc. 

The main obstacle for these SMEs is the access to information related with energy 
management, contracting experts to help with it or even economically afford some of the 
improvement options available in the market. 

Because of the mentioned reasons, this tool tries to help small companies that cannot make 
use of any EMS because of a lack of resources. The software has been organized following 
the standard requirements with the purpose of helping companies approach to the standard 
and it has been adopted the question-evidences formula to ease its understanding.  

The option of evaluator's notebook makes considerably easy bringing up improvement areas 
after finishing auto-evaluation as well as highlighting the strengths of the company. 

Beside of evaluator's notebook, EVALENER offers the chance to de companies to compare 
evaluations and see the EMS evolution. This information will be useful to know how efficient 
were the improvement actions undertaken by the company and will help with the continuous 
improvement of the organization. 

In any case, the system has to be improved because it has been revealed as not very flexible (it 
doesn't allow weighting each question or section) and not very intuitive in the use of both 
tables (Tables 1 and 2). The way of looking for the score for every question (Table 2) requires 
using an auxiliary paper sheet as it is not automated in the software, and makes it hard until 
further practice had been acquired. For this reason, this functionality should be improved in a 
second version of the tool (now developing by IAT and to be integrated with other evaluation 
tools that have been developed by IAT). 

The software could be enhanced by adding help tags and screens to let the evaluator a better 
understanding of each question or standard aspect. 

Despite all, the goal of approaching EMS to SMEs and letting them, in an affordable way, 
analyze and reflect on their way of use of energy and consider actions for improvement has 
been achieved. 

The main advantage of this methodology is the used of a questionnaire to analyze that 
companies done about their EMS and to be able to get a goal easily to compare different 
situations (with other companies, with the own company after to carry out improvement 
actions, etc.). That is easy to use for SMEs and not require a lot of knowledge or experience.  

 

1635



References 

[1] Standard UNE-EN 16001:2010 “Energy Management System – Requirements with 
guidance for use”, AENOR, 2010 

 

1636



 

 

“Uncovering Industrial Symbiosis in Sweden” 
-exploring a possible approach  

Sofia Persson 1,*, Jenny Ivner1  

Linköping University, Linköping, Sweden 
* Corresponding author: Sofia Persson. Tel: +46 13285613, Fax: +46 13149403, E-mail: sofia.persson@liu.se  

Abstract: Industrial Ecology (IE) is a relatively new field that is based on the ideology of nature. IE uses nature 
as a “reference” to study resource productivity and environmental burdens of industrial and consumer products 
and their production and consumption systems.  
 
Industrial Symbiosis (IS) is a subset of Industrial Ecology with a particular focus on cyclical flows of resources 
through networks of businesses. One definition is that IS “engages traditionally separate businesses in a 
collective approach to competitive advantage involving physical exchange of materials, energy, water and/or 
byproducts. “The keys to IS are collaboration and the synergistic possibilities offered by geographic proximity” 
[1].  
 
This paper presents a methodology that aims at developing a method for uncovering IS in the Swedish energy 
sector. The method is exemplified by district heating and consists of data collection of the occurring resource 
and energy flows to and from district heating plants in three different Swedish regions. The results show that the 
method presented in this article can be used in future and more comprehensive "uncovering" studies. The 
material from a broader, nationwide study is expected to make it possible to develop tools to facilitate the 
conditions for IS to be developed. 
 
Keywords: Industrial Symbiosis, Methodology, Uncovering  

1. Introduction  

Industrial symbiosis (IS) has been defined as “engaging traditionally separate industries in a 
collective approach to competitive advantage involving physical exchange of materials, 
energy, water, and by-products”[1]. IS emerge as a self-organizing business strategy among 
firms that are willing to cooperate to improve their economic and environmental performance 
[2]. According to Chertow [1] “The keys to IS are collaboration and the synergistic 
possibilities offered by geographic proximity”. Businesses that are collocated can, in 
accordance to IS, reach environmental benefits and competitive advantages by physical 
exchange of resources with each other or with residential areas [3]. In Sweden, the occurring 
identified cases of IS show fruitful collaboration and integration from the companies´ point of 
view as well as increased environmental performance [4, 5]. However, there is a gap of 
knowledge when it comes to an overview of the occurring IS in Sweden. It is currently not 
known how common these kinds of mutual exchanges and collaborations are.  
 
In the United States Chertow [6] conducted an uncovering study that investigated IS in a 
broader perspective. In Sweden there have previously been single case studies of IS. 
Therefore there is both a knowledge gap about the occurrence of IS in Sweden and also when 
it comes to methodologies to systematically gather data in order to analyze whether IS occur 
or not.  
 
1.1. Aim and research questions  
This article presents a method for uncovering Industrial Symbiosis and how this method can 
be applied to the Swedish energy sector. The method is exemplified by district heating. The 

 

1637

mailto:sofia.persson@liu.se
http://en.wikipedia.org/wiki/Industrial_ecology


 

 

aim is to illustrate and explain a method used to conduct an uncovering study of IS in Sweden 
and to discuss how the method can be used to create more in-depth knowledge about IS in 
Sweden when it comes to the extent of collaboration and mutual exchanges. The discussions 
are based on a pre-study where the method is tested on three Swedish regions.   
 
2. Background  

Efforts to understand and replicate Industrial Symbiosis in the form of inter-firm resource 
sharing like what was largely self-organizing in Kalundborg, Denmark have since 1989 
followed many paths. The success has varied, some of the efforts have been very successful 
and some have not [6]. Chertow [6] describes the year of 1989 as “an inspirational year for 
industry and environment”. The main reason behind the success is described as two key 
events following the Bruntland Commission report in 1987. The first was a seminal article in 
Scientific American illustrating “industrial ecosystems” in which “the consumption of energy 
and materials is optimized and the effluents of one process serve as the raw material for 
another process.” The article was written by Frosch and Gallopoulos [7]. That same year the 
Industrial Symbiosis in Kalundborg was discovered as a concrete realization of the theory 
described by Frosch and Gallopoulos [7]. The cluster of intensively resource sharing 
companies from different industries in Kalundborg, Denmark was uncovered unexpectedly 
[6]. 
 
Previous research shows many, both public and private, benefits of IS as a result of 
“spontaneously co-location” of different businesses in industrial areas. Duranaton and Puga 
[8] describe these benefits as labor availability, access to capital, technological innovation and 
infrastructure efficiency. Key rationales for advancing IS projects as a way of trying to 
recreate the same types of collaboration and mutual exchanges include economic 
development, remediation of pollution associated with heavy industry, water and land 
savings, and greenhouse gas reductions [9]. Another reason for collaboration around energy 
savings and greenhouse gas reduction is the construction of shared visions and goal, which 
also makes projects less vulnerable [10].  
 
Examples from previous research from Sweden and the Swedish forest industry show that 
there are several occurring cases of IS and that the conditions for implementing IS varies [5]. 
Also, these studies indicate that IS can have advantages both from an economic and 
environmental perspective [4]. Mapping these existing cases of symbiotic activity makes it 
possible to use the knowledge in the IS field to study and develop the partnerships further.  
 

3. Method  

As mentioned above, this article presents an approach to uncover industrial symbiosis in 
Sweden. The overall approach to these uncovering activities is data collection from several 
sources to obtain triangulation of data for each found case. This is an approach that 
strengthens the validity and to facilitate deeper analyses [11]. 
 
Yin [11] recommends four methods of analysis: Explanation–Building, Pattern–Matching, 
Time–Series Analysis and Program Logic Models. For this type of study, with large amounts 
of data, it is of great importance to have a fully functional database. In this case the database 
is designed to show the different flows that occur, as well as between which actors the flows 
occur. This gives a good overview and understanding of the situation within the studied 
regions.  
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Explanation–Building can mean two things: according to Yin [11] it primarily means building 
an explanatory narrative, which shows the causal relationship, it also can be about creating a 
coherent and credible overall picture of a phenomenon [12].  
 
Pattern-Matching means that patterns that can be observed are compared to patterns that have 
been predicted or known from other cases. To analyse the cooperation and mutual exchanges 
between the studied district heating plants and related, nearby industries and companies 
within a specific cluster, comparison with previously known cases of similar character as an 
ideal type is a form of Pattern-Matching. 
 
In the next step the various actors involved in the symbiosis cluster is studied deeper to 
understand the sequence in which the development of the cooperation and exchanges develop.  
Time–Series Analysis means clarifying the order in which events or actions occur, with what 
intensity they vary over time or how far they are in time.  
 
As a last step the Program Logic Models is used to analyse the assumptions about the 
connections. In this case, the previous knowledge will enhance the understanding and of the 
elementary conditions for IS.  
 
4. Methodology  

To be able to map ongoing cases of IS empirical data about occurring collaboration and 
mutual exchanges needed to be collected. In order to test if the chosen approach to uncover IS 
is appropriate a diversity of empirical material is needed. Therefore three geographically 
diverse regions with different types of industrial conditions were selected for this study; one 
region with dominating forest industry, one with a dominating agricultural sector, and one 
with a diverse industrial sector including food industry, manufacturing as well as pulp and 
paper industry.  
 
Investigating every single industry in these regions was not feasible for this pre-study, 
therefore district heating industry was chosen as the main actor to start empirical research 
from. The motive to choose district heating plants in order to uncover IS was that district 
heating occur in more or less all Swedish municipalities. In addition, activities from the 
business of district heating generate large flows of material and energy which are important 
prerequisites for IS.  
 
The first step in process is to collect data of the occurring resource and energy flows to and 
from the different district heating plants within the three different regions. All of the district 
heating plants are also studied more in detail, one plant at a time, based on information from 
websites and additional interviews. All interviews were conducted via telephone and in semi-
structured format, which means that the same question guide was used for all interviews, but 
the interviewer had the opportunity to ask supplementary questions. This type of interview is 
recommended since it helps structuring the interview [13]. However, this interview method 
also allows new and unforeseen issues to arise during the interview and hence is an effective 
tool for gathering information that is difficult to obtain otherwise [14].This method is 
expected to provide data that will show which of the studied district heating plants who has 
some kind of collaboration or mutual exchanges with other nearby business or industries.  
 
To be able to identify and classify occurring cases of IS there is a need of a consequent 
definition with clear criterions. This study will use the same criterions as the previous study 
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“Uncovering Industrial Symbioses” made by Chertow [6]. Chertow defines the minimum 
criterion of IS as “3–2 heuristic”. This means that at least three different entities must be 
involved in exchanging at least two different resources. An example of a 3–2 heuristic 
relationship within this study is industry 1 providing industry 2 with a flow of resource and 
industry 2, in turn, provides industry 3 with another flow of resource, figure 1.  
 

 
 
Figure 1.  Example of a “3-2 heuristic” relationship. Inspired by Chertow [6].  
 
4.1. Structuring the empirical data 
The results from this study are stored in a database designed to address the collected data and 
to demonstrate the flows of different resources that occur between the actors involved in the 
detected clusters of symbiotic activity. The structure of the database is built on a model that 
makes it possible to link “plants” with different “flows” of resources in several steps. The 
database is also designed to be able to store specific information about the different flows of 
resources as well as the different plants involved. The information of the plants regards what 
type of plant it is, the size of the plant, the occurring ownership and the location of the plant. 
When it comes to the flows, the additional information regards what type of resource it is and 
of what amount, origin- and destination pant and if the specific resource is used as resource in 
the industrial process or functions as a utility, see figure 2. It is also possible to specify 
whether the resource originates as a main product (on which production the industry is based) 
or a byproduct (waste) from the industry. This information about each resource flow opens up 
for analyses about for example which kinds of exchanges are more common in relation to 
different kinds of plants. Martin [15] mean, for instance that by-product synergies are the 
most abundant type of synergies and that utility synergies in the form of shared use of energy 
and utilities are not as common.   
 
The implementation of the data is done by two different formulas created in the database. The 
first formula manages data for each ”plant” and the second formula manages data for each 
“flow” of a specific resource. The formulas are based on the tables within the database where 
the data is stored and they are created to facilitate the implementation of the collected data. 
Figure 2 shows the model and how the different data are related.  

Industry 1  

Industry 2  

Industry 3 

Resource Resource  
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Figure 2. A model of an extract from the database demonstrating how the different data in the 
database are related. 
  
5. Expected results  

The collected data from the three different regions indicate that there is occurring cases of IS 
within these regions. The most common forms of collaboration is in the form of “3-2 
heuristic” relationships, especially in the smaller municipalities. In some of the larger medium 
size municipalities, where the conditions of collaborations are better, the results show more 
complex ongoing cases of IS. One example is a forest industry and energy plant co-location,  
Figure 3. In this (fictional) case it is possible to define five different flows: wood, wood chips, 
sawdust, process steam and nutrients (ashes). Forestry, the sawmill and the district heating 
plants all pose as both origin and destination plants, depending on which resource flow is 
described. It is also possible to define both main products and by-products: wood is a main 
product from forest industry and ashes are by-products from incineration plants. Furthermore 
there are resources that pose as both process input and utilities to the destinations plants: 
sawdust goes into the main process at the main pellet producer and process stem is used as a 
utility. It is however too soon to draw general conclusions about the data material.  
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Figure 3. Example of resource flows that can be mapped in the described approach to uncovering 
industrial symbiosis. 
 
The four methods of analysis described in the methods section can be used to analyze the 
collected data. This way of arranging the data creates a coherent and credible overall picture 
of the flows connecting the plants. When mapping the relationships between resource flows 
and plants is made for a whole region, it will be possible to analyze patterns of occurring 
collaborations. Thereafter observed patters can be compared to previous research but also to 
other regions or businesses. In this sense this will function in accordance to the Pattern-
Matching as described by Yin [11]. As a continuation of the analysis, Time-Series Analysis 
can be used to clarify the order in which the different steps in the Symbiotic process occur, to 
understand the sequence in which the development of the cooperation an exchanges develop. 
This kind of analysis would however need additional empirical data.  
 
When a deeper understanding of the development of discovered symbiotic activity has been 
created, it may be used to develop proposals on measures to improve the conditions and the 
facilitation of the implementation of IS in the future analogous to Yin’s [11]the Program 
Logic Models.  
 
6. Concluding discussion 

This article has presented a method for uncovering Industrial Symbiosis and how it can be 
applied to the Swedish energy sector. Experiences so far have shown that the method for 
collecting data an organizing them in a database functions well. This method is probably 
suitable for uncovering IS, however it may be too demanding if it comes to cover large areas, 
for example the whole of Sweden. A broader, nation wide, study like that with more and 
broader data would probably need a less personnel intense method than semi-structured 
interviews with all actors. It is therefore a need to further develop the methods for uncovering 
industrial symbiosis to be able to expand the studies.  
 
According to Chertow [6] the “Uncovering” of existing kernels of symbiotic exchanges has 
led to more sustainable development and designing of eco industrial parks. Knowledge about 
the occurring and ongoing cases of IS in Sweden is expected to provide the basis for more in-
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depth knowledge of how these collaborations and mutual exchange evolved and what the 
important elements for them to arise and function are. Therefore it would be of great interest 
to develop the methods for uncovering industrial symbiosis in Sweden. This would help to 
create more in-depth knowledge about IS in Sweden when it comes to the extent of 
collaboration and mutual exchanges and subsequently the prerequisites for such collaboration. 
Such knowledge in turn can contribute to develop more efficient, environmentally adapted 
and prosperous business.  
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Abstract: Industry is one of the major users of fossils fuels resulting in emissions of GHG (Green House Gases), 
leading to global climate change. One means of promoting energy efficiency in industry is energy management. 
The aim of this paper is to outline a number of energy management related factors which affects energy 
management in industry positively. The paper is a result of collaboration between industry professionals and 
researchers within an ongoing research project and addresses the issue using a bottom-up energy management 
perspective. Results indicate that that the “soft” issues of energy management play a crucial role in the success 
(or not) of energy management in industry, e.g. the manager’s role and attitude towards the employees cannot be 
understated. Instead it addresses that implementation is not only about technology but equally or even more 
important, concerns the diffusion and adoption of energy management practices and principals.  
 
Keywords: Industrial energy management, Organizational change, Industrial energy efficiency 

1. Introduction 

Research indicates that global climate change resulting from the use of fossil fuels is one of 
the major challenges for future decision makers worldwide. Industry is one of the major users 
of fossils fuels resulting in emissions of GHG (Green House Gases), leading to global climate 
change. EU and other regions are now working proactively to reduce GHG emissions 
resulting from use of energy. One example is the 20-20-20-targets within the EU which in 
relation to energy means that each EU Member States should reduce the use of energy with 
20% by reducing energy intensity with 3.3 % annually from 2005 to 2020. Industrial energy 
efficiency is one of the most efficient means of reducing GHG [1]. However, a number of 
barriers to energy efficiency exist in industry which inhibits adoption of energy efficient 
technologies and energy conservation [2-4]. One means of promoting energy efficiency in 
industry overcoming a number of barriers to energy efficiency is energy management [5-6]. 
Even though the potential is vast, research in the area is scarce [7]. One reason for this is its 
interdisciplinary character calling for interdisciplinary methods such as collaboration between 
researchers and industry professionals. The aim of this paper is to outline a number of energy 
management related factors which affects energy management in industry positively. The 
paper is a result of collaboration between industry professionals and researchers within an 
ongoing research project within Swedish industry and addresses the issue of promoting 
energy efficiency using a bottom-up energy management perspective. This paper is unique in 
the sense that is leaves the realm of focusing solely on energy efficient technologies when 
studying industrial energy efficiency.  
 
2. Methodology 

Previously, research has focused on energy management practices using questionnaires and 
in-depth interviews, e.g. [5] and [7]. In this study, the scope is to try to take the research on 
energy management in industry a leap further. Moving beyond questionnaire and in-depth 
interviews, an attempt is made to incorporate the manager’s own ideas and concepts, not 
merely study an array of factors (using a questionnaire) or respondents’ views and opinions 
(using interviews) on various themes or topics. As the applied method is narrowed down to 
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fewer respondents, it naturally may be more difficult to generalize results from this type of 
research, see Fig 1. A previous literature review on energy management [7], shows that this 
research, so far is lacking in the academic literature, as well as clear results on how to apply 
successful energy management practices. We therefore conclude that this type of 
methodological approach is needed.  
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Fig. 1: Differences between participation/collaboration and interviews and questionnaires (Inspired 
by [8]. 
 
According to [8], systems may be categorized depending on degree of complexity. [8] state 
nine levels and write that research concerning social interaction, i.e. interaction between two 
individuals is the most complex system to study. He moreover criticizes management research 
for not moving beyond the lower system levels. In response to [8]’s critique on management 
research, we aim to move beyond the more common methodological approaches using 
questionnaires and interviews applying participation/collaboration. Naturally, this limits the 
ability to generalize results, compared with questionnaires and interviews, as these methods 
cover several respondents. On the contrary, participation/collaboration methodology enables 
research to move into the more complex levels of (energy) management. This paper has 
applied a participation/collaboration methodology where the researchers have collected the 
manager’s ideas and philosophies of successful energy management practices, based on more 
than 20 years of experience in the field. In doing so, it is evident that this relies on relatively a 
few cases, and naturally faces an increased risk of being biased, compared with questionnaires 
and interviews. When analyzing results from this paper, it is therefore important to keep in 
mind the statement by [5] “there is no one size fits all” when it comes to energy management. 
 
3. Results - driving forces for successful energy management practices 

In the following section, a number of important factor for successful organizational change 
related to energy management practices are presented. The stated factors come from the 
participation/collaboration approach, i.e. a bottom-up energy manager’s perspective, a 
perspective which is derived from the truck manufacturer Scania’s more than 20 years of 
successful energy management practices. 
 
3.1. Culture 
An  organization has its own culture which is created by a number of factors, such as 
individuals own values [4]. Culture is an important factor when striving to change an 
organization, as culture governs the behavior of the individuals of the group, and it is their 
behavior that creates the organization’s results. If any major changes are to take place within 
the organization, the behavior among the individuals has to change. In the long run, this will 
change the organizational culture, a change which is needed, if the individuals within the 
organization are to maintain their changed behavior.  
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3.2. Will 
The second factor of importance is that normally, people want to change things they are not 
satisfied with, while maintain that which one is satisfied with. The will to change is thus 
dependent on how dissatisfied a person is, and also how risk averse a person is. The 
importance for those who lead the change is to perceive that the challenge lies in that person’s 
want the change to take place in their own way. 
 
3.3. Acceptance and recognition 
The third factor of importance is that people in general wants attention and positive 
recognition from personal achievements, from other persons. Many people can go a long way 
to receive recognition and acceptance. It can range anywhere from fame and compensation in 
the form of money for the effort one has made, to encouragement and a “thank you” for a 
good result that the person has accomplished. The former can never replace the 
encouragement from a manager, thanking the employee for good work. This holds in 
particular if the manager is also the informal leader, i.e. someone the employees look up to. 
 
In general, people go to their work with a goal to be part of it as they wants to do a good job. 
If not, this creates discomfort, discouragement and frustration that often take the expression in 
unwillingness to cooperate, or an unwillingness to change situations at work. Paradoxically, 
people tend to do exactly the opposite of what it takes to get what one really wants. What this 
behavior gives in return is attention and an opportunity to be seen in the absence of 
recognition. Reasons why such an individual have lost sight can be, e.g. lack of attention, 
challenge or admission from those who are managers. It may also be due to an inadequate role 
and mission in the group the individual belong to. One may call this a deficiency in the 
organization caused by poor leadership.  
 
The above three factors, culture, will and acceptance and recognition interact between each 
other and create the conditions one have in an organization, department and group. It is these 
challenges that the leader has to work with in order to achieve the expected results. 
 
3.4. Establishing change within an organization  
When a manager is leading a change in the organization, he or she can choose one of two 
main roads or paths. The difference between these two paths can be described by the 
following: To get from location A to B can be done in two principally different ways. The 
first option is to run in the sand at the water's edge. Although the road is long, it goes 
relatively quickly. The tracks in the sand are washed away rapidly and soon, no one else can, 
by the help of the first person’s achievement, manage the very same way. Instead, each one 
has to take its own way to position B. The load to be moved from A to B depends on the 
individual's capacity and external conditions and circumstances. In summary, the first path is 
that of individuality, a path which does not help or support the persons that later wants to take 
the same path. 
 
The second option is to build a road. It will take much more time, demands much more 
resources and effort, but when it is finished, there are clearly more people being able to travel 
from position A to position B. Moreover, people can get more loads with them on the road. 
The modes of transport can also be developed so that more cargo than was previously possible 
to carry can be included in each trip. The time to carry out the shipment may eventually be 
reduced. The load to be moved from A to B is through a road much less dependent on the 
individual's capacity and external conditions. In summary, the second path is that of the 

 

1646



standardization and continuous improvement, a path which help and support the persons that 
later wants to take the same path. 
 
Road number one may be stated as to govern by results. This is a road which with the right 
leadership often creates positive results relatively quickly, but the lasting result is often not 
maintained. The way to influence behavior is by getting members of the group to do what 
they request. As the manager does not require how results are achieved, solutions often rely 
upon individual solutions, i.e. the employees own way. Moreover, duplication of these 
individual solutions is generally not possible. This, in turn, leads to the fact that structural 
capital is not being built up within the organization, department or group. The culture is 
affected only to a limited extent and the impact it does create takes time. There is great risks 
that if the leader loses focus, or change job, the good results will not last.  
 
Road number two is to use what we define as method governing. This is about influencing the 
behavior by using good methods and approaches. The modified behavior provides better 
results both in the economic sense, but also regarding the conditions to do a good job of 
maintaining or improving quality and work environment. The positive change one gains may 
be linked to the group and the positive spiral which then creates the opportunity to influence 
the culture of the group. As method governing focuses on how the work is done, conditions 
for working with continuous improvement are established.  
 
Things which can be improved are the methods, routines and instructions. These are always 
the same; everyone in the group performs the operations in a similar way and can contribute 
to the improvement of the method. This will benefit both the individual and the group, even if 
the work and the physical and psychological conditions of the work are continuously 
changing. Method governing thus, and unlike the first road, builds structure capital, and with 
the right leadership, in the long run, an improvement in the culture of the group is achieved. 
This also reduces the risk of a manager changing job. However, and this must not be 
understated, bad leadership will always be able to bring down an organization, independent on 
which road that is taken. 
 
3.5. Successful organizational change  
Fig. 2. displays how an organization may successfully be transitioned by the second road, 
method governing. If one choose to work after the second road, there are some fundamental 
principles that should be followed, e.g. focus on the organization’s value stream and 
continuous improvements. These are presented in the coming sections. 
 
3.6. Basis – the organization’s value stream 
Start from the company’s product’s value stream and the company’s services and do not view 
energy management as a means which creates value by itself. All work which is done in the 
organization (be it external or internal) must be valued based on the product’s value stream. 
This provides the ability to sort and evaluate, not based on function, but on value. What is 
waste and what is value? Waste can also be divided into that which is necessary but not value-
adding and that which is simply waste. What is value adding is often of no reason to attack 
first. It only involves the risk of new losses. 
 
That which is necessary but not value adding should be minimized. That which is solely waste 
must be eliminated as quickly and smoothly as possible. It usually does not cost so much, it is 
often achieved relatively quickly, and the risk is often low. 
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Fig. 2. Example of how an organization may be transitioned successfully based on method governing. 
 
If the organization is a manufacturing company, it is important to understand how the 
production technologies, maintenance and energy management work is related. Increasing 
process efficiency is an effective way to reduce energy use for the product. To have a system 
perspective is necessary when improvements are carried out.  
 
Moreover, aiming to achieve stable systems is of great importance. If for example, the 
shutdown of a machine or a process, leads to problems when the machine or process is being 
started, i.e. it may not work properly after shutting it down, employees may be unwilling to 
shutdown equipment. The root cause to this is not a system which is impossible to change, but 
rather an unstable system. 
 
The eight types of waste which are relevant also in terms of industrial energy efficiency are: 
overproduction, unnecessary operations, transportation, discards, waiting, unnecessary 
movement, storage, and unused skills. Working to minimize and eliminate these both in the 
organization’s value stream, but also in regard to the organizations energy use. 
 
3.7. Basis – continuous improvements 
The basis for long-term success is to work according to the principles of continuous 
improvement. This means that the leader must create an improvement culture within the 
group/company. The engine in the process of improvement is improvement groups and a 
systematic work with deviation.  
 
To create an organization in which the principles of continuous improvement are used, and 
create a continuous improvement cycle, will not be made without effort. It demands 
leadership in order to be formed, kept active, and further developed. Fig. 3. visualize the 
above presented approach. 
 
Work with improvement in small steps is of great importance, and one should aim to use all 
the tools for continuous improvement at disposal, such as deviation control. In order to be 
able to improve a system, one must be able to describe what the normal state or level is. If one 
does not know what the normal level is, improvements are not likely to take place. What is 
described and perceived as normal in the organization is what one can expect. When the 
outcome deviates from the expected normal state, the organization receives a signal that 
something has gone wrong. Detecing deviations may be achieved from, e.g. deviation 
management methods, the use of standards and routines etc. When a deviation from the 
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normal state has been detected, the system can be improved in small steps, which in turn 
slowly increase the normal state level. 

 
Fig. 3: Principles for continuous improvement in regard to energy efficiency.  
 
Identify where the organization stand in terms of the performance it delivers. All phases have 
different needs for improvement. Improve from the defined normal state, do it with small 
steps but take steps often. Fig. 4. visualize the above presented approach.  

 
Fig. 4: Principles of defining and working with continuous improvement based on a normal state.  
 
Ending improvement is as important as initiating them. Aim to try to find effective methods to 
evaluate when an improvement is “effective enough”. Describe the new normal mode, 
implement it, and move on to the next improvement that gives the best effect on the overall 
efficiency. 
 
Moreover, one should put focus on the flow (creating smooth flows, governed by demand, be 
sure to reduce the variance). Also, do not forget the work- and information flow. Otherwise, 
adequate conditions for improvements will not be established. Furthermore, one should focus 
on quality and time, and make sure to keep the correct delivery parameters, i.e. avoid 
variation and overproduction. Make sure to deliver on time and let demand govern as much as 
possible. By describing what is normal, delivery can be assessed, and the root cause for the 
deviation can be corrected. 
 
Some general issues related to successful energy management practices are similar, no matter 
which one of the two main roads one chooses for implementing change. These are presented 
in the coming sections.  
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3.8. The role of leadership 
The role of leadership is independent of which main road one chooses to take. Leaders must 
lead through visions and overall goals. The larger the group/organization is, the more 
important it becomes. One of the reasons that this is so universal is that it provides space for 
the group and its members to use their individual creativity to solve the tasks. It uses the 
collective expertise of the group. However, it requires that the leader, e.g.: 
 

• Is willing to join and show how tasks must be carried out (if required). Moreover, the 
leader has to be so knowledgeable that he or she, if needed, can act as a role model. 
Notably, this does not mean that the leader should do all the work for the employees.  

• Serve as the creator of contacts, not as problem solver. 
• Work with the monitoring of agreed activities and targets. Send feedback and let the 

person who made the job receive recognition for the accomplishment. Focus on those 
in the group who have the ability to influence. 

• Work with action plans developed by those who must do the job. Do not let the action 
plans run over a too long period of time. Half a year may often be a good time 
horizon. Make sure to keep activity plans short and prioritize what is most important. 
Working with gross list and make decisions on new items on the list if space is 
available. Follow up about this on a regular basis, e.g twice a month: provide support, 
feedback and encouragement when the data is completed. Be sure that the agreements 
on completion dates are kept. Measure and visualize the number of items completed 
on time. If events are "slipping", find the root cause to this. In principal, this is a 
leadership issue. However, it may also be due to that the employee does not fit for the 
specific assignment or lacks time. In general, it is not due to unwillingness from the 
employee.  

• Create conditions for a rapid feedback of the key indicators chosen to measure. Use 
them to guide and evaluate the work. The feedback often needs to be done weekly or 
whether it is possible, in real time. 

• Try to create a positive atmosphere where “anything is possible”. A positive spiral. It 
is therefore important to ensure that "easy victories", particularly early in the process, 
are achieved. 

• When one set goals and prioritize activities always base this on the organization’s 
value stream flow. It is the value stream which should be improved and not primarily 
single processes. It is only from the basis of the organization’s value flow, ones effort 
can be measured correctly. Working with energy in general may not provide much 
value, but rather to be effective in reducing waste. 

• Put effort into understanding the system links. There is always a larger improvement 
potential in a system than in a single component or process. Let the need control 
demand.  

• Develops a strategy for how the plant should be operated in the long run. Do this in 
terms of the desired operational strategy, and the desired technology strategy, and how 
the desired system strategy should look like. When done, one can be flexible, and 
make changes when available opportunities occur in the business. Streamlining 
systems and components are not so costly when a major change is to be made but may 
be very costly if done as an operational acticity, e.g. lead to production disruptions. 
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4. Conclusion 

This paper addresses that increasing industrial energy efficiency is not only about technology, 
but equally important concerns the diffusion and adoption of energy management practices. In 
particular, the three factors, culture, will and acceptance and recognition interact between 
each other and create the conditions one has in an organization, department and group. It is 
these challenges that the leader has to work with to achieve the expected results. Moreover, 
results may be achieved in principally two different ways, where method governing is the way 
advocated for in this paper as it builds structural capital in the organization. If one choose to 
work with method governing, there are some fundamental principles that should be followed, 
e.g. focus on the organization’s value stream, normal situation, standardization and 
continuous improvements. It is also of importance to define the system’s normal state. From 
that position, improvements may be carried out in small steps. If a manager follows these 
basic recommendations outlined in this paper, and allows employees to understand and see 
the connections, improved results are achieved in the long run. Energy management practices 
using these principals may lead to employees showing improvements far above what the 
manager or organization thought was possible.  
 
The applied methodology was shown to contribute with increased knowledge on how energy 
management practices successfully can be carried. Further research in the field using the 
applied methodology is suggested. 
 
In conclusion, a fully successful in-house management program is dependent on both sound 
leadership and adoption of sounds methods. If either one is lacking, the full embodied (energy 
efficiency) potential in the organization is not released. 
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Abstract: Nowadays, repowering is considered as the most common methods for improving status of current 
power plants. Repowering is the transformation of an existing steam power plant into a combined cycle system 
by adding one or more gas turbines and heat recovery capacity. It is a cost-effective way to improve performance 
and extended unit lifetime while adding capacity, reducing emissions and lowering heat rejection and water 
usage per kW generated. Each methods of repowering from “para repowering” to “full repowering” shall 
probably be the best choice for special national and economical power plant. In this paper different repowering 
methods have been introduced. The design concept consists in adding a gas turbine to the combined cycle, 
integrated by steam injection into the existing gas turbine. The steam is produced in a simplified heat recovery 
steam generator fed by the additional turbine’s exhaust gas.  
A 156MW steam cycle power plant has been chosen as a case study. Two repowering scenarios have been 
utilized for this case. Thermodynamics code has   been supplied for combined cycle and STIG combined cycle 
and compare with each others. The exergy and exergoeconomic analysis method was applied in order to evaluate 
the proposed repowered plant. Also, computer code has been developed for exergy and exergoeconomic 
analysis. It is anticipated that the results provide insights useful to designers into the relations between the 
thermodynamic losses and capital costs, it also helps to demonstrate the merits of second law analysis over the 
more conventional first law analysis techniques.The efficiency of the STIG repowered plant compares 
favourably with repowered combined cycle.  
 
Keywords: Repowering, Gas turbines, Steam injection, exergy, Exergoeconomic 

Nomenclature (Optional) 

c  cost per unit exergy ($/MW) ..... ($/MW) 
C  cost flow rate ............................... ($/hr) 
e exergy rate per mass ............... (MW/kg) 
E specific exergy .............................. (MW) 
Z capital cost rate of unit ................ ($/hr) 
St  ...................................................... steam 

f  ........................................................ fuel 
a  .......................................................... air 
GT  ............................................ gas turbine 
CRF .........................  capital recovery factor 
PWF  ........................... Present worth factor 
PW   .............................................. Present worth 

 
1. Introduction 

The country of Iran is experiencing in all fronts and areas and thus, consumption of electrical 
power is on the increase on a daily basis. Based on the ever increasing electrical energy 
consumption, changes in generating system load requirements, lower allowable plant 
emissions and changes in fuel availability, steam power plants repowering has been 
investigated much more as a method for energy conservation. Considering the increased 
electrical energy consumption and annual growth rate of 4.5 percent and according to the end 
of existing steam power plants life in Iran(like Montazer Ghaem power plant), repowering 
could be used as an economical method for increasing the output power with less investment 
than building a new power plant. Repowering of steam power plant can be achieved in several 
ways. In a full repowering, several gas turbines (GT) and heat recovery steam generators 
(HRSG) are installed in a parallel arrangement dispensing with the conventional boiler. Live 
steam from HRSG is used in the original steam turbine [1]. Industrial gas turbines are one of 
the well established technologies for power generation. Various additional cycle 
configurations such as reheating, regeneration, intercooling and steam injection have been 
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suggested [2, 3]. All of them offer increased performance and increased output compared to a 
dry gas turbine cycle. Several types of water or steam injection gas turbine cycle (STIG) have 
been proposed in previous studies and the performance characteristics of them investigated 
[4]. The exhaust gas from the turbine is used as an energy source in a heat recovery steam 
generator (HRSG) where energy is transferred from the exhaust gases to the boiler feed water. 
The high pressure steam is generated from HRSG. The steam is then injected into the 
combustor. Injection of steam increases the mass flow rate through the expander and so the 
power output and the efficiency of the turbine increase. Steam injection also helps in reducing 
the NOx emissions from the gas turbine [5]. Exergy analysis usually predicts the 
thermodynamic performance of an energy system and the efficiency of the system 
components by accurately quantifying the entropy-generation of the components [6]. 
Furthermore, exergoeconomic analysis estimates the unit cost of products such as electricity, 
steam and quantifies monetary loss due to irreversibility. Also, this analysis provides a tool 
for the optimum design and operation of complex thermal systems [7]. Combined and steam 
injected gas turbine cycle power plants are being installed all over the world as compared to 
other plants. The current emphasis is on increasing the plant efficiency and specific work 
while minimizing the cost of power production per kW and emission. In this paper, simple 
repowered   combined cycle and combined cycle with added steam injected gas turbine have 
been modeled as a repowering design for 156MW steam power plant. For each cases exergy 
and exergoeconomic analysis has been studied and compared as a economical analysis for 
product cost estimation.   
 
2. Process description  

In this paper, 156MW steam cycle power plant has been selected as a case study for exploring 
two repowering methods and comparing with each other. The steam cycle power plant 
encompasses three turbines, that work with three different pressures and 6 feed water heaters. 
The Steam cycle has been modeled by MATLAB code and STEAM PRO (THERMOFLOW). 
Results of modeling steam cycle have been introduced and compared with real data in table.1. 

 
Table1. Compare result of modeling steam cycle 

Real Simulation code THERMOFLOW 
156294156305 156300 Plant Gross power(kW) 
8976 9120 9010 Plant Gross Heat Rate(kJ/kWh) 
40.1% 39.4% 39.9% Plant Gross Efficiency (LHV) 
136 130 133 Superheater Capacity(kg/s) 
117 114 115 Reheater Capacity(kg/s) 

 
3. Repowering 

There are several alternatives to combine and integrate a gas turbine into an existing steam 
power plant. As a result of ending boiler life time and exploring another aspect for this case, 
the best alternative is full repowering. Full repowering is defined as complete replacement of 
the original boiler with a combination of one or more gas turbines (GT) and heat-recovery 
steam generators (HRSG), and is widely used with very old plants with boilers at the end of 
their lifetime. It is considered as one of the simplest ways of repowering for existing plant. 
For this power plant, Full Repowering with SGT5-4000F (formerly known as CC 2.V94.3A) 
with triple pressure reheat cycle has been considered as a first method for repowering old 
steam cycle power plant. Schematic flow diagram of combined cycle with the components is 
shown in Fig. 1. The gas cycle is selected as a topping cycle. 
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∑ ሶ௘,௞ܥ ൅ ሶ௪,௞ܥ ൌ ሶ௤,௞௘ܥ െ ∑ ሶ௜,௞ܥ ൅ ܼ௞௜                       (5) 
 
To solve for the unknown variables, it is necessary to develop a system of equations applying 
Eq. (6) to each component, and it some cases we need to apply some additional equations, to 
fit the number of unknown variables with the number of equations [11]. 
 
A general exergy-balance equation, able to any component of a thermal system may be 
formulated by utilizing the first and second law of thermodynamics.  In a conventional 
economic analysis a cost balance is usually formulated for the overall system operating at 
steady state. To derive the cost balance equation for each component, we assigned a unit cost 
to the principal product for each component. Depending on the type of fuel consumed in the 
production process different unit cost of product should be assigned [11]. 
 
5. Result and discussion 

In this paper full repowering method for 156MW steam power plant has been applied. Table 1 
indicates specification of repowered plant. It shows that, 68% of total power is produced by 
gas turbine cycle with 39% efficiency, in addition remained power are produced by steam 
cycle with 34% overall efficiency.  

Repowered cycle produces 250MW more than old power plant. Heat rate in repowering 
power plant is 6500(KJ/KWh) and 1500(KJ/KWh) more than old power plant. Efficiency 
increases 15% for repowering model more than old power plant.  
 

Table 2- combined cycle results 
Repowering 

Gas Turbine(kW) 278041 
Steam Turbine(kW) 125655 
Plant Total (kW) 403695 
Plant net LHV efficiency (%) 55.27 
Plant net LHV heat rate(kJ/kWh) 6514 
Gas turbine LHV efficiency (%) 39.05 
Steam turbine efficiency (%) 34.59 

 
Second proposed method uses STIG and adds a small gas turbine with single pressure HRSG. 
Result of this method with three model of gas turbine for producing steam injected, is shown 
in Table 2.  For each three gas turbine model efficiency and exergy efficiency has been 
calculated. These results show that, increasing amount of injected steam mass flow can 
improve efficiency, but obviously only a limited amount of steam can be injected into the 
original gas turbine. This method can improve efficiency also increasing net power. In second 
stage, exergy and exergeoconimcs analyses are studied for both repowering method as an 
economical analyses. Table 3 and 4 show Exergy destruction and cost fuel and product rates 
of exergy with and without considering capital investment for each component in both 
repowered power plants. 
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Table 3- combined STIG cycle results 

V64.3A V84.2 V84.3 
Injected steam mass flow  (kg/s) 26.2 49.2 53.2 
added gas turbine power (MW) 68.7 108.2 138.2 
Gas turbine power (MW) 306.1 330 334.5 
Steam turbine power (MW) 123.8 140.2 142.1 
Added gas turbine efficiency (%) 37.2 33.7 35.9 
Gas turbine efficiency (%) 48.8 52.6 53.3 
Steam turbine efficiency (%) 32.8 36.6 36.5 
Net power (MW) 498.7 578.8 615 
Efficiency (%) 61.2 60.32 60.8 
Exergy efficiency (%) 59.6 58.6 59.1 

 
Table 4-Exergy destruction and cost fuel and product rates of exergy with and without considering 

capital investment for each component in combined cycle 

Component 
Exergy 

Destruction(MW) 
CF0 

($/MW)
CP0 

($/MW)
CD0 
($.s)

CF 
($/MW) 

CP 
($/MW) 

CD   
($/s)

COMP 46.2489 0.0061 0.0073 0.2821 0.0064 0.0078 0.2959
COMB 152.5663 0.0049 0.0059 0.7475 0.0051 0.0061 0.7780
GT 17.0101 0.0059 0.0061 0.1003 0.0061 0.0064 0.1037
ST 36.2881 0.0083 0.0092 0.3011 0.0089 0.0101 0.3229
HRSG 38.6824 0.0063 0.0073 0.2436 0.0065 0.0078 0.2514
COND 4.8385 0.0083 0.2376 0.0401 0.0083 0.2603 0.0401
FWP 0.0236 0.0064 0.0113 0.0001 0.0064 0.0177 0.0001
CWP 0.6226 0.0064 0.0006 0.0039 0.0064 0.0007 0.0039
 
These results represented that combustion chamber and heat recovery steam generator  in 
repowered combined cycle has most exergy and exergy cost destruction due to nature of 
combustion; however combustor in combined cycle plant shares about 51% TED, 44% TCD0 
and 43% TCD.  In next steps, compressor and steam generator have most exergy and exergy 
cost destruction. 

Comparison of cost fuel and product of turbine for both schemes is shown in table 5. Gas 
turbine produce major of net power therefore cost product of gas turbine has important role in 
whole cost product. Gas turbine cost product for STIG combined cycle is less than ordinary 
combined cycle. However Cp of HPST in STIG cycle is more than ordinary combined cycle, 
HPST power is not as much important as other power product utility such as GT, LPST and 
IPST. Rate of total cost exergy destruction is specified in table 6.As shown, second 
repowering method can decrease TCD and TCD0 and therefore this scheme is more 
economical. Although exergy destruction increases in this method, ratio of exergy destruction 
to net power improves appreciably. Combined cycle with STIG can produce 498MW net 
power and has 356 MW exergy destruction but ordinary combined cycle produce 400MW net 
power with 346MW exergy destruction.  
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Table 4-Exergy destruction and cost fuel and product rates of exergy with and without considering 
capital investment for each component in STIG combined cycle 

 Component  
Exergy 

destruction(MW) 
Cf0  

($/MJ) 
Cp0 

($/MJ) 
CD0 
($/s) 

Cf 
($/MJ) 

Cp 
($/MJ) 

CD 
($/s) 

Compressor 55.3869 0.0057 0.0073 0.3157 0.006 0.0079 0.3323 

Combustion 120.8498 0.0049 0.0056 0.5921 0.0051 0.0058 0.6163 

Gas Turbine 10.4329 0.0056 0.0057 0.0584 0.0058 0.006 0.0605 

HPT 3.3937 0.0059 0.0078 0.0200 0.0074 0.0086 0.0251 

IPT 21.4033 0.0069 0.0079 0.1476 0.0074 0.0087 0.1583 

LPT 11.199 0.0069 0.0084 0.0772 0.0074 0.0093 0.0828 

HRSG 38.2549 0.0056 0.0065 0.2142 0.0058 0.0069 0.2218 

Condenser 9.6905 0.0069 0.202 0.0668 0.0074 0.2238 0.0717 

CEP 0.0239 0.0069 0.0106 0.0001 0.0074 0.008 0.0001 

deaerator 0.2376 0.0057 0.0074 0.0013 0.006 0.017 0.0014 

LPFP 2.9043 0.0057 0.0067 0.0165 0.006 0.0151 0.0174 

IPFP 0.4698 0.0057 0.0065 0.0026 0.006 0.0101 0.0028 

HPFP 0.0878 0.0057 0.0063 0.0005 0.006 0.0075 0.0005 

CWP 0.78 0.0057 0.0053 0.0044 0.006 0.0024 0.0046 

added Comb 49.8 0.0051 0.0064 0.2539 0.0052 0.0066 0.2589 

added Comp 15.8891 0.0064 0.0085 0.1016 0.0069 0.0091 0.1096 

added GT 4 0.0064 0.0066 0.0256 0.0066 0.0069 0.0264 

added HRSG 11.789 0.0066 0.0086 0.0778 0.0086 0.0089 0.1013 
 
Table 5-comparsion of cost fuel and product with and without considering capital investment for both 

schemes 
 combined cycle   STIG combined cycle  
 G.T. HPST IPST  LPST G.T HPST IPST  LPST added GT 
Cf0 ($/MJ) 0.0064 0.0062 0.0074 0.0074 0.0056 0.0059 0.0069 0.0069 0.0064 
Cf ($/MJ) 0.0065 0.0069 0.0083 0.0084 0.0057 0.0078 0.0079 0.0084 0.0066 
Cp0 ($/MJ) 0.0065 0.0064 0.0078 0.0078 0.0058 0.0074 0.0074 0.0074 0.0066 
Cp($/MJ) 0.0067 0.0073 0.0091 0.0092 0.0060 0.0086 0.0087 0.0093 0.0069 

 
Table 6-comparsion of cost exergy destruction with and without considering capital investment for 

both schemes 

Exergy destruction(MW) TCD0 ($/s) TCD0 ($/h) TCD ($/s) 
TCD0 
($/h) 

Simple C.C  346.2758  2.3209 8337.083 2.4188  8686.63
STIG C.C  356.5925  1.9771 7117.703  2.0925  7533.21 

 

6. Conclusions 

In this paper an old steam cycle has been chosen as a model for repowering. At first full 
repowering has been examined for this model and it changed into combined cycle that has 
400MW net power. This repowering increases net power and improves efficiency. As a result 
of old boiler and power capacity for this model, full repowering is one of the useful an 
economical method. After that, a gas turbine and a single pressure HRSG added to combined 
cycle and it has been changed into STIG combined cycle. Net power increases with adding 
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new gas turbine and using STIG in this method. However increasing amount of mass flow 
steam injected can heighten net power, there is limitation for mass flow. Exergy and 
exergoeconomic methods have been applied for analysis and comparison both repowering 
method. An exergy-costing method has been applied to both cases to estimate the unit costs of 
electricity produced from steam turbines. The computer program that was developed which 
shows that the exergy and the thermoeconomic analysis presented here can be applied to any 
energy system systematically and elegantly. If correct information on the initial investments, 
salvage values and maintenance costs for each component can be supplied, the unit cost of 
products can be evaluated. These analyses shows that cost product of combined cycle with 
STIG is less than ordinary combined cycle. Also net power and efficiency of combined cycle 
with STIG is more than ordinary combined cycle. Although using water for steam injection is 
the most problem of this new method, there are some suggestions to recycle water and reused 
in the cycle.  

References 

[1]. M.Frankle. The standardized repowering solution for 300 MW steam power plants in 
Russia. Siemens AG 2006. 

[2]. A.bouam, S.aissani. Combustion chamber steam injected for gas turbine performance 
improvement during high ambient temperature operation. Journal of Engineering for Gas 
Turbines and Power JULY 2008, Vol. 130 / 041701-1 

[3]. T Srinivas, AVSSK S Gupta.  Parametric simulation of steam injected gas turbine 
combined cycle. J. Power and Energy Vol. 221 Part A 

[4]. R.carapellucci, A.Milazzo. Repowering combined cycle power plant by a modified STIG 
configuration. Energy Conversion and Management 48 (2007) 1590–1600.  

[5]. Haselbacher, H. Performance of water/steam injected gas turbine power plants consisting 
of standard gas turbines and turbo expanders. Int. J. Energy Technol. Policy, 2005, 3(1/2), 
12–23. 

[6]. Sanjay Y, Singh O, Prasad BN.  Energy and exergy analysis of steam cooled reheat gas–
steam combined cycle. Applied Thermal Engineering 2007; 27: 2779–2790. 

[7]. Chao Z, Yan W. Exergy cost analysis of a coal fired power plant based on structural 
theory of thermoeconomics. Energy Conversion and Management 2006; 47:817–843. 

[8]. Modesto M, Nebra SA. Analysis of a repowering proposal to the power generation 
system of a steel mill plant through the exergetic cost method, Energy 2006; 31: 3261–
3277. 

[9]. Feng X, Zhu XX. Combining pinch and exergy analysis for process modifications. 
Applied Thermal Engineering 1997; 17: 250-260. 

[10]. Durmayaz A, Yavuz Y. Exergy analysis of a pressurized water reactor nuclear power 
plant. Applied Energy 2001; 69: 39-57. 

[11]. Nafey AS, Fath HES, Mabrouk AA. Exergy and thermoeconomic evaluation of MSF 
process using a new visual package. Desalination 2006; 201: 224-240. 

[12]. Dobrowolski R,  Witkowski A, Leithner R. Simulation and optimization of power 
plant cycles. ECOS 2002, Proceedings of the 15th International Conference on 
Efficiency, Costs, Optimization, Simulation and Environmental Impact of Energy 
Systems, Berlin, Germany, 2002, pp. 766–772. 

[13]. Joint Army-Navy–Air Force Thermochemical Tables. NSRDS-N3537, Washington, 
DC: National Bureau of Standard Publications; 1985. 

 

1659



Possibilities to implement pinch analysis in the steel industry – a case study 
at SSAB EMEA in Luleå 

Johan Isaksson1,*, Simon Harvey1, Carl-Erik Grip2, Jonny Karlsson3 

1 Div. of Heat and Power Technology, Chalmers University of Technology, Göteborg, Sweden 
2 Div. of Energy Engineering, Luleå University of Technology, Luleå, Sweden 

3 SSAB EMEA, Luleå, Sweden 
* Corresponding author. Tel: +46 31 772 3867, Fax: +46 31 821928, E-mail: johan.isaksson@chalmers.se 

Abstract: Steelmaking is an energy intensive industry. Much development work has been accomplished during 
the past years to make the processes more efficient. Process integration has come to play an important role for 
identifying efficiency measures, using mathematical programming as general tool. So far only a few minor 
process integration studies using pinch analysis have been made in this type of industry, and only on smaller sub-
systems. This paper presents the results of a pinch targeting study that was conducted at the Swedish steel 
making company SSAB EMEA in Luleå. The pinch analysis methodology was originally developed to study 
heating, cooling and heat exchange in process systems with many streams. In the steel industry there are 
relatively few streams that are appropriate for heat exchange. This limits the use of pinch analysis. However, this 
study demonstrates that pinch analysis is a powerful tool for certain subsystems, especially the gas cleaning unit 
of the coke plant. The paper includes several suggestions for improved energy efficiency in this section of the 
steel plant.  
 
Keywords: Pinch analysis, Energy efficiency, Steel industry, Process integration 

1. Introduction 

1.1. The steel industry 
The steel industry sector is the second largest industrial user of energy in the world. In 2007 it 
used 24 EJ or 6700 TWh according to IEA [1]. Steel is an important construction material and 
the production has increased with the growth of the world economy. The development of the 
world production of steel is shown in Fig. 1. 

 
  
Fig. 1 Development of world steel production from ore and scrap based route[2]  
 

The diagram shows a steady growth except from the recession years 2008-2009. A 
considerable part of reactants and fuels that are used in the processes are of fossil origin. The 
combination of production increase and use of fossil energy puts an emphasis on work to 
decrease energy consumption. One road to achieve this is to improve the processes to 
decrease their consumption. A large amount of work is and has been carried out in this area. It 
is, however, considered out of scope for this paper and not described here. A second road is to 
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improve the system efficiency, with process integration as one important tool. That type of 
work is the subject of this paper. 
 
Steel is produced using two alternative routes: an ore based route where primary steel is 
produced from iron ore and a scrap based route where recycled steel (scrap) is re-melted (Fig. 
2).  

 
Fig. 2 Process route for ore and scrap based steel production 

 
The upper branch in Fig. 2 illustrates the ore-based route. The production is based on coal and 
ore (mainly iron oxide). The coal is converted to coke by dry distillation in a coking plant. 
Approximately 25% of the weight is recovered as energy rich gas, tar and chemical products. 
The ore, e.g. in the form of pellets, is fed into the blast furnace along with coke and preheated 
blast air. The blast furnace produces a hot liquid metal with high carbon content. A 
combustible gas is obtained as a by-product. The hot metal is transformed into steel in an 
oxygen converter (BOF). An energy-rich gas is obtained as a by-product. After ladle 
treatment the steel is cast in a continuous casting machine. The semi-finished cast steel is 
cooled and transported to a rolling mill where it is heated to rolling temperature and rolled (or 
forged) into products and cooled on a cooling bed. Depending on the product, there may be 
additional treatment, such as heat treatment, cold rolling and metal coating (e.g. zinc). In most 
cases by-product energy gases from iron and steel-making are used in the reheating furnaces. 

After some time the steel products are returned as scrap, and converted into new steel using 
the scrap based route (lower branch in Fig. 2). The scrap is melted and heated, usually in an 
electric arc furnace. The molten steel is then refined. This post-processing can be carried out 
in the furnace, in the ladle treatment or in a separate unit, e.g. refining with oxygen in a so-
called AOD converter. Then the finished steel is cast and treated in the same way as in the 
ore-based route. This recirculation is an important part of the steel economy. 
 
The system studied in this work is the SSAB EMEA steel plant in Luleå. This is an ore-based 
plant. The by-product energy gases cannot be used for preheating as the rolling mill is situated 
800 km from the steel plant. Instead they are used in a local CHP plant, which co-produces 
electricity for the steel plant and district heating for the community (see Fig. 3 a. 

Energy gases

Melting/steelmaking Casting/cooling

Coke plant   Ironmaking Steelmaking Casting/Cooling

Reheating Rolling/cooling Heat treatment
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1.2. Process integration and Pinch analysis 
A typical process industry does not consist of independent process units. Instead, it is a 
network of units exchanging energy and energy media with each other. Very often the local 
community is also involved in the network, e.g., through power generation and/or district 
heating. The flowsheet and photo in Fig. 3 show the network that is studied in this paper.  
 

 
a) Flow sheet b) Actual plant 

Fig. 3.  Network of the Luleå energy system. 
 

The different units exchange energy and material with each other. Changes in one unit have 
side effects on the other units. Energy saving in one unit does not necessarily lead to energy 
saving of the total system. A global approach is needed to avoid sub-optimization. A 
flowsheet does not tell the whole truth. At the actual plant site there is usually a great distance 
between some units, in this case up to 2-3 km (see Fig. 3 b). Some connections that would be 
optimal from an energetic point of view may be impossible from a practical and economic 
point of view. A good analysis tool should be able to select the solution that is technically and 
economically most attractive. 

A first attempt to make a more systematic analysis of this type of problem using pinch 
analysis was made at Manchester University in the UK [3]. In this type of analysis, the heat-
carrying media are categorized as either cold streams (media that require heating during the 
process) or hot streams (media that require cooling). Based on this information it is possible 
to construct composite curves in order to determine the minimum energy-consumption target 
for the process. The curves are profiles of the process’ heat availability (hot composite curve) 
and heat demands (cold composite curve). The degree to which the curves can overlap for a 
specified value of minimum temperature difference for heat exchanging (ΔTmin) is a measure 
of the potential for heat recovery. The point of closest approach of the composite curves, i.e. 
where ΔTmin is reached, is known as the pinch point. The effect of different operations and/or 
process modifications can be studied using pinch analysis. The relative position of such 
operations in the composite curves with respect to the pinch point is often a determining 
factor. Further details are described in Section 2 (Methodology). Pinch analysis has since then 
become a wide-spread tool for process integration in many industrial systems. Ref [4] can be 
seen as an example. 

Steel industry energy systems are characterized by large high temperature flows of molten, 
solid and gaseous materials, as well as by energy intensive chemical reactions. Mathematical 
programming is considered particularly suitable for optimizing energy flows in this type of 
system. A specific simulation and optimization tool (reMIND) was developed and 
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implemented for steel plant applications ([6], [7]) and has reached a position as standard 
process integration tool for those applications.  

Pinch analysis was originally developed for large systems with many streams that require 
heating and cooling and that are suitable for heat exchanging. This makes implementation in 
the steel industry somewhat restricted as there are relatively few streams, and the ones with 
the largest energy content are in the form of molten metal, hot slag or as radiation from slabs, 
i.e. unsuitable for conventional heat exchanging. Only limited uses of pinch analysis in the 
steel industry are reported ([8], [9]). However, previously conducted system studies carried 
out in the steel sector and PRISMA indicate that there are subsystems where pinch analysis 
could be a powerful tool. The Swedish Energy Agency and the national program for process 
integration decided to carry out a study on the possibility to use pinch analysis in the steel and 
mining sector. A major part of that work was a smaller pinch targeting study of the Luleå 
Steel plant system. 
 
1.3. Scope of paper 
The main scope of this study is to describe the above mentioned targeting study and the 
conclusions on possible use of pinch analysis in the steel industry. 
 
2. Methodology 

The analysis procedure for one of the subsystems (the gas cleaning system of the coke oven 
plant) is described in more detail to illustrate the methodology.  

Data was collected together with coke plant staff. The energy streams were compiled and 
characterized as hot or cold streams. The cold streams, or ”heating loads”, are shown in Table 
1. A similar table (not shown here) was made for the hot streams. 
 

Table 1 Heating loads in the coke oven gas cleaning area 
Process part Unit Tstart (°C) Tend (°C) Flow Load 

(kW) 
Ammonia stripper DB 602 A/B MP steam   5 852 
 EB 605 cold side 6.8 1 63 22 t/h ≈1 500 
Benzene stripper EA 2363 LP steam   42.3 
 DB 2362 LP steam   633 
 EA 2361 178 178.1  950 
 EB 2261 A-D cold 

side 2 
27 143 51.8 m3/h 2 620 

2nd feed water preheat FL 1401 63 124 22 t/h 1 566 
Sulfur stripper EB 601 cold side 26 51 61.1 m3/h 1 770 
1 Yearly average water temperature in Lule River 
2 Heat capacity of 2.13 kJ/kg K is used for the circulating oil (petroleum) Density = 881 kg/m3. The 
load is the average value of the two streams: (3132 kW + 2108 kW)/2 
 
Composite curves (CC) were constructed for the gas cleaning section of the coking plant, 
shown in Fig. 4, using the stream data. The minimum distance between the curves is set by 
ΔTmin, set at 10 K in this study. Internal heat recovery is theoretically possible where the 
curves overlap (shaded area). A larger ΔTmin would push the curves further apart, thus 
decreasing the overlap and cause an increasing demand for heating and cooling media 
(QH,minimum and QC,minimum). 
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Fig. 4 Composite curves (CC) for the coking plant’s gas cleaning area 

 
The CC establish the energy targets (minimum hot and cold utility demand), but are not 
suitable for identifying appropriate utility steam levels and loads, or whether excess process 
heat can be used for hot water production instead of using cooling water. The Grand 
Composite Curve (GCC) is more appropriate for analyzing the interaction between the 
process and the utility system. Therefore a GCC was constructed for the gas cleaning area. To 
visualize the correspondence between CC and GCC, these are put next to each other in Fig. 5. 
The hot and cold composite curves are merged into one curve, i.e. the GCC, by calculating the 
net heat load in each temperature interval. A new interval can often be identified by a gradient 
change in the curve. 
 

 
Fig. 5 Composite curves (CC) and corresponding grand composite curve (GCC) for the coking plant’s 

gas cleaning area 
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A more detailed view of the GCC is shown in Fig. 6, enabling an analysis of different possible 
utility level setups. 

 
Fig. 6 Grand composite curve for the coking plant’s gas cleaning area 

 
One can for example examine whether there is any heat surplus (below the pinch) at useful 
levels, which could be used for steam generation, district heating, electricity production in a 
Rankine cycle, etc. The shaded part shows where internal heat exchange between temperature 
intervals is possible, i.e. a so-called pocket. The curve shows that part of the hot stream in 
EB 2261 is used to generate LP steam for the benzene stripper. The same methodology was 
used to analyze the other subsystems and the total plant. 
 
3. Results 

3.1. Coke plant 
The analysis of the gas cleaning section of the coking plant (Fig. 4) shows that the demand for 
feed water preheating will decrease since less steam is needed in the process. The current 
preheating load is approximately 1500 kW in heat exchanger EB 605 and 1566 kW in 
FL 1401 (Current preheating load ≈3066 kW). The minimum preheating requirement turned 
out to be 2779 kW in total in this first step of the analysis of the coking plant. The horizontal 
parts of the lower line represent the demand for condensing steam in the strippers. The slope 
is determined by the flow multiplied by the heat capacity [kJ/°C] in each temperature interval. 
In all, the gas cleaning area currently uses 25.7 MW of cooling water whereas the minimum 
cooling demand, determined by pinch analysis, is 24.5 MW (QC,minimum in Fig. 4). The process 
uses 9 MW of external heat, compared to 7.7 MW (QH,minimum.). This means that there is a 
14% steam savings potential if a maximum energy recovery heat exchanger network were to 
be built, assuming ΔTmin = 10 K. The pinch temperature is 103°C for hot streams and 93°C 
for cold streams. That tells us, for example, that external heating media has to be at least 
103°C and that the cooling media can be 93°C at the most, in order not to violate the ΔTmin of 
10 K for heat exchange between utility and process streams.  

An extended study (diagram not shown) was carried out to study the effect on heating and 
cooling loads in the total coking plant area assuming that steam is used at as low pressure as 
possible. This is particularly important if the steam is extracted from a turbine, in order to 
maximize electricity production. This showed a 1290 kW steam saving potential. The main 
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reason was elimination of the use of LP steam for feed water heating and avoiding heat 
exchange through the pinch. 

A lot of heat at high temperature is wasted when washing water at around 70°C is used to cool 
the hot coke oven gas directly after it leaves the ovens. It should be possible to heat exchange 
the gas down to the tar dew point. A study was made to study what could be gained from such 
an arrangement. The dew point is between 350 and 150°C. An inlet temperature at a 
temperature of 450°C (i.e. significantly above the dew point) was assumed to give a safety 
margin. A gain of 9 MW was indicated if the heat is used to replace steam from the boiler. 
 
3.2. Blast furnace and steel plant 
A first attempt was made with separate studies of the blast furnace, the steelmaking converter 
plant, the ladle metallurgy and the continuous casting. However, limited availability of cold 
streams limited meaningful implementation of process integration based on pinch analysis. 
Since the distance between the units was not very large, a merged study of the Blast Furnace-
Steel Plant system was tried. The analysis showed a potential hot utility savings of 2.7 MW 
that could be accomplished by using BOF steam for preheating the inlet gas to the cowper. 
This is further commented in the discussion chapter. 
 
3.3. Total system 
The study indicated that there actually is a match between the two sites, where the steel plant 
fits in the coking plant’s “pocket”. Flue gases and hot coke oven gas are in that case used to 
heat the blast air and steam from the BOF converters is used to run the strippers in the coking 
plant. There is a difference in load magnitude between the two sites, where the blast furnace 
and steel plant demand lots of external utility. 
 
4. Discussion 

4.1. General results 
The expected result was that many sources of excess heat at hot water temperature level 
would be found. However, that is not the case assuming that this study shows the whole 
picture. Excess heat is available either at low temperatures, where utilization is more or less 
impossible, or at levels where steam could be generated. The dominating energy carrier 
suggested in this study is steam at fairly moderate pressure and temperature (below 200°C). 
Before heat recovery of that kind is realized, there must be heat sinks where the steam can be 
utilized. Several options are available but the simplest solution appears to be a steam turbine 
for electricity production. 
 
4.2. System blast furnace + steel plant 
The study in section 3.2 suggested that BOF steam should be used to preheat input cowper 
gas. For different reasons this is not technically feasible. However, it indicates another option 
that was not visible with the available stream data. A solution that has been used in some 
plants is preheating of the combustion air using a heat exchanger with the off-gas from those 
burners. The results confirm that this is interesting, although a different technical solution was 
suggested due to lack of detailed data regarding internal cowper streams. 
 
4.3. Analysis of the total system 
The analysis shows a large energetic gain by transportation of flue gases and steam between 
the sites. However, under present conditions this can be judged as less realistic due to the 
transport distances. Combining the two sites does not seem to be a feasible option just by 
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investigating integration possibilities. It would, however, add a degree of flexibility to have a 
common steam net. 
 
4.4. Effect of process integration on sustainability 
The effect is usually indirect, energy that would otherwise have gone to waste is used 
elsewhere, e.g. to replace consumption of fuel. Pinch analysis is useful where matches can be 
found at proper temperature between heat sinks and excess heat.   
 
4.5. Future work 
It would be interesting to carry out further studies at other plants.  It is suggested that this is 
done as integrated projects where Pinch analysis is used together with other methods. 
Commonly available software and educational tools could increase industrial general 
awareness about pinch analysis. 
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Abstract: Sustainable manufacturing claims for more energy efficient operations in warehouse management. In 
AS/RSs they can be pursued by optimizing storage and retrieval cycles so that the least energy is required to 
move the crane. While picking operations have been traditionally optimized in order to minimize picking times 
directly linked to the service level perceived by customers, a sustainable approach leads to change this 
perspective by optimizing storage and retrieval cycles to lower energy requirements. In this paper we propose an 
energy-based heuristic to re-sequence retrievals in order to perform dual command cycles with the least energy 
requirements. Impact on both energy savings and round trip times is assessed when moving from single 
command to dual command cycles, if storage and retrieval operations are combined by the common first-come 
first-served policy. Further improvements on energy and time performances achievable by adopting different re-
sequencing heuristics are then investigated. Factors affecting energy consumption and round trip times such as 
the storage allocation strategy, the re-sequencing time-based or energy-based policies, the demand distribution, 
and the shape of the rack, are analyzed by a 24 factorial design of experiments. 
 
Keywords: energy efficiency, Automated Storage and Retrieval Systems, dual command cycles. 

1. Introduction 

An automated storage and retrieval system (AS/RS) is a fully automated facility, where cranes 
running on rails between fixed storage racks pick up and drop off unit loads without the need 
of human operators. 
 
AS/RSs have been recognized as sustainable facilities [1]. Since they allow to store inventory 
more densely and vertically than traditional warehouses, they reduce, in facts, energy 
consumptions to heat, cool, light and ventilate excess square footage. Furthermore, allowing 
storage of the same number of units in a smaller footprint, AS/RSs require less concrete, 
reducing carbon dioxide emissions. 
 
From an operations management point of view, energy efficiency can be pursued in AS/RSs 
by optimizing also their storage and retrieval cycles, so that the least motion energy 
consumption can be achieved [2]. While picking operations have been traditionally optimized 
in order to minimize picking times directly linked to the service level perceived by customers 
[3], a sustainable approach leads to change this perspective by matching time performances 
with energy efficiency ones. 
 
Dual command cycles couple a storage operation to a retrieval one into the same trip, in order 
to avoid idle travels of the AS/RS machine to/from the I/O station as in single command 
cycles, where only one operation (storage or retrieval) is performed at a time. In a dual 
command cycle, therefore, the AS/RS machine departs from the I/O station with a load on 
board and reaches the desired storage location, then it moves directly towards the selected 
retrieval location where the load is picked up, and then it comes back to the I/O station. The 
possibility of performing dual command cycles depends on the simultaneous availability of 
both storage and retrieval requests. When this occurs, dual command cycles have been 
recognized by literature to lead to significant time savings if compared to traditional single 
command ones in the order of 30% [4]. Adopting a sustainable perspective, the first question 
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to be addressed is therefore how much energy consumption can be reduced by adopting dual 
command cycles with respect single command ones. 
Time savings are strictly related to the storage assignment policy adopted. Graves et al. [4] 
demonstrated by both analytical and enumeration analysis that maximum time savings are 
achieved by mandatory interleaving, that means performing dual command cycles whenever 
possible, with a full turnover strategy rather then the common random allocation. The full 
turnover strategy is a dedicated assignment policy, which exclusively assigns a given number 
of locations to a product, on the basis of its demand rate sorted by decreasing order. In this 
way the most frequently moved items are located to the most convenient positions with 
respect to the I/O station and maximum improvement on the selected performance is 
achieved. From the traditional time-based perspective convenience has been read in terms of 
minimum picking time, which has been the performance to be enhanced. Since it was found 
that interleaving time accounts for 30% of the total round trip time (equal to the sum of the 
travel time from the I/O station to the storage location + interleaving time from storage to the 
retrieval location + time to travel from the retrieval location to the I/O station), the time-based 
full turnover strategy allows to minimize the one-way travel component from/to the I/O 
station of a dual command cycle, thus is able to affect the 70% of total time.  
 
In our opinion, when a sustainable perspective is adopted convenience should be read in terms 
of energy efficiency. Therefore, in order to assess the maximum energy savings achievable by 
dual command cycles, we introduce a full turnover strategy based on the least motion energy, 
that means assigning high turnover items to locations requiring the least energy to be served. 
Energy performance achievable by the energy-based full turnover policy can therefore be 
considered as upper bounds of energy savings achievable with other less performing but more 
easy to apply storage policies, such as the random allocation (i.e. each open location can be 
occupied by every item) or the class-based storage allocation. It was already shown in our 
previous work [2] how energy-based dedicated zones differs from time-based ones; from the 
traditional rectangular or L shapes of time-based approach, in fact, step-wise zones are 
identified by the energy-based one, with a general shift towards upper levels of the rack, due 
to exploitation of gravity. 
 
Performance improvement gained by dual command cycles depends also on the capability of 
optimally combining storage and retrieval requests in order to optimize the interleaving phase. 
A common practice is to adopt a First-Come First-Served (FCFS) policy, which means 
processing storage requests in the exact sequence they arrive and combining each storage with 
the first available retrieval request respecting the order it has been inserted into the 
information system. While processing storage in FCFS order reflects the fact that in general 
input unit loads are moved by a conveyor to the I/O station of the AS/RS and therefore their 
sequence is fixed, retrieval requests can be considered as electronic messages, which can be 
rearranged in any desired sequence. 
 
When a random allocation is performed, and only one open location is available at a time, 
Bozer et al. [5] explained that the dual command scheduling of AS/RSs can be formulated as 
a Chebyshev travelling salesman problem, which is known to be NP complete. When multiple 
open locations are available for storage, the problem involves finding the best storage 
locations other than coupling storage and retrieval requests and it is in general NP-hard [6]. 
This is the reason why several heuristics were developed to overcome such complexity. By 
analytical analysis, Han et al. argued that in order to gain an improvement in throughput 
greater than 10%, travel-between (i.e. interleaving time from storage locations to the retrieval 
ones under the hypothesis of rectilinear constant speed motion) must be reduced by over 50% 
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with respect to FCFS retrievals as it is achievable by the Nearest-Neighbor Heuristic [6]. The 
overall performance of this heuristic can be enhanced by adopting a class-based storage policy 
rather than a random one [7]. Near-optimal solutions can be achieved under random storage 
by the ε-optimum algorithm proposed by Lee and Schaefer [8]. An O(n3) heuristic for 
dedicated storage with one open location at a time (meaning that storage locations have been 
previously identified and no storage choice has to be performed) was also proposed by 
authors [9] with very good performance with respect to the optimal solution.  
 
In this paper, a heuristic approach to couple storage and retrieval requests within a given time 
period aiming at minimizing motion energy requirements rather than picking time is proposed 
for the energy-based full turnover strategy. Time and energy are related by power, but it 
should be considered that due to simultaneity of movements along vertical and horizontal axes 
the Chebyshev metric applies to travel time (i.e. machine travel time is the maximum between 
x-time and y-time), while energy is the sum of the requirements of both the x motor and the y 
motor installed in the crane. This is the reason why energy savings potential could be different 
from time savings potential gained by dual command cycles and should be analyzed. 
Furthermore one can wonder to what extent energy-based dual command cycles overcome 
time-based ones as regards energy saving if compared to single command cycles and FCFS 
dual command ones. 
 
Therefore, picking time and energy performances of dual command cycles identified by the 
proposed heuristic are compared to the commonly use First Come First Served combination 
approach and Lee Schafer time-based heuristic’s one by simulation. Energy saving potential 
related to dual command cycle optimization is assessed as well as the impact of a sustainable 
approach on client service levels. Factors such as the shape of the rack affecting motion 
energy, the ABC demand curves affecting the turnover frequency or the type of full turnover 
strategy (time-based versus energy-based heuristics) are considered in other to analyze the 
amount of energy savings obtainable by optimizing both location assignment and picking 
cycles. 
 
The paper is organized as following. In par. 2.1 the energy model developed in order to 
compute energy required for crane movements is described. In par. 2.2 an energy-based 
heuristic for combining storage and retrieval requests is proposed, while in par. 2.3 the design 
of simulation experiments is described. In par. 3 results are analyzed and conclusions on 
energy saving potential are collected in par. 4. 
 
2. Methodology 

To adopt the new perspective aiming at energy efficient manufacturing, new models and 
performance measures should be introduced in order to assess energy saving potential of 
different operation policies. 
 
The first step is the development of an energy model so that motion energy required by the 
crane to reach each storage location of the AS/RS rack can be estimated. The second step is 
therefore an energy-based heuristic to combine storage and retrieval requests into dual 
command cycles. Finally, factors which are expected to affect energy efficiency performance 
of dual command cycles should be identified and a factorial design of simulation experiments 
provided. In the following subsections previously described steps are discussed. 
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2.1. The energy model 
The crane movements along the horizontal axis (namely x) and the vertical one (namely y) are 
described as a rectilinear motion with constant acceleration. A trapezium speed profile is 
adopted, where three phases can be recognized: acceleration until the maximum speed is 
reached, constant speed motion, and deceleration in order to stop at the desired location in the 
rack. When the shift to be performed by the AS/RS machine isn’t great enough to reach the 
maximum speed, a triangular speed profile with only symmetric acceleration and deceleration 
phases is adopted. The AS/RS machine movements are characterized by their simultaneity 
along the two axes, and therefore the Chebyshev metric has been applied in literature to 
calculate travel time. As regards energy, the crane in equipped with 3 independent motors per 
axis. Since fork cycle to insert and/or drop off unit loads from the rack is independent from 
their location and can be considered a fixed component of energy requirements, energy for the 
z axis is neglected in our model. New generation crane are controlled so that their movements 
along x and y axes not only start simultaneously, but also end at the same time. This allows to 
avoid the additional torque needed to maintain the load in position while completing the 
slowest movement as in traditional cranes. To adhere to market behavior, we slow down the 
fastest motion by decreasing the acceleration/deceleration times so that the maximum speed 
value achievable is lower than the nominal one, while keeping acceleration at nominal value, 
as described in [2]. 
  
Energy is then computed per axis on the basis of the torque provided at the motor shaft, 
supposed constant during acceleration due to A.C. 3-phase inverter duty motors. Torque has 
to counterbalance inertia of load and masses (motor + crane), friction and gravity (for the y-
axis). It was so possible to assign to each location in the rack the value of energy required to 
store into or retrieve from by departing/arriving from/to the I/O station supposed at the lower 
left corner of the rack. Furthermore, the model allows to dynamically compute energy for 
interleaving between any pairs of locations in a dual command cycle. 
 
2.2. The energy-based dual command cycle heuristic 
We imagine to process storage requests in the same order they arrive, since unit loads are 
supposed to be moved to the I/O station of the AS/RS by a loop conveyor. Retrieval requests, 
instead, are re-sequenced in order to save motion energy. In order to limit computational time 
but also to adhere to a dynamic environment, the list of available retrievals requests is 
commonly split into blocks which are sequenced one at time [3]. We adopt blocks of 15 
storages and 15 retrievals to be combined into N = 15 dual command cycles at time. In our 
computation we considered unchanged each block until all the pairs have been identified, thus 
adopting a static approach. In a very turbulent environment, however, it is possible to adopt a 
dynamic approach by updating the block with new retrievals requests at each iteration before 
selecting the successive pair of operations. 
 
Let be LS the list of N storage requests and LR the list of N retrievals requests in the analyzed 
block. The energy-based heuristic consists of the following steps. 
 

1. Assign to each element in LS the open location with the lowest energy required to 
store the load moving from the I/O station. Let S the set of such locations. 

2. Assign to each element in LR the retrieval location among the available with the 
lowest energy required to pick the load to the I/O station. Let R the set of such 
locations. 

3. For each pair (s, r) with s∈S, r∈R, compute energy requirements for moving from 
storage location s to retrieval location r; 
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4. Select the pair (s*, r*) s*∈S, r*∈R with the minimum energy requirement and perform 
the related dual command cycle; 

5. Set S = S – {s*}, R = R – {r*}; 
6. Go to step 4 until S = ∅ and R = ∅. 

 
The rationale of steps 1 and 2 is attempting to positively affect the one way travels from and 
to the I/O of a dual command cycle, so that the minimum energy is consumed for them. Steps 
3-5 try to minimize energy required by interleaving, which is the only energy component that 
can be changed with a different combination of storage and retrievals requests. As it has been 
already assessed [4], in fact, given a block of N storage locations to be served and N retrieval 
ones, one-way travels from/to the I/O station are fixed both in terms of time and energy, since 
all the selected locations must be served anyway. The variable component remains the travel 
between a storage position and the coupled retrieval one in a dual command cycle, that strictly 
depends on how retrievals are re-sequenced. The above heuristic has a O(N2log2N) 
complexity, as shown in Appendix. 
 
2.3. Simulation 
By simulation experiments we compare energy consumption and round trip times of dual 
command cycles with single command cycles under different re-sequencing policies, namely 
FCFS, time-based, and energy-based ones. We consider only one side rack and one crane per 
aisle, since results can be modularly extended to all the fronts of an AS/RS. A reorder point 
replenishment policy is adopted and the size of each dedicated zone corresponds to the 
Economic Order Quantity (EOQ) of a given items. According to Graves et al. [4] EOQ is 
calculated assuming an equal ratio of inventory to order costs, so that the introduction of 
disturbing factors such as the supply policy can be avoided. In this way, zone size and 
frequency of access to a given location are affected only by demand distribution, as required 
by the full turnover strategy. Since the storage location policy has been showed in literature to 
significantly affect picking performances, we apply both the time-based full turnover strategy 
and the energy-based one. In this way we analyze whether adopting a sustainable perspective 
even when establishing dedicated zones could lead to significant energy savings with respect 
to the traditional time-based allocation. 
 
In order to apply Lee-Schaefer heuristic to identify time-based dual command cycles, we need 
to first select storage and retrieval locations, since this heuristic applies only to re-sequencing 
of retrievals when locations involved in the decision process have been already established. 
We introduce a rule similar to step 1 of our energy-based heuristic, that is sorting all open 
locations dedicated to a given item by their one-way travel time from the I/O station and 
selecting at each iteration the position with the lowest time to be reached. Similarly to step 2 
of the energy heuristic, all occupied locations of a given item are sorted by their one-way 
travel time to the I/O station and the position with minimum required time is selected for 
retrieval. 
 
Since the adopted storage policy is strictly related to the ABC demand distribution curve of 
items stored in the analyzed AS/RS, we consider the ABC shape as a main factor in our 
analysis and select two levels: a 20-50 curve, meaning that the 20% of items account for the 
50% of picking operations, and a more skewed one such as the 20-80 curve. 
 
Nominal speed and acceleration of the crane, angular speed and inertia of motors etc. and 
shifts to be performed in order to serve locations are related to the shape of the AS/RS rack. 
Since all these quantities represent an input of the energy model as described in par. 2.1 and in 
previous research [2], we select also the shape of the rack as a factor of analysis. In particular 
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we compare a horizontally laid AS/RS with 99 columns and 10 levels to a more vertically 
developed one, characterized by 45 columns and 22 levels for a total amount of 990 available 
locations in both cases. We used actual data provided by System Logistics SpA, an 
international manufacturer of AS/RSs, to properly select a crane for each rack. 
 
We first compare single command performances to First-Come First-Served dual command 
ones by a 24 factorial design, including the storage policy, the movement strategy, the ABC 
distribution and the rack shape as main factors to be analyzed, each at the two levels 
previously described. The rationale is to assess if dual command cycles can contribute to 
energy efficiency so significantly as they were proven to do for time reduction. This is the 
reason why the most actually used policy for re-sequencing retrievals, the FCFS one, is 
initially adopted. As regards the movement strategy, we mean how storage and retrieval 
locations to be served are selected before the coupling process based on the FCFS policy is 
performed. Empty locations for storages as well as available location for retrievals basically 
depend on the position of dedicated zones established by the storage strategy, but among these 
the selection of the order by which they will be served depends if movements are optimized 
by the time-based perspective or by the energy-based perspective. By the former, the location 
with the minimum one-way time from/to the I/O station is selected among the available, by 
the latter, instead, the location with the minimum motion energy requirement for the one-way 
travel from/to the I/O station is identified. 
 
Once established if and how much FCFS dual command cycles overcome single command 
ones, an analysis on further improvements achievable by dual command cycles when 
replacing FCFS re-sequencing policy with time-based and energy-based heuristics is 
performed. A 24 factorial design of experiments with 4 factors (storage policy, re-sequencing 
policy, demand curve, and rack shape) at two levels is selected again. Main factors and related 
levels are summarized in Table 1.  
 

Table 1.Factors and levels of the 24 design of experiments 
Factors Low Level High Level 
Re-sequencing policy Time-based heuristic Energy-based heuristic 
Storage strategy Time-based full turnover Energy-based full turnover 
Demand distribution 20-50 ABC curve 20-80 ABC curve 
Rack shape 99×10 45×22 

 
Simulation of 450 storage operations plus 450 retrievals is therefore performed. It is supposed 
that storage and retrievals operations can be always coupled, meaning that requests for both 
operations are available when planning the AS/RS machine cycles. Heuristics for re-
sequencing retrievals are applied to block of 15 storage operations and 15 picking operations 
at time, for a total amount of 30 blocks to be analyzed. The size of the block is selected as a 
reasonable trade-off between opposite patterns. On one hand, in fact, computational effort 
increases as the block size is increased. Furthermore, if a dynamic approach should be 
adopted, meaning that the list of retrieval requests is updated as much frequently as possible 
to be aligned with client requirements, then the size of the block should be kept small in order 
to reduce the frozen window in the planning process. On the other hand, the capacity of really 
optimizing cycles in the whole planning horizon increases as the block size increases, since 
more operations are involved in the optimization process. 
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3. Results 

Results from simulation runs show how dual command cycles gain significant performance 
improvements in comparison to single command cycles. 
The average round trip time decreases of 29.7% when moving from single command to First-
Come First-Served dual command cycles, in line with well-known results reported in 
literature.  
 
Energy consumption to move the crane towards the desired storage and retrieval locations is 
lowered by a 26.6% on average, when storage and retrieval operations are combined into dual 
command cycles. Thus, dual command cycles are showed to be an effective operative mean to 
foster energy efficiency in warehouse management other than improve the service level 
perceived by client, for which they have been traditionally conceived. Main effects of the 
identified factors on lowering energy requirements are positive, but of limited importance. It 
comes that deleting one-way idle travels to/from the I/O station and replacing them with 
interleaving from a storage location to the coupled retrieval one leads itself to a significant 
improvement, which can be weakly affected by other characteristics of the system. 
 
When replacing FCFS policy with heuristics to combine storage and retrieval requests into 
dual command cycles, a little improvement on the desire performance can be further achieved. 
Simulations analysis highlights how a 32.4% of improvement on round trip times is gained on 
average, and a 30.11% of energy savings can be obtained on average. As concern factorial 
analysis, the major effect on round trip time reduction if compared to FCFS policy is played 
by the time-based heuristic, whose implementation gains a 2.4% improvement with respect to 
the energy-based one. Concerning factorial analysis on motion energy savings when applying 
heuristics, instead, the major effect is achieved by applying the energy-based full turnover 
storage policy rather than the traditional time-based one, with a 1.7% increase. This confirms 
how the storage policy affects results obtainable successively by a proper management of 
AS/RS machine operations.  
 
It is worthwhile to notice how adopting a full energy-based management of the AS/RS, 
meaning that both storage and re-sequencing are based on the least motion energy, leads to an 
energy saving increase of 30.77% with respect to single command cycles, but a time decrease 
of 30.78%. When a full time-based management is selected, instead, we obtain a 33.2% 
improvement of round trip times in comparison to single command cycles, and 29.61% 
improvement of energy requirements. It comes that if the most critical performance for a 
company is energy consumption, then an energy-based approach leads to the maximum 
benefit in terms of energy consumption, but renouncing to a 2.4% of improvement in times 
and the associated service level perceived by customers. 
 
4. Conclusions 

Sustainable manufacturing claims for more energy efficient operations in warehouse 
management. While AS/RS operations have been traditionally optimized in order to minimize 
picking times directly linked to the service level perceived by customers, a sustainable 
approach leads to change this perspective by optimizing storage and retrieval cycles so that 
the least motion energy is required to perform them. 
 
Adopting dual command cycles instead of the more common single ones leads not only to 
reduce picking time, as traditionally expected, but also to strongly increase energy saving. 
Comparing single command cycles to dual command ones obtained by coupling storage and 
retrieval requests by the easy-to-use and largely applied First-Come First-Served policy, a 
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26.6% of energy saving was found on average. Further improvement of about 3.5% on energy 
saving can be achieved by implementing heuristics to optimize dual command cycles. In this 
case, current results show how the major benefit can be gained by a full energy-based 
approach, thus adopting both an energy-based full turnover storage strategy and an energy-
based re-sequencing heuristic. 
 
Appendix 

For implementing step 3 of the energy-based heuristic described in par. 2.2, one can compute 
the N2 energy values related to all the N2 possible couples (s, r) and then choose the minimum. 
However, if an ordering of this N2 length list is made, the following steps can be implemented 
faster. 
Therefore, let E the ordered list of N2 tuples (s, r, En(s, r)), where En is the interleaving energy 
requirement associated to (s, r). It can be computed in time O(N2log2N2) = O(N2log2N). 
For each s∈S we build a list L(s) pointing to those elements concerning s and a list L(r) 
pointing to r∈R. Then step 4 can be executed in constant time (the first cell of the list stores 
the minimum). We use the lists L(s) and L(r) for accessing E and remove the cells of the kind 
(s,..,...) or (..,r,…). This can be done in time O(N). The loop is repeated N times, therefore the 
overall complexity is O(N2log2N + 2N2) = O(N2log2N). 
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Abstract: In this work a mathematic model to simulate and optimize the energy system of a scrap based plant 
has been developed. Scrap based steelmaking is an energy intense production system. The potential for energy 
saving by system optimization is therefore high, even if the percentage of saved energy is relatively small. The 
model includes scrap pre-treatment, electrical arc furnace, ladle furnace and continuous casting units. To 
estimate the chemical compositions of the scrap charged into the EAF a statistical model based on an existing 
EAF plant has been used to provide the inputs to the model. Distribution factors have been used to describe the 
distribution of elements and oxides between the steel, slag and off gas/dust. To calculate the energy consumption 
in the electrical arc furnace a combination of an empirical and theoretical energy formula has been used. The 
model represents a general description of the most common process in electric steelmaking. It is suited to be 
adapted for specific plants with adjustments to the model parameters. The model gives reasonable results which 
follow the chemical composition of steel and slag and yield. The model can be a powerful tool to optimize the 
scrap mix and injectants towards energy and costs. 
 
Keywords: Energy systems, optimization, steelmaking, EAF, MILP, linear programming 

1. Introduction 

Energy has been and will always be one of the most important production factors in the iron- 
and steel industry. In Sweden approximately one third of the total steel production is 
produced in electrical arc furnaces (EAF) and two thirds in basic oxygen furnaces (BOF) [1].  
 
In the steel industry system, several processes are often connected together. A change in one 
process unit may result in unpredicted changes in other parts of the system. A literature study 
has been made of the best available technique and state-of the-art processes to decrease the 
specific energy consumption in the electrical arc furnace steel making.  
 
The purpose of this work is to create a mathematic model to simulate and optimize the energy 
system of an EAF plant. In the past similar work has been made on the integrated blast 
furnace route energy system [2]. It is likely to presume that the scrap based steelmaking will 
increase in the future and more efforts will be spent to optimize the energy used in this area. 
  
For the scrap based steel plant, it is often difficult to know the exact chemical compositions of 
the scrap charged into the EAF. In this work a scrap material statistical model based on an 
existing EAF plant has been used to provide the inputs to the model. The process steps in 
scrap based steelmaking are raw materials handling, pre-treatment EAF scrap melting, steel 
and slag tapping, ladle furnace treatments and casting. 
  
1.1. Scraped based steel plant 
With respect to the end-products, distinction has to be made between production of ordinary, 
so-called carbon steel as well as low alloyed steel and high alloyed steel/stainless steel. In the 
EU, about 88 % of steel production is carbon or low alloyed steel. 
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1.1.1. Energy consumption in electrical steelmaking 
Electric arc furnace steelmaking uses heat supplied from electricity that arc from graphite 
electrodes to the metal bath to melt the solid iron feed materials. Although electricity provides 
most of the energy for EAF steelmaking, supplemental heating from oxy-fuel burners and 
oxygen injection is used. To produce EAF steel, scrap is melted and refined, using a strong 
electric current. Several process variations exist, using either AC or DC currents and fuels can 
be injected to reduce electricity use. 
 
EAF steelmaking can use a wide range of scrap types, as well as pig iron, direct reduced iron 
(DRI/HBI) and hot metal. The EAF operates as a batch melting process, producing heats of 
molten steel with tap-to-tap times for modern furnaces of 30 minutes [3]. Current on-going 
EAF steelmaking research includes reducing electricity requirement per ton of steel, 
modifying equipment and practices to minimize consumption of the graphite electrodes, and 
improving the quality and range of steel produced from low quality and low cost scrap. 
 
The best practice EAF plant is state-of-the-art facility with eccentric bottom tapping, ultra 
high power transformers, oxygen blowing, and carbon injection. The “best practice” is to use 
as much scrap as possible, as melting of DRI/HBI requires more energy. An efficient electric 
steelmaking plant with 100 % scrap as iron bearers has an electrical energy consumption of 
409 kWh/t liquid steel for the EAF and 65 kWh/t liquid steel for gas cleaning and ladle 
refining, as well as 42 kWh/ton liquid steel of natural gas and 8 kg/t liquid steel of carbon [4].  
 
There are various techniques to decrease the energy consumption for scrap based steelmaking. 
The Best Available Technique (BAT) to consider is to preheat the scrap and to replace the 
continuous casting, hot rolling, cold rolling and finishing with thin slab casting, also called 
near net shape strip casting [5]. The two most common methods to preheat steel are the 
CONSTEEL process and the post combustion shaft furnace (FUCHS). The electricity savings 
reported are 60 and 100 kWh/t liquid steel respectively [6]. An example of a thin slab casting 
technique is the Castrip® process. Potential energy savings are estimated to be 80 to 90% 
over conventional slab casting and hot rolling methods [7]. 
 
2. Methodology 

The method used in this work is a model for industrial systems where the process is described 
as a network of nodes (sub-processes) which are connected by energy and material flows. The 
potential of this method is that it enables a simultaneous representation of the total industrial 
system, and that it makes it possible to optimize the whole system, in contrast to the 
optimization of each sub-process individually. The method is described by Nilsson [8], and 
later developed for complex material production systems by others [9]-[11]. 
 
The method is based on Mixed Integer Linear Programming (MILP). The model described in 
this paper contains no integers. There are four main nodes that symbolize the different 
processes in the system. These are a pre-treatment node, an electric arc furnace node, a ladle 
furnace node and a continuous casting node. There are nodes that provide the main processes 
with resources such as raw material, slag formers, alloys, energy sources and destination 
nodes for products and by-products. 
 
2.1. Scrap pre-treatment 
The scrap pre-treatment nodes main function is to summarize the different ingoing elements 
and oxides from each scrap grade and slag former, and transport them to the EAF node. There 
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is one flow for each element or oxide. There is also a possibility to restrict the amount of each 
scrap grade or slag former going into the EAF. As well as it is possible to set boundaries on 
each scrap grade it is also possible to set a fixed scrap recipe. Fig. 1 describes the ingoing and 
outgoing flows for the scrap pre-treatment node. 
 

 
Fig. 1.  Ingoing and outgoing flows for the scrap pre-treatment node 
 
The chemical composition of scrap grades have a tendency to vary over a period of time as 
well as from heat to heat. For the raw material with well-known chemical composition the 
content are written according to that [12]-[14]. For scrap grades that have a more uncertain 
chemical composition the values have been estimated with multiple linear regression (OLS – 
Ordinary Least Squares) or “by hand”.  
 
Process data from approximately 1400 melts have been used in the OLS regression analysis. 
The data contained information about both scrap mix and steel analysis and an assumed 
distribution factor for each element/oxide to steel in the EAF for each element. From this 
information a material balance was made. The outgoing flows from the pre-treatment node 
represent the weight of each element and oxide and total weight of charged material.  
 
2.2. Electric arc furnace 
Ingoing raw material to the EAF node is the different amount of each element and oxide that 
is determined in the pre-treatment node. As ingoing material there are also three types of slag 
formers. Carbon and fuels in form of natural gas, LPG and oil are represented. The electrode 
consumption is also represented as an ingoing flow. The ingoing gases are nitrogen for 
stirring, oxygen from lance and air leakage from slag door and from off-gas duct opening 
after the 4th hole. There are three different flows for by-products; flue-gas, slag and dust. Fig. 
2 describes the ingoing and outgoing flows for the electrical arc furnace. 
 
All incoming elements and oxides from all sources are treated in a material balance. A very 
central part of this node is the distribution factor table between steel, slag and off-gas/dust. 
This table decides how much of each element that remains in the steel and how much that are 
transferred to the slag or off-gas. The distribution factor for an element/oxide applies for the 
sum of that element/oxide for all incoming flows. The distribution coefficients have been 
determined statistically by calculation of average weights and concentration of elements and 
oxides in steel, slag, dust and off-gas. 
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Fig. 2. Ingoing and outgoing flows for the EAF node 
 
2.2.1. Energy calculation 
For calculations regarding energy consumption for the electric arc furnace one empirical 
formula (Köhle-Formula) [3, 15] and a theoretical formula (Adams’ formula) [16] has been 
used. Köhle’s formula determines the electrical energy demand based on the use of other 
energy carriers, added materials, tapping temperature and tap-to-tap time. The Adams’ 
formula determines the total energy consumption where quantities of non-electric energy are 
converted into kWh. The coefficients in the Adams formula have been used to assign “energy 
costs” for chemical fuel (kWh/kg or kWh/Nm3) so that a “cost function” (kWh) for total 
energy consumption can be defined. 
 
All the values that are needed for the formula are selected from the calculations or flows in 
the model. The values that are fixed constants are tapping temperature, power on time and 
power of time. Hot metal is not included in the model but there is a possibility to add it in the 
pre-treatment node along with the chemical analysis and also include it as a factor in the 
Köhle formula. 
 
In the EAF-node there is an equation for pre-heating of scrap. The user can choose the 
preferred pre-heating end temperature of the charged scrap. If this function is activated this 
will also affect the electric consumption that is calculated. The energy added to the scrap is 
calculated with a fixed heating value (Cp) for the scrap mix. The Cp value has been estimated 
as the average value in the temperature range of 0 to 500 °C [17]. The reduced electric energy 
is calculated from the added energy value multiplied by the efficiency factor of the electric arc 
furnace.    
 
2.2.2. Assumptions 
It should be noted that factors for Oil and LPG are included in the Adams formula but not in 
the Köhle formula. Factors for Oil and LPG were therefore added to the Köhle formula as 
well. For calculation of these additional factors to the Köhle formula it was assumed that the 
heat transfer efficiency to the scrap/steel is the same for all kinds of chemical fuel (natural 
gas, oil and LPG). Then the factors for oil and LPG in the Köhle formula can be estimated as 
the factor for natural gas in the Köhle formula multiplied by the ratio of the factors for 
oil/LPG and natural gas in the Adams formula (11/10.5 for oil and 8/10.5 for LPG). 
 
It is possible to set specifications for the steel chemistry. This is made by restricting the 
calculations to fit the minimum and/or maximum allowed concentrations of each element in 
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the steel. The slag weight must be greater than 7% of the steel weight and the amount of MgO 
in the slag must be greater than 8% of the slag weight. The slag basicity (CaO/SiO2) is 
restricted to a constant that is determined by the user. 
 
There are calculations regarding the off gas in two stages of the process, one calculation at the 
so called 4th hole and the other after the slip gap of the off gas duct. The calculations have 
been made in this way to show the post combustion energy potential of the off-gas before the 
air leakage in the slip gap. The calculations of the flue gas are depending on a number of 
assumptions. All C and H from the incoming flows leave the steel bath as CO and H2 except 
the contribution from the burner fuel, which is completely combusted to CO2 and H2O. All 
Zn from ingoing flows that ends up in the dust leave the steel bath as Zn(g). These gases react 
with the air coming from the slag door and with the post combustion oxygen from the 
burners. At this point all the Zn(g) is oxidized to ZnO and the O2 that is left reacts with CO 
and H2 and generates CO2 and H2O. This reaction occurs according to a fixed distribution 
where a defined percentage of the remaining oxygen after Zn oxidation reacts with the CO 
and the rest with H2. At the slip gap at the off gas duct it is assumed that there will be enough 
air flow for a complete combustion of the remaining CO and the H2 in the off gas. The 
amount of excess oxygen in the flue gas after the slip gap is set to a constant. 
 
2.3. Ladle furnace 
The steel is going into the ladle furnace node with one flow for each element represented in 
the liquid steel. In this node there is a function where the user specifies the final steel weight. 
If a specified scrap weight and scrap mix is used there is a need to disable this function for the 
model to work properly. There is the opportunity to use the three slag formers that are used in 
the EAF node as well as a synthetic slag former. The model offers the user to add different 
kinds of alloys to the steel. The most common alloys that are available have been added but it 
is possible to add additional ones if that is needed. The chemical composition of the included 
alloys can also be changed. Fig. 3 describes the ingoing and outgoing flows for the ladle 
furnace. 
 

 
Fig. 3.  Ingoing and outgoing flows for the LF node 
 
The material balance in this node is as in the EAF node based on a distribution table between 
steel, slag and off gas/dust. The distribution coefficients have been estimated by empirical 
knowledge. The distribution coefficients refer to the materials that are added in the node. The 
contents of the ingoing steel are therefore not affected by any distribution factor. The 
exception from this is sulfur that has distribution coefficients also for the amount that is 
transferred with the steel into the ladle furnace node.  
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The ingoing temperature of the liquid steel to the ladle furnace is decided by the tapping 
temperature from the EAF which is reduced by a constant factor due to temperature loss 
during tapping of the EAF. The final temperature is decided by the demands of the following 
operation. It is also assumed that an average amount of slag is transferred along with the 
liquid steel from the EAF to the LF during tapping. There is a calculation of the electrode 
consumption that is based on a constant amount of electrode per kWh. 
 
In the model it is assumed that argon is used for stirring the melt during the ladle furnace 
operation. The consumption is based on a fixed volume per ton of steel. This assumption is 
made from an average calculation from the process data.  The amount of air that leaks into the 
system is also a constant per ton of steel.   
 
2.3.1. Energy calculation 
The electric energy consumption in the ladle furnace is based on the amount of steel and the 
increase in steel temperature needed to reach the final temperature. At first there is the 
difference between the ingoing temperature and the final temperature. But also the effect of 
the added material will contribute to a temperature drop. The temperature drop caused by each 
added material is based on an individual material constant. This constant determines how 
large the temperature drop, or in some cases a temperature raise, will be depending on the 
percentage of material added to the liquid steel. The temperature drop constants have been 
estimated by empirical knowledge. 
 
2.3.2. Assumptions 
It is possible to set specifications for the steel chemistry. This is made by restricting the 
calculations to fit the minimum and/or maximum allowed concentrations (wt. %) of each 
element in the steel. This is also possible in the EAF node so the user can choose if the 
specification is to be set at the LF or both. The slag weight is set to be greater than 2% of the 
steel weight and the slag basicity (CaO/SiO2) is restricted to a constant. The amount of 
elements and oxides in the off gas/dust that leaves the steel bath is calculated according to the 
same principles as the off gas in the EAF node. However, the reactions with infiltrated air are 
not considered. 
 
2.4. Continuous casting 
The continuous casting (CC) unit is treated in a simple way in the model. For the material 
flow, a material loss in percentage based on the total liquid steel amount from the LF unit is 
assumed when casting. A specific oxygen consumption (Nm3 O2/ton-slab) based on the final 
product (slab in this case) is assumed to calculate the total oxygen consumption. The oxygen 
is needed when cutting the slabs. For the electricity consumption in CC, it is based on 
assumed specific electricity consumption (MWh/ton slab). 
 
3. Results 

Simulations have been run in CPLEX with three different scrap mixes corresponding to 
average mixes for three different steel grades at Höganäs AB EAF plant in Halmstad. The 
model calculations in terms of chemical analysis of steel and slag and metallic yield have 
been compared with real data from Halmstad. The model calculates reasonable results which 
correspond well to real data. 
 
An optimization test with the objective to minimize the total energy consumption (kWh) in 
the system (for a given quantity of a specific steel grade at Halmstad) was performed. During 
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the optimization scrap preheating function was turned off and the EAF tapping temperature 
was constant.  
 
In the optimized solution, the use of shredded scrap is maximized because of the lower 
specific energy consumption for this scrap grade (-50 kWh/ton compared to “normal” scrap) 
in the Köhle formula [3]. The maximum amount of shredded scrap is limited by the quality 
restrictions (chemical analysis) of the steel grade. The use of HBI/DRI is minimized (zero 
consumption) because of their higher specific energy consumption (+80 kWh/ton compared to 
“normal” scrap) in the Köhle formula [5]. 
 
For all chemical fuels (oil, natural gas and LPG), the optimizer chooses zero consumption in 
the EAF This is because the energy content according to Adams [16] for natural gas (10.5 
kWh/Nm3) is higher than the reduction of electrical energy consumption it gives according to 
the Köhle formula (-8 kWh/ Nm3) [3]. As the efficiency of oil and LPG in the EAF burners 
are assumed to be the same as for natural gas it follows that the energy content of all chemical 
fuels are higher than their reduction of electrical energy consumption in the EAF. 
 
The optimizer chooses to add as much post combustion (PC) oxygen through the burners in 
the EAF as possible, because burner PC oxygen has zero energy content and will reduce the 
electrical energy consumption (-2.8 kWh/Nm3) according to the Köhle formula. The limit of 
PC oxygen is set by the available amounts of post-combustible gases (H2, CO and Zn) in the 
furnace, as the amount of these substances in the 4th hole off-gas must be zero or higher. The 
amounts of post-combustible gases in turn are determined by the charge material mix and the 
amount of air leakage through the slag door. 
 
The lance oxygen consumption is minimized in the optimized solution. This is because the 
energy development for oxygen injection (5.2 kWh/Nm3) according to Adams [16] is higher 
than the reduction of electrical energy consumption that it gives according to the Köhle 
formula (-4.3 kWh/Nm3) [3]. 
 
4. Concluding remarks 

Scrap based steel plants around the world differs a lot in terms of scrap mixes and final 
products. The model described in this paper represents a general description which shall be 
adapted for specific cases. The model is built up to easy adjust to the processes of interest. To 
use the model correctly the incoming data needs to be correct and the model parameters (raw 
material analysis, slag basicity, air leakage, etc.) must be adjusted to represent the conditions 
of the specific plant. Then the model can be a powerful tool to optimize the scrap mix and 
injectants towards minimized energy consumption or production cost. In upcoming work the 
model will be used to optimize specific processes and plants.  
 
The future work will also include further development of the scrap preheating function and 
move it to a separate node. A cost function for monetary units for all incoming flows will be 
added so that the total production cost can be optimized. Nodes for alternative solidification 
processes such as ingot casting and atomization will be considered and coefficients for 
specific energy consumption for different scrap grades in the EAF will be adjusted and added. 
Interaction with external systems like district heating can also be added. 
 
Moreover different feeding and charging systems and a water cooling system for EAF are 
planned to be implemented and the processes after casting such as transport, heating and 
metalworking processes needs to added to complete the system.  
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Abstract: The main part of the steel manufactures producing alloyed steel use scrap as an essential raw material. 
To increase the corrosion resistance of steel a coating is often applied. The share of steel being coated and 
galvanized is today globally increasing, which is resulting that the amount of scrap with different types of 
coatings are increasing. This result in that more of the scrap used in steel making is contaminated with for 
example Zinc and organics. Scrap preheating is a known method for reduction of energy use in steelmaking. 
However due to environmental restrictions a widespread implementation of scrap preheating have not been 
achieved in the steel industry. Combined surface cleaning and scrap preheating is a way to handle the problem 
that coatings give rise to in the melting cycle and is a new concept suggested and developed at Swerea MEFOS. 
The pre-treated scrap (cleaned and preheated) is charged hot into the oxygen converters with direct savings of 
energy, as the demand of hot metal from the blast furnace decreases. The method opens for the possibility to 
widen the scrap base and to melt complicated scrap. Since the preheating process is a standalone solution, a large 
number of unwanted chemical components are removed prior melting resulting in that the dust generated from 
the melting process is easier to recover. In this paper the system effect of introducing a preheating and surface 
cleaning process for scrap in a Blast Furnace (BF) and oxygen converter (BOF) steelmaking route is analyzed 
according to energy and CO2 emissions. The system analysis shows that surface cleaning of scrap makes it 
possible to use shredded scrap and ASR (automotive shredder residue) or other combustible waste to replace 
fossil fuels. The results from the analysis demonstrates that implementing  surface cleaning leads to increased 
possibilities for recycling of otherwise non-recyclable material. The system model shows the interaction between 
different processes, which gives an overview picture including the whole steel making route. The model is used 
to investigate changes in process conditions from making use of shredded scrap and ASR as input material in the 
steel making process. The implementation of surface cleaning and preheating lead to both increased possibilities 
for recycling of scrap, and more efficient energy use in the steelmaking routes. 
 
Keywords: BOF, Scrap preheating, Surface cleaning, optimization, ASR 

1. Introduction 

Currently, the blast furnace (BF), basic oxygen furnace (BOF) route is the dominating 
processes for iron ore steel making. The steel is produced from the hot metal produced in the 
BF by treatment in a BOF converter. In the converter process a surplus heat is generated 
during the oxygen blowing which is utilized for scrap melting. 15-20 % of the iron raw 
material input to the BOF is originated from scrap. Liquid steel (LS) from the converter is 
sent to an after-treatment station where the final adjustment of the steel analysis and 
temperature is performed before the casting procedure. Energy and material efficiency in a 
process system is closely linked together. A higher recycling rate and a minimization of 
landfill is energy efficient, since it decreases the demand of virgin materials.  
 
The main part of the steel manufactures producing alloyed steel use scrap as an essential raw 
material. To increase the corrosion resistance of steel a coating is often applied. The share of 
steel being coated and galvanized is today globally increasing, which is resulting that the 
amount of scrap with different types of coatings are increasing. This result in that more of the 
scrap used in steel making is contaminated with for example Zinc and organics. In this paper 
the system effect of introducing a preheating and surface cleaning process for scrap in a Blast 
Furnace and oxygen converter (BOF) steelmaking route is analyzed according to energy and 
CO2 emissions.  
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Scrap preheating is a known method for reduction of energy consumption for melting. 
However due to hazardous components generated in the exhaust, a widespread 
implementation of scrap preheating have been interfered due to the costly treatment required. 
A standalone combined surface cleaning and scrap preheating is a way to handle the problem 
that coatings on the scrap give rise to. This is a new concept suggested and developed at 
Swerea MEFOS [1]. The pre-treated scrap (cleaned and preheated) is charged hot into the 
oxygen converters with direct savings of energy, as the demand of hot metal from the blast 
furnace decreases. The method opens for the possibility to widen the scrap base and to melt 
complicated scrap. Since the preheating process also applies surface cleaning a large number 
of unwanted chemical components are removed prior melting resulting in that the dust 
generated from the melting process is easier to recover. [1-2]  
 
1.1. Objective of the study 
This study analyzes the system effect of introducing surface cleaning of scrap in a BF-BOF 
steel making route. An optimization model highlights the possibilities regarding cost and CO2 
emission. The model is used to do analysis on operation practice, scrap usage and cost. The 
intention of the study is to investigate the changes in the process system, when using shredded 
scrap in the scrap mix.  
 
2. Methodology 

The method used in this work is based on the MIND method [3]. The study is made in an 
optimization model of an integrated steel mill, where the process is described as a network of 
nodes (sub-processes) which are connected by energy and material flows. The potential of this 
method is that is enables a simultaneous representation of the total industrial system, and that 
is makes it possible to optimize the whole system, in contrast to the optimization of each sub-
process individually. The optimization model of one integrated steel plant has been further 
developed with the requirements for scrap preheating [4-5]. The model used in this work is 
based on an existing energy optimization model designed for the iron and steel industry [6-8].  
 
2.1. The optimization model 
2.1.1. Objective function 
This study uses two objective functions which are defined in the model as raw material and 
energy costs and CO2 emission. Generally the objective function is imbedded within the 
optimization model but can in mathematical terms be written as follows. 
 

∑
=

=
n

i
ii xcz

1

min  (1) 

 
where z is the objective function for the minimization problem. It could be CO2 emission and 
cost, depending on what objective is set for the optimization. x is studied variables and c is 
coefficients set for the corresponding objective function and depends on which objective 
function. The coefficients set for the corresponding objective functions are shown in Table 1.  
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Table 1. Coefficients used for different objective functions. 
 Unit Cost (SEK) CO2 emission (ton) 

Iron ore pellet ton 675 0.051 
Lime stone (wet) ton 128 0.856 
Mn ore ton 488 - 
Quartz ton 180 - 
Lime stone ton 124 0.856 
Dolomite Lime ton 600 0.466 
Raw Dolomite Lime ton 263 0.931 
FeSi ton/ton RS 4875 - 
CaC2 ton 3225 - 
Coal and coke ton 293-331 2.492-3.064 
External coke ton 1950 3.744 
Pulverized coal injection  ton 205-525 2.488-2.916 
External scrap ton 2300 - 
Shredded scrap ton 2000 - 
BOF sludge ton - - 
Oil MWh 5550 3.126 
External energy MWh - 0.6 
Excess coke ton -1950 -3.744 
Benzene ton -1600 -3.287 
Sulphur ton -40 - 
Tar ton -1300 -3.349 
 
In Table 1, the costs analysis is limited to raw material and energy and thereby not including 
the cost for energy and landfill of material. Furthermore credits are made in the model for by-
products. Market values for the different raw materials and energy sources fluctuate whereby 
the costs for raw materials and energy used in the model is mean values calculated over a 
conjuncture cycle. Values of costs are estimations based on figures from The London Bullion 
Market Association. 
 
2.1.2. Boundary conditions and limitations 
To make sure to get reasonable results, some necessary boundary are introduced. The 
boundary conditions, which can describe variations in the system, maximum and minimum 
for various variables can be expressed as follows. 
 

nibx ii ,...,1     , =≤  (2) 

 
where the xi variable could be the corresponding flow variables, and the boundaries bi, are the 
corresponding restrictions. As a boundary condition the production of prime slabs is fixed in 
the model. The BOF charges has limitations, such as hot metal, pig iron, slag binders and 
scrap are set to the production parameters of liquid steel, to ensure the right quality for the 
final products.  
 
2.2. Model description 
In the iron and steel industry optimization models considering effects on the entire production 
process chain have been used for investigations of performance of different aspects like 
energy consumption, CO2 emission, costs and environmental issues [4-8]. The system 
boundary of the whole system is to casted steel slab, the boundary of this study is to RS (Raw 
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Steel) from the BOF converter. The process units included are coking plant, blast furnace 
(BF), basic oxygen furnace (BOF), and continuous casting (CC), oxygen plant, and lime 
furnace, etc. [9] 
 

 
Fig. 1.  Schematic outline of the modeled system. 
 
The blast furnace is a very complex process and thus difficult to model. In this study different 
operational conditions for the blast furnace, which are feasible are defined. The model 
chooses and combines between these to overcome this problem. The prepared model is 
consisting of modules of process steps connected by mass and energy balances.  
 
2.2.1. Operating conditions and modeling cases 
The BF module is simulating the hot metal production in a Swedish BF with potential 
changes in briquette recipe and charged amounts. The BOF production process is described in 
the model by the mass and energy balance of the process. Different options can be optimized 
regarding the raw materials used due to the chemical composition. The coarse fraction of the 
generated BOF sludge is recycled through briquettes charged into the BF. The fine fraction of 
sludge from the BOF is normally land filled however it may be recycled in briquettes 
provided the zinc content is reduced sufficiently [10]. Including the scrap preheating unit in 
the system contributes to the scrap usage efficiency by the charging of preheated scrap. The 
introduction of the scrap surface cleaning unit in the model makes the use of shredded scrap 
as a scrap source to the BOF viable as it reduces the Zinc content in the scrap input to the 
BOF to zero. Scrap cleaning and preheating is performed on all the scrap charged to the BOF 
when the pre-treatment operation is implemented. Since the exhaust problem with the pre-
treatment of scrap roughly identical with the combustion of many types of polluted fuels, 
Therefore the preheating process needs an advanced gas cleaning facility which gives that 
fossil fuel could be replaced with organic rest material. In this study ASR (automotive 
shredder residue) has been chosen as fuel in the preheating process since it has a good heating 
value and can be delivered in enough quantity to be interested for industrial use. Zinc sources 
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to the BOF sludge and dust in the model is the external scrap and the shredded scrap. Sources 
of Zinc to the BF come from the iron ore pellets and briquettes. The possible integration and 
effect of the preheating and surface cleaning operation is analyzed in five cases compared 
against a reference case, Table 2. The input of scrap to the BOF is limited to 17 % in the 
reference case, case 1 and 2, since it is a reasonable amount. To ensure that the use of internal 
scarp is preferred, the external scrap use is limited to maximum 5 % of the scrap charge into 
the BOF. The optimization cases have a higher degree of freedom on the BF operation and on 
the raw material input in the BOF. 
 
Table 2. Case study. 
Case Comments 

Reference Case BF operation with briquettes 
Case 1 BF operation with briquettes, scrap pretreatment implemented, otherwise 

as the Reference Case 
Case 2 BF operation without by-product briquettes, otherwise as the Ref. Case 
Case 3 Optimization of cost,  Scrap preheating/surface cleaning available 
Case 4 Optimization of CO2, Scrap preheating/surface cleaning available 
 
3. Results  

3.1. System optimization  
Data from the system modeling of production and differences in the analyzed cases is 
illustrated in Table 3. Regarding the coke making there are only minor differences between 
the reference production and the five different cases. The production rate of coke is the same 
in all five cases. Small change in coal mix volatile matter and ash result in small increase in 
COG production compared to the reference case. To increase recycling inside the steel plant 
by-product briquettes are used. Data from the system model of BF operation show that the 
HM (Hot Metal) production is higher in the reference case and in case 2 which is using no 
briquettes. Increased use of briquettes is positively affects the cost- and CO2 emission 
optimized cases by the lower lime stone and pellet consumption in the BF.  
 
3.1.1. Iron ore pellet consumption 
The use of iron ore pellets in the analyzed cases vary. Iron ore pellets has a CO2 emission 
burden of 0.051 ton, as a comparison to scrap which has zero, se Table 1, since scrap is a 
recycled material origin from iron ore. In case 2 where no briquettes are produced the major 
amount of pellets is being utilized due to less recycling of iron bearing by-products. In the 
case 4, where CO2 emission is the optimization target, the lowest amounts of pellets are used.  
 
3.1.2. Scrap consumption 
Producing steel from scrap is better from an environmental point of view since the energy 
demand for producing steel from iron ore is more than twice the energy required in scrap 
based production. Scrap usage for the cases is illustrated in Fig. 2. Shredded scrap may only 
be utilized in the cases when surface cleaning is implemented. The Reference case, case 1 and 
2 has a limitation on the scrap usage to a maximum load of 17 %, where maximum of external 
scrap is 5 % in the BOF.  The largest amount of scrap utilized is in case 4, which is the CO2 
emission optimization case. Since energy use and CO2 emissions from integrated steelmaking 
is closely related, increased scrap utilization results in less CO2 emissions.  
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Table 3. Optimization results coke making, Blast furnace and BOF route. 
 Ref. Case 1 Case 2 Case 3 Case 4 

Coke plant      
 Coke production  (t)   84.5 84.5 84.5 84.5 84.5 
 COG production  ( GJ/t coke) 8.4 8.4 8.4 8.4 8.4 
 Coke yield, dry (t coke/t coal) 1.287 1.287 1.287 1.287 1.288 
 Excess coke (t) 0.00 0.00 0.00 0.00 0.00 
 Ash (%, dry basis) 9.12 9.12 9.12 9.12 9.14 
 Volatile matter (%, dry basis) 25.60 25.60 25.60 25.60 25.66 
BF      
 HM production (t/h) 250.1 244.4 250.1 246.6 246.4 
 BF slag production (t/t HM) 0.162 0.162 0.156 0.164 0.164 
 Pellet (kg/t HM) 1356 1356 1394 1339 1340 
 Coke (kg/t HM) 320 320 330 317 317 
 PCI (kg/t HM) 141 141 141 141 141 
 Lime stone (kg/t HM) 30 30 46 20 20 
 By product briquettes (kg/t HM) 59 59 0 84 82 
 BOF slag (kg/t HM) 46 46 46 46 46 
 Other (kg/t HM) 4 4 5 4 4 
 Blast (kNm3/t HM) 0.98 0.98 0.98 0.98 0.98 
 BFG (GJ/Nm3 blast) 1.13 1.13 1.13 1.15 1.15 
 COG (GJ/Nm3 blast) 0.71 0.71 0.71 0.72 0.72 
BOF      
 RS (t/h) 257.5 257.5 257.5 257.5 257.5 
 BOF slag (t/h) 0.08 0.08 0.08 0.08 0.08 
 HM (kg/t RS) 879 859 879 867 866 
 Pellets (kg/t RS) 0 8 0 11 10 
 Scrap mix (kg/t RS) 175 188 175 179 225 
 Lime (kg/t RS) 27 26 27 26 25 
 Dolomite lime (kg/t RS) 23 23 23 23 22 
 Raw dolomite lime (kg/t RS) 4 4 4 4 4 
 O2 blowing (Nm3/t RS) 50.0 47.7 50.0 47.7 47.6 
 Scrap preheating  on/off (1/0) 0 1 0 1 1 
 O2 (Nm3/t scrap) 37 37 37 37 37 
 ASR (kg /t scrap) 32 32 32 32 32 
 

 
Fig. 2.  Scrap consumption in the different cases, unit t/t RS. 
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4. Discussion and Conclusions 

4.1. Results from the objective function analysis 
Table 4. Results from the objective functions. 

Case Cost  
(SEK/t slabs) 

CO2 
(t/t slabs) 

Reference Case 1409 1.936 
Case 1 1365 1.892 
Case 2 1461 1.994 
Case 3 1357 1.887 
Case 4 1359 1.884 

 
Comparison of the different cases with the reference regarding the cost objective is illustrated 
in Table 4. The results show that the cost optimization case followed by the case 1, where 
surface cleaning is utilized for the reference case, is generating the lowest production costs. 
The highest costs are shown to be generated in case 2, where no briquettes are produced. This 
shows that the use of briquettes and surface cleaning of scrap improves the cost analysis. In 
Cases 3 and 4, the cost decreases approximately 4 %, compared to the reference case. 
However the model only considers raw material cost related directly to the process and does 
not consider investment cost, salary, administration and other external costs. Furthermore no 
credits are made in the model for decreased landfill costs. Analysis of the results from using 
CO2 emission as the object function demonstrates only minor differences between the cases, 
as seen in Table 4. The case with the highest CO2 emission is Case 2 where no by-product 
briquettes are used; consequently an increased pellet and coke consumption generate higher 
CO2 emissions.  
 
4.2. Conclusions 
The system model shows the interaction between different processes, which gives an 
overview picture of the whole steel making route. The model is used to investigate changes in 
process conditions from making use of shredded scrap and ASR as input material in the steel 
making process. The system analysis shows that surface cleaning of scrap makes it possible to 
use shredded scrap and ASR or other combustible waste to replace fossil fuels as a cost and 
environmental efficiency choice. The implementation of surface cleaning and preheating leads 
to both increased possibilities for recycling materials, which otherwise is difficult to recycle 
and a more efficient use of energy in the steelmaking routes. Increased recycling of materials 
is efficient ways to reduce the energy demand, since it often replace virgin materials. The 
optimization of the model shows that both cost and CO2 can be decreased when scrap 
pretreatment is implemented, however none of the analyzed cases is simultaneous minimizing 
cost and CO2 emission. 
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Abstract: Based on statistics about fuel demand in industry sectors a method is developed for the estimation of 
additional combined heat and power (CHP) potential in the main industry sectors. Electricity generation costs of 
several CHP technologies are then compared to the purchase of electricity on electricity markets. It is found that 
additional heat potential for CHP is limited in the chemical industry; additional potential is found in the paper 
industry, food industry and in the manufacturing industry. Additional electricity potential for CHP can be found 
in all sectors as electricity to heat share is 0.34 at the moment and can be increased with new installations to 
more than 0.7. The share of renewable fuels used in CHP is highest in the wood and paper industry, additional 
potential can be found in several branches, but costs are high at the moment. 
Markets can pick up CHP electricity in the short term and installations are profitable when long operating hours 
can be reached. Looking in electricity markets with a higher share of renewable energy sources (RES), operation 
become more restricted making new operation strategies necessary. Times with electricity prices below short 
term generation costs of CHP installations increase in the future, so that operation will be less profitable.  
In short term CHP can bring additional CO2 reduction, specific emissions are below new combined cycle units. 
In the medium to long term additional use of RES fuels and adapted operation strategies will be necessary to lead 
to further CO2 reductions. 
 
Keywords: Combined Heat and Power, Renewable energy, Electricity market, Industrial applications 

1. Introduction 

Reduction of CO2-emissions in all energy consuming sectors will be necessary to fulfill short 
and long term goals to stabilize climate change. The usage of combined heat and power 
technologies (CHP) is promising to provide cheap CO2 reductions especially in the industry 
sector, but is questioned to be the right technology option regarding long term goals [1]. The 
EU commission tries to promote CHP technologies with the CHP directive 2004/08/EC [2]. 
Various support schemes has been implemented throughout Europe [3] and the member states 
have to report progress to the EU commission. So far progress in the German industry sector 
has been limited although potential is expected to be large [4]. The purpose of the work is to 
identify reduction potential in the German industry sector based on fossil but also on 
renewable fuels. Furthermore the work analysed the possibilities of selling CHP electricity on 
future power markets with increasing renewable electricity generation. 
 
2. Methodology 

2.1. Approach 
Statistics of final energy demand in Germany’s industrial sector and estimates of the 
electricity demand in the future were used as a basis for the identification of the industrial 
heat demand and industrial CHP potentials [5], [6]. The final energy consumption less 
electricity demand was applied as an indicator for the heat demand. Sector specific energy 
intensity and indicators of sectoral economic development served as important influencing 
factors for the estimation of the future heat demand of the German industry. With the help of 
estimated heat demand the technical potential which could be covered by CHP was then 
projected (Fig. 1). In this projection the evaluated distribution of heat demand according to 
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the temperature levels for different industry sectors and technical assumptions of conversion 
efficiency and CHP heat coverage were also integrated.  

Estimates of the electricity demand, 
statistics of final energy demand 

for industrial sectors

Identification of
temperature levels

for different industry sectors

Estimation of heat demanduntil 2040
with the help of assumptions

for economic development and energy
intensity indicators

Projection of technical potential for
electricity and heat generation

from CHP

Assumptions for energy intensity
indicators (kWh/t, kWh/€), as well as
for sectoral economic development

Statistics of numbers of employees 
per company, assumptions for CHP 
heat coverage 

Influencingfactors

 
Fig. 1.  Methodical approach for estimation of the heat demand in German industry and technical 
CHP potential. 
 
The evaluation of heat demand according to the temperature distribution for different industry 
sectors was performed on the basis of previous estimations by Wagner et al. [7] as shown in 
Fig. 2. As one can see this temperature distribution provides indication for temperature levels 
of heat demand applicable for possible CHP generation. In this case the process heat at 
temperature levels lower than 500 °C and heat use for space heating and process water were 
of high relevance for the identification of the technical CHP potential. 
 

0% 20% 40% 60% 80% 100%
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Wearing apparel

Leather and leather products

Pulp and paper

Publishing and printing

Chemical industry

Rubber and plastic

Non-metallic mineral products

Manufacture of basic iron

Metal products

Manufacture of machinery

Office machinery and computers

Radio, TV and communication eq.

Medical, precision and optical eq.

Motor vehicles

Other transport eq.

Space heating

Process water

upto 100°C

100 - 500°C

500 - 1000°C

over 1000°C

 
Fig. 2.  Distribution of heat demand according to temperature levels and industry sectors in Germany 
in 2001.  
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Besides the technical potential also the economic (cost-effective) potential for CHP in the 
German industry is estimated. The parameters for the technical and economic potentials are 
defined as follows:  
 

• Technical potential 
The technical potential is derived from the useful heat demand applicable for CHP 
installations (< 500 °C). The conversion from fuel input (final energy) to useful energy is 
performed with the constant conversion efficiency factor of 90% which corresponds to the 
boiler efficiency of the separate heat generation. The CHP installation is assumed to apply for 
75% of the heat demand. The rest of heat demand will always be generated via a peak load 
boiler.  
 

• Economic (cost-effective) potential 
Economic (cost-effective) potential is defined as a potential that can be supplied more 
economically attractive via CHP installation than with a separate electricity and heat 
generation. The base load price on the European Energy Exchange (EEX) served as a 
reference for electricity generation. The heat generation is considered via a heat bonus. These 
reference costs were calculated as saved fuel costs in case of separate heat generation. The life 
cycle of installations was assessed depending on installation type and was defined as 12 years 
for small installations and up to 20 years for large installations. The interest rate for 
calculations was set at 10%. Also the financial remuneration of CHP and grid access fees 
were taken into consideration. In Germany operators of CHP plants get a CHP premium on 
the electricity production guaranteed by law. The premium is paid to promote new 
installations of CHP power plants. It is typically between 1.5 and 2 €/MWh and is paid 
additionally to the revenues for the electricity production. The premium is paid for 4 to 6 
years after the installation of the power plant. A comparison of costs and revenues is 
presented in Table 1. 
 
Table 1. Costs and Revenues for identification of cost-effective CHP potential in the industry. 

Costs Revenues 

Investment (life cycle of 12 – 20 
years, 10 % real interest rate) 

For electricity 

Fixed operating costs For heat 

Variable operating costs CHP premium 

Fuel expenses Avoided grid access fees 

CO2-allowances  
 
The impacts on the electricity markets are calculated using today’s spot market prices from 
the EEX. Spot market prices for a future scenario with higher RES shares of 40 % have been 
calculated using the agent based electricity market model PowerACE [8]. 
 
2.2. Technical and economic specifications  
The spectrum of industrial CHP technologies varies from CHP installations with 1 MW of 
electric power output to large power plants with several hundred MW of electric power 
output. In this research the complete spectrum of various CHP technologies available for 
combined heat and power generation was analysed. For that purpose so called reference 
installations were defined and their various technical and economic parameters were 
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described. In Table 2 one can see a clear cost decrease with growing power output of an 
installation.  
 
Table 2: Parameters of CHP installations for output range from 2 to 220 MW (el).) 

Parameters Unit CC-GT CC-GT OC-GT CC-GT OC-GT 
Gas 

Engine 

Power output 
[MW] 

MW (el) 220 100 90 20 10 2 

el. efficiency % 47.6 47.1 33.0 44.4 31.0 39.0 

heat efficiency % 40.3 41.0 52.4 42.3 49.0 47.6 

Efficiency total % 87.9 88.1 85.4 86.7 80.0 86.5 

Investment 
€/kW 
(el) 

742 756 722 820 700 800 

fixed operating 
costs 

€/kW/a 

% of 
Investm

ent 

37.1 

7 % 

37.8 

7 % 

33.3 

6 % 

57.4 

7 % 

42.0 

6 % 

16.0 

2 % 

other  variable 
operating costs 

€/ 
MWhel 

0.5 0.5 0.5 0.5 0.5 8 

Source: own assumptions based on information from project developers, CC-GT: combined 
cycle gas turbine, OC-GT: open cycle gas turbine 
 
3. Results 

3.1. Additional technical CHP potential 
Today the major industry sectors using CHP power plants are the chemical industry, the paper 
industry and the food industry in Germany (see Fig. 3). They provide around 74 % or more 
than 19 TWh of the CHP electricity production in the industry sector in 2009 [6]. Additional 
electricity generation is possible without an increase of the heat generation as the average 
electricity to heat factor of the CHP installations is only ca. 0.34. The modernization of old 
CHP devices can increase the electricity to heat ratio above 0.7 and double the electricity 
generation. 
 
Next to modernization of old CHP generation units, there is also the possibility to find new 
heat sinks that can be supplied by CHP units. It is found that additional heat potential for CHP 
heat generation is limited in the chemical industry, some additional potential is found in the 
paper and food industry (see Fig. 4). Further additional heat potential is found in the 
manufacturing industry. Final energy demand in the industry sector has been 700 TWh in 
2008 with around 214 TWh of low temperature heat. Around 45 % of this low temperature 
heat is already supplied by district heating or by CHP auto producers. The technical potential 
to increase CHP heat production is then around 118 TWh. Only a small part of it is a cost-
effective and realizable potential. In some sectors like metal or glass industry a lot of high 
temperature heat is available that could be used first before new CHP units would be installed. 
In other sectors with small companies the installation of CHP units might not be profitable as 
only small units with shorter operation times could be used.  
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Fig. 3.  CHP electricity generation in major industry sectors related to the generation technology in 
2009 in Germany 
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Fig. 4.  Provision of low temperature heat by CHP heat generation, district heating and available 
CHP heat potential in major industry sectors in 2008 
 
3.2. Renewable fuel use in the industry sector 
Until now renewable fuels have only a very limited share of 4 % in the industrial sector 
corresponding to around 27.5 TWh (final energy demand) in 2008 [5]. It increased from 
15.5 TWh in 2003. Most of it is used in the wood and furniture industry followed by the pulp 
and paper industry (see Table 3). In this figure fuel use for heat production in CHP power 
plants is included. The fuel use for CHP electricity production is covered by the statistics for 
the power plant sector. The renewable fuel use for electricity production in industrial power 
plants was 7.8 TWh in 2008 (with 3 TWh in 2003). 
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Table 3. Distribution of renewable fuel use in major industry sectors in Germany 2008. 

Sector Wood/ 
furniture 

Paper Chemistry Cements Food Other 

Share [%] 37 27 22 8 3 3 

Total [TWh] 27.5 
 
3.3. Renewable CHP generation 
The share of renewable fuels used in CHP power plants is covered in the statistic [6] together 
with other fuels like waste (refuse-derived fuels, RDF). In the past the use of renewable and 
RDF fuels has slightly increased from 25.3 TWh in 2003 to 29.8 TWh in 2008 (see Fig. 6). In 
2003 around 24 % (6 TWh) of the 25.3 TWh are renewable fuel due to statistics from 
EUROSTAT [9]. This corresponds to almost 5 % of the fuel used in CHP power plants. For 
2008 no statistics are available. Under the assumption that the fuel use in CHP power plants 
has increased similar to the total renewable fuel use in the industry sector, it should be around 
11 TWh in 2008. Progress in the sector is difficult to estimate, but there should have been 
some in the past.  
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Fig. 5.  Fuel use in CHP power plants from 2003 until 2008 in the industry sector in Germany 
 
High shares of renewable fuel use in CHP power plants can be found in the wood industry and 
in the paper industry (see Fig.7). Renewable fuels are also used in the chemical industry. 
Additional potential in the wood and paper industry is very limited as the major waste 
material from production processes is already in use [10]. An increase of renewable fuels in 
CHP power plants can be done with external biomass like wood chips or pellets. Another 
option is the usage of biogas. Until now this option has not been used as renewable fuel costs 
were much higher than fossil fuel prices. 
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Fig. 6.  Share of renewable fuel use in CHP power plants in major industry sectors in Germany 2008 
 
3.4. Economic potential and CO2 savings 
The economic assessment is driven by the size of the CHP units as investment costs typically 
decreases for larger units. Furthermore utilization decreases costs. Electricity production costs 
range between 10 Cent/kWh(el) for small CHP units (500 kW) and 6 Cent/kWh for big CHP 
units (400 MW), when units are in operation for 4000 h/a. If the value of the heat generation 
is estimated with saved fuel costs then electricity production costs are typically reduced by 2 
to 4 Cent/kWh. In this case, CHP units are profitable compared to the electricity purchase. 
With a higher utilization the benefits typically increase. 
 
Markets can pick up CHP electricity in the short term and installation are profitable when 
long operating hours can be reached. Profit margins are in the range of 13 to 25 €/MWh for 
more than 5000 hours per year. 
 
Looking in electricity markets with a higher RES share of 40 %, operation become more 
restricted making new operation strategies necessary. Times with electricity prices below 
short term generation costs of CHP installations increase in the future, so that operation will 
be profitable in fewer hours than today. This is because natural gas and CO2 allowances will 
be more expensive. This will be partly compensated by higher revenues for electricity, but the 
increase of electricity prices will be limited due to wind and solar power production. Typical 
profit margin increases up to 40 €/MWh, but can be reached only 2500 – 4000 hours per year. 
 
The heat bonus for CO2 emissions on the CHP heat generation is calculated using a reference 
heat technology. Assuming gas as fuel and a 90 % efficiency of the heat generation the heat 
bonus is 223 g CO2/kWh(heat). Resulting CO2-Emissions for the electricity generation reach 
230 – 280 g CO2/kWh(el) depending on the CHP technologies. Compared to the German 
electricity mix with specific emissions of 575 g CO2/kWh(el) savings up to 60 % can be 
reached. A comparison with a modern combined cycle power plant, specific emissions are at 
340 - 350 g CO2/kWh(el), leads to a reduction of ca. 35 %.  
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4. Discussion and conclusions 

In short term CHP can bring additional CO2 reduction in the German industry sector as 
specific emissions are below the actual electricity mix and also below new combined cycle 
power plants with no heat or steam generation. As gas is already the dominant fuel source in 
the industry sector savings in the heat production are limited. Major reductions can be 
achieved by the substitution of fossil electricity generation outside the industry sector. 
Renewable fuel use is already done in sectors that have renewable waste from its production 
process. These potentials within the different sectors are already used today, so that an 
increase of renewable fuels can be mainly achieved by using additional renewable fuels like 
wood chips, pellets or biogas from outside the industry sectors. In the medium to long term 
additional use of RES fuels and adapted operation strategies will be necessary to lead to 
further CO2 reductions.  
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Abstract: A new challenge to reduce energy usage has emerged in Swedish industry because of increasing 
energy costs. Energy usage in the Swedish powder coating industry is about 525 GWh annually. This industry 
has a long and successful record of working towards reduced environmental impact. However, they have not 
given priority to energy saving investments. Electricity and LPG, for which end-user prices are predicted to 
increase by as much as 50 – 60% by 2020, are the main energy carriers used in the plants. This paper presents 
the results of two detailed industrial energy audits conducted with the aim of quantifying the energy efficiency 
potential for the Swedish powder coating industry. Energy auditing and pinch analysis methods were used to 
identify possible energy housekeeping measures and heat exchanging opportunities. The biggest users of energy 
within the plants are the cure oven, drying oven and pre-treatment units. The energy use reduction by the 
housekeeping measures is 8 – 19% and by thermal heat recovery an additional 8 – 13%. These measures result in 
an average energy cost saving of 25% and reduction of carbon dioxide emissions of 30%. The results indicate 
that the powder coating industry has a total energy efficiency potential of at least 20%. 
 
Keywords: Powder coating, energy audit, pinch analysis, energy efficiency  

1. Introduction 

The Swedish electricity market was liberalized 1996 in order to increase competition. The 
European electricity market deregulation was delayed until 2004 before it was liberalized for 
industrial consumers, which has led to increased electricity prices in Sweden [1]. Industry 
accounts for 40% of Sweden's total energy use, which is forecasted to increase due to greater 
industrial demand. Hopefully new eco-efficient technology as well as increased energy 
efficiency will reduce the rate of increase of energy usage in industry [2].  
 
The 20-20-20-targets have been formulated by the EU commission in order to achieve their 
energy policy vision: competitiveness, sustainability and security-of supply. The targets 
represent 20% reduction in energy use and at least 20% share of renewable energy supply 
based on the 2005-levels and a 20% reduction in greenhouse gas emissions based on the 
1990-level. Key areas of the EU targets are in the electricity and gas markets, renewable 
energy sources, consumer behavior and closer international cooperation. All EU countries are 
encouraged to act and coordinate activities in order to try to distribute the burden but also its 
future dividends. Policy instruments have been introduced in Sweden to achieve these goals 
and guide the energy use in a sustainable direction, and decrease emissions to reduce climate 
change. The instruments include energy, carbon and sulfur taxes but also the electricity 
certificate system, program for Energy Efficiency (PFE), the energy audit program, 
technology procurement, policy instruments for buildings and transport and information [3]. 
The end user prices of electricity and liquefied petroleum gas (LPG) is predicted to increase 
by as much as 50 - 60% by 2020 [4]. This is another driving force in implementing energy 
efficiency measures. Beside the environmental and economical benefits from making 
industrial energy usage more efficient there are also marketing benefits as customers begin to 
require energy-efficient production within the powder coating industry [5]. 
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Experience from Swedish research in industry reveals that the energy saving potential among 
non energy-intensive companies ranges from 15-50% [6-7]. No figures are available for the 
energy saving potential in the energy-intensive powder coating industry. The aim of this paper 
is to quantify energy efficiency potential for the Swedish powder coating industry based on 
two thorough industrial energy audits. The research was conducted using multiple case study 
analysis, energy audit as well as pinch analysis. 
 
The Swedish powder coating industry includes approximately 350 plants using more than one 
metric ton of coating powder. These currently accounts for a combined energy usage of 525 
GWh/year, corresponding to 1,5 GWh/year per plant [5]. This sector has successfully 
implemented eco-technology as a result of legal requirements. However, so far they have not 
given priority to energy saving investments. A powder coating plant usually includes pre-
treatment, drying oven, powder box and cure oven, e.g. see Fig. 6. In the pre-treatment unit, 
the parts that are to be coated are washed in a degreasing step with alkaline washing solution 
of around 60°C. The pre-treatment also includes a number of rinsing steps. The parts go 
through a drying oven that has a temperature of around 120–150°C. Then one layer of powder 
is applied in the powder box and at the end of the conveyor the parts go through a cure oven 
that has a temperature of 200°C. After the cure oven some plants have a cooling zone where 
cold air is blown over the parts to make them cool faster [8]. 
 
Two companies were selected for this multiple case study analysis [5]. Company A uses LPG 
as fuel for firing an immersed heater in order to heat their first pre-treatment bath. Company B 
uses district heating instead. Direct burners using LPG heat the drying ovens to a temperature 
of 150oC and 120oC respectively. The cure oven is heated by electricity to 200oC at Company 
A while Company B uses LPG with direct burners. Company B also has a primer box, primer 
oven and cooling zone while Company A has a liquid finish box between the drying oven and 
the powder box. All components besides heating accessories are driven by electricity. 
 
2. Methodology 

The electricity use is based on instantaneous measurements for the different units of the 
process as well as on logging of selected components and it was performed during one week 
for each company. The values from the logging were used to evaluate how many hours the 
different parts of the process are in use each day as well as to get an average value for the 
electricity usage. The calculated energy use of electricity was compared with the electricity 
invoices. This comparison made it possible to extrapolate the logged and instantaneous 
measurements to the usage of one year. The usage of district heating and LPG was based on 
the monthly values for the consumption stated on the invoices. Invoices for one year were 
compared for all three energy carriers.  
 
Pinch analysis is a tool to analyse industrial process systems and determine how much heat 
that must be added, how much excess heat must be removed and how much heat that can be 
recovered within the process. Pinch technology is also a useful tool to investigate how to 
design a heat exchanger network in order to achieve maximum heat recovery. In this project 
the heat content in the different streams was estimated based on process data and after this 
different possible options for heat exchange were investigated. The heat usage depends on the 
different production schemes, when the processes are used, for how long and the distance 
between them. In the end the options are weighed against each other based on energy cost 
savings and capital investment required.  
The payoff period and the net present value (NPV) method were used to evaluate the 
investments. The payoff period quantifies the time period necessary for the investment’s 
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energy cost savings to cover the initial investment cost. The net present value method 
evaluates the viability of an initial investment by comparing it with all future energy related 
cash flows. All future cash flows are discounted using the interest rate and a reference period 
of time. The net present value ratio (NPV divided by initial investment) is used to compare 
different investments. The investment with the maximum ratio is the most attractive. In the 
base case, the investments are analyzed assuming constant energy prices over the lifetime of 
the investment. In a sensitivity analysis, the analysis accounts for the development of energy 
prices during the years 2010 – 2020. 
 
3. Results 

The energy audit showed that 77 – 86% of total energy usage occurs in the core production 
processes, whereas 14 – 23% is connected to the support processes. The first graphs illustrate 
the electricity use during an average production day. As can be seen in Fig. 1a, company A 
has two peaks for the production processes during the day. This is because they operate with 
two shifts and they have a large variation of products. Company B, e.g. Fig. 1b, has a more 
homogeneous production and single-shift operation. Significant differences can be seen when 
analysing how the electrical power load is distributed between the process units during 
operating hours, e.g. Fig. 2. For Company A the cure oven is the largest consumer of 
electricity and for Company B it is the powder box. For Company A the cure oven can be 
used at three different temperatures due to combination of liquid finishing and powder 
coating. The powder box in Company B has a high ventilation requirement because of a more 
open construction and employees working inside compared to Company A. Figures 1 and 2 
are comparable when production is at its full capacity. 

 
Fig. 1. Electricity use during an average production day for Company A (left) and B (right). 

 
Fig. 2. Load balance for electricity during production for Company A (left) and B (right). 
In the energy balance all energy sources are included, i.e. electricity and LPG for Company A 
and electricity, LPG and district heating for Company B, e.g. Fig. 3. As can be seen it is the 
pre-treatment, drying oven and cure oven that uses most energy. Together these three units 
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accounts for about 70% of the total energy supply for both companies. When using liquid 
finishing (65% of the time) the pre-treatment and drying oven are turned off for company A, 
which leads to a lower demand for LPG for this company. For company B it is the primer 
box, primer oven and cooling zone that can be turned off during periods. 

 
Fig. 3. Energy balance during one year for Company A (left) and B (right). 
Figure 4 shows the total energy use for the two companies. Both companies have a significant 
use of electricity during downtime. This is due to that both have dehumidifiers that are on all 
the time as well as charging of trucks during the nights.  

 
Fig. 4. Total energy use per year for Company A (left) and B (right). 

 
Fig. 5. Energy cost per year for Company A (left) and B (right). 
The energy cost can be seen in Figure 5 above. Company A has a fixed fee for electricity but 
not for LPG. Company B has a fixed fee for district heating but not for the other energy 
sources. Electricity is the highest energy cost for company A while LPG is the highest cost for 
company B. 
The specific energy usage indicators have been chosen based on a national project within 
Swedish industry named ENIG (EN in Groups), see Table 1. One main difference between the 
two companies is that Company A uses half as much energy per year but has twice as much 
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production time. This is because Company A combines other varnishing techniques and offers 
packing and masking. Company B only uses powder coating technology which is more 
energy demanding. Since the turnover is similar the second indicator depends mostly on the 
energy use. The mass flow of parts is more than twice as high for Company B compared to 
Company A, which affects the third indicator (specific energy usage per ton of product). 
 
Table 1. Specific energy usage indicators. 
Company Energy use per 

 Production time 
[kWh/h] 

Turnover 
[kWh/kSEK] 

Parts 
[kWh/Ton] 

Company A 230 47 185 
Company B 973 107 135 
The reduction of CO2-emissions for the suggested measures are based on values of 234 kg 
CO2/MWh of LPG, 770 kg CO2/MWh of electricity and 0 kg CO2/MWh for district heating. 
Electricity has a high value due to that it is assumed to be electricity on the margin and district 
heating has zero emissions due to production from biomass. The energy prices can be seen in 
Table 2. The prices for 2010 is stated on the companies invoices and the increase until 2020 is 
expected to be 60% for LPG, 50% for electricity and 30% for biomass [4]. 
 
Table 2. Energy prices for 2010 and 2020. 
Company Energy price [SEK/MWh] 

 El. 2010 El. 2020 LPG 2010 LPG 2020  DH 2010 DH 2020 

Company A 735 1103 953 1525   
Company B 755 1133 707 1131 391 508 
Energy housekeeping measures do not include heat exchanging and are primarily targeted at 
identifying better operational practices. The potential energy usage reduction, based on such 
measures was estimated at 8 – 19%, e.g. Table 3.  
 
Table 3. Energy housekeeping measures (compared with the total energy use for each company). 
Measure Reduction potential 

Company A Energy 
[MWh/year] 

Running cost 
[SEK/year] 

CO2-emission 
[Ton/year] 

Lighting 
Standby 
Production planning 
Drying oven 

22 
65 
100 
8 

17 000 
49 000 
74 000 
6 000 

17 
50 
77 
2 

Total 195 (19%) 147 000 (15%)  146 (23%) 
Company B    
Lighting 18 14 000 14 
Dehumidifier 31 24 000 24 
Powder box’s ventilation 13 10 000 10 
Production planning 44 33 000 34 
Fans 16 12 000 13 
New powder box 44 33 000 34 
Total 166 (8%) 176 000 (9%) 129 (26%) 
 
Lighting measures include switching to low energy lighting, removing it in areas where it is 
not necessary as well as turning off when not in use. Both companies have several 
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applications on standby during nights and weekends, for example compressor and 
dehumidifier. Complete shut-off of such equipment can lead to substantial energy savings. 
Company B can turn off the powder box ventilation during breaks. Production planning could 
reduce the energy usage by having one start per day and process unit. Using a lower 
temperature in the drying oven for Company A could decrease energy usage but it also 
generates a risk of lower coating quality. The fans to the drying oven and cure oven are 
oversized for Company B and changing them could reduce the plant’s power load. If Best 
Available Technology (BAT) is adopted for the powder box, electricity use for the ventilation 
within the box could be reduced by 30% and the compressed air usage by 45%. 
 
Pinch analysis was used to identify opportunities for heat recovery by heat exchanging. Two 
possible heat recovery cases were investigated, e.g. Table 4. Case 1 involves heat exchanging 
incoming and outgoing airflows in the cure oven and drying oven, e.g. Fig. 6.  

 
 
 
Fig. 6. Case 1 Proposed heat exchanging measures for powder coating process. 

 
Fig. 7. Case 2 Proposed heat exchanging measures for powder coating process. 
 
Table 4. Saving potentials for heat recovery cases. 
Measure Reduction potential 

 Energy 
[MWh/year] 

Running cost 
[SEK/year] 

CO2-emission 
[Ton/year] 

Case 1 Company A 
Case 2 Company A 

121 
128 

90 000 
85 000 

76 
73 

Case 1 Company B 140 100 000 33 
Case 2 Company B 251 146 000 28 
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Case 2 includes a cooling zone after the cure oven. The large airflow from the cooling zone 
can be divided and used as preheated ingoing air to the cure oven as well as for heat 
exchanging to heat the pre-treatment bath. For the drying oven the heat exchange is the same 
as in Case 1, e.g. Fig. 7. 
 
The economic assessment, e.g. Table 5, shows that the two cases for heat recovery are 
profitable for both companies. However, Case 1 has a much higher NPV and NPVR than Case 
2. The total savings are presented in Table 6, showing that Company A has a higher potential 
for reduction of energy use due to more variations in the production as well as larger hot 
streams out from the ovens.  
 
Table 5. Economic assessment with expected increased energy prices until 2020 for Company A 
(interest rate 10%) and Company B (interest rate 15%). 
Measure   

Period 10 years Investment cost 
[SEK] 

Pay off period 
[year] 

NPV 
[SEK] 

NPVR 
 

Case 1 Company A 135 000 0,9 795 000 5,90 
Case 2 Company A 450 000 3,1 440 000 1,00 
Case 1 Company B 150 000 1,2 460 000 3,08 
Case 2 Company B 495 000 2,8 400 000 0,80 
 
Table 6. Total savings for energy housekeeping measures plus thermal heat recovery cases (compared 
with the total energy use).  
Measure Reduction potential 

 Energy  
[MWh/year] 

Running cost 
[SEK/year] 

CO2-emission 
[Ton/year] 

EHK+Case 1 Company A 316 (32%) 237 000 (26%) 220 (35%) 
EHK+Case 2 Company A 323 (33%) 232 000 (25%) 219 (34%) 
EHK+Case 1 Company B 306 (16%) 276 000 (20%) 162 (26%) 
EHK+Case 2 Company B 417 (21%) 322 000 (23%) 157 (25%) 
 
4. Concluding discussion 

The energy audit shows that the production processes use a substantial amount of energy 77 – 
86% whereas the support processes use 14 – 23%. For the two companies investigated the 
energy usage can be reduced by 8 – 19% with energy housekeeping measures. Thermal heat 
exchange can reduce the energy use by an additional 8 – 13%. In total this gives energy 
savings of around 30% for company A and 20% for company B. 
 
Improved production planning will make a large impact on energy usage. For company A this 
could lead to a reduction of the second electricity use peak, e.g. Fig. 1a. For company B 
turning on the primer part only once a day could save energy. Another measure for company 
A is to completely turn off equipment that is not used. For company B the powder box can be 
turned off during breaks. These are measures that can be implemented by changing the 
routines etc. within the companies. In this study, energy housekeeping measures have been 
shown to achieve the same or higher energy savings compared to thermal heat recovery. 
 
Benchmarking shows that the most efficient way of heat exchanging is within the same part in 
the process. This will reduce the investment costs as well as contribute to a flexible process. 
Installing a cooling zone after the cure oven will be profitable but there are other investments 
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that are even more profitable. The fact that the cooling zone will give a better working 
environment should be taken into account. The benchmarking also shows that the airlocks 
from the ovens usually have too small heat content to be efficiently heat exchanged against 
ingoing air to the ovens. The contaminations that follow the airlocks also prevent using this 
air as ingoing air. Another reason is that there is a risk that to much air is pushed into the 
ovens if airlocks are used. However, there might be a possibility to use them for heat 
exchanging against facility ventilation air to reduce demand for space heating. To be able to 
implement thermal heat exchange further study is necessary in order to investigate the impact 
of contaminants released from the powders when cured in the cure oven. There is a possibility 
that these contaminants will stick in the heat exchangers and tests must be conducted to see if 
filters are required upstream from the heat exchangers. It should be noted that companies in 
Finland have successfully used the airlocks for space heating [5]. 
 
The economic results are based on an interest rate of 10% and 15% respectively. A lower 
interest rate would increase the net present value and the net present value ratio. The results in 
these projects show that Case 1 is the best investments from an economical perspective for 
both companies. However, Case 2 has other positive effects that are not accounted for in the 
calculations. For example a cooling zone would substantially improve the working 
environment by reducing the heat that is emitted to the facility. Results indicate, based on 
benchmarking between these two projects, that the powder coating industry may have an 
energy efficiency potential of 20% which corresponds to total energy savings of at least 105 
GWh/year for the sector. 
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Abstract: This work represents a true case study and analysis of the technical and energy managerial aspects of 
recommended designs of the production lines of a steel factory in Jordan. A modern structure of a control system 
based on SCADA (Supervisory Control And Data Acquisition) technology is proposed. Furthermore, the 
mechanical and electrical maintenance sections in the factory were reviewed due to their major effects on the 
production cost and energy consumption of the factory. This study was performed in two main phases: The first 
phase contains the collected data and process assessment that were undertaken by traditional direct observation 
and activity categorization, while the second phase gave details on the proposed control methodology in terms of 
design and architecture. 
Moreover, a proposal on maintenance planning and procedure program was also included in this study in order 
to reduce the time and accordingly the cost of maintenance. The steel factory studied produces various steel 
products such as: Concrete Reinforcement Steel Bars (Rebars), Flat & Square Bars Section which includes 
standard flat bars, standard square bars, and plane round bars, in addition to Wire mesh in different sizes and 
steel billets. In steel production industries, two automation levels can, in general, be identified. The first level 
involves the electromechanical actuation of the devices in the production plant; this level of automation is 
currently available in every plant. The second level involves the supervision of the production process; this level 
of automation is less frequent and is generally only partial. In fact, steel production involves a variety of 
complex physical phenomena, described by sophisticated mathematical models which are rarely usable to derive 
real-time advice for process supervision and control. Most operators' support systems for steel production are 
represented by simple technologies such as microprocessor-based systems. 
Based on the outcomes of this study, the factory purchased a new melting furnace of (60) tons capacity instead 
of the (30) tons capacity melting furnace used in the factory before the study. The factory is considering also the 
purchase of a scrap press in its new budget in order to improve scrap quality before melting it; in order to reduce 
the rate of consuming the furnace electrodes. Also, the maintenance section will be restructured by merging 
electrical and mechanical maintenance sections into one section headed by the deputy of the factory manager.  
 
Keywords: Steel Production Line, SCADA System, Maintenance Structure, Efficiency 

1. Introduction 

To maintain an efficiently operating unit and avoid failure of critical equipment, especially 
modern steel industry equipment, the focus has clearly shifted over the years, from 
Breakdown Maintenance, i.e. repairing the equipment after its malfunctions, to Preventive 
Maintenance, i.e. fixing the equipment according to planned maintenance schedule. The next 
trend was Computerized Maintenance Management Systems (CMMS), and the latest trend 
encompasses asset management and maintenance, supported by various methods of Condition 
Based Maintenance Systems (CBMS) and in-service inspection processes. CBMS or 
Predictive Maintenance methods are an extension of preventive maintenance and have been 
proved to minimize the cost of maintenance, improve operational safety and reduce the 
frequency and severity of in-service machine failures. The basic theory of condition 
monitoring is to know the deteriorating condition of a machine component, well in advance of 
a breakdown, for proactive maintenance. A conventional integrated steel plant has a vast array 
of equipment. The plant is a conglomeration of smaller units, each in itself complete and self-
contained. These constitute Coke Ovens, Coal Chemicals, Sinter Plants, Furnace, Steel 
Melting Shops, Continuous Casting Machine, Tonnage Oxygen Plants, Plate Mill, Hot Strip 
Mill, Cold Rolling Mill, other secondary mills, Captive Power Plants and a host of other 
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departments. Every piece of equipment needs special care and attention, characteristic to it. 
The Coal Chemicals unit has Gas Boosters and Exhausters that handle coke oven gas, a highly 
inflammable commodity, whereas Sinter Plant Blowers and Waste Gas fans handle air 
containing highly abrasive sinter dust. The Turbo Alternators of Captive Power Plant require 
round the clock vigilance involving a variety of parameters. Seemingly innocuous Forced 
Draft & Induced Draft fans of the Reheating Furnaces also assume significance because of 
their criticality in application. Failure of these fans may lead to cut down of Hot Strip Mill/ 
Plate Mill production by 33 - 50 percent. Under the current business environment, cost 
competitiveness of steelmakers has assumed a priority role. As a global phenomenon, 
effective maintenance management has been accepted as the key to corporate strategy for 
reduced costs. This has led to integration of maintenance management function with 
production and business problems, not just equipment problems. With this realization that 
maintenance management can cost 35 - 40 percent of revenues and, in most cases up to 15 
percent of unit production cost, steel companies are increasingly opting for new maintenance 
technologies which can be effectively and relatively easily implemented for reduced costs and 
increased profitability. According to industry estimates, a 10 percent reduction in maintenance 
costs translates to a 30 percent increase in profitability. 
 
From the previous discussion, the need for introducing new technologies to the steel 
production is definite. This study provided the factory with some state-of-the-art technologies 
which can be adopted into the steel production processes in order to improve the product 
quality, minimize the need for electrical energy and human resources, reduce maintenance 
time and cost, and increase reliability and real-time data accuracy. The Jordanian factory is 
located in Zarqa area, and employs (324) technicians, engineers and administration 
employees. The main function of the factory is to melt Scrap (collected used steel pieces) in 
an electric furnace of (30) tons capacity, then cast molten iron in moulds to obtain steel 
billets. The steel billets are then manufactured in a sister company factory to produce concrete 
reinforcement steel bars (Rebar) in different sizes using rolling and extrusion, flat and square 
bars, and wire mesh. This factory, which was manufactured by a Turkish company, is a new 
one that started production in 2008. The current production capacity is around 10,000 tons of 
steel billets per month. 
 
Employing SCADA system into the melting and casting processes has a good impact on the 
product quality, minimizing the need for human resources, reducing maintenance time and 
cost; increasing reliability, and real-time data accuracy. This technology should provide the 
following: 

• Continuous (momentarily) monitoring of the state of the process and of the plant;  
• Displaying warnings and alarms, at a sufficiently high level of abstraction; 
• Giving advice as needed to the metallurgical management of the process. 
• Generating historical reports. 

 
Nowadays, there are two main industrial processes to produce steel: The first one, which is 
known as integrated steel plant, produces steel by refining iron ore. This ore-based process 
uses a blast furnace. The other one, which is steel-making from scrap metals, involves melting 
scrap metal, removing impurities and casting it into the desired shapes. Although, originally 
the steel production in the electric arc furnaces (EAFs) was applied mainly to the special steel 
grades, the situation has changed with tap’s size increase, and the high productivity that has 
been reached progressively. This has allowed significant cost reduction, diminishing 
consumption of energy, electrodes and refractory. At present, electric furnace combined with 
chemical additives, allows to make a very important part of the worldwide steel production on 
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the basis of the massive recycling of the iron scrap. Under the current business environment, 
cost competitiveness of steelmakers has assumed a priority role. As a global phenomenon, 
effective maintenance management has been accepted as the key to corporate strategy for 
reduced costs. This has led to integration of maintenance management function with 
production and business problems, not just equipment problems. With this realization that 
maintenance management can cost 35 - 40 percent of revenues and, in most cases up to 15 
percent of unit production cost, steel companies are increasingly opting for new maintenance 
technologies which can be effectively and relatively easily implemented for reduced costs and 
increased profitability. According to industry estimates, a 10 percent reduction in maintenance 
costs translates to a 30 percent increase in profitability [1-3]. 
 
2. Methodology 

This study reviewed the structure of the maintenance section in the factory in order to 
improve and develop the existing maintenance processes and reduce running production costs 
of consumed electrodes and electricity. The current bill of electricity consumption per month 
by the factory is around $0.5m, which is relatively high for a factory in a developing country. 
As mentioned above, the automatic control system and measures used to control the process 
of melting iron and steel scrap, was analyzed and reviewed in order to evaluate its effect on 
the mechanical and electrical maintenance of the factory. Many machinery parameters can be 
measured, trended and analyzed to detect imminent failure or onset of problems. Common 
among them are: Machinery vibration, Lube oil analysis including wear debris analysis, 
Infrared thermograph, Ultrasonic testing, Motor current analysis, Shock pulse measurement, 
…,etc. Additionally, operational characteristics such as flow rates, heat, pressure, tension, 
speed and so on can also be monitored to detect problems. In case of machine tools, product 
quality in terms of surface finish or dimensional tolerances is often an indication of problems. 
As all these techniques have value and merit, the application of any particular technique 
depends on the suitability and ease of implementation [1-4]. 
 
The control systems of the Electrical Arc Furnace (EAF) used in the factory need the 
following improvement and development in order to reduce the final product cost. In order to 
achieve this aim, analytical methods were followed to improve steel production process in the 
EAF. In order to do s o, the study was divided into two phases that are sequential yet 
synergistic. The first phase used traditional methods of work measurement drawn from 
industrial engineering practice, such as process definition, development of flow charts, and 
data collection via time-and-motion studies, to obtain a complete, quantitative understanding 
of current system operational procedures, workflow patterns, and location of productivity 
constraints. The second phase was built upon the understanding gained during the first phase. 
In the second phase, opportunities to improve throughput was identified, with particular 
attention to those opportunities requiring relatively low capital investment. The principal 
analytical tools to be used for this phase were the operations research techniques of project 
management, to identify both critical paths within work flow and utilization imbalances 
among system resources. 
 
2.1. Improving Maintenance Management 
A working definition for various types of maintenance actions is as follows: 

• Failure Maintenance: This relates to the policy of repair or replacement of a part or 
subsystem only upon failure of the named part or assembly.  

• Block Maintenance: This relates to the policy of repair or replacement of all parts on 
subsystems (block) at a predetermined interval of time.  
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• Preventive Maintenance: This relates to the policy of repair or replacement of a subset 
of parts or subsystems, when another part of subsystem fails or is repaired/replaced 
after a certain length of service [5, 6]. 

 
Proper maintenance is essential to keep production equipment and capital assets at a state 
conducive to its output role in maintaining a level of production at a predetermined quality 
and quantity. Maintenance costs typically average from 5% to 7% of the value of fixed capital 
assets, hence the economic implications of reducing maintenance costs are very vast. Data can 
be collected on costs of repair, downtime and availability percent statistics, usage of spares 
inventory, etc. This information can be used to set budgets, make historic comparisons and in 
general be used as control information. A sensible combination of failure maintenance and 
preventive maintenance will ensure that these objectives are met. The equipment failure 
characteristics often determine the worthwhileness of preventive maintenance activities. 
Equipment that fail randomly due to unexpected and inexplicable   ove rstress, generally do 
not lend itself to preventive maintenance. Equipment that fails due to wear and tear may lend 
itself to preventive maintenance. Thus the 1st step in maintenance planning consists of 
analysis of failure characteristics of the subsystems comprising the total system. Forecasting 
of equipment failures in a stochastic system (probabilistic) is based on studying the past 
performance of the equipment and its subsystems, and assuming that these characteristics will 
hold in the future. Past data of equipment failures like time to fail are analyzed with a view to 
find a statistical distribution which closely resembles with a confidence limit of 90% or more 
the actual failure distribution of the subsystem. Once this is determined, methods of statistical 
sampling can be used to predict times to failure in any analysis. Among the most common 
failure distribution applicable to electromechanical systems are the Exponential distribution, 
Normal distribution, Log Normal distribution, Gamma distribution and Weibull distribution. 
 
Maintenance Procedure Program (MPP) system is a series of dynamically linked programs, 
each of which plays an important role in the effectiveness of the maintenance program. The 
system applies to both electrical and/or mechanical maintenance in the steel production line 
and provides the process of equipment inspection as well. The MPP is a manner of applying 
several maintenance concepts into a co mplete program. This program fully utilizes each 
concept while combining the efforts of all. Each program element can stand alone in its own 
right, yet together their strength is multiplied. The need of such a program came about after 
many attempts of installing only one concept of preventive maintenance. It became apparent 
that no one  method would cover all the bases at any one time. Thus, building a structure 
which would take into account each facet of maintenance and combine the efforts of each into 
a master program became a reasonable task. In Maintenance Job Order System, information is 
fed into this system from the crew inspectors, the department inspectors, the nondestructive 
testing group, the operations department, and the electrical/mechanical maintenance group. 
This information is in the form of necessary work to be done as a result of inspections from 
the various sources. The equipment history files are also important inputs into the job order 
system. This history helps coordinate the jobs to be completed during planned outages. The 
next step is to open the job order. The job order can be opened or directed to the maintenance 
foreman or the departmental planner.  If the order is directed to the foreman, the work is 
assigned to a crew for completion. Normally, work assigned to the foreman would be of a 
nature which could be completed with the line running or which would be done during an 
unscheduled interruption in the operation. If the job order is opened to the departmental 
planner, he will coordinate the job order with the central shops crafts department using a 
shops job priority system, the maintenance foreman, and the maintenance spares man. These 
people act as a team in organizing the manpower, spares, and other factors necessary to 
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complete the required job during the planned outage. After the completion of the job, the job 
order is closed. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1: Maintenance Job Order System [5]. 
 
2.2. System Modelling 
Fig.’s 2 and 3 show physical and electrical models of the existing EAF. In these models, three 
electrodes are moved vertically up and down with hydraulic actuators. Each of these 
electrodes weighs 0.4 tons and is 1.5m long. The ore is melted with a huge power surge from 
the electrodes. The actual product is denser than the scrap and thus falls to the bottom of the 
furnace creating the matte. Above the matte lies the slag where the electrode tips are dipped. 
The tremendous heat created by these electrodes causes the ore to liquefy and separate. 
Thereupon, more raw materials are placed in the furnace and the process repeats itself. 
 
 
 
 
 
 
 
 
 
Fig. 2: Physical Model of the EAF [2]. 
 

                           
Fig. 3: Electrical Model of the EAF [2]. 
 
3. Results 

The EAF operates on the principle of direct arc heating. Three graphite electrodes carry the 
three phase current into the furnace. An electric arc is generated between the electrodes and 
the metal charge which gives out heat. The charge gets melted by the direct impingement of 
the arc and also by the radiation from the roof and walls. A proper length of arc is to be 
maintained throughout the melting cycle. The furnace consists of a cylindrical steel shell 
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mounted on supporting rockets. There is a tapping spout for drawing molten metal and a slag 
door at the back for slag removal. A removable roof covers the shell. The three electrodes 
enter the shell through the holes on the roof and are carried by electrode holders on the 
electrode arm. The position of the electrodes is controlled by moving the mobile carriage over 
the electrode post which- is done by electrode hydraulic cylinders. The electrodes are water 
cooled at the point of entry into the furnace. A separate water storage tank with a centrifugal 
pump is provided for circulating cooling water for the shel1, electrode holder, roof and the 
slagging door. A control panel is provided for controlling power input to the furnace, for 
forward and backward tilting, to indicate the currents and voltages and for accurate lifting and 
lowering of the electrodes. The hydraulic cylinder used for electrode movement is controlled 
by PLC (S7 400) to maintain the arc impedance a constant for a given voltage, the charging of 
furnace is done by opening the roof by swinging it to one side. One of the main objectives of 
the three-electrode control study is to have the electrodes maintain constant power 
consumption. This is achieved by moving the electrodes to a given depth, obtaining the 
desired resistances (or conductance), which leads to a constant power consumption. To attain 
this goal, the open-loop system must be closed in order to create an error signal. The control 
principle is accomplished by minimizing this error signal with specific controllers. PID 
controller can be designed and optimized for best performance. For this system, controlling 
the current will lead to power control; since the power magnitudes are scalar multiples of the 
electrode currents. Employing SCADA system into the melting and casting processes has a 
good impact on t he product quality, minimizing the need for human resources, reduction 
maintenance time and cost, increasing reliability, and real-time data accuracy. This 
technology should provide the following: 

• Continuous (momentarily) monitoring of the state of the process and of the plant;  
• Displaying warnings and alarms, at a sufficiently high level of abstraction; 
• Giving advice as needed to the metallurgical management of the process. 
• Generating historical reports. 

 
4. Discussion and Conclusions 

Unfortunately, we found that the SCADA system in the factory is only used for continuous 
(momentarily) monitoring of the state of the process and of the plant. Therefore; it is highly 
recommended to activate the other three facilities of the plant. Moreover, the SCADA systems 
which are employed for the EAF, Ladle Furnace, and the Continuous Casting Machine 
(CCM) are not networked, which is causing an extra burden and difficulty in the management 
process [2]. 
 
Based on above analysis, great deal of improvements is suggested in order to implement an 
active control and analysis in order to reduce the cost of production and maintenance in this 
factory, including scrap management; since economic and competitive pressures force 
industrial and process engineers to seek continuous improvement in industrial production 
processes [1]. In a complex industrial system, as in an EAF, the ways to improve this process 
are diverse, such as selection and treatment of materials, the redesign of the facilities and new 
kinds of energetic contributions to the process. The evolution of electric furnaces is reflected 
mainly in the progressive reduction of specific consumption of energy, tap-to-tap times and 
improvement of the metallic yield [2]. A deep study, comparing energy consumed currently in 
the production of steel with theoretically needed energy, was made by the Carnegie Mellon 
University (Pittsburg, USA) for the US Department of Energy [3-8]. The principal analytical 
tools used for second phase were the operations research techniques of project management 
and heuristic scheduling [6]. Though the direct comparison of different EAFs is difficult due 
to the operational differences, the disparity between the theoretical energy and the consumed 
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energy contributes to the idea of potential improvement of these facilities which could be 
about 25% of the energy consumption. One of the pathways proposed to reach this yield 
improvement in EAF operation is the optimization of process sequencing by means of 
Programmable Logic Controllers (PLCs). Important effort has been directed towards further 
productivity improvements under EAF process. Much of this has focused on de veloping 
alternative energy sources to reduce the high cost of electrical energy, which means about 10-
15% of EAF operation costs. Another two different types of costs that have impact on t he 
total cost of EAF operation can be identified: the cost of the feed materials and the cost 
implication of not reaching control objectives. Feed materials are very conditioned by the 
final quality of steel to obtain (scrap substitutes are mainly used in the production of higher 
quality products) and the steel cost due to materials is mainly determined by the price of scrap 
in the world-wide market. Processing control optimization is another very important way for 
the reduction of the energy consumption. Because of knowledge lack of a suitable plant 
model, the operations in the furnace are only based on empirical knowledge. There are a large 
number of traditionally manually controlled variables. The furnace operator, in accordance 
with his own experience and in his particular way of working, has been taking the decisions. 
For example, he was deciding if it was necessary to inject more or less oxygen, coal or HBI 
(hot briquetted iron), or even stopping the process and measuring the steel temperature. The 
automation of these variables ensures better operation in EAFs [7-13]. 
 
Steel scrap is the most important raw material for electric steelmaking, contributing between 
60% and 80% of total production costs. In addition, the degree of which the EAF process may 
be controlled and optimized is limited by fluctuations in scrap quality. Therefore quick 
estimations of properties of different steel scrap grades are very important for improving the 
control and optimization of the EAF process. Most countries have national classification 
systems for steel scrap, but there is also a European classification system that the EU-
countries use for international scrap trade [13]. Steel scrap is usually graded in terms of size 
distribution, chemistry, density, and origin, and processing method. Some melt shops have 
internal classification systems that further divide the standard scrap grades into subtypes, and 
also a number of internal scrap grades (scrap produced within the steel plant). However, the 
scrap grading systems are designed for commercial purposes and the variation in scrap 
properties within each scrap grade is high. In general, scrap properties may be divided into 
two main categories, physicochemical properties and process related properties. 
Physicochemical properties (chemical composition, density, specific surface area, size 
distribution and melting temperature, specific heat capacity, metallic/ organic/oxidic content) 
are only dependent on t he particular scrap grade and are best determined by controlled 
experiments in laboratories. Process related properties (yield coefficients, specific energy 
consumption, contribution to chemistry of steel and slag, contribution to basket and furnace 
filling degree, contribution to dust generation and off gas composition) depend on both the 
process conditions and the other materials in the scrap mix. Therefore, the process related 
properties for the same scrap grade may vary considerably between different melt shops. 
Chemical analysis, conductivity, metal content and size distribution may be measured or 
estimated for individual pieces of scrap and/or random samples but the fluctuation in scrap 
quality is often too large for these measurements to be representative for the whole population 
of a scrap lot on the scrap yard. Experimental design methods have been proposed to set up a 
series of experimental heating processes that can then be used to estimate the scrap 
thermophysical properties. However, because of the variation in process conditions and 
fluctuations in scrap quality each experiment would have to be repeated several times. The 
number of experiments needed to get estimations for all scrap grades can therefore be very 
high, depending on t he number of scrap grades that are used, rendering this approach 
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unsuitable. An alternative to designed experiments is to firstly extract large quantities of data 
from process databases [3]. Advanced statistical methods can then be used to analyze the 
combined effect of scrap mix and process conditions on the end conditions, chemical analysis 
of the liquid steel, energy consumption and metal yield [2- 3, 13]. 
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Abstract: This paper presents the results of an investigation of power production from low temperature excess 
process heat from a chemical cluster using Organic Rankine Cycle (ORC) technology. Process simulations and 
process integration methods including Pinch Technology and Total Site Analysis (TSA) are used to estimate the 
potential for electricity production from excess heat from the cluster. Results of a previous TSA study indicate 
that ca. 192 MWheat of waste heat are available at 84 ° C to 55 ° C, a suitable temperature range for ORC 
applications. Process streams especially suitable for ORC power production are identified. Simulation results 
indicate that 14 MWheat of waste heat are available from a PE-reactor, which can be used to generate ca. 1 MWel. 
Costs of electricity production calculated range from 70 t o 147 €/ MWh depending on the cost for ORC 
integration. Economic risk evaluation indicates that pay-back periods lower than 4.5 years should not be 
expected at the electricity price and RES-E support (a European support system for renewable electricity) levels 
considered in this study. CO2 emission reductions of up to 5900 tonnes/year were estimated for the analysed 
case. 
 
Keywords: Organic Rankine Cycle, Process integration, Total site analysis, Waste heat recovery. 

1. Introduction 

1.1. Background 
Growing awareness about the greenhouse effect combined with limited fossil fuel resources 
provide clear incentives for implementing energy savings measures and achieving CO2 
emission reductions in industry. One example to increase energy efficiency is the conversion 
of low temperature excess process heat into electricity using Organic Rankine Cycle (ORC) 
technology. The objective of this paper is to assess the potential for electric power generation 
from low temperature excess process heat at the chemical cluster in Stenungsund, Sweden. 
Results from a previously performed total site analysis [1] are used to determine the overall 
amount and the temperature levels of net excess heat from the cluster. Net excess heat is 
defined as heat that is available after all opportunities for process integration have been 
exploited and for which no other alternative use is available. Simulation of a selected ORC 
power cycle was conducted so as to quantify the power output and the overall performance of 
the system. A preliminary economic evaluation of a selected configuration is presented based 
on the simulations, supplier/literature data for ORC technology, engineering assumptions for 
ORC integration and scenarios for assessing profitability and carbon balances of energy 
investments [2]. The work aims at providing a basis for future projects to optimize energy 
usage and consequently lower costs and CO2 emissions from the cluster.  
 
1.2. ORC Technology 
ORC is a technology to generate electricity from low temperature heat sources. Unlike in a 
conventional steam Rankine cycle, a low boiling point organic fluid is used as working fluid. 
In low temperature applications this technology offers advantages over conventional Rankine 
Cycles, and a higher heat recovery (efficiency) can be achieved [3]. ORC systems are mainly 
used in geothermal, solar and industrial waste heat recovery applications. Figure 1 illustrates 
the working principle of an ORC. The working fluid is pumped from a lower pressure level 
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(state 1) to a higher (state 2). Between states 2 and 3 the fluid exchanges heat with a waste 
heat stream in a heat exchanger and is evaporated. Contrary to Rankine cycle technology, the 
working fluid is usually not superheated after the evaporator. The vapour is then expanded in 
a turbine (state 4), which is connected to a generator to produce electricity. The expanded 
vapour is condensed by transferring heat to a cooling medium in the condenser (state 1). The 
cooling can be achieved by air coolers, cooling water or other heat sinks. 
 

 
Fig. 1.  Working principle of a 
simple ORC 

Fig. 2.  Characteristic T-S process ORC diagrams for “dry”, 
“isentropic” and “wet”-fluids [4] 

 
The choice of the working fluid strongly influences the efficiency and economy of an ORC 
system. Working fluids can be divided into three different groups according to their behaviour 
in the thermodynamic cycle. Figure 2 shows the characteristic T-S diagrams for the three 
different types of working fluids. “Wet” fluids have a negative slope in the saturation vapour 
curve.  Expansion in the turbine occurs entirely in the two-phase state, and the liquid fraction 
of “wet” fluids increases. The liquid droplets that form can cause blade erosion damage to the 
turbine. Condensation is easiest avoided by superheating of “wet” fluids. “Dry”-fluids have a 
positive slope (left), which means they do not condense during expansion since the degree of 
superheat increases as the expansion proceeds. Examples of such working fluids include 
organic substances such as benzene and refrigerants. The third group is “isentropic” fluids 
with quasi-vertical saturated vapour curves. Since the purpose of an ORC is to recover low 
temperature heat for electricity production, superheating is not appropriate. Therefore the 
working fluids used are either “dry” or “isentropic” [5]. Moreover, water has the disadvantage 
of having a higher specific volume compared to organic working fluids. This increases the 
size of the turbine, the height of the turbine’s last stage blades and pipe diameters [3]. The 
working fluid should be selected with care so as to achieve a good match with the heat source 
characteristics and also the available cooling facilities. The following properties should also 
be considered: high thermal stability at the given operating conditions, low specific volume, 
low cost, low toxicity, low Ozone Depletion Potential (ODP) and low Global Warming 
Potential (GWP). The choice has to be based on careful analysis of the given conditions [6]. 
 
1.3. Results from total site analysis (TSA) 
In a previous work the cluster was analyzed using TSA methodology [1]. The method is based 
on pinch technology and aims for integration of the heating and cooling demands of the 
different individual processes at a given site with a common utility system. In this way the 
amounts of hot utility generated and used by the combined individual processes, the amount 
of heat recovered in a common hot utility system, and the cogeneration potential can be 
determined [1]. The previous study [1] showed that the combined heating demand of process 
plants within the cluster is 442 MW of which 320 M W can be covered by heat recovery 
within the cluster, assuming that no changes are made to existing process utility levels. The 

Evaporator

Condenser

Pump Turbine
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other 122 M W must be covered by hot utility, mostly in the form of boiler steam. 
Furthermore, the previous TSA study also showed that by making improvements to the 
overall utility system which enable increased energy collaboration between the companies it 
is possible to increase the amount of heat recovery at the site from 320 MW to 449 MW. As a 
result, boiler utility steam is no longer necessary. In addition a net surplus of 7 MW steam is 
achieved. The cooling demand of the cluster is then 506 MW at temperatures up to 84 °C.  
 
These results are used in the present study to determine the maximum potential for power 
generation from low temperature excess heat within the cluster, using ORC technology. 
Because of the relatively low efficiency of low temperature heat-to-electricity conversion it is 
appropriate to only utilise net excess heat that cannot be utilised in another way [7]. The 
maximum potential for heat available for power production is estimated using TSA. Within 
the cluster available heat is estimated at QORC=192 MWheat at temperatures between 84°C and 
55°C. 
 
2. Methodology 

2.1. Heat source selection 
From the inventory of the excess process heat available, a selection is made to focus on 
streams with loads and temperature levels interesting for power generation and for which 
there is no alternative use. This temperature range was determined in a previous TSA study. 
The maximum heat source temperature for excess heat from the cluster is 84°C. The 
minimum allowable heat source temperature was selected as 55°C in order to achieve 
acceptable Carnot conversion efficiency values. Supplier information also confirmed this 
value of lower temperature limit [8]. 
 
2.2. ORC simulation 
Literature data about ORC cycles only provided information about approximate efficiency 
values. Furthermore, it was necessary to evaluate different working fluids depending on the 
process conditions in order to achieve maximum efficiency. Therefore a simple ORC cycle 
was simulated in HYSYS. The cycle includes a pump, an evaporator, a turbine and a 
condenser. The tested working fluids are R134a, Propane, 1-Butene, Butane and Pentane as 
they are typical fluids for ORC applications at low temperature levels. The results are used as 
input for the economic evaluation. 
 
2.3. Cost estimations 
To determine the basic investment costs of the unit, the turbine capacity (in kW) is taken as 
the indicative size of the new unit. The equipment costs of a reference ORC-unit are estimated 
based on publ ished data for a reference geothermal power plant located in Altheim, Austria 
with a capacity of 1 MWel [9]. The equipment cost of this reference ORC-unit is 1.58 M€ (in 
2000). This cost was updated using the Chemical Engineering Plant Cost Index (CEPCI) for 
2010 and 2000, i .e. an update factor of 1.376 [10]. Furthermore, a scaling factor of 0.7 
(widely used for electricity production) was used for estimating the investment costs of 
differently sized units [11]. The installed cost of the ORC unit can thereafter be calculated 
based on published cost data for an ORC plant in Lienz, Austria with an installation cost 
factor of 1.32 [12], which covers planning, installation and grid connection costs. Not 
included are the costs of integration in the considered process plant. 
 
The costs for integrating the ORC into the process plant vary depending on the situation on-
site, the process fluid, the location of the ORC-unit and other factors. Three examples of 
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projects presented by the ORC manufacturer Turboden [13] indicate integration cost factors 
ranging from 1.7 to 2.6. All projects include a thermal oil cycle which collects the heat from 
the waste heat source and delivers it to the ORC unit. For this reason those systems are more 
complicated and expensive than systems where the process stream is used directly, which 
might be the case for integration with a chemical cluster. Therefore integration cost factors 
from 1.1 to 2.6 were considered in this work. The annuity method is used for determining the 
annualized investment costs Itotal annualized capital cost) which are used to estimate the net Cost of 
Electricity (CoE) generation for the ORC plant. The assumed internal interest rate is 11 % (ir). 
The economic lifetime (te) is assumed to be 15 years, as this is typical for CHP plants based 
on ORC technology [12]. The corresponding annuity factor is 0.14. C ost data for annual 
operating costs are assumed to be 3 % of the installed costs of the ORC plus the personnel 
costs (400 h/yr á 30 €/h) [12]. The CoE are calculated by Eq. (1) 
 

productionyelectricitAnnual
costs operatingAnnualI

CoE cost capitalannualizedtotal +
=  (1) 

 
CoE can then be compared with scenario values for electricity purchased from the grid. The 
economic value of the electricity produced is based on avoided costs of purchasing electricity. 
Five different grid electricity price scenarios are analysed, see Table 1. 
 
In order to discuss the economic risk of investment in an ORC unit, the payback period for a 
new ORC investment is also calculated. The total annual savings take into account the 
avoidance of electricity purchased (equal to net power output of ORC) and the electricity 
saved by less cooling water pumping (2.5 % of net power output of ORC). When producing 
electricity from waste heat, which otherwise is cooled by cooling water, part of the cooling is 
saved. The main part of the cooling costs is the pump work in the cooling water system. In 
this study it is assumed that for each avoided MW of cooling, 0.025 MWel are saved. These 
cost savings are calculated with the assumed electricity price and included in the annual cash 
flow to calculate the payback period (see below). An annual running time of 8000 h per year 
is assumed. The pay-back period for the ORC investment can then be calculated according to 
Eq. (2). 
 

costs) operating Annual-savings (Annual
I

 =periodback -Pay ORCtotal  (2) 

 
The scenarios were generated using the ENPAC tool, developed with the purpose of 
evaluating the performance of future or long-term energy investments at industrial sites using 
consistent scenarios. Scenarios chosen in this study include the current electricity price and 
two scenarios (high/low) for the years 2020 and 2030. RES-E support is currently not granted 
in Sweden for electricity production from waste heat with fossil origin. In this study both case 
(with and without support) will be shown in order to show its influence on t he overall 
economic performance of ORC investments. By using a number of different scenarios that 
outline possible cornerstones of the future energy market, robust investments can be identified 
and the climate benefit can be evaluated. To obtain reliable results, it is  important that the 
energy market parameters within a s cenario are consistent. Consistent scenarios can be 
achieved by using a tool in which the energy-market parameters (e.g. energy prices and 
energy conversion technologies) are related to each other [14]. Table 1 shows the electricity 
prices, support levels for “green” electricity generation and CO2 emissions from electricity 
production from the assumed long term marginal electricity production. 
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Table 1. Electricity prices, support for green electricity, CO2 emissions from electricity production 
and marginal long term electricity production for the five scenarios [2] 
Scenario  1 2 3 4 5 
Year  2010 2020 2020 2030 2030 
Fossil fuel price  2010 Low High Low High 
CO2 charge [€/ton] 20 15 58 15 58 
Electricity price SPOT  [€/MWhel] 51 46 74 45 81 
RES-E support1 [€/MWhel] 20 20 20 20 20 
CO2 emission from electricity 
production 

[kg/MWhel] 770 722 722 679 129 

Long term marginal electricity 
production 

 Coal Coal Coal Coal 
Coal, 
CCS 

1Premium paid to producers of electricity from renewable energy sources [2] 
 
2.4. CO2 emissions reduction 
CO2 emissions reduction by electricity produced with an ORC unit is calculated from CO2 
emissions data for future long term marginal electricity production in Table 1. It is assumed 
that electricity from the ORC unit replaces marginal electricity and that the waste heat used 
for electricity production has no alternative use (in this case the possibility to deliver waste 
heat to the district heating system close to the cluster is fully exploited). 
 
3. Results 

3.1. Heat source selection 
One heat source is chosen as an example to carry out further investigations, including 
simulation of the ORC unit using HYSYS and economic assessment and calculation of CO2 
emissions reduction. The stream chosen is a loop reactor jacket cooling water stream with 
Tstart and Ttarget of 78 °C and 68 °C, respectively. This results in a Carnot efficiency of 17 %. 
The heat load of the stream is 13970 kW. 
 
3.2. ORC simulation 
Simulations were carried out with different “dry” fluids appropriate for use in ORC systems. 
The main results are presented in Table 2. The turbine inlet and outlet pressure is chosen so 
that the boiling point of the working fluid is matched with the temperature profile of the heat 
source and the heat sink (cooling water at 20 to 25 °C) respectively. Among the five working 
fluids investigated, butane shows the best net electrical output and electrical efficiency. R134a 
and Propane are interesting cases, but the cycle needs to operate at higher pressure than the 
cycle with butane. Lower operating pressure should be preferred as increased pressure implies 
higher investment costs. Pentane is not suitable as the minimum pressure in the cycle is set to 
0 bar(g), to avoid extra costs for vacuum operation. Pentane is more suitable for higher 
temperature heat sources. Butane has a slightly higher power output and efficiency compared 
to 1-Butene. The simulation with a mixture of pentane and butane does not show better results 
than with a single fluid, even though the temperature profiles of heat source and working 
media match better, which results in less exergy losses during evaporation. High performance 
is not reached with the mixture as the pressure difference for expansion in the turbine is not 
sufficient. Pentane limits the maximum and butane the minimum possible pressure in the 
given case (ΔTmin of 5 K in the evaporator and condenser). Butane was retained as working 
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fluid for the ORC unit. This cycle has a net electricity output of 958 kW el (7.7 GWh/yr for 
8000 hours/yr of operation), with 6.85 % electrical efficiency.  
 
Table 2 Results from the simulation in HYSYS for an ORC unit using loop reactor cooling water heat 
source 

 
R 134a Propane 1-Butene Butane Pentane Butane +Pentane 

pturb,in [bar(g)] 18.5 23 7.6 6.2 1.45 3.5 
pturb,out  [bar(g)] 6.7 9.8 2.5 1.8 0 0.6 
Qel,out (net) [kW] 923 900 948 958 798 950 
ηel [%] 6.6 6.4 6.8 6.85 5.7 6.8 

 
3.3. Cost estimation 
The results for the selected heat source stream are presented below. Costs calculations have 
been performed according to the procedure defined in Section 2.3. Table 3 shows simulation 
and economic results for the selected waste heat source assuming butane as working fluid 
 
Table 3 Turbine capacity, basic equipment investment costs, installed costs and operating costs 

Turbine 
output [kW] 

Net power 
output [kW] 

Equipment investment 
costs for ORC unit [€] 

Investment costs ORC 
including installation [€] 

Operating 
costs [€/yr] 

993 958 2 163 489 2 855 806 97 674 
 
The calculated CoE range from 70 to 147 €/MWh, depending on the integration cost factor, 
see Figure 3 and Figure 4. The electricity price scenarios in Figure 3 do not include RES-E 
support. It can be seen that at the current electricity price (Scenario 1: ca. 51 €/MWh) and 
without RES-E support, investing in an ORC is not profitable.  
 

 
Fig. 3.  CoE depending on the integration cost 
factor (with electricity price scenarios without 
RES-E support) 

Fig. 4.  CoE depending on the integration cost 
factor (with scenarios including RES-E support) 

 
Without RES-E support, ORC electricity generation is only profitable for the two highest 
price scenarios (Scenario 3 and 5) considered in this study and at low costs of integration. If 
RES-E support is granted also more complicated integration is feasible at high electricity 
prices. At low integration costs even the current electricity price shows a feasible investment. 
Calculations on t he pay-back period of an ORC investment show that without support for 
electricity production the pay-back period for the lowest costs of integration estimated (10 % 
of ORC installed costs) ranges from 5.8 t o 12.3 years depending on t he electricity price 
scenario. With RES-E support the pay-back period is decreased for the low integration factor 
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case to between 4.5 t o 7.7 years. Even if RES-E support is considered, pay-back periods 
lower than 4.5 years should not be expected for ORC technologies at the electricity price and 
RES-E support levels considered in this study. On-site electricity production bears lower risks 
than other investments, as the produced electricity can be used on-site. This might justify 
longer pay-back periods. The scenarios used in this study include costs for CO2 emissions 
from fossil-fuel fired power plants. It can also be seen that in the scenarios with low CO2 
emission charge (scenario 2 and 4) the costs of electricity production and pay-back period are 
highest, while high CO2 emissions charge (scenario 3 and 5) shows lower values. Therefore 
CO2 emissions charge is seen as an important parameter which has a large influence on the 
profitability of ORC investments. 
 
3.4. CO2 emissions reduction 
Figure 5 shows the CO2 emissions reduction in the different scenarios when electricity is 
produced with an ORC unit. It can be seen that the reduction is high if marginal electricity 
from coal power plants is replaced by electricity from the ORC unit, 5204-5902 tonnes-
CO2/year. The least reduction is achieved if marginal electricity is produced in coal power 
plants with carbon capture and storage (CCS) technology (989 tonnes-CO2/year). This is the 
case because the electricity produced with an ORC replaces marginal electricity, which in the 
CCS case already has relatively low CO2 emissions. 
 

 
Figure 5 CO2 emissions reduction associated with electricity production from excess process heat 
using ORC unit 
 
4. Conclusions and Discussion 

In this paper TSA methodology was used to identify the amount of net excess heat from a 
chemical cluster including the corresponding temperature levels suitable for low temperature 
heat-to-electricity production by ORC technology. For a more detailed analysis a suitable 
process stream was selected as heat source. Process simulation was used to determine the best 
working fluid for the suggested ORC unit, to calculate the net electricity output and the 
electrical efficiency of the unit. The simulation results were used for preliminary economic 
assessment and calculation of CO2 emissions reduction potential based on different future 
energy market scenarios. From the TSA study it was found that there is 192 MWheat at a 
temperature range between 84 °C and 55 °C available that can potentially be used for ORC 
applications. It was shown by process simulation that the selected ORC reaches an electrical 
efficiency of 6.85 % when converting ca. 14 MWheat into 953 kWel, using butane as working 
fluid. Economic assessment of the system shows a strong dependence of profitability to the 
costs for integration of the ORC unit in the process. Production costs were determined in a 
range between 70 and 147 €/MWh, indicating that at the current prices and without support an 
ORC project is not feasible and also only two out of seven scenarios showed feasibility 
without support. Depending on t he scenario, pay-back periods between 5.8 t o 12.3 years 
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assuming low costs of integration. RES-E support and CO2 emissions charge were found to 
have a strong influence on profitability. Pay-back periods lower than 4.5 years should not be 
expected at the electricity price and RES-E support levels considered in this study, even if in 
the future support is granted for this kind of electricity production. Standardisation and 
technology improvements are expected to have a p ositive effect on the costs of ORC 
technology, leading to lower electricity production costs and pay-back periods in the future. 
 
References 

[1] R. Hackl, E. Andersson, and S. Harvey, “Targeting for energy efficiency and improved 
energy collaboration between different companies using total site analysis (tsa),” 
Chemical Engineering Transactions, vol. 21, pp. 301-306, 2010. 

[2] S. Harvey and E. Axelsson, “Scenarios for assessing profitability and carbon balances of 
energy investments in industry,” 2010. [ Online]. Available: 
http://publications.lib.chalmers.se/cpl/record/index.xsql?pubid=98347. [Accessed: 24-
Nov-2010]. 

[3] H. Legman and D. Citrin, “Low grade heat recovery,” World cement, vol. 35, no. 4, pp.  
111-116, 2004. 

[4] P. J. Mago, L. M. Chamra, K. Srinivasan, and C. Somayaji, “An examination of 
regenerative organic Rankine cycles using dry fluids,” Applied Thermal Engineering, vol. 
28, no. 8, pp. 998-1007, Jun. 2008. 

[5] T. C. Hung, T. Y. Shai, and S. K. Wang, “A review of organic rankine cycles (ORCs) for 
the recovery of low-grade waste heat,” Energy, vol. 22, no. 7, pp. 661-667, Jul. 1997. 

[6] B. F. Tchanche, G. Papadakis, G. Lambrinos, and A. Frangoudakis, “Fluid selection for a 
low-temperature solar organic Rankine cycle,” Applied Thermal Engineering, vol. 29, no. 
11, pp. 2468-2476, Aug. 2009. 

[7] N. B. Desai and S. Bandyopadhyay, “Process integration of organic Rankine cycle,” 
Energy, vol. 34, no. 10, pp. 1674-1686, Oct. 2009. 

[8] Opcon, “Emission free electric power,” 2010. [ Online]. Available: 
http://www.opcon.se/www/files/oes/opcon_powerbox_eng.pdf. [Accessed: 07-Dec-
2010]. 

[9] G. Pernecker and S. Uhlig, “Low-enthalpy power generation with ORC-turbogenerator, 
the altheim-project,” in GHC BULLETIN, 2002. 

[10] Chemical Engineering, “Economic Indicators,” Chemical Engineering, vol. 117, no. 7 , 
pp. 59-60, Jul. 2010. 

[11] B. Asp, M. Wiklung, and J. Dahl, Användning av stålindustrins restenergier för 
elproduktion: Ett effektivt resursutnyttjande för elproduktion. Luleå: Jernkontorets 
Forskning, 2008. 

[12] I. Obernberger, P. Thonhofer, and E. Reisenhofer, “Description and evaluation of the new 
1,000 kWel Organic Rankie Cycle process integrated in the biomass CHP plant in Lienz, 
Austria,” Euroheat & Power, vol. 10, 2002. 

[13] R. Vescovo, “ORC recovering industrial waste heat,” Cogeneration and On-Site Power 
Production, vol. 10, no. 2, pp. 53-57, 2009. 

[14] S. Harvey and E. Axelsson, Scenarios for assessing profitability and carbon balances of 
energy investments in industry. Chalmers University of Technology, 2010. 

 

1723



Modeling SOFC & GT Integrated-Cycle Power System with Energy 
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Abstract: This study has considered hybrid system SOFC/GT with the new approach. This cycle, as a power 
plant is designed to reduce losses and improve comprehensive cycle performance. In the first part cycle, 
fluidized bed system with biomass (wood chips) fuel using gas cleaning mechanism, produce combustible gases 
which are required fuel combustion chambers of steam reformer and the GT. Second part cycle, required 
hydrogen for SOFC system is supplied through external SR. In the third part, the treated bio syn-gas from the 
cleaning unit outlet, in conjunction with recycled exhaust gases of the cell’s anode will feed SR and GT 
combustors. In the fourth part cycle, flue gas would pass through heat recovery steam generator. Thus, high 
pressure and low pressure steams with values 3.39&0.45 ton/hr, respectively are generated. In this study, SOFC 
and GT with a capacity of 1000 & 750.81 kW respectively are designed. Overall efficiency of power production 
74.4% is obtained. In comparison with similar study done in 2008 at the University of Delft, that overall 47% 
efficiency, increasing the efficiency of such systems has been viewed.  
 
Keywords: Solid Oxide Fuel Cell (SOFC), Gas Turbine (GT), Bio syn-gas, Fluidized Bed (FB), Steam Reformer 
(SR), Comprehensive Cycle Performance  

1. 0BIntroduction 

Recent studies have indicated that in integrated SOFC/GT cycles which employ natural gas, 
the overall efficiency of the system is estimated to be 50% to 60%. Burning and gasifying the 
biomass and combining the result with SOFC/GT system, enables the hybrid system to 
contribute to an efficient power plant [1], [2]. Generally, in order to generate power in a cost 
effective way and develop generating systems, distributed power generation has 
recommended an effective measure [3], [4]. The general prospect of the present study has 
been the integration of industries which normally generate combustible wastes and plants that 
consume such wastes. This study mainly focuses on de signing an integerated SOFC/GT 
power plant based on burning biomass in combustion chambers and reforming the natural gas 
in a s team reformer. The a-grade wood has been considered as the biomass in the planning 
and 1.75 M W of the electrical energy is expected to be generated. According to the field 
available technologies and the studies which have already been conducted in this field, our 
proposed cycle can be considered as a new approach in designing similar power plants in the 
future. A thorough analysis of energy in the system will determine and visualize the losses 
and realize the thermodynamically efficiency. 

2. 1BSystem Approach 

2.1. 6BImproving the efficiency 
1- Trying to improve energy generation efficiency and enhancing energy transfer and 

distribution efficiency (utilizing CHP systems and cogeneration to maximize 
absorption and recovery). 

2- Determining the essential fuel and each of the aforementioned units' efficiency. 
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2.2. Employing renewable form of energy  
1- Calculation related to considerable amount of electrical energy by using renewable 

forms of energy (SOFC/GT). 
2-  Estimating a portion of required fuel by renewable forms of energy (Biomass 

gasification system). 
 
2.3. Managing the industrial process products 

1- Putting to use the by-products of industrial process (such as pulp and paper industry) 
to supply the fuel required for SR and GT systems [9]. 

2- Making use of hot flue gases and generated heat, for consuming in the comprehensive 
cycle and auxiliary units. 

3. System Configuration 

As it is  illustrated in the figure 1, this system is comprised of different sections which have 
been pinpointed by the sections’ names. These sections are as the following: 

Fluidized bed system and gas cleaning, External Reforming SOFC system, GT system, 
HRSGP0F

1
P system, heat exchangers for pre heating fuel and air generating steam required for the 

reformer. Burning and gasification of the fuel biomass (wood) is usually preformed in the FB 
system. The gasifier operates at 500 P

○C
P and 4 bar. Heat is transferred by circulating the 

materials. Impurities within the components of the bed are separated from the gases by a C, 
SiOR2 Rseparator [6], [7]. The gas which is exhausted from FB unit cannot be directly used 
within SR combustion chamber and GT. This is mainly due to the fact that the gas turbine. 
Therefore components such as HR2RS, SOR2R, COS and NHR3R are effectively removed from the 
exhaust gas [8]. Form chemical prospect, performing gas treatment, within the higher 
temperature ranges, seem to be able to be really demanding and imposes restriction treatment 
process. It is generally believed that the hot gas needs to be appropriately cooled down before 
being treated. Hot gas temperature is diminished to 500 P

°C
P in the heat exchanger [9], [10]. The 

cooled exhaust gas from cooling and treatment units is then mixed with hot exhaust gas from 
SOFC which mainly contain non-reacted steam and hydrogen. The mixture will then be 
transferred to GT and SR combustion chambers. The SR units have been employed to supply 
the fuel required for SOFC. This unit makes use of natural gas reformation to produce the 
fuel. The operating temperature and pressure of SR are considered to be 800P

○C
P and 1 ba r 

respectively [11]. The treated syn-gas from the cleaning unit outlet, in conjunction with 
recycled flue/exhaust gases of the cell’s anode (off-gas), which contains some combustible 
remnants; will feed SR and GT combustors. The pressurized air is directed towards the 
cathode. Fuel cell with an external reformer (SOFC) is able to directly turn hydrogen, which 
is the product of already reformed natural gas method, in to electricity. The hot exhaust gas 
from the cathode (off-gas) is recycled to supply the gas turbine. The expanded flue gas has 
been used to recuperate the incoming air, after it had been pressurized. An air compressor 
attached to the turbine supplies the essential air for the integrated SOFC/GT system. 
Connecting the turbine to the generator, the second electrical current in the cycle is generated. 
HRSG system has been designed based on a dual pressure-mode in which both high and low 
steam pressures are generated, in order to improve the system performance and enhance steam 
generation rate. The results of the previous studies took the HRSG planning process 
into consideration. There is a f eed water boiler in the methodology where the water supply 
after leaving LP (Low Pressure) economizer is split into two parts. One portion is directed 
                                                           
2- Heat Recovery Steam Generator 
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towards LP evaporator and another one to HP (High Pressure) economizer. Figure 2 illustrates 
the schematic performance mechanism of HRSG in the cycle [12]. 

 
Fig. 1. Schematic of hybrid system 

 
Fig. 2. Schematic of HRSG mechanism  

4. 3BSystem modeling 

4.1. 9BModel assumptions 
In order to evaluate the system and obtain a balance between mass and energy of the cycle, 
Cycle-tempo software was employed. The main purpose of using such software was to create 
a model in the study state. Therefore a model consisting of subsystems has been created. 
Achieving a consensus on subsystem calculations is the prime objective in creating this 
model. There are some general assumptions which have been made in creating this model 
[13], [14]. 

• The whole system operates at steady state. 
• In SR steam generating section, isentropic efficiency of the pump after the steam drum 

equals 75% and prior to the economizer is 85%. 
• Isotopic efficiency of the compressor and gas turbine are 87% and 86% respectively. 
• The mechanical efficiency for compressor and gas turbine is set to 99%. 
• The generator efficiency is set to 98%. 
• The pressure drop within the heat exchanger has been assumed to be zero. Pressure 

and temperature prior to the system have been listed in table 1. 
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Table 1. Pressure and temperature of fuels, air and water inlet to the system 
Temperature(oC) Pressure(bar) Sink name 

15 4 Biomass 
15 1.18 Natural gas 
15 1.013 Air 
20 1.2 Water* 

* Inlet water in SR system 

The operational temperature of the fuel cell is 950° P

C
P and the pressure is 3.45 bar. The fuel cell 

area is supposed to be 700 m P

2
P and the fuel cell resistance 0.75 Ω.cm P

2
P. The efficiency of the 

DC/AC converter is 96%. 

Figure 1 illustrates the SOFC and GT integrated cycle power system schematically. Based 
on temperature and pressure, two different types of system are generated in HRSG unit. High 
pressure steam (50 bar) which is as hot as 470P

°C
P and low presser steam of 15 bar and 270 P

°C
P. 

  
4.2. 10BPreliminary discussion 
With a v iew to reach a higher efficiency in SOFC/GT hybrid system, the following points 
should be considered in planning the cycle. 

• The combustible gases which have been produced in FB can be directly used in SR 
and GT combustors.  

• Making use of the released heat while cooling the gas leaving FB and prior to cleaning 
which can be used to supply the necessary steam for SR unit. 

• Employing a portion of the gas turbine flue gas heat in pre heating the fuel (natural 
gas) and the air entering the SOFC system. 

• Using the pressurized air by the gas turbine compressor in the cathode.  
• Using a great deal of gas turbine flue gas heat to generate steam in HRSG. 
• Making use of the exhaust heat from SR in drying biomass entering the system. 

After considering the application of a SOFC system with a constant power of 1MW for 
reaching such power in GT, the present study adjusted reaction pressure and outlet pressure of 
the FB unit to 4 bar. The outlet pressure of the compressor was sent to 3.46. Minimizing fuel 
consumption was one of our other objectives. 
Comparing this hybrid system with 1.75MW gas turbine system within similar temperature & 
pressure states, implies a considerable reduction in fuel consumption. Table 2 shows 
the comparison of these two systems.  

Table 2. Comparison of fuel consumption in hybrid and GT systems with similar capacity 

 
In order to substitute the integrated system of heat and power generation, a pulp 
manufacturing plant which is also capable to be developed to produce pulp and paper (the 
22Bahman particle board manufacturing company located in northern city of Behshahr in 
Iran) was considered. This plant is traditionally supplied by the regional electrical 
transmission network in tandem with burning fossil fuel, to run its manufacturing process. 
The main characteristics of this study are presented in table 3. The annual production of the 

Biomass consumption 
(kg/hr) 

Natural gas consumption 
(kg/hr) System type 

129.6  159.41 Hybrid system 
- 1396.8 Gas Turbine system 
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plant has been estimated to be 41438880 kg. The capacity which has been selected for the 
hybrid system is in congruity with electrical power consumption of the plant. 

Table 3. Energy consumption comparison between the Traditional and integrated power generation 

Energy unit Description 

Traditional system 
52753716 MJ Electric power consumption 

60802100 MJ Heat consumption  

5.28 MJ/kg Specific energy consumption (SEC) 

1.75 MW Electric power generation capacity 

Hybrid system 97136501 MJ Heat consumption  

2.34 MJ/kg Specific energy consumption (SEC)  

Based on t he results from the study, the specific energy consumption shows a decrease of 
2.94 MJ/kg. The first reason for such decrease is electrical power generation in the new 
system. The second reason to be mentioned is daily generation of 690.65 kg waste product 
which constitutes the 22% biomass fuel essential for hybrid system. 

5. 4BResults and conclusion  

5.1. 11BQuantitative approach  
In the present model, according to the power generation capacity of the integrated SOFC/GT 
system which is 1.75 MW the mass flow rate entering biomass is set to be 129.6 kg/hr. The 
already generated gas leaved FB with 4 ba r and 1543.04P

°C
P. The main ingredients and their 

mole fractions have been shown in table 4. 

Table 4. Mole fractions of FB exhaust gases 
Mole fraction (%) Component 

 7.07 HR2 
 49.72 NR2 
 4.34 CHR4 
 18.45 HR2RO 
 18.42 COR2 
 1.37 CO 
0.59 AR 

Here, 31.9 kg/hr ash leaves the system as mentioned earlier; the mixture contains some 
harmful gases which will affect the SR and GT system unless they are controlled. The gas 
which has undergone cleaning process is mixed with the gas leaving the fuel cell anode under 
a pressure around 3.45 bar. The hot flue gases (1200P

°C
P) from the combustor enter SR. SR 

requires steam with a flow rate of 460.26 kg/hr. In view of the reactions occurred in SR, the 
convenient fuel with a mass flow rate of 619.67 kg/hr, are generated in SOFC. The fuel cell 
operating at 950° P

C
P produces 1000 kW of electrical energy. Not all fuel is converted in the 

SOFC stack; the fuel utilization is 85%. The SOFC characteristics for current & power 
densities are rendered 1963.04 A/m2 & 1488.1 W/mP

2
P respectively. The TITP1F

1
P is 1100P

°C
P. 

Expansion of the mixture of gases entering the turbine 1276 kJ/kg generates power. Having 
                                                           
1- Turbine Inlet Temperature 
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preheated the fuel and air in the SOFC system, and also exchanged heat in SR steam 
generating economizer, the flue gas from the gas turbine enters HRSG; meanwhile its energy 
content and temperature are 3908.7 kW and 782.94P

°C
P respectively. Economizer outlet is split 

into two 183P

°C
P currents, which enter the LP and HP evaporators. The outlet pressures of HP 

and LP evaporators reach 15 bar and 50 bar respectively. The flow rate of steam leaving HP 
and LP super heater outlets are 0.45 ton/hr and 3.39 ton/hr respectively. Energetic HRSG 
efficiency equal to 92% was obtained. In table 5 the energy inputs and consumptions of the 
system for the conversion of biomass into electricity are presented. 

Table 5. Energy input and consumption of the biomass gasifier and SOFC-GT hybrid system 

 
5.2. 12BQualitative approach and recommendations 
In the Figure 3, the nature of heat recovery and constant output is reasonable. Increase in bio 
fuel consumption is mainly due to FB system performance as a bottleneck. We have to cross 
out (as a decrease) in some of the objective to increase Bio. In reality if there is a necessity for 
increasing the bio fuel, right after that increase ash production rate is maximized to a great 
extent and puts a restriction on power generation and heat recovery.  

  
Fig. 3. Fuel ratio variations against hybrid system energy profiles  

The point that is worth mentioning is that geometry of the bed and incoming fuel level can be 
increased but the thermal value and residence time, which is considered to be a more 
important factor, are limited. In Figure 4(a), the real difference in curves P

,
P tails is strongly 

depends on irreversibilities that taking place by more rated pressure in GT. (As GT's property, 
sacrificing efficiency against more power production is technically predicted). 
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(b) 

 
(a) 

Fig. 4. GT pressure ratio variations against hybrid system energy profiles 

But in Figure 4(b), the pressure ratio in GT is working as a balancing element, which is 
correlated directly with GT delivered power and inversed with Heat recovery. These 
explanations are clearly demonstrated in mentioned graphs. In this stage a trade-off point is 
found at 3 for pressure ratio, which covers all two targets named GT delivered power and heat 
recovery. This point can be applied as a nominative reference for our designed system called 
best practice point in our modeling approach. In the comparison of graphs Nos. 4(a), 4(b) it 
can be observed that mentioned increased irreversibilities based on pr essure decreasing, 
would be transferred to stack as an increased source for heat recovery. The best proportion for 
electricity generation in an integrated SOFC/GT system is 60 to 40 [15]. Therefore the power 
which is expected to be generated by the system is planned in such a way that 1000 kW is 
generated by SOFC. Likewise according to the assumptions and calculations conducted, the 
power generated by GT equals 750.81 kW. As it c an be implied from table 5, the gross 
efficiency of the cycle is 74.4%. This can be compared with the gross efficiency of the similar 
study which had been conducted in university of Delft [3]. It is thus evident that an increase in 
gross efficiency has been fulfilled. Such increase can be attributed to the following reasons. 

1. Direct burning of FB combustible gases output at GT combustion chambers and SR  
2. Using natural gas (with a higher percentage of hydrogen) as fuel input SR system and 

its sense of more appropriate quality in fuel Sign for SOFC 
3. Changes in the recovery position of SOFC gas combustible system, comes from SOFC 

process recycling by adding them to the purified gas cleaning unit (obviously, internal 
reforming itself is a part of the energy consumption indeed)  

In order to obtain a h igher efficiency and higher steam mass flow rate generated by the 
system, some changes in heat exchangers' locations were applied. The pinch point which is 
located between the evaporator's outlet and inlet has been adjusted to be 10 P

°C
P. LP and HP 

steam produced in the cycle can be used for steam units placed side-consumer. Also adding a 
steam cycle power generation, steam production can be used to generate electricity. Thus, the 
overall efficiency of power production systems will increase. 
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Abstract: Industrial energy systems are complicated networks where changes in one process influence its 
neighboring processes. The network complexity increases if production/use of bio fuel is introduced in an 
existing system. Process integration can be a useful tool to study such systems and thus avoid sub optimization.  
 
However, changes in an industrial complex do not only influence the technical values of energy and material 
efficiency. The social impact is also important and sometimes is comparable to that of technical factors.  
A process integration project has recently been carried out for a paper mill in northern Sweden with a side view 
on future expansion with a bio refinery. An activity to study the social impacts were included through a Conjoint 
analysis, a stated preference method that combines statistics and interviewing technique.  
 
The results indicate that the participants are divided in four groups, the largest group focusing on a change in the 
process towards a bio refinery, the second largest focusing on the local environment. The third and fourth group 
both look at the local forestry, one group wanting to increase local forest production, and one rejecting an 
increase.  
 
Keywords: process integration, bio refinery, conjoint analysis, social values.  

1. Introduction 

1.1. Pulp and paper – development of energy efficiency and biofuel production 
The Swedish wood industry is an important part of the Swedish economy and is responsible 
for 12 %  of the Swedish export. Totally, it is the world's second largest exporter of total 
paper, pulp and sawn timber. The forest industry is Sweden’s largest user of bio-energy and 
also the largest producer of bio energy. Presently this energy is used mainly internally [1]. A 
lot of effort is put on work to improve energy efficiency and sustainability. Also several large 
projects have been started on conversion of by-product into bio fuel e.g. green motor fuel [2].  
A partly conversion of a paper producer into a bio refinery involves a lot of changes which 
will influence the rest of the mill, the employees, the surrounding society and the interaction 
with the actors involved in supply of wood raw material. It is important, in order to get a 
successful practical implementation, to consider also non-technical factors, like ete attitudes 
and reactions of these actors.  
 
It was decided to test these ideas in a process integration project that was carried 2009-2010 
in an existing pulp and paper mill. The project studied changes to improve energy efficiency 
as well as a hypothetical transformation to also include a bio refinery [3]. The project 
included several different methods and models. A process integration model of the paper mill 
was developed using the mathematical programming tool reMIND [4]. The results from this 
model was compared to a Pinch-analysis. The work also included a study on the effect on the 
wood suppliers and market prices of raw material, using the tool ReCOM, a regional economic 
market model. A study using the conjoint method [5] was included to study the effect of a 
plant conversion on attitudes and popular acceptance. Only plant employees were included as 
test group to limit the size of the first study. 
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1.2. What is conjoint 
The choices people make are based on many things as previous experiences, training, attitude, 
habits, ethics etc. A person will choose the product or alternative that is most useful for this 
person (utility theory). The decision is formed by simultaneously considering multiple factors, 
a unique quality of the human brain. On a daily basis a person makes hundreds or possibly 
thousands of choices in this way, and this is what the method of conjoint analysis takes 
advantage of.  
 
Conjoint analysis is a stated preference method, which can be used to assess people’s 
preferences for a specific product, service or situation. It is used to evaluate the attributes of 
the product/service/situation and thereby makes it possible to determine which attribute is the 
most important in the evaluated situation. Individual or group level preferences can be 
estimated by decomposing the responses into part-worth’s, thus the results come in 
quantitative measures which means that they can potentially be incorporated into other 
models such as process integration models and/or economic models. Studies have previously 
been made in which conjoint analysis results has been integrated in a Life Cycle Assessment 
(LCA) as weights in the environmental valuation phase [6]. There has been some attempts to 
integrate process integration with economic modeling [7] but to the best of out knowledge 
studies of social values has never been integrated in a process integration project. Further 
information on conjoint analysis can be found in [8-11]. 
 
The purpose of the study was to study the preferences of the employees when asked to 
compare local environment, global environment, increased local forest outtake and change of 
process from paper/pulp to paper/pulp and bio refinery. Another aim of the study was to find 
methods to integrate the result with the process integration result. 
 
1.3. Scope of paper 
The paper describes the conjoint method as such, the possibility to integrate the result with 
process integration models and economic models, as well as the possible use of the results as 
a basis for decision-making in the paper mill as well as for community decisions. 
 
2. Methodology 

The study was carried out through a web-based questionnaire where employees at a paper mill 
were asked to rank eight different alternatives where local and global environmental impact, 
local forestry and change in the process were altered in different ways. From the responses, 
individual as well ass average preferences have been estimated. 
 
2.1. Conjoint analysis 
In a conjoint study, the respondent is asked to evaluate a set of alternatives where the factors 
are varied in a fractional factorial design (reduced design), with two or three levels of each 
factor (attribute). The factors must be carefully chosen, and can be identified through group 
discussions, in depth interviews or expert elicitation. Each factor must be provided with two 
or more levels (high/low). The number of factors must be limited since respondents will not 
be able to maintain the same level of concentration if the number of evaluations is too large. 
Four to six attributes are often considered functional [11].  
 
The alternatives that the respondents are asked to evaluate are created through an 
experimental plan. In order to keep the workload manageable for the respondents the number 
of alternatives to evaluate needs to be kept at a reasonable level.  
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The factors were chosen through discussions with Billerud Karlsborg AB in order to make the 
study relevant for the paper/pulp mill. Relatively early in the process it was decided that the 
study should be held internally at Karlsborg in order to avoid rumours and speculations in the 
surrounding society since a bio refinery is not planned in Karlsborg as of today. In the final 
design of the study, a fractional factorial design with four factors in two levels (24) were used, 
see table 1. The resolution of the design was IV, and only main effects were studied.  
 
Table 1, The design of the study. 
Alternative Local forestry Process Emission of 

carbon dioxide 
Local environmental 

impact 

A Same as now Pulp/paper + 
bio refinery 

Same as now 20% increase 

B Same as now Pulp/paper Same as now Same as now 
 

C Same as now Pulp/paper + 
bio refinery 

Decrease Same as now 

D Increased outtake Pulp/paper + 
bio refinery 

Decrease 20% increase 

E Increased outtake Pulp/paper Same as now 20% increase 
 

F Increased outtake Pulp/paper + 
bio refinery 

Same as now Same as now 

G Same as now Pulp/paper Decrease 20% increase 
 

H Increased outtake Pulp/paper Decrease Same as now 
 
The study was distributed as a web questionnaire. A message was posted on the intranet to 
encourage employees to participate. The questionnaire consisted of three parts, first an 
introductory letter with information on the study and the factors, then the conjoint analysis 
where the respondents were asked to rank the alternatives in Table 1 from 1-8, and finally the 
participants were asked questions on residency, age, gender, educational level, work situation 
and any training in energy efficiency, environment, work environment and forestry. 
 
All employees hand the opportunity to fill out the questionnaire, it was open for two weeks in 
order to cover all shifts. In all 61 pe rsons answered the questionnaire and from these six 
responses had to be removed due to inconsistent answers, leaving 55 responses. There are 425 
employees at the mill leaving us with a response rate of 13%.  
 
2.2. Analysis of data 
In this study two ways of analysing the data are used, first by calculating the main effects 
from the experimental plan, and then using partial least squares regression, PLSR. 
 
Partial Least Squares Regression (PLSR) is a bilinear multivariate regression method that can 
simultaneously handle several response variables. PLSR is based on a linear transformation of 
the original variables to a limited set of latent variables (orthogonal factors), PLSR also 
attempts to maximize the covariance between the independent and dependent variables. The 
main advantage of PLSR is that the results can be presented graphically with all individual 
responses visible. Further information on this method can be found in [12]. The Unscrambler 
software was used to perform the PLS regressions in this survey [13]. 
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Cluster analysis has proven useful to find segments among respondents in conjoint analysis 
studies [14-15]. The cluster analysis forms clusters of the respondents by putting respondents 
(samples) that are similar to each other into groups, at the same time as respondents that differ 
in response are kept apart. In this project, a hierarchical cluster analysis was applied to the 
individual main effects from the experimental plan (cluster method: between-groups linkage 
and interval measure: squared euclidean distance). The analysis was performed with the 
classification unit from the SPSS v. 17.0 software package [16]. 
 
3. Results 

3.1. Respondents 
Age and gender of the respondents can be seen in table 2. 22 respondents (40%) worked with 
operation of the mill, 12 respondents (22%) worked with maintenance, 9 respondents (16%) 
worked with process- and product development and 11 respondents (20%) worked with 
administration. 41 of the respondents (75%) worked daytime while 14 (25%) worked shifts.  
 
Table 2, age and gender of the respondents in numbers. 

Born 80’s 70’s 60’s 50’s 40’s No information Sum 
Men 3 6 9 18 6 2 44 

Women 3 3 2 3 0 0 11 
 

37 respondents (67%) lived 6-30 km from Karlsborg, 10 r espondents (18%) lived in the 
vicinity, i.e. closer than 5 km and 8 respondents (15%) had more than 31 km to Karlsborg 
from their homes. 29 of the respondents (53%) were forest owners (or had someone in their 
closest family that owned forest), 25 respondents (45%) were not and 1 respondent (2 %) did 
not give any information on t his question. 5 of the respondents (9%) had finished primary 
school, 27 respondents (49%) had finished secondary school and 23 respondents (42%) had a 
university degree. 
 
3.2. Preferences 
The average results are presented in Figure 1. It must be remembered that the number of 
respondents is small, only 55 complete responses, which means that the result could probably 
look different with more respondents.  
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Figure 1. Averaged main effects with standard error for all respondents. 
By using a PLSR-plot, individual results can be illustrated, see Figure 2. I n the plot, the 
numbered marks represent individual respondents while the factors are marked with text. The 
PLSR plot is multi-dimensional, but here, only the first two latent variables are shown, 
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making the graph two-dimensional. The plot can be interpreted like a map, the closer a 
respondent lies to a factor, the more important the respondent regard the factor. The plot also 
reveals negative correlations when a respondent lies on t he other end of the latent variable 
(axis) from a factor, she or he has a negative preference for the specific factor. 
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Fig 2. PLSR2. The first two latent variables explaining 65% of the total variance. 
 

If the preferences are compared to the known facts on the respondents, from the information 
they left in the questionnaire, women are generally more concerned for the local environment 
than men (p=0.009). Age influence the view on local forestry (p=0.011). Preferences for the 
local environment are influenced by educational level (p=0.016) and whether or not the 
respondent or anyone in her/his close family  own forest (p=0.010). 
 
If respondents working with maintenance are compared to respondents working with process 
and product development, there is a significant difference in how they prioritize an increase in 
forest outtake (p=0.033), see Figure 3.  
 
3.2.1. Training 
Respondents with a university degree prioritise increased forest outtake more than 
respondents with primary and secondary school degrees (p=0.046). 10 respondents had taken 
part in three or four of the training subjects (forestry, energy, environment or work 
environment) and for these respondents preferences for forestry differed significantly from the 
others (p=0.010). The training subjects individually had no influence on the preferences at all. 
One more thing is interesting to notice, all educations correlate to each other, i.e. if a person 
has attended one education, she or he is more likely to attend educations in other areas as 
well. 

♦Respondent 

■Factor 
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Fig 3. Averaged main effects for respondents working with maintenance (n=12) and process 
and product development (n=10). 
 
3.2.2. Clusters 
Through cluster analysis four clusters (groups) of respondents were formed, see Figure 5. 
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Fig  5. Groups created through cluster analysis.  

The number of respondents in this study are to few to draw any further conclusions from the 
clusters, but in a large-scale study, the clusters could be analyzed for common characteristics 
such as educational level, occupation, gender etc.  
 
4. Discussion and Conclusions 

4.1. Discussion 
The number of respondents were fewer than most favorable, probably due to many different 
reasons. The questionnaire was made available on the Billerud intranet for two weeks, in 
order to cover all shifts, but it would probably have needed further marketing for more 
employees to fill out the questionnaire. It would have been preferable to have at least 100 
correct responses to the questionnaire.  
 
The results from a conjoint analysis are quantitative. They can be averaged for the whole 
group or presented individually for each respondent. New groups can also be found through 
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cluster analysis (see Figure 5). Since the number of respondents are so small, it is not possible 
to draw any further conclusions on c ommon features among the people in the same group 
(cluster), but with a larger set of samples (respondents) this would be possible. For the 
industry this means that it could be possible to pinpoint groups of employees that can be 
especially helpful in implementing new energy efficient processes, or groups that need extra 
information to be able to carry out new procedures in a correct way.  
 
Conjoint analysis has been used to illustrate and discuss if the results from a conjoint analysis 
can be used together with a process integration tool such as a remind model and/or an 
economic model such as the ReCOM model.  
 
The quantitative results can be used in process integration in several ways, see Figure 6.  
A  It can be used together with en economic model such as ReCOM as a means of choosing 

scenarios in the model. The factors in the conjoint analysis can be tailored to indicate 
how the market would respond in a hypothetical situation.  

B  Conjoint analysis can also be combined with economic theory and used to derive 
Willingness To Pay (WTP). This implicit pricing can also be used in economic models 
such as the ReCOM model. The economic model can be used to derive relevant levels to 
the factors of the conjoint analysis. 

C  Conjoint analysis can be used to weight different factors in the process integration model. 
The weighting can possibly also be used in the economic model. The factors will need to 
bee rather specific, for example emission of NOx from process XX. 

D  A process integration model can be used to derive relevant levels to the factors of the 
conjoint analysis. 

Figure 6. Possible exchanges between conjoint analysis, a process integration model such as 
a remind model and an economic model such as the ReMIND model. 

4.2. Conclusions 
Preference studies using Conjoint can be an important tool in studies and actions to improve 
energy efficiency and sustainability. It can be related in different ways to process integration 
models and economic models associated with them.  
 
It is also interesting to notice that it is possible to find groups of respondents that were 
unknown previous to the study, as with the example with two groups of employees working 
with maintenance and process and product development. If an organisation wants to 
implement a change in the process conjoint analysis can be used to identify groups of 
participants with similar preferences and then tailor information to suit these specific groups. 
 
The results of this study leave no clear information on the effect of training. If behaviour and 
attitudes of the employees are crucial for the full scale implementation of a process 
integration model, more research needs to be done on the effect of training. In this study, there 
were no significant connections at all between training and preferences. 

Conjoint 
analysis 

Economic 
model 

Process integration 
model 

A C 

B D 
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Abstract: A social housing project was carried out in a developing country (Benin, West Central Africa). A 
complex of twenty two-storey houses was designed in the city of Cotonou, in order to achieve the best 
architectural solution with the lowest cost. The project was carried out taking into account the bioclimatic and 
passive architectural devices in a h ot-humid climate site. By using the software ECOTECT V 5.50 the 
hygrothermal behavior of the buildings was assessed. Every building was supposed with a reinforced concrete 
structure, and unfired brick walls. The raw earth was also used as a filler layer in the floor and roof slabs. None 
HVAC was assumed. The simulation has led the best results in terms of thermal performances and indoor 
comfort conditions. A partial do-it-yourself building was also supposed in the project, allowing to bring down, 
with use of the earthen materials, the cost of the whole project of almost 30%.  
Further investigations on the earthen materials were started at the Laboratory of Thermophysics of Materials 
(LTM), University of Politecnico di Bari. The aim of the study is to obtain a low-cost high-energy performance 
building material suitable to achieve a better hygrothermal comfort in sustainable buildings. 
 
Keywords: Earth, Hygrothermal behavior, Social housing  

1. Introduction  

One of the most important issue in the developing countries is the very poor quality of the 
houses. Several people build by themselves their houses by using local available materials; 
producing in the most cases a very high level of indoor discomfort, moreover increasing the 
environmental pollution. 
 
In terms of architectural design, a global policy attempts to invert this trend by increasing the  
energy efficiency of the building themselves [1]. 
 
Several authors [2,3] pointed out the importance to design a building in regards to the 
bioclimatic and passive architecture devices, taking into account the climate of the site 
besides the availability of the local resources. In the tropical climates, heat as well as moisture 
poses an important consideration that must be factored into design of suitable and affordable 
housing in such an environment [4].  
 
It can be remarked that the temperature and the relative humidity of the indoor building 
environment are mainly related to the construction materials [5].  
 
Many studies highlighted the importance of the earth, as an ancient eco-friendly building 
material, able to keep constant indoor temperature and relative humidity values [6,7,8,9]. 
Different earthen building techniques and several codes are used also in the hot-humid climate 
countries [10].  
 
The main aim of the present work was to design in a developing country, Benin, an 
architectural complex of social affordable houses with the highest energy efficiency and the 
lowest economic cost. The project, started from the social and economic site analysis, has 
carried out following the bioclimatic and passive architecture devices and was analyzed by the 
software ECOTECT V 5.50. 
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2. Methodology 

2.1. Site analysis 
The work was carried out in the city of Cotonou, which belongs to the country of Benin, in 
Central West Africa. Before starting the project several social-economic and climatic aspects 
were taken into account in order to obtain a sustainable project. As refers by the lists of the 
UNDP [11] Benin is one of the poorest countries in the world; a study extracted by the 
Government of Benin [12] has demonstrated that 79,1% of the houses were built with metal 
sheet roofs in 2002.  
 
According to Koppen’s climate classification the city of Cotonou was characterized by a 
tropical wet climate. The main features of this climate are a very small annual temperature 
range, heavy rainfalls and wet-warm winds. During the year the average daily temperature is 
included between 27°C and 32°C; the relative humidity of the air is very high with frequent 
peaks of about 80%. 
 
Several aspects of the prevailing winds were also taken into account: during the driest season 
(from November to April) the wind, named Harmattan, with direction North-East, is warm 
and dry. The wetter season (from April to July), instead, is characterized by the Monsoni 
winds; their speed can achieve 72 km/h. 
 
2.2. Design of the residences  
The project area was a popular zone of the city of Cotonou. The main objective to accomplish 
was to create an integrated design building form and material as a total system able to achieve 
the optimum indoor comfort with the best energy saving and the lowest economic cost. 
Twenty two-storey houses were designed. There were considered two types of residences: 
type A was supposed as a duplex house for two different low-income households of 4/5 
people; type B was assumed as a s implex house for one medium-income household for 6 
people.  
 

   
Fig. 1.  The project of the residences (From left to right: Urban layout; type A building; type B 
building) 
 
None HVAC system was assumed in the buildings. Different passive cooling strategies were 
taken into account: prevailing winds and solar irradiation analysis, shape of the buildings in 
regard to the site climate, study of the shape of the single building respect to the whole 
architectural complex, set up of the internal spaces with the different functions and use of 
building materials suitable to keep constant indoor temperature and relative humidity values. 
According to the bioclimatic architecture devices for the hot-humid climate [2] the  buildings 
were designed along the East-West axis with a surface/volume ratio of 0,64.  
All the residences were placed along North-South direction, at the sides of the area. Some 
“cooling corridors” were also created by using the vegetation and thus different sun path 
diagrams during the day were analyzed in order to study the daily percentages of shadow. 
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The layout of each house was built up by a starting modular grid of 6 m by 3,5 m; then some 
modules were staggered with the aim to produce some external cohorts which can allow to 
reduce the wind speed and work as sunscreens avoiding the overheating of the internal rooms. 
Furthermore in each building was created a central natural ventilation chimney [13] by using 
the stairwell; the sizes and the position of the windows were also taken into account to 
optimize the indoor comfort by studying the direction of the airflows.  
 
Since the relative humidity rate was very high during the whole year, it was assumed that all 
the non l oad-bearing walls and some layers of the floor slabs and the roofs were made 
respectively of unfired bricks and unbaked earth layer. Several studies pointed out the good 
moisture buffering capacity of the loam as a building material [6,7,8,9].  
 
3. Results 

3.1. Analysis of the thermal performances  
According to the EN ISO 13786 [14] the thermal transmittance (W⋅m2/K), the time lag (h) and 
the decrement factor of the walls and the floor slabs were evaluated (tab.1-2). Every building 
was assumed with a reinforced concrete structure. The non-load bearing walls were supposed 
with an air cavity of 7 cm, two internal and external layers of earthen bricks of 15 cm covered 
with common plaster layers of 1,5 cm. About the floor slabs the thermo-acoustic layer were 
supposed of a mixture of wood shavings and raw earth. Minke pointed out the excellent 
thermal capacity of the unbaked earth [15]. 
 
The results showed in the tables 1 suggest that by using the unbaked earth it can be achieved a 
good thermal inertia; thus it was possible to keep constant values in terms of indoor 
temperature during all the day even if high variation of external temperature values occur. 
According to the EN ISO 13788 [16] the internal moisture of the walls was also verified by 
using the MC4 software. It can be seen by the figure 2 t hat during the whole year the 
saturation vapor pressure (red line) was higher than the vapor pressure (blue line) in each 
layer of the wall. This means that none internal moisture condensation is possible. 
 
The performance of a passive cooling system through an underground duct was estimated. 
According to the EN ISO 13370 [17] the average annual ground temperature was assessed at a 
deepness of about 1 m. It was calculated that this allows to reduce the indoor temperature in a 
range between 1,5°C and 7,5°C during the summer. 
 
Table 1.Thermophysical properties. 

 Surface 
Mass 

(kg/m2) 

Thermal 
Resistance 
(m2K/W) 

Thermal 
Transmittance 

(m2K/W) 

Thermal 
lag (h) 

Decrement 
factor (-) 

External 
walls 306,1 2,246 0,445 14,69 0,136 

Roof slab – 
type B 453,3 1,991 0,502 12,94 0,102 
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Fig. 2.  Water Vapor Pressure profile in the external wall (in red the saturation vapor pressure, in 
blue the vapor pressure) 
 
3.2. Analysis of the energy performances with ECOTECT 
Both the two residences (type A and B) were assessed by the software ECOTECT V 5.50.  
Each type of building was supposed as a block of different “thermal zones”, each of one set 
with specific hygrothermal and physical properties as shown in the table 2. T he database, 
previously calculated according to the EN ISO norms, was used to carry on the simulation. 
 
Table 2. Hygrothermal and physical properties of the zones. 
 Clo value  Air relative 

humidity 
(%) 

Air speed 
(m/s)  

Illumination 
level (lux) 

Comfort 
Band (°C) 

Latent -
sensibile 
heat gain 
(W/m2)  

Living 
area 0.40 60 0.5 300 18-26 2.14-0.86 

Night area  0.40 60 0.5 200 18-26 2.14-0.86 
Bathroom 0.20 65 0.5 200 18-26 5-2 
Kitchen  0.40 65 0.5 300 18-26 5-2 
Corridor 0.40 60 0.5 150 18-26 5-2 
 
 
3.2.1. Indoor temperature analysis  
The graph 3 s hows the annual temperature distribution of the main internal zones. The 
comfort band (in yellow) was considered included in the range between 18°C and 26°C. 
The temperature of the living area (in red) is in the comfort band for 70% of the hours.  
Moreover in the sleeping area (in green) the temperature is in the comfort area for 79% and 
89% of the hours. This condition changes in regard to the floor in which the area is.  
Conversely the warmest zones of the building are the corridors, the bathrooms and the 
kitchen. 
 

1744



 
Fig. 3.  Annual temperature distribution (in red the living area; in green the sleeping area, in yellow 
the comfort band) 
 
3.2.2. Internal gain analysis  
It was carried out, also, the annual and daily thermal gain and loss analysis due to the 
temperature gradient in the building.  
 
Due to the solar radiation intensity the main daily gain, of about 1.760 Watts, was achieved 
during the first afternoon hours in the first and the last months, i.e the driest season of the 
year. In the night hours there were found the best indoor comfort conditions. 
 
This is owing to the good thermal transmittance, the time lag and the decrement factor 
described above (table 1) of unfired brick walls. 
 
3.2.3. Wind and solar radiation analysis  
The passive ventilation is one of the most effective strategies to use in a hot-humid climate. 
This is the reason why the buildings were designed in regard to the direction and the type of 
the winds. The buildings were set with the direction North–South, using the opposite direction 
of the winds that allowed to dump the discomfort effect produced by the external relative 
humidity and temperature. On the other hand the design of the external cohorts could also 
reduce the speed of the air fluxes, when the wind speed is too high. 
 
The design of the buildings was carried on t aking into account the solar exposure. Fig. 4 
shows the average daily absorbed solar radiation. It can be noticed that the roof is the part of 
the building mainly involved, with a value between 480 and 600 Wh/m2. This is the reason 
why it was created a system of ventilate roof by an air cavity of 4 cm (type A) and a second 
upturned cover above the roof slab (type B). 
 
The annual sun path diagrams were also studied in order to design the best solution in terms 
of passive sunscreens. The sun path diagram (Fig. 4) shows that each building is in the shady 
area for the most time during the whole year. 
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Fig. 4.  Solar radiation analysis (Left: Absorbed Radiation; Right: Sun path diagram) 
 
3.2.4. Indoor comfort analysis 
According to the EN ISO 7730 [18] the PMV value (Predicted Mean Vote) was computed. 
The analysis was carried on considering the hottest and coldest days of the year. The graph in 
figure 5 refers to the warmest day of the year (April 21th) at midday. The main areas of the 
house, i.e the living and the night areas, show an average PMV value of 1.20. According to 
the software settings this value means a feeling of lightly warm.   
 

 

 

Fig. 5.  Thermal comfort – Predicted Mean Vote 
 
3.3. Cost accounting and sustainability of the project 
Several economic saving factors were taken into account in order to accomplish to low cost 
housing objective. The whole design of the architectural complex and the tree-shaped disposal 
of the buildings (fig. 1) can allow to suppose an expansion of the houses themselves in the 
future, solving one of the most pressing problem of a developing country: the uncontrolled 
population grow. 
 
The structure of the buildings was supposed simple with a modular grid of 3,5 by 6 m. This 
allows to realize the housing typologies partially with do-it-yourself building, employing the 
future users. 
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In order to support the local economy, the use of many local building materials was assumed 
in the project. Thus it was used unbaked earth both as unfired bricks for non-load-bearing 
walls and as filler layer of the slabs.  
 
A comparison between the use of fired bricks and unfired bricks was carried out; by the cost 
analysis it could be noticed that the unbaked earth as a building material allows to bring down 
the full economic cost of the project of almost 30%. As common strategy in a developing 
country, assuming the structure cost is at expense of the government, it was calculated that the 
total cost of a duplex house is about 16.900 euro and the total cost of a simplex house is about 
8.500 euro at expense of the future users. 
 
Moreover it w as also calculated that with the do-it-yourself building it can be achieved a 
further lowering cost of about 30%; in this latter case for example the simplex house cost 
could be 6.000 euro at expense of the user. 
 
4. Conclusion 

The main objective of the work was to project an architectural complex of low cost houses in 
a developing country, characterized by a hot-humid climate. Several architectural devices and 
socio-economic aspects were taken into account.  
 
The results obtained by the software analysis demonstrated that by using the unbaked earth as 
a building material it can be achieved a good thermal performance of the whole building 
envelope, in terms of thermal inertia.  
 
Furthermore the use of many passive cooling strategies, starting from the shape of the 
buildings themselves up to the whole architectural configuration, have led to obtain excellent 
results in terms of indoor comfort. 
 
In order to achieve a low-cost high-energy performance housing many economic strategies 
were also considered. Among these, the use of a local and sustainable material as unbaked 
earth, on t he one hand, and the hypothesis of partial do-it-yourself  bui lding, on t he other 
hand, have allowed to bring down the total housing cost of about 60% if compared with a 
common house built with fired bricks and traditional labor. 
 
Several experimental investigations were started in the Laboratory of Thermophysics of 
Materials (LTM) (Politecnico di Bari) in order to study the hygrothermal behavior of the 
unbaked earth building materials.  
 
Two different research lines are carrying on: the lightweight earth by using different 
additives, like straw and sawdust, and stabilized earth by the addition of the lime. The main 
objective of the ongoing research is to study how to optimize and obtain a sustainable 
building material suitable to reduce the energy consumption of the buildings with the lowest 
economic cost. 
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Abstract: This study was conducted to determine a significant relationship between energy performance of 
residential buildings and their architectural configuration. It is known that there are high amount of energy expenses 
of residential buildings while they are in use. Utilizing knowledge to decrease costs in housing construction and 
energy consumption during their lifetime, it has been worth to study this subject here. Case study examples were 
selected from residential buildings in İzmir, Turkey, which were 5-11 storey-blocks with various construction dates. 
Utilizing architectural and mechanical production drawings, certain area-based ratios and building dimensions were 
determined as architectural configuration indicators. Energy performance of case buildings were determined by using 
a calculation method according to the Thermal insulation Requirements for Buildings-TS825. The significant 
relationship between architectural configuration aspects and energy performance of buildings were analyzed through 
statistical analysis and scatter charts. Findings were discussed on the basis of TS825. Thus, instead of renovation of 
existing buildings’ energy performance by limited solutions (to add insulation material etc.), taking simple and 
inexpensive precautions in design process and their application might provide a wide energy saving potential.  
 
Keywords:  Energy performance, Design efficiency, Architectural, Residential buildings. 

1. Introduction 

Energy efficiency has been a critical issue to design residential buildings of good quality, all over 
the world, and in Turkey as well. It is a high indicator of thermal and visual comfort, and also a 
significant and powerful impact on energy costs. Due to sheltering needs of increasing population 
and providing a qualified habitat, the field of housing design is rife with proposals that lay claim 
in improving efficiency [1-3]. As the residential heating is the main source for energy and 
resource consumption in Turkey, residential design has gained utmost concern nowadays to 
reduce energy and resource consumption. Utilizing dwellings offering comfortable interior 
spaces, it would also be possible to reduce harmful gases released into the environment [4-6]. 
 
It is clear in literature that architectural configuration of buildings and design norms have direct 
impact on energy performance of buildings. Several studies have been conducted about thermo- 
physical characteristics of the exterior walls, building orientation and geometry, building location 
together with energy efficiency of buildings [7-10]. In a study, for example, optimum window 
dimensions and heat insulation with an optimum thickness together resulted in a high energy 
performance among case buildings [11]. In another study, the impact of glass types and 
overhangs on the heat conductance of wall and roofs were analyzed [12].  
 
Studies on energy rating offered a variety of methods and software (design tools) to design and 
analyze energy efficient indoor environments [13-18].  Especially the attempt of construction 
sector consuming high energy in developed countries was to take measures and programs to 
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rationalize energy consumption in residential buildings. The main objective was to reduce energy 
consumption for heating [1-3]. To achieve this goal, the design and evaluation process should be 
in accordance with the proposed method [19].  Considering the lack of comprehensive studies on 
the relations of energy performance and architectural parameters of buildings in Turkey, a 
detailed research has been conducting in Izmir and the initial findings will be discussed here.  
 
From the beginning of the 1990s, the Member States in Europe dealt with the legal regulations 
about energy consumption in order to reduce carbon dioxide emissions, according to Kyoto 
Protocol. Turkey is now responsible to provide regulations to comply for the latest European 
Energy Performance of Buildings Directive 2010/31/EC. [20]. In particular, the Thermal 
insulation requirements for buildings-TS825 and Heat Insulation Regulation (2000) were legally 
adopted in 2000: the latter is the complementary regulation of the former which offers the 
calculation method for the energy demand for heating in buildings [21]. Heat Insulation 
Regulation sets rules for all buildings to reduce heat loss, to provide energy saving and to 
determine application guideline [22]. Turkey complied with the rules by Directive 2010/31/EC, 
through Energy Efficiency Law (2007) and Building Energy Performance Regulation (2008). As 
regards these regulations, following actions were proposed: the evaluation for the energy 
consumption of buildings, the classification of buildings, determination of minimum energy 
performance requirements of existing buildings for their renovation [23,24]. “Standard 
Assessment Method for Energy Performance of Buildings” has been developed by The Ministry 
of Public Works and is expected to be published in January 2011. It will be legally adopted and 
will draft energy certificate and compare the energy performance of a building with ascertained 
energy limits. This method will include heating, cooling, domestic hot water production, lighting 
energy consumptions and CO2 emissions. This study, however, included the calculation method 
which is currently in use.    
 
Design efficiency in architecture is a concept to design and construct buildings and spaces inside 
more efficiently. It is derived from architectural configuration factors. By this way, it provides 
construction and maintenance costs at an optimum level. Energy performance is an indicator for 
the energy cost of the building and for the visual and thermal comfort conditions of users, as well. 
Again, Turkey, preparing legislations for energy performance, is responsible to ensure 
compliance of 2010/31/EC and these legislations offer to conduct several studies for new and 
existing buildings in a 10-year-period. In view of these resent research and ongoing knowledge, 
this study was constructed for residential buildings in İzmir, which is the third most populated 
city of Turkey to analyze their energy performance and architectural configuration. The objective 
is to determine relations between energy performance of residential buildings and their design 
efficiency. Energy performance of case buildings were determined by using a calculation method 
defined by TS825. The significant relationship between architectural configuration aspects and 
energy performance of buildings were determined through statistical analysis and scatter charts. 
To rank buildings according to their energy performance, the ratio of calculated energy demand 
to maximum allowed energy demand defined in TS825 were used.  
 
2. Methodology 

2.1. Residential buildings in İzmir 
Case study examples were selected from İzmir which is situated in the western part of Turkey 
(latitude 38°25'N, longitude 27°08'E), along the Gulf of İzmir, by the Aegean Sea. İzmir has a 
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typical Mediterranean climate which is characterized by long, hot and dry summers; and mild to 
cool, rainy winters. The average minimum temperatures during winter months vary between 6 
and 8°C. Average daytime temperatures, however, during summer months (May to October) are 
almost 25°C or higher.  
 
To determine case buildings, Building Construction Statistics by Turkish Statistical Institute were 
analyzed. According to these, the number of multi-story residential buildings is 40% of the whole 
residential buildings constructed from 1960s to 2008, in İzmir.  This rate tends to increase 
because of increasing population and lack of construction area. Thus, subject buildings in this 
study were defined to be 5-11 storey residential buildings. A total of 30 buildings were selected 
from three municipalities due to variation in zoning status and high construction rate. Among 
these, ten out of 30 were in Konak (designated as K1,K2, …), the other ten were in Karabağlar 
(designated as Ka1,Ka2…), and the rest in Balçova (designated as Ba1,Ba2…). Architectural and 
mechanical production drawings were obtained from archives of related municipalities. Buildings 
were classified with reference to zoning status, orientation, floor number, designer and 
construction year. The data obtained from drawings included address, construction year, number 
of flats, floor number, zoning status, designer’s professional status, width and height of the 
building, total floor area, total floor area of common spaces, total volume, total area of façade. 
The principal aim of this study was to analyze existing residential buildings in İzmir with respect 
to their architectural configuration as a representative tool for their energy performance. It was 
also thought that results of this analysis would provide much-needed feedback for designers and 
professionals in İzmir and in other cities.  
 
2.2. Architectural configuration indicators 
Relevant attributes of the architectural configuration are basically building form, orientation, 
zoning status together with several building envelope factors and climate [7-11]. In addition to 
data cited in previous section, relevant areas of architectural configuration calculated from 
drawings in this study were the following: net-usable floor area (inclusive of all internal areas 
left out from footprint area of all structural elements); external surface area(calculated from 
external perimeter and the floor to ceiling height of residential building); net-usable common 
floor area (the exclusive of all residential flats from net-usable floor area); window area (area 
where high amount of heat would be gained/lost); external wall area and external 
dimension(width and length). Architectural configuration indicators, as shown in Table 1, were, 
then, offered to conduct the assessment for the occurrence of significant relations between energy 
performances and architectural configuration of buildings. These ratios derived from above areas 
are described below; 
 
Ratio of external surface area to net usable floor area: This is an indicator that reflects form of 
building by its volume in zoning status. So it is highly related in exterior surface design and in 
cost efficiency of energy consumption by concerning surfaces. Ratio of window area to external 
surface area: This was viewed as the indicator for the equilibrium of solid-void, describing 
effects of void surfaces to hold minimum heat load. Ratio of width to length: This is an indicator 
of plan configuration. The objective here was to determine maximum utility spaces and building 
surfaces in suggested zoning plan. Ratio of external wall area to net-usable area: This ratio was 
used to define design efficiency indicator related flexibility, utility and cost efficiency of 
designed spaces. It is the one of the general design principle, creating minimum wall area and 
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minimum fragment plan scheme. Ratio of net-usable common floor area to net-usable floor area: 
Minimum common spaces have great potential on useful spaces to make them usable and 
generative.  It is related in management cost of first and after construction. 
 
Table 1  Architectural configuration indicators(Balçova:Ba, Konak:K, Karabağlar:Ka) 

Build 
no. 

building 
surface/     net-

usable  area 

window 
area/ 

building 
surface 

width 
/length 

wall 
surface/ 

net-
usable 
area 

net-usable 
common floor 

area/ net-usable 
area 

Ba1 1,86 0,22 0,54 1,45 0,11 
Ba2 0,87 0,22 0,69 0,68 0,04 
Ba3 0,50 0,35 0,88 0,32 0,06 
Ba4 1,09 0,17 0,67 0,90 0,15 
Ba5 1,02 0,13 0,88 0,88 0,06 
Ba6 1,19 0,16 0,99 1,00 0,09 
Ba7 0,74 0,21 0,29 0,59 0,09 
Ba8 0,64 0,30 0,56 0,44 0,10 
Ba9 0,90 0,19 0,51 0,57 0,07 
Ba10 0,84 0,18 0,67 0,69 0,11 
K1 0,59 0,16 0,52 0,50 0,10 
K2 0,32 0,46 0,71 0,17 0,06 
K3 1,09 0,15 0,40 1,15 0,02 
K4 0,17 0,38 0,41 0,07 0,03 
K5 0,55 0,32 0,61 0,37 0,04 
K6 0,51 0,34 0,79 0,34 0,03 
K7 0,50 0,57 0,59 0,21 0,06 
K8 0,99 0,15 0,36 1,05 0,02 
K9 0,74 0,31 0,80 0,51 0,10 
K10 0,61 0,42 0,45 0,35 0,10 
Ka 1 0,31 0,37 0,39 0,20 0,04 
Ka 2 0,73 0,42 0,37 0,42 0,08 
Ka 3 0,30 0,54 0,36 0,14 0,09 
Ka 4 0,56 0,39 0,54 0,34 0,05 
Ka 5 0,64 0,56 0,58 0,28 0,07 
Ka 6 0,57 0,55 0,50 0,26 0,09 
Ka 7 0,40 0,48 0,52 0,21 0,06 
Ka 8 0,69 0,36 0,46 0,44 0,05 
Ka 9 0,59 0,37 0,48 0,37 0,05 
Ka 10 0,02 0,40 0,49 0,01 0,00 

 
2.3. Thermal Insulation Requirements for Buildings -TS 825 
TS 825 [21] “Thermal Insulation Requirements for Buildings” is an official obligatory standard 
of Turkey derived from DIN V 18599. TS 825 has been in use since 2000 which is revised in 
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2008 by lowering maximum allowable total heat transfer coefficient. Main purpose of TS 825 is 
to limit building’s energy demand according to exposed area to volume (A/V) ratio. TS 825 uses 
solar radiation and outdoor air temperature values which are tabulated according to climatic 
regions specifically determined for Turkey using degree-day method. Heat demand is calculated 
monthly including specific heat loss, efficiency factor, internal and solar gains. Thermal bridging 
effect is taken into account with length of the element (I) and longitudinal heat loss coefficient 
(UL) according to TS EN ISO 14683 (2004). In TS 825, internal gains are simplified as 5 W/m2 
for net floor area. Gain utilization factor (η) is used to correct the total of internal and solar gains 
to calculate average monthly useful gains in a statistical way. Calculation of yearly heat demand 
is followed by comparison of limiting values given in TS 825 according to A/V ratio. If the 
yearly heat demand is within the limits, the procedure is completed; otherwise properties of the 
building elements should be re-evaluated and re-calculated. 
 
2.4 Statistical Analysis  
The relations between variables, namely, ratio of external surface area to net usable floor area, 
ratio of window area to external surface area, ratio of width to length, ratio of external wall area 
to net-usable area, ratio of net-usable common floor area to net-usable floor area and energy 
performance ratio were tested by single-factor ANOVA at a 5% level of significance (α=0.05). 
Scatter plots were derived from paired values of variables, namely, heating energy demand, ratio 
of building surface area to net usable floor area, ratio of window area to external surface area, 
ratio of width to length, net-usable common floor area to net-usable floor area. These were 
constructed to understand the relation between architectural configuration indicators and heating 
energy demand.  
 
3. Results and Discussion 

3.1 Findings obtained from TS825. 
The results of calculation method-TS825 were tabulated according to construction year, 
orientation and zoning status. Here, external surface area per volume, heat loss, solar gain, 
calculated energy demand, max. energy demand, energy performance ratio, and annual fuel 
demand were tabulated according to construction year as shown in Table 2. In the analysis, heat 
loss through ventilation and heat gain from internal environment were also calculated. Energy 
performance ratio of 9 buildings range from 0,94 to 1,00, while 11 of them were from 1,03 to 
1,92. Rest of the buildings’ energy performance ratio varies between 2,14 and 2,88. Most of the 
buildings with high energy performance were situated in Balçova. They were the recently 
constructed buildings according to construction year. However, buildings constructed mostly in 
1970s in Karabağlar were having low energy performance.  
 
3.2 Findings obtained from statistical analysis.  
The null hypothesis was H0:τi=0; there is no relation among energy performance according to 
ratio of window area to external surface area. Accordingly, H0 was accepted at 5% level of 
significance. It was concluded that ratio of window area to external surface area did not varied 
significantly according to energy performance. All findings showed that there was no relation 
between architectural configuration indicators mentioned above and energy performance ratio. 
Scatter charts also supported this result. 
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Table 2 Building energy performance data obtained from TS825 according to construction year 

Year 
build. 

no 
A/V 

heat 
loss 

(W/K) 

solar 
gain 
(W) 

calculated 
energy 
demand 

(kWh/m3) 

max. energy 
demand 

(kWh/m3) 

energy per. 
ratio 

cal.energy/ 
max.energy 

annual 
fuel 

demand 
(kg) 

1960-
1969 K9 0,42 1169,70 61276 18,00 9,36 1,92 7291,54 

1970-
1979 

Ka 10 0,18 2638,28 94290 13,25 6,20 2,14 19721,04 
Ka 5 0,34 3761,00 371190 12,49 8,24 1,52 18721,95 
Ka 6 0,32 4874,74 307516 21,48 7,95 2,70 28624,84 
Ka 7 0,27 3531,69 161045 20,29 7,22 2,81 23744,44 
Ka 8 0,37 3681,05 155100 23,76 8,59 2,77 22747,55 
Ka 3 0,23 2078,27 104923 17,04 6,64 2,57 14156,78 
Ka 4 0,28 4106,35 224229 15,98 6,51 2,45 25889,27 

1980-
1989 

BA1 0,37 2399,00 134625 13,48 8,67 1,55 16055,33 
BA2 0,44 2827,20 108958 21,04 9,65 2,18 19688,14 
K3 0,49 2144,20 101650 13,43 10,35 1,30 14323,37 
K4 0,19 1642,00 122282 9,25 6,20 1,49 10493,66 
K7 0,13 1945,20 191959 5,84 6,20 0,94 13818,38 
K10 0,28 2885,90 175195 9,83 6,22 1,58 8424,46 
K8 0,35 2325,10 101560 10,95 8,38 1,31 16829,06 
K6 0,29 3456,60 275989 9,05 9,05 1,00 21982,30 
K5 0,39 1540,40 156551 11,19 10,82 1,03 8507,13 
Ka 9 0,33 4362,80 198601 22,77 7,98 2,85 28731,50 
Ka 1 0,23 1724,94 62394 14,46 6,66 2,17 12817,99 
Ka 2 0,39 3912,23 209748 25,44 8,84 2,88 24115,27 

1990-
1999 

BA3 0,23 3483,80 244071 9,77 6,60 1,48 10473,92 
K1 0,37 344,90 15174 9,90 8,63 1,15 2640,02 
K2 0,14 2247,30 113928 6,10 6,20 0,98 21462,84 

2000-
2009 

BA4 0,61 441,09 38941 11,95 11,55 1,03 3370,58 
BA5 0,27 2655,97 39810 9,15 9,54 0,96 5470,00 
BA6 0,43 1047,77 32318 11,27 11,92 0,95 23250,00 
BA7 0,33 1909,56 114991 7,90 7,98 0,99 15003,07 
BA8 0,44 1001,88 74182 8,77 9,17 0,96 7239,95 
BA9 0,49 951,31 52132 9,86 10,24 0,96 6712,55 
BA10 0,73 464,34 38135 13,06 13,64 0,96 3412,85 

 
4. Conclusions and Recommendations 

The analyses of variance and scatter charts were applied to determine relation between 
architectural configuration indicators and energy performance of residential buildings. Energy 
demand calculations were constructed by TS 825. A number of results about architectural 
configuration indicators and their relationship with energy performance ratio were considered as 
noteworthy on their own merit. One was that the energy performance ratio was independent of 
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architectural configuration indicators, despite literature [7-14], showing distinct impact of 
architectural aspects on building energy performance. Another noteworthy observation was the 
independence of zoning status and orientation on the energy performance ratio. Several 
conditions may indicate such an anomaly. One is that the study included a limited number of 
sample buildings. The other one is that the calculation method is independent from orientation, 
building form. TS 825, as a static method, is well established to control overall heat transfer 
coefficient and limit heating energy demand of a building. However, using monthly average 
climatic values, single zone assumption, ignoring thermal mass, assuming continuous heating 
regime, lack of internal gain details and control of HVAC systems leads inaccurate results 
compared with measurements.  Results of the static methods give an estimate of monthly heating 
load and idea about applicable measures to reduce the heat loss of the building.  On the other 
hand, dynamic methods calculate gains and losses from different elements in a building, giving 
details about different zones and their interactions with the building. Therefore, once the dynamic 
method which has been developed for building energy performance for Turkey is released, this 
study will be repeated accordingly. The authors hoped that the new method will exhibit the 
relationship with building energy performance and architectural parameters. It is necessary to 
conduct further investigations with inclusion of high number of sample buildings in Turkey. 
Then, all findings which will be resulted by objective evaluations about existing buildings will be 
presented to all correspondings’ knowledge and use.    
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Abstract: This paper deals with the energy consumption of existing owner-occupied detached houses and the 
question of how they can be energy renovated. Data on the age of the Danish housing stock, and its energy 
consumption is presented. Research on the potential for energy reductions in the Danish housing sector is 
presented, and it is shown that there is a huge potential for reductions. It is a well-known problem that even if 
there are relevant technical means, and even if it is economically feasible, the majority of house owners do not 
energy renovate their homes. This paper intends to address what can be done with this problem. The paper draws 
on different sources of why, when, how, and why not people renovate their home. These results are then 
compared and discussed together with a presentation and discussion of the Danish policy measures that are put 
forward in order to encourage people to energy renovate their home. These policy measures include building 
regulations, energy tax and different types of incentives and information dissemination. The conclusion calls for 
new innovative policy measures to cope with the realities of energy renovations of owner-occupied houses.  
 
Keywords: Detached houses, Energy renovations, User practices, Energy policy. 

1. Introduction  

In low-energy architecture focus is often on new buildings and their potential for reducing or 
eliminating energy consumption for heating purposes as is seen in zero-emission buildings 
and passive houses. Figure 1 shows the construction age of the Danish building stock in 2004. 
In the figure is seen that buildings typically have a lifetime of more than 50 years and if we 
envision the same level of construction activities for the next 20 years as seen for the last 10-
20 years, for a very long time the majority of the Danish building stock will continue to be 
built before the era of low energy housing. This corresponds to British data suggesting that 
70% of all homes that will exist in 2050 have already been built [1]. 
 

Construction year for housing stock 2004

0

10000

20000

30000

40000

50000

60000

1900-04

1910-14

1920-24

1930-34

1940-44

1950-54

1960-64

1970-74

1980-84

1990-94

2000-04

 
Fig. 1.  The construction year of the Danish housing stock in 2004, source Statistics Denmark.  
 
Questions have been raised whether it is better, from an environmental perspective, to 
demolish buildings and build new ones rather than to renovate, and a few case studies based 
on LCA analysis have been conducted; however, there does not seem to be agreement on the 
results [1], [2]. Furthermore there might be other arguments than energy and environment 
calling for renovating rather than demolishing, including the arguments of cultural heritage 
and people’s personal relation to their homes. 
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Thus attention has to be paid to how energy reductions in existing buildings can be achieved. 
In 2009 the final energy consumption in households was 192,145 TJ, representing 30.4% of 
the total Danish energy consumption, and out of this approx. 83% was related to heating 
purposes in households [3]. Studies have documented the potential for energy savings if the 
existing building stock were proper energy renovated [4]. Here the Danish building stock is 
divided into five groups, including farm houses, detached houses, terraced houses, multi-
storey buildings and commercial buildings. In a scenario where only energy renovations that 
have a payback time of less than 15-25 years are considered, the total amount of energy 
savings are calculated to 37 PJ, which corresponds to 23% of the annual energy used for the 
heating of buildings. The building type with the highest potential for energy savings is the 
detached house, which stands for 41% of the possible energy savings relating to energy 
renovation in all of the building stock. The reason for the high potential for energy savings in 
detached housing is a combination of the volume of this type of buildings - the majority of the 
Danish population lives in detached housing (the Danish housing stock consists of approx. 
40% apartments, 46% single-family houses and 14% terraced houses) and these homes are 
typically considerably bigger compared with e.g. apartments in multi-storey buildings - and 
the fact that many of these houses were built in the 1960s and 1970s, or earlier, and thus 
before stricter energy requirements in the Danish Building Regulations came into force.  
 
On the whole there are good arguments for having a closer look at how energy renovations of 
the existing housing stock, especially the detached owner-occupied housing, can be promoted. 
In the following, empirical investigations on why people renovate their home will be 
presented and compared with the policy measures that are put forward in Denmark to 
encourage energy renovation. 
 
2.  Methodology  

Results presented in this paper have been conducted in two previously reported studies. The 
first study is from 2000 and focused on to what extent environment and architecture were 
considered when people renovated their homes [5]. This study deals with two middle class 
neighbourhoods from the 1960-70s and from the 1940-50s respectively and it contains a 
questionnaire survey and qualitative interviews with four house owners. Another study from 
2005 included people who had bought a house within the last three years, and focused on 
what renovations they had so far carried out or planned to do, and to what extent the energy 
label on their home had influenced their buying of the home or the renovations they had done 
[6], [7]. This study included 10 qualitative interviews. All 14 interviews have been recorded, 
transcribed and analysed according to qualitative social science standards [8]. The survey 
questionnaire was mailed to approx. 350 households, approx. 50% of which responded, i.e. 
170 house owners, and the answers have been analysed by the use of SPSS. The new 
approach in this paper is that these empirical findings are combined and analysed together 
with a review of Danish energy policy directed at house owners. Furthermore the majority of 
the empirical results have not been published in English before. As some of these data are 
more than 10 years old, they will be compared with more resent data on renovation, though, 
as will be shown, these types of data are rather scarce.  
 
3. Results 

The following will first present extracts from studies on house owners' renovation of their 
homes followed by a review of existing policy measures in Danish energy policy to induce 
energy renovations of detached single family housing.  
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3.1 Why, what and how households renovate their homes  
According to the survey the renovations made by most of the house owners are kitchen and 
bathrooms, which 52% and 40% respectively of the house owners have done, whereas for 
example new windows or roof are only done by 32% and 22% respectively of house owners. 
Connection to district heating is also made by many of the house owners; however, this 
should be seen in light of Danish law where authorities can impose this connection. 
Furthermore Table 1 shows that more than one third of the households have insulated their 
house. Thus it is seen that renovations including the indoor aesthetics and functions are higher 
on the agenda than renovations which might save energy for heat consumption. Interviews 
with house owners supplement and support this: A new kitchen is something to dream about, 
make plans for and show to others. Renovation of the roof on the contrary is typically made 
because of necessity more than because of dreams and passion. In Figure 2 this tension is 
illustrated by an axis called Lifestyle vs. Wear and tear.  
 
Table 1. Results from survey on what type of renovations the present house owners had made to their 
house. Results are divided between answers from the neighbourhood with houses built in 1960-70s, 
and in 1940-50s and show the overall percentages as well.  
 1960-70s  1940-50s  Overall  
Kitchen 44% 57% 52% 
Bathroom 38% 41% 40% 
Windows 21% 40% 32% 
Extensions 30% 16% 22% 
Roof 15% 27% 22% 
Façade 15% 14% 14% 
Patio 17%  8% 12% 
Connection to district heating 48% 35% 40% 
Radiators and pipes 22% 32% 28% 
Insulation 34% 37% 36% 
Electric installations 6% 21% 15% 
Number of answering households  71 99 170 
 
Table 2. Results from survey on the relation between how long people have resided in their house and 
whether they have made any renovations 
How long have they lived in the house Have not renovated Have renovated 
0-5 years 65% 35% 
5-10 years 42% 58% 
10-20 years 31% 69% 
More than 20 years  19% 81% 
Answers (numbers) 58 104 
 
When looking at who is doing the renovations, the survey shows that in most cases the house 
owners do some or the majority of the renovations themselves and only in a minority of the 
houses are renovations made solely by craftsmen. Craftsmen might be involved in the DIY 
(Do-It-Yourself) renovations as well, because the house owners, or their friends or family 
helping them, are craftsmen as we heard in several interviews. Furthermore the survey shows 
that the longer people have lived in their house, the higher the possibility that they have done 
any renovations (see Table 2). This breaks with a myth indicating that when people buy a 
house, they renovate it before they move in. On the contrary, renovations are typically 
something that is done continuously during all the years people live in the house. Also from 
interviews we know that house owners often have a sort of imaginary list of renovations they 
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could do or would like to do, but as there is not always  time, money or other resources, and 
as it is not always funny to live in a house that is being renovated, some renovations are 
postponed and others are carried out. From the interviews, however, we also know that for 
some families the renovations are not only a dull duty, it might be a creative task, which 
people appreciate. For several house owners it might even be part of the reason why they have 
bought a house that they wanted a house to work on and build and that renovating the house is 
an integrated part of living in it. This tension on the one hand between seeing renovations as 
something that is interesting in itself because of the process and on the other hand wanting to 
renovate the house primarily, because one is interested in the result of the renovation is shown 
in Figure 2, as the axis Process vs. Project. 
 

Life style

Wear and tear

ProjectProduct

 
Fig. 2.  Reasons for renovating. The figure distinguishes between whether house owners are primarily 
interested in doing the actual renovating (project) or in the result of (product) the renovation, or 
whether the renovation is primarily done because of necessity due to wear and tear or because house 
owners like to have something new (lifestyle). Different house owners, as well as different types of 
renovations, will be placed differently in the figure.  
 
Different types of renovations thus might have to be interpreted in different terms. Some 
renovations are done because of aesthetics and dreams of having what friends or family have 
or what can be seen in catalogues. These renovations might best be understood within 
understandings of lifestyle, status and consumer choice [9]. This is often the case with 
kitchens and bathrooms that are renovated without it actually being necessary from a more 
functional perspective. Outdoor renovations like roofs and windows are more often done as 
maintenance resulting from wear and tear, though in some of the interviews there are also 
examples of this being done primarily because of aesthetics. In some families, an important 
aspect of why people renovate their house is that they actually like to work physically on their 
house, they enjoy the project and the process. This may include light maintenance like 
painting walls or it might include completely new construction work like building extensions 
etc. During these DIY projects people often feel that by working on their own house they get 
more attached to their home and feel that the house becomes more of a home, as compared 
with just buying a new and maintenance-free house. In other families, maintenance and 
renovation are, however, primarily seen as a dull duty that they would rather be without. 
When understanding this, it is important to see renovation as a part of the specific everyday 
life of every different family. For example, in some families and at some times living in a 
house being renovated is a big problem and at other times and families it is easily part of the 
everyday life. As an example, one of the interviewed families had just had quadruplets, and 
could thus envision not having any time at all for renovating for the next many years to come. 
Under other circumstances this family might have liked to renovate their house themselves, 
however, they had decided to have new windows installed by craftsmen before they moved in. 
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There might be different types of energy-related issues connected with the renovations. 
Renewing the windows or the roof most often also include improving the energy efficiency of 
the house, and renovating the kitchen might include buying new and more efficient 
technologies. However, in most of these cases energy concern is not part of the main reason 
for doing the renovation, even though the renovation includes improved energy efficiency. It 
is just something following from other wishes and dreams. On the other hand some 
renovations might also include higher levels of comfort, e.g. more heated square meters, a 
higher indoor temperature or bathrooms with spa, and thus involve increasing energy 
consumption.  
 
As some of this empirical material is up to 10 years old, it is relevant to compare it with more 
recent results and with international results. A study comparing the residential building stock 
in eight European countries (AT, FI, FR, DE, NL, SE, CH, UK) observes that there is not any 
statistics on the renovation of the building stock in any of the countries [10]. Instead this study 
uses interviews with key stakeholders to estimate size and type of renovations, and they 
conclude that modernisation of kitchen and bathrooms is the most common renovation 
activity in all the studied countries, and furthermore that most of these modernisation 
activities take place before the end of the components' service life is reached. A recent 
German study based on a survey of 1000 households [11] and 44 qualitative interviews [12] 
gives a more solid base for comparison. In the qualitative studies as well as in the survey, it is 
found that the everyday life situation of the house owners is important for the decision to 
renovate, and that the reasons for renovating are diverse and include other arguments than a 
response to an urgent need and that the economy of energy renovation is not a main argument.  
 
3.2 Danish energy policy directed at house owners 
The following will present a review of the different elements of Danish energy policy which 
seeks to promote energy renovation of owner-occupied detached housing [13]. 
 
3.2.1 Danish Buildings Regulations  
In 1979 for the first time, the Danish Building Regulations included minimum requirements 
for energy consumption for new buildings. Since then, the Building Regulations have been 
tightened several times and since 2006 they have also included provisions on the renovation 
of existing buildings. Here the Building Regulations distinguishes between whether activities 
include more or less than 25% of the building’s physical surface or economic value. If it 
includes more than 25%, all renovation measures stated in the energy label that are 
economically profitable have to be implemented. Furthermore the U-values, as required in the 
Building Regulations for different types of building components, have to be kept, as well as 
do standards for heating supply etc. If the rebuilding includes less than 25% of the existing 
building, only the U-values and the standards for heating supply have to be kept.  
 
3.2.2 Energy label and energy inspection schemes 
The energy label system in Denmark dates back to the 1980s and since 2006 the labelling 
system follows the implementation of the EU Directive 2002/91 on the Energy Performance 
of Buildings (EPBD), which partly builds on the ideas and early experiences in Denmark with 
energy labels for buildings. The label has to be issued for houses sold as well as for new 
buildings, and the label includes grades from A1 to G, based on the calculated energy 
consumption, together with the grade that could be achieved if the house was renovated 
according to the recommendations. Recommendations are given in an energy plan where the 
proposals are divided into profitable improvements and “other improvements” respectively 
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and include estimates of necessary investments, annual savings from improvements (in DKK 
and energy units) and the payback period of investments. 
 
3.2.3 Utilities' saving obligations  
Utilities have been advising their customers on energy since the beginning of the 1990s, and 
the legal obligation for the utilities to promote energy savings has been part of the law since 
1996. According to the energy agreement from 2009, the utilities are responsible for their 
costumers realizing 6.1 PJ in saved energy. Utilities are free to choose their methods which 
typically include different types of advice, communication and economic incentives. As 
regards heating consumption in detached housing, it is primarily the district heating 
companies that have had the responsibility to promote savings; however, as will be described 
later, they have primarily focused on change of type of heat supply, to more efficient 
technologies and to gas and district heating rather than electric heating. The energy authorities 
require documentation from the utilities that they actually reach these targets on energy 
savings. 
  
3.2.3 Economic means 
There have been energy taxes in Denmark since 1977, and today they represent a considerable 
amount of what households pay for their energy. Compared with other European countries, 
Denmark is among those with the highest energy taxes in per cent of GDP [14]. The Danish 
authorities estimate that over the last 30 years energy taxes have resulted in a 16% reduction 
in energy [14]. It must be assumed that this has been realized partly through energy efficient 
renovation.  
 
Economic incentives to households have to a lesser degree been part of Danish energy policy 
towards households. Examples include a governmental "Growth Fond" with 1.5 billion DKK 
(200 million euros) to get the Danish construction sector going in 2009. The fond provided 
subsidy for renovation and building projects in private housing including energy renovations. 
 
3.2.4 Information dissemination 
Informative initiatives have been part of the utilities’ saving obligations and obviously the 
energy label on buildings is also an example of an informative mean. However, there are also 
other initiatives in Denmark that use information as a means of promoting energy savings. 
Besides different types of campaigns aimed at households, throughout the years the most 
relevant to mention is a Knowledge Centre for energy savings in buildings. The purpose of 
the Knowledge Centre is to collect knowledge on how to reduce energy consumption in 
buildings and communicate it to the professional actors in the building sector, including 
craftsmen. In the years 2008-2011, 10 million DKK are allocated to the centre.  
 
4. Discussion and Conclusions 
As described in paragraph 3.1, energy renovations seen from the perspective of the house 
owner is an integrated part of living in and continuously renovating the house. Energy 
renovations are typically done as an integrated part of other renovations, and considering the 
tear and wear of e.g. roofs or windows, however, the renovation rate has so far been too slow, 
as the majority of the houses still lack sufficient insulation. This is partly because these types 
of renovations are prioritised lower than other renovations and according to available time, 
money and mental surplus. Most often indoor renovations of kitchen and bathroom are higher 
on the priority list, than renovations related to reducing energy consumption for heating. So a 
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relevant question is how to make people do more renovations on their home and how to make 
them prioritise those related to energy savings higher.  
 
As described in paragraph 3.2, there have been political efforts over the last thirty years to 
make house owners energy renovate their homes. Apart from the mandatory elements of the 
Danish Building Regulations, all these efforts have focused on information on rational choices 
related to energy and economy and on economic incentives making it more economically 
attractive to choose the most energy efficient when renovating. Policy measures thus 
indirectly assume that economic and rational decision making is decisive when house owners 
decide what and how to renovate. As shown in paragraph 3.1 this is, however, not necessarily 
the case. Economy can be decisive in the sense that the amount of money that the house 
owner is able to, or interested in, spending on renovations is limited, though this does not 
imply that house owners also make an economic calculation on payback time. Kitchens and 
bathrooms do not pay back in any economic meaning of the word, and they are still at the top 
of the priority list. If the family has decided to change windows or renew the roof, then 
rational economic calculations on saved energy might be decisive for the decision on the 
amount of insulation material or the energy quality of the windows, however, when deciding 
to  renovate or not, or what renovation to implement, economic payback time is very seldom 
included as grounds for decisions. 
 
This can be elaborated by including Figure 2, summarising the different reasons that people 
have for doing renovations. Thus the majority of policy efforts so far can be said to have 
focused on the right bottom part of the figure: renovations done because of necessity owing to 
wear and tear, and because of an interest in the result (product) of the renovation, and on how 
it can be more economically attractive to include energy in this type of renovation. However, 
as the text in 3.1 describes and Figure 2 illustrates, there are other, and maybe stronger, 
reasons why people renovate their homes. They include that the house owner wants 
something new and more fashionable (lifestyle) and that they enjoy working on the house, and 
in this way appropriate it and make it their home (project). Based on the results presented in 
this paper, it is relevant to raise the question of how to make policy or in other ways to 
promote that energy renovation is also seen as something that is done because of fashion and 
lifestyle or because the project in itself is interesting.  
 
I will conclude by giving two examples of what this might include. The first example comes 
from a Belgian project, which includes interviews with house owners having had an energy 
assessment [7]. Some of the interviewees indicated that they had thought about installing PVs, 
and they were rather disappointed because the energy adviser advised against it based on 
economy. These house owners found PVs interesting more from a lifestyle perspective than 
from an energy-economic perspective. PVs are visible from outside, you can show them to 
your neighbours and you can feel good about them – like a new kitchen. Insulation in 
comparison has none of these qualities. However, having an energy adviser arguing against 
installing PVs, made the house owners change their mind. This point to the need of energy 
advisers to be educated in other approaches than the simple economic rational approach as 
well as the informative materiel also appreciating lifestyle arguments for doing energy 
renovations. The other example calls for more user-oriented products in energy renovation. 
What would happen if insulation companies put more emphasis on developing new products 
with an explicit emphasis on making it interesting, fun and easy to insulate your building, and 
at the same time give people a possibility of putting a personal stamp on their home, through 
these products? 
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Abstract: Energy-autonomous buildings are possible. Completely energy self-sufficient houses can be found, 
for example, in Europe. If it is possible to cover the entire energy demand of a household from only renewable 
energy generated on site in a central European climate, what is required in a temperate climate, typical of 
southern Australia? This paper describes an investigation to broadly assess the technical, practical and financial 
feasibility of energy-autonomy for a hypothetical suburban house in Melbourne, Victoria. The findings firstly 
demonstrate the importance of reducing energy demand by using passive solar building strategies and energy 
efficient appliances to reduce demand to a reasonable level. The paper then discusses four scenarios and 
combinations of technologies to meet this reduced demand. The three scenarios which give energy autonomy 
increase the capital cost of a typical house by between 15% and 33%, and there would be insufficient roof area to 
accommodate the solar technologies required in two of the scenarios investigated. It is therefore concluded that 
while the goal of energy autonomy is technically feasible, it is not likely to be financially or practically 
acceptable. A fourth scenario of an energy-exporting house was also investigated and is shown to be a much 
more attractive option. 
 
Keywords: Energy autonomy, Housing, Melbourne, Conservation, Solar Technologies 

1. Introduction 

Globally there is a long tradition in energy-autonomous housing. Examples include the Vale 
home built in 1974 [1] and more recently, the Solar House at Freiburg built in 1992 [2]. If 
energy-autonomous buildings can be realized in Europe, what does it take for residential 
housing in the temperate climate of southern Australia to be energy-autonomous? This paper 
explores the potential for an energy-autonomous home in the suburbs of Melbourne. The 
purpose is to broadly assess the available renewable energy (RE) technologies in terms of 
their likely cost and physical requirements in order to determine whether energy-autonomy is 
feasible and worthwhile. The current energy consumption of a hypothetical household has 
been analysed. The assumptions made to reduce this demand using accepted conservation 
strategies are then described. Various approaches to meet the remaining energy demand from 
renewable sources have then been assessed.  
 
2. Residential energy consumption in Victoria 

Residential energy consumption can be divided into five end-use groups (Fig. 1). Space 
heating accounts for 44.3 GJ per household per year or 58% of the total energy demand. 
Electrical appliances and water heaters are the next two major energy consumers, accounting 
for 20% and 18% of usage respectively. Energy used for cooking and space cooling is only 
3% and 1% respectively, despite the large increase in the penetration of air conditioning since 
1990 [3]. 
 
3. Energy conservation 

Reducing the demand for energy for heating and cooling through energy conservation 
measures is crucial for an energy-autonomous building. Melbourne has a mild, temperate 
climate with cool winters and mean minimum temperatures of approximately 7° C. The 
summers are mild-to-hot with mean maximum temperatures of approximately 24°C from 
December until February. Peak temperatures, however, can exceed 40°C on occasions. The 
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average daily horizontal solar radiation levels in winter and summer are 2.0 and 6.4 kWh m-2 
respectively. Proper passive design is essential to moderate internal temperatures within a 
dwelling to minimise the need for conditioning. In this study, it has been assumed that 
accepted passive design practices in terms of: house orientation and aspect ratio; magnitude of 
north-facing glazing; thermal mass and insulation; living room and bedroom location; 
provision for cross ventilation; summer shading; and reduced infiltration have all been 
followed. Minimum energy performance requirements for new homes in Victoria currently 
require an energy rating of 5-stars. This rating equates to using 165 MJ.m-2 annually for 
heating and cooling the home. However, sections of the building industry are already 
demonstrating that much more efficient homes can be constructed. One commercial builder of 
mass housing has unveiled a 9-star home, which has a predicted energy consumption of 21.9 
MJ.m-2. This practice should mean that the heating and cooling demand can be reduced 
substantially. In this study, it has been assumed that heating demand can be reduced by almost 
90% and that cooling can be achieved without air conditioning. For a 220 m2 home, the 
energy consumption will therefore be 4818 MJ per annum (1338 kWh). 
 

 
Fig. 1. Residential energy consumption by end use in Victoria (source: adapted from [3]) 
 
The average electricity demand of Victorian households in 2008 was 5,824 kWh per year or 
16 kWh per day [3]. The electricity consumption of several families (three or four persons), 
who have made a conscious decision to reduce their energy use, shows that a daily use of 5 
kWh is easily achievable without abandoning a modern and comfortable lifestyle [4][5]. 
Typical strategies to achieve this reduction include: choosing energy efficient appliances; 
reducing the size of the appliances e.g. the refrigerator to be appropriate to the demand; 
eliminating standby energy consumption (alone equal to about 10% of the total electricity 
use); and installing more efficient lighting. According to [6], most homes could reduce their 
energy use for lighting by 50 per cent or more by using more efficient technologies.  In this 
study, it has been assumed that most or all of these strategies have been used to reduce annual 
electricity requirements to 1825 kWh i.e. 5 kWh per day. 
 
In Victoria, 74% of household uses a gas cook top and 60% use an electric oven [3]. In an 
energy-autonomous home powered by RE,  gas would not be used. The production of gas 
from biomass is an unrealistic proposition for a normal suburban household and therefore it 
has been assumed that electricity will be used for cooking using a combination of electric and 
microwave ovens, and an induction cook top. An induction cook top is about twice as 
efficient as a gas cook top [7]. In this study, a modest 5% reduction in energy required for 
cooking has been assumed because of the uncertainty of the usage patterns of the three 
cooking technologies to be employed. 
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The daily hot water usage of an average Australian household is about 193 litres i.e. 76 litres 
per person [8]; 57% of the hot water is used for showering, 11% for clothes washing and 32% 
for washing dishes and general household cleaning. High efficiency shower heads can reduce 
water usage in the shower to 7 litres per minute. Cold water clothes washing can reduce this 
hot water requirement by at least half. Although improvements in hot water system efficiency 
could produce further savings in the hot water energy use, this study has assumed that energy 
consumption for hot water will be achieved by a reduction in hot water usage alone and this 
will cut the demand down to 50 litres per day per person. Table 2 shows a summary of the 
current average and reduced annual energy demand for various tasks for a Victorian 
household. 
 
Table 2: Current and reduced annual energy demand for a Victorian household [3] 

  Average household consumption (kWh) Reduced demand (kWh) 
Electrical appliances 4,207 1,825 

Water heating 3,851 2,460 
Cooking 740 700 

Space heating 12,292 1,338 
Space cooling 109 0 

Total 21,199  6,323 
 
4. Renewable energy technologies 

A wide range of technologies are available to harness RE sources. These technologies include 
solar photovoltaic and thermal systems, hydro, wave or tidal energy systems, wind turbines, 
biomass burners and digesters, and heat pumps. However, many of these systems are 
unsuitable either for a single residential dwelling or the RE sources are unavailable in an 
urban location. Micro-hydro, wave and tidal systems obviously cannot be employed in an 
urban area like Melbourne. Although wind turbine systems have been developed for rooftop 
installation in urban areas, wind energy technology is considered unsuitable for Melbourne 
[9].  
 
Biomass burners in the form of woodstoves are currently used to heat Melbourne homes but 
their popularity is declining in preference to natural gas. It is predicted that residential energy 
supplied by wood will decline from 21% in 1990 to 8% by 2020 [3]. In Europe, high 
efficiency stoves burning pellets made from wood waste are used on a wide scale and 
encouraged. Although pellet stoves are still relatively new in Australia, pellets from plantation 
forests are set to become easily available in coming years in Australia. Whether pellet-burning 
stoves will reverse the preference for gas space heating is uncertain and therefore this 
technology is not considered in this study. Individual biogas digesters are also not considered 
because of the need for a reliable supply of feedstock, which is unrealistic for a suburban 
residence. Solar (electric and thermal) systems and heat pumps using geothermal energy are 
therefore considered to be the most suitable RE technologies for an energy-autonomous house 
in a Melbourne suburb and are discussed in more detail below. 
 
4.1. Space heating 
There two options for solar heating systems. One system is water-based i.e. hydronic, using 
radiators or coils in a concrete slab. A system capable of heating a 232 m2 house would need 
eight 12-tube evacuated collectors and a 1200 litre storage tank [10]. The cost of the solar 
components of a hydronic system is estimated to be approximately A$19,000. However, the 
system would also provide domestic hot water, which would therefore reduce the cost by 
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about A$5,000. The other system is air-based and would consist of a solar air heater, fan and 
thermal storage. In the 1970s and 1980s, rockbeds or piles were the preferred thermal storage 
medium [11]. However, solar air heating systems have declined in popularity and few systems 
have been installed in recent times and were therefore not considered in this study. 
 
A ground-source heat pump uses the year-round relatively-constant temperature of the earth at 
2-3 m below the surface. In Melbourne, this is approximately 15°C. A heat pump uses the 
energy in the ground to heat the house in winter. In summer, the process can be reversed for 
cooling by transferring the heat from the building to the ground, using it as a heat sink. In the 
case of a well-designed house, cooling should not be required. The pipe heat exchanger 
system, containing water or refrigerant, can be installed either vertically or horizontally. 
Vertical pipes require boreholes of 30 to 120 metre in depth. A horizontal system requires 
more space, but it is cheaper to install the pipes at depths of 1-2 m. In addition to space 
conditioning, ground-source heat pumps can also be used for hot water production. Their 
main disadvantage is the higher first cost for the excavation work compared to conventional 
HVAC technologies. In this study, it is assumed that the pipe heat exchanger is installed 
vertically because of the space restriction of a small urban garden and that the installed price 
is approximately twice the price of the heat pump alone [12].  
 

4.2.  Hot water production 
A 30-tube evacuated tube system with a 315 litre storage tank and electric booster has a 
recommended retail price of approximately A$6500 [13]. In Melbourne, a correctly-sized 
domestic solar water heating system is generally estimated to contribute about 60-65% of a 
household’s hot water demand. In order to achieve a higher solar fraction and therefore 
greater energy autonomy, a larger area would be required. 
 
4.3. Electricity generation and storage 
Depending on the type of RE system, the electricity generation will vary depending on the 
daily and seasonal conditions. Compared to a grid-interactive system which uses the main 
electricity grid as backup, a stand-alone power supply has to provide the entire energy 
demand either from the generation system directly or from a storage system. This means that 
the system has to be larger to meet peak loads, and therefore will be oversized at other times. 
Stand-alone photovoltaic systems in particular require energy storage to enable the energy 
generated during the sunshine hours to be available for later use. The most common storage 
system in Australia for stand-alone systems is a large capacity battery bank. 
 
Fuel cells, like batteries, are electro-chemical power sources but, unlike batteries which store 
energy, fuel cells transform energy, the primary fuel source being hydrogen. Hydrogen can be 
produced from water by electrolysis with low emissions, if the electricity used for the process 
is generated by a RE technology such as a photovoltaic array or wind turbine. Such a system 
could provide electricity on demand and therefore offers the potential to overcome the 
intermittence of RE sources. The system will require an RE electricity supply, an electrolyser, 
compressor, purification system, storage cylinders and a fuel cell. The feasibility of a similar 
system in Australia has been investigated [14] and although the load requirement was ten 
times greater, some of their findings are relevant to this study. The PV system was the least 
cost of any combination investigated, and the electrolyser represented about half of the system 
costs, which was over A$300,000. One manufacturer has sold its first 4 kW RE fuel cell 
systems and the price of these is approximately A$57,000 [15]. 
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5. Methodology 

The various RE technologies considered have been sized and their cost estimated using on-
line calculators. To simplify sizing, various assumptions have been made. The energy demand 
for water heating, cooking and general electricity is assumed to be independent of ambient 
conditions. Because of the solar passive design features and energy conservation measures, 
space heating is required now only in the three main winter months i.e. June, July and August. 
Energy demand is assumed to be equally spread across these three months. Fig. 2 shows the 
energy demand for the proposed autonomous house throughout the year. 
 

 
 
Fig. 2: Daily energy demand (kWh) throughout the year 
 
6. Scenarios 

Using different combinations of RE systems, three scenarios to provide the required energy to 
the autonomous house have been analysed. A fourth scenario using RE technologies in 
combination with conventional energy systems has also been included for comparison (Table 
3). In each case, the house is a detached dwelling with a floor area of 220 m2 and is occupied 
by three people. The assumed energy requirements for space heating, hot water and cooking 
are the ‘reduced demands’ shown in Table 2 and, depending on the technologies, the demand 
for electricity will increase above the requirements just for electrical appliances. In Scenario 
1, 2525 kWh is required and spread evenly throughout the year. In Scenario 2, an additional 
14.9 kWh per day are required in the winter months from the fuel cell. In Scenario 3, the heat 
pump will require electricity to provide hot water for both washing and space heating. 
Operating continuously in the winter months, it will therefore require an additional 5.3 kWh 
per day, assuming a COP of 4. In Scenario 4, only 1825 kWh is required because natural gas 
is used for cooking. 
 
7. Results and discussion 

In Scenario 1, a 17 m2 evacuated tube array would provide both the space heating and water 
heating demand, although the system will be greatly oversized for the non-winter months. The 
photovoltaic system is sized to provide sufficient energy for the daily use in the winter 
months. A 6.6 kW system with a 1515 Ah battery bank to provide five days of backup is 
required to provide the electricity for cooking and appliance use [16].  
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Table 3: Scenarios of RE systems for energy-autonomous and grid-connected houses 
 

End use Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Space 
Heating 

Solar hot water 
 

Hydrogen fuel cell Ground source 
heat pump 

Solar hot water 
 

Hot Water Solar hot water 
 
 

Solar hot water + fuel 
cell waste heat 

Ground source 
heat pump 

Solar hot water + 
gas booster 

 
Cooking 

 
Photovoltaics Fuel cell - cooktop 

Photovoltaics - oven 
Photovoltaics Natural gas 

Appliances Photovoltaics 
 

Photovoltaics 
 

Photovoltaics 
 

Photovoltaics 
 

Energy 
Storage 

 

Batteries 
 

Hydrogen in storage 
cylinders 

Batteries Grid-connected 

In Scenario 2 the output from the photovoltaic system can be used both directly and indirectly 
to meet the various energy demands. Electrical appliance use and oven cooking can be met 
directly. The heating system and the cook top use the PV electricity indirectly in form of 
electrolysis-produced hydrogen. For space heating the hydrogen is fed to a fuel cell. The cook 
top is powered by hydrogen gas. Assuming a combined efficiency of 0.74 for the electrolyzer 
and purifier [14] and a fuel cell hydrogen-electricity conversion efficiency of 0.5, Scenario 2 
has an annual electricity demand of 6181 kWh. However, the PV array size required is 
smaller than Scenario 1. If the electricity generated from the solar panels is insufficient in the 
winter months, the household can draw from the excess hydrogen energy stored over the 
summer, thus obviating the need for battery storage and an overly-large PV array size 
designed to produce the daily requirements in winter. The 4.2 kW system requires an area of 
approximately 34 m2 [16][17]. The solar thermal system in this scenario provides 70 per cent 
of the hot water demand. It consists of a collector area of 5 m2 with evacuated tubes and a 
storage tank of 315 litres. When the solar hot water production is insufficient, the waste heat 
from the fuel cell can be used as a back-up system.  
 
In Scenario 3, a 2.1 kW ground-source heat pump (A$12,000 installed) provides the 
household with domestic hot water and space heating; a total of 21.28 kWh per day during the 
winter months. Assuming a COP of 4, this means that 5.32 kWh per day must be generated by 
the PV array in addition to that required to provide energy for the appliances and cooking. An 
11.4 kW system is therefore required. In Scenario 4, the space heating demand is covered by a 
solar thermal heating system, as in Scenario 1. The photovoltaic system is sized to cover the 
annual electricity demand, rather than the daily load. A 1.5 kW solar system would generate 
2,132 kWh over the year providing an excess of 307 kWh [16]. Natural gas is used for 
cooking and also to back up the solar hot water system with a solar fraction of 0.65, thus 
using another 1,561 kWh in total. A 2.5 kW photovoltaic system with an annual output of 
3,553 kWh would make the household a net energy-exporter. 
 
8. Feasibility Assessment 

Table 4 shows the estimated area requirements and cost for each scenario. The median price 
of a house in Melbourne in mid-2010 was approximately A$560,000 and a typical house of 
the size assumed would have a north-facing roof of approximately 50 m2. In terms of the 
physical feasibility, Scenarios 1 and 3 require a larger roof area than is available and are 
therefore not practical unless alternative unobstructed north-facing areas are available. The 
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data in Table 4 also indicates that a fully energy-autonomous house would add between 15% 
and 33 % to the median price (Scenarios 1-3). However, a net-energy exporting house would 
only increase the price by 6%. It is acknowledged that the solar system costs are from one 
supplier only and lower prices may be available. In addition, the costs used do not include 
government rebates, which would also reduce the price, but only by approximately 10%. 
Reducing the number of days of battery storage would also reduce capital costs. The purpose 
of this exercise, however, is to achieve an order-of-magnitude assessment rather than detailed 
costing.  
 
Table 4: Additional costs and roof area requirements for an energy-autonomous house 
 

 Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Area 
(m2) 

SHD/HWS - 17 
 

PV (6.6kW)  - 48 
 

Total = ~ 65 

HWS - 5 
 

PV (4.5 kW)  - 34 
 

Total = ~ 39 

PV (11.4 kW) - 
88 
 
 

Total = ~ 88 

SHD/HWS - 17 
 

PV (2.5kW) - 19 
 

Total ~ 36 
Cost 

(A$k) 
SHD/HWS ~ 19 

 
PV(6.6kW) ~ 100 

 
 
 

Total =  ~119 

HWS ~ 6.5 
 

PV(4.5kW) ~ 22 
 

H2 ~ 57+ 
 

Total = ~86 

HP ~ 12 
 

PV(11.4kW) ~ 
174 

 
 

Total = ~186 

SHD/HWS ~ 19 
 

PV(2.5kW) ~ 15 
 
 
 

Total = ~ 34 
 
9. Conclusions 

The purpose of this study was to broadly assess the technical, practical and financial 
feasibility of an energy-autonomous house in Melbourne. It is concluded that the energy-
autonomous home in Melbourne is technically possible. With reduced demand, RE 
technologies are capable of providing a household’s complete energy needs, but energy 
autonomy can only be achieved by installing over-sized systems, the output from which is not 
used much of the time. This means that very large and expensive systems are required, which 
are likely to be unacceptable to most homeowners. It is therefore concluded that the goal of 
energy-autonomy in a suburban Melbourne house is currently not worth pursuing. The 
alternative option of a low-energy house, which exports electricity produced from renewable 
sources to the grid offers many benefits in comparison to the autonomous version. Electricity 
storage systems are not necessary and the energy generating systems can be smaller and 
cheaper because seasonal differences can be balanced out by the grid. Furthermore, any 
excess energy produced in summer is not wasted but supplied to other grid users.  
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Abstract: Here, the capability of the SC-EAHE system to meet the required thermal needs of individuals and 
also the dependence of the system performance on environmental and geometrical issues, have been studied. To 
determine the heat transfer characteristics of the system, a mathematical model based on energy conservation 
equations has been developed and solved by an iterative method. The results of study for the effect of air gap 
size variation on the air change per hour (ACH) at various solar radiation values shows that this effect (air gap 
depth on the ACH) is significant up to 0.2 (m), and the ACH and room air temperature remains almost constant 
beyond the 0.2 (m). The results also revealed that the design of EAHE with the diameter of 0.5 (m) would lead to 
the best performance. It is found that, with proper insulation, SC system can provide thermal comfort condition 
even at the ambient temperature as low as 5 oC and the solar radiation intensity of 185 (w/m2). 
 
Keywords: Solar chimney, Earth-to-air heat exchanger, Natural heating, Building. 

Nomenclature (Optional) 

A area ......................................................... m2 
ACH air change per hour ............................... h-1 

C specific heat of air ............................. J/kgK 
c pressure loss coefficient of fittings .............  
d air gap depth, diameter ........................... m 
H distance .................................................... m 
h convective heat transfer coefficient W/m2.K 
hr radiative heat transfer coefficient ... W/m2.K 
I total solar radiation on surface .......... W/m2 
k thermal conductivity ........................ W/m.K 
L length ....................................................... m 
m mass flow rate of air ............................. kg/s 
Q heat transfer to air stream .................. W/m2 
R thermal resistance........................... m2.K/W 
r radius ....................................................... m 
T temperature ............................................... K 
t thickness .................................................. m 
U overall heat transfer coefficient ...... W/m2.K 
u air velocity ............................................. m/s 
V volume of room ......................................  m3 

x coordinate system .................................... m 
 
Greek symbols 
α absorbtion coefficient .................................  

γ constant in Eqs.(9) and,(10) ........................ 
δ heat penetration depth .............................. m 
ε emissivity ..................................................... 
λ thermal diffusivity ................................. m2/s 
ξ friction factor ............................................... 
ρ density.................................................kg/m3 
ω frequency of temperature oscillation .. rad/s 
 
Dimensionless terms 
Nu Nusselt number ................................. hf.L/μf 
 
Subscripts 
a ambient ........................................................ 
abs absorber wall ............................................... 
f air flow ........................................................ 
g glass ............................................................. 
hyd hydraulic ...................................................... 
i internal ........................................................ 
r room ............................................................ 
s soil ............................................................... 
su undisturbed soil ........................................... 
t pipe .............................................................. 
o outlet ............................................................ 
 

 
1. Introduction 

Traditional energy resources such as fossil fuels which lead to the greenhouse effect, global 
warming, are expected to dwindle gradually. As environmental regulations are becoming 
strict, further investigation on alternative solutions to meet the energy needs of residential  
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Fig. 1.  Schematic diagram of integrated EAHE and SC.    Fig. 2. Adaptive Comfort standard.                                                                                       
 
units as well as industrial ones is also on the table. The use of passive techniques is an 
effective tool for attenuating the growth of the energy consumption for air conditioning. Earth 
to air heat exchanger (EAHE) and solar chimney (SC) are passive heating systems which are 
commonly used for reducing energy consumption.  
 
Many researches have been conducted on using EAHE for producing cool or warm air so far. 
Hollmuller [1] considered a periodic input for the air in the buried pipe, yielding a physical 
interpretation of the amplitude-dampening and the phase-shifting of the periodic input signal. 
Al-Ajmi et al. [2] developed a theoretical model of an EAHE for predicting the outlet air 
temperature and cooling potential of these devices. They showed that it have the potential for 
reducing cooling energy demand in a typical house by 30% over the peak summer season.  
 
Solar chimneys have attracted much attention of researchers. Bansal et al. [3] analytically 
studied a solar chimney-assisted wind tower for natural ventilation in buildings. The 
estimated effect of the solar chimney was shown to be substantial in inducing natural 
ventilation for low wind speeds. Gan and Riffat [4] also investigated solar assisted natural 
ventilation with heat-pipe heat recovery in naturally ventilated buildings, using a CFD 
technique. Mathur et al. [5] analytically studied the effect of absorber inclination on the air 
flow rate in a solar induced ventilation system using roof solar chimney. The results showed 
that optimum absorber inclination depending upon the latitude of the location. Maerefat and 
Haghighi [6] introduced and investigated integrated EAHE-SC system. They showed that the 
solar chimney can be perfectly used to power the underground cooling system during the 
daytime, without any need for electricity. The review of the related literature shows that the 
combination of EAHE and SC as a heating system has not been fully investigated yet.  
 
Fig.1 illustrates a schematic plan of the system. The solar chimney comprises a glass surface 
oriented to the south and an absorber wall which acts as a capturing surface. The EAHE 
consists of horizontal long pipe that is placed underground. The air is heated up in the SC by 
the solar energy, and by natural convection mechanism the outside air is sucked-in through 
the pipe. It will be shown that this system can provide good indoor condition in accordance 
with the Adapted Comfort Standard (ACS). The required indoor temperatures according to 
the adaptive comfort model are shown in Fig. 2. ACS does not recommend the ventilation rate 
[7]. Therefore, the minimum ventilation rate is set around 3 ACH [8].  
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2. Problem formulation 

The modeling includes models of earth to air heat exchanger (Fig. 3) and solar chimney     
Fig. 4). The following assumptions are made in this analysis. 

1. Only buoyancy force is considered, wind induced natural ventilation is not included. 
2. The flows in the channels are hydro dynamically and thermally fully developed. 

                                  
       Fig. 3.  Cross section of an EAHE.                      Fig. 4.  Diagram of the heat transfer in the SC.                 
 
3. The glass cover is opaque for infrared radiation. 
4. Thermal capacities of glass and absorber wall are negligible. 
5. The air flow in the channel is radiation non-participating media. 
6. The soil is homogeneous and the soil type does not change along the channel. 
7. The system is at steady-state condition. 
 
2.1. Mathematical modeling of EAHE 
The cross section of EAHE used in the model is shown in Fig. 3. In order to impose the 
ground thermal loads as boundary conditions at the EAHE wall, the undisturbed soil 
temperature ( suT ) has been used. The soil temperature is nearly constant at the penetration 

depth. It is defined when the surface of the soil is subjected to a periodic temperature [1].  
ωλδ /2 s=   (1) 

The air temperature through the EAHE is calculated by the following equation [6]. 
( ) ( ) ( )( )totalftsuasuft RmC/xexpTTTxT −−+=    (2) 

Where totalR  represents the overall thermal resistance and is given by [6]: 
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2.2. Mathematical modeling of SC 
An element of the model for SC is shown in Fig. 4. In principle and based on the energy 
conservation law, a set of differential equations are obtained along the length of SC [6]. 
The energy balance equation for glass cover is: 

( ) ( ) ( )aggagfscggggabsabsgabsgg TTAUTTAhTTAhrIA −+−=−+ −−α  (4) 

The overall top heat loss coefficient from glass cover to ambient air agU − , can be written as: 

agskygwindag hhrhU −−− ++=  (5) 

The convective heat transfer coefficient due to the wind is windwind uh 0.38.2 += [9]. 
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The radiative heat transfer coefficient from the outer glass surface to the sky and between 
absorber plate and glass cover may be obtained from [9]: 

( )( )( ) ( )agskygskygskyggskyg TTTTTTTThr −−++=− /22σε  (6) 

( )( ) ( )1/1/1/22 −+++=− absgabsgabsggabs TTTThr εεσ  (7) 

Where, the sky temperature is 5.10552.0 asky TT = [9].  

The convective heat transfer coefficient is given by: [5]: 
Lkh fsc /Nu=  (8) 

All property values are evaluated at average surface – air temperatures.  
The energy balance equation for air flow in the chimney is: 

( ) ( ) ( ) γ/ftofscfscfscgggfscabsabsabs TTmCTTAhTTAh −−=−+−  (9) 

The mean air temperature was experimentally determined to follow the non-linear form [10]: 
( ) fscinfscofsc TTT γγ −+= 1  (10) 

Value of the constant γ  is taken as 0.74 according to Ref. [10].  
The energy balance equation for the absorber plate is written as: 

( ) ( ) ( )rabsabsrabsgabsabsgabsfscabsabsabsabsabs TTAUTTAhrTTAhIA −+−+−= −−α  (11) 

The overall heat transfer coefficient from the absorber wall to the room aabsU −  is given by: 

( )insinsrrabs kthU //1/1 +=−  (12) 

In the above equation rh has been taken as 2.8 W/m2 K [10]. 
 
2.3. Room ventilation and temperature 
The buoyancy pressure due to increasing air temperature in SC, sucks the air through the 
EAHE. The friction losses due to fluid flow through the channels and across the fittings, 
refrain from the fluid flow. If the buoyancy pressure overcomes the sum of all flow pressure 
losses, the natural ventilation may take place.  

A mathematical model based on Bernoulli’s equation has been used to estimate the system 
flow rate. Thus, the chimney net draft can be calculated by the following equation: 
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Where the jc is the pressure loss coefficients at the locations which are indicated in Fig. 1.  

The EAHE pressure loss EAHEP∆  is: 
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The chimney effects EAHEDraft  and RoomDraft  can be expressed as: 

( ) ( )scrtftfaEAHE LHgDraft −−= −ρρ  (15) 

( ) roscofscofrr gHDraft −−= ρρ  (16) 

The required draft for heating system SystemDraft  is the sum of the pipe pressure loss and the 

positive pressure EAHEDraft and RoomDraft . 

rEAHEEAHESystem DraftDraftPDraft ++∆=  (17) 

Under steady-state conditions, we can write: 

scSystem DraftDraft =  (18) 
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The air mass flow rate at the chimney and EAHE are the same if there is no air infiltration: 

EAHEinletChimneyoutletChimney AuAuAum ρρρ ===  (19) 

By expanding equation (18), the air velocity in the SC can be obtained as:  
Table 1. Comparison of experimental and theoretical results for solar chimney included ACH No. 

Solar 
radiation 
(W/m2) 

Absorber 
Length 

(m) 

Inlet chim. 
Dimens 
(m×m) 

Ambient 
temp. 
(K) 

ACH Errors 
of 

[10] 
(%) 

Errors 
of 

present 
study 
(%) 

Exp. 
[10] 

Theo. 
[10] 

Theo. 
(present 
study) 

500 0.8 1.0×0.2 298-304 4.53 4.89 4.68 7.95 3.31 
500 0.9 1.0×0.1 294-296 2.66 3.46 3.44 30.07 29.32 
700 0.8 1.0×0.2 298-304 5.33 5.17 5.31 3.00 0.37 
700 0.9 1.0×0.1 294-296 2.93 3.67 3.32 25.25 13.31 
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The ACH is calculated under steady-state conditions by the following equation [10]: 
( )V/m3600ACH fscρ=  (23) 

The room air temperature which depends on room heat gain is given by: 
( )frrfscoutr mCQTT /−=  (24) 

Where rQ is sum of the heats that the room gains through the walls and the heat generated by 
internal heat sources.  

The coupled governing equations (2), (4), (9), (11) and (20) are the full description of the 
system and have to be solved iteratively until convergence of the results. 

3. Model validation 

There is no experimental data to validate the results of theoretical model for the integrated 
system. So, the calculation has been carried out for SC and EAHE separately under same 
conditions of experimental studies of [10] and [11]. Table 1 shows the results of present 
model and the theoretical and experimental results of Mathur et al. [10]. The quantitative 
comparison shows a reasonable agreement between the results obtained by the present study 
and the published results of [10]. The results of present study are closer to the experimental 
results than the theoretical results of Ref. [10]. It should be noted that the calculation carried 
out at the same conditions of Ref. [10] in which the room volume is 27.0 (m3). Fig. 5 shows 
the air temperature variation along the cooling pipe. The results of the present work are 
calculated at the conditions of experiments based on Ref. [11]. As the figure shows, there is 
good agreement between the present theoretical results and the experimental results of Ref. 
[11]. However, it is reasonable to conclude that the mathematical model can predict air 
temperature quite accurately and the calculated results are reliable. 
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4. Results and discussion 

The following dimensions and specifications are used in the modeling. The room has size of 

 
    Fig. 5.  Comparison present results with experimental data. 

 

         
Fig. 6.  ACH variation with changes of air gap depth       Fig. 7.  Room air temperature variation with                          
                               of SC (Ta=10oC).                                    changes of air gap depth of SC (Ta=10oC). 
 
4.0(m)×4.0(m)×3.125(m) without air infiltration. The heating demand is assumed to change 
within the range of 0.0-1000 (W) in the calculations. A solar chimney with the length of 3.125 
(m), width of 4.0 (m) and air gap depth of 0.2 (m) is considered. The thickness and thermal 
conductivity of the insulation located in south wall of the room are 0.2 (m) and 0.046      
(Wm-1K-1), respectively. The transmissivity of the glass wall is 0.84 and the absorber wall has 
an emissivity and absorptivity equal to 0.95. The outlet sizes of SC and room (Fig. 1) are 
0.05(m)×4.0(m) and 0.1(m)×4.0(m) respectively. The heating pipe of EAHE is a PVC pipe 
with 25.0 (m) length, 0.01 (m) thickness, and inside diameter of 0.5 (m) and is buried 3.0 (m) 
below the soil surface. The initial soil temperature at it, is approximated to be 19°C for a dry 
shaded soil surface condition and it is considered to be the heat source temperature. 
 
4.1. Effective dimensions of the system 
There are many geometrical dimensions which affect the system performance: i) air gap depth 
of the SC, ii) heating surface area of the EAHE. Fig. 6 shows the effect of air gap size 
variation on the ACH. It shows that the effect of air gap depth on the ACH is significant up to 
0.2 (m) and, the ACH remains almost constant beyond 0.2 (m). Fig. 7 shows that as the air 
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gap depth increases, the room air temperature decreases gradually. This decrease is due to the 
result of increasing the ACH which causes reduction in the energy gained by the absorber. A 
comparison between these figures shows that as the chimney air gap size increases up to 
almost 0.2 (m), any further increase does not have a significant effect on room air temperature 
and it is considered as an optimum required value of the air gap.  
 
Table 2. Effects of diameter of EAHE on system performance. 
Heating  
demand 

(W) 

Solar 
radiation 
(W/m2) 

Ambient 
air temp. 

(oC) 

Length 
of EAHE 

(m) 

Diameter 
of EAHE 

(m) 
ACH 

Room 
air temp. 

(oC) 

Number of SC 
and EAHE 

0 300 10 25 0.3 3.82 27.2 1 
0 300 10 25 0.5 6.85 21.9 1 
0 300 10 25 0.7 7.72 20.7 1 

500 300 10 25 0.3 Thermal comfort cannot be provided. 
500 300 10 25 0.5 5.04 20.0 1 
500 300 10 25 0.7 5.74 18.5 1 

 
Table 3. Effects of length of EAHE on system performance. 
Heating  
demand 

(W) 

Solar 
radiation 
(W/m2) 

Ambient 
air temp. 

(oC) 

Length 
of EAHE 

(m) 

Diameter 
of EAHE 

(m) 
ACH 

Room 
air temp. 

(oC) 

Number of SC 
and EAHE 

0 300 10 25 0.5 6.85 21.9 1 
0 300 10 35 0.5 6.35 23.2 1 
0 300 10 45 0.5 5.89 24.4 1 

500 300 10 25 0.5 5.04 20.0 1 
500 300 10 35 0.5 4.73 21.3 1 
500 300 10 45 0.5 Thermal comfort cannot be provided. 

 
In order to increase the heating surface one may increase the diameter and/or the length of the 
pipe. Table 2 shows the effect of EAHE diameter on system performance. A comparative 
survey shows that that as the diameter of EAHE increases up to almost 0.5 (m), any further 
increase does not have a significant effect on ACH and room air temperature. Therefore this 
value is adopted as default value of diameter. Table 3 shows the effect of EAHE length on 
system performance. For the length of EAHE more than 35 (m), the comfort temperature may 
not be provided and smaller EAHE should be employed. 
 
4.2. Effect of environmental conditions on the system performance 
The results of Table 4 also show that when air temperature rises, thermal comfort can be 
achieved in lower solar radiation. It is also found that when the heating demand is high, 
thermal comfort can be achieved only at high solar radiation. However, with proper insulation 
and reduction of the heating demand, SC can provide good indoor condition in the poor solar 
intensity and low ambient air temperature. The results show that when the heating demand is 
low, SC can provide thermal comfort condition even when the ambient temperature and solar 
intensity are equal to 5 oC and 185w/m2, respectively. 
 
5. Conclusions 
Natural ventilation and heating of a room which uses SC and an EAHE have been studied in 
this paper. The results show that there is an optimum size for air gap size of SC (0.2 (m)) and 
diameter of heating pipe (0.5 (m)). It has been found that the long EAHE with the length of 
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less than 35 (m) should be employed to provide the thermal comfort condition. The results 
also show that when the ambient temperature is low, although providing thermal comfort is 
difficult, proper configurations could provide good indoor condition even in the poor solar 
intensity. 

Table 4. System performance at different indoor and outdoor conditions. 
Heating  
demand 

(W) 

Solar 
radiation 
(W/m2) 

Ambient 
air temp. 

(oC) 

Length of 
EAHE 

(m) 

Diameter 
of EAHE 

(m) 
ACH 

Room air 
temp. 
(oC) 

Number of 
SC and  
EAHE 

0 400 0 15 0.5 8.59 15.9 1 
0 250 0 25 0.5 5.11 15.9 1 
0 250 5 15 0.5 6.28 17.5 1 
0 185 5 25 0.5 3.45 17.5 1 

500 560 0 15 0.5 8.59 15.9 1 
500 550 0 25 0.5 8.47 15.9 1 
500 390 5 15 0.5 6.79 17.5 1 
500 320 5 25 0.5 5.67 17.5 1 
1000 - 0 15 Thermal comfort cannot be provided. 
1000 - 0 25 Thermal comfort cannot be provided. 
1000 500 5 15 0.5 6.26 17.5 1 
1000 - 5 25 Thermal comfort cannot be provided. 
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Abstract:  The potential for reducing greenhouse gas emission from buildings comes from both operational and 
embodied emissions.  To date the focus has been on reducing the operational element, although, it is suggested 
that it is also important to consider early embodied carbon reductions. 
This paper describes a case study on the whole life carbon cycle of a building in the UK.  Specific issues 
addressed are the relationship between embodied carbon (Ec) and operational carbon (Oc), the proportions of Ec 
from the structural and non-structural elements, carbon benchmarking of the structure, the value of ‘cradle to 
site’ or ‘cradle to grave’ assessments and the significance of the timing of emissions during the life of the 
building. 
The case study indicates that Ec can be an important consideration and that the structure was responsible for 
more than half of the Ec.   
An indicative structural benchmark for the building is between 260kgCO2/m2 and 286kgCO2/m2. 
Weighting of future emissions appears to be an important factor to consider.  The PAS 2050 reduction factors 
had only a modest effect but weighting to allow for future decarbonisation of the energy supply had a large 
effect. 
 
Keywords: Embodied carbon, Carbon emission, Building, Operational carbon, CO2. 

1. Introduction 

The potential for reducing greenhouse gas emission from buildings comes from both 
operational emissions, produced by buildings during use, and embodied emissions, produced 
during manufacture of materials and components, and construction and demolition of 
buildings. 

To date the UK government has focused attention on reducing the, apparently, larger 
operational element.  This is reflected in the current methods of environmental assessment of 
buildings, which allow the highest environmental ratings to be achieved without any 
consideration of embodied emissions.  This, together with the lack of readily available and 
usable data on embodied emissions, has hampered the consideration of embodied carbon 
during building design. 

UK Building Regulations are employing a phased approach to increasing energy conservation 
criteria, resulting in reduced carbon emissions, in the period up to 2020.  However, this only 
applies to operational carbon. 

In terms of meeting the UK carbon reduction targets of 34% by 2020 and 80% by 2050 
(measured against the 1990 baseline), it may be equally, if not more, important to consider 
early embodied carbon reductions, rather than just future operational reductions.  Future 
decarbonisation of energy supply and more efficient lighting and M&E equipment installed in 
future refits is likely to significantly reduce operational emissions, lending further weight to 
this argument.  Methods of emission discounting to evaluate the present value of future 
emissions, may allow more realistic comparisons to be made between the embodied and 
operational elements. 
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Currently, there is lack of a consistent and accepted approach to the calculation of embodied 
emissions, the relationship and interaction between the embodied and operational elements is 
not well understood, and there is considerable uncertainty and variability in the available 
information on emission factors for building materials and processes.  Work under the 
European Standards Mandate M350 ‘Sustainability of Construction Works’ [1] seeks to 
remedy this by developing a harmonised approach to the measurement of embodied and 
operational environmental impacts of construction products and whole buildings, across the 
entire life cycle.  At this stage, it is not clear when this will become available.  In the 
meantime, PAS 2050 [2] is available, which builds on the life cycle analysis frameworks 
given in the BS EN 14040 [3] suite of standards and the Greenhouse Gas (GHG) Protocol [4] 
developed by the World Resources Institute and the World Business Council for Sustainable 
Development in 2004.  PAS 2050 focuses exclusively on GHGs produced during the life of a 
product and services.  However there is huge scope for variability in the data, life cycle 
boundaries selected, and assumptions made [5]. 

This paper describes a case study on the whole life carbon cycle of a book storage building in 
the UK.  This is part of a research project aimed at producing data on embodied carbon for 
different types of building, components and forms of construction to assist designers in 
optimising building designs and minimising carbon emissions. 

The paper investigates the following specific issues: 
- the relationship between embodied carbon emissions (Ec) and operational carbon 

emissions (Oc) 
- the proportions of Ec from the structural and non-structural elements, in order to 

determine the relative importance of Ec from the structure and to provide data for carbon 
benchmarking 

- how ‘cradle to site’ and ‘cradle to grave’ based assessments compare 
- the significance of considering when emissions occur during the life of the building. 

2. Methodology 

2.1. Description of the case study building 
The case study building is a book storage facility, completed in October 2010, with a total 
internal floor area of 11,578m2, designed to house around eight million volumes, in carefully 
regulated internal temperature and humidity conditions. It has a steel framed structure on 
mass concrete foundations, in-situ concrete floor and precast concrete insulated sandwich 
cladding panels to the external walls. The 12m-high main storage chamber has insulated metal 
deck roof cladding and the lower 7m high section has a composite concrete and metal deck 
roof to support the building plant and equipment.  The building is well insulated, with high 
thermal mass provided by the external wall panels, and is well sealed, achieving an on-site air 
test result of 1.6m3/h/m2. 

2.2. Assumptions and procedure 
In the majority of cases, available emission factors are for CO2, and do not include the full 
basket of greenhouse gases (GHGs).  Therefore, this study is based on CO2 emissions only.  It 
is estimated [6] that, for most building materials, CO2 represents the vast majority of GHGs 
(e.g., around 95%), although for plastics other GHGs are more significant.  It is anticipated 
that as materials data evolves and becomes more comprehensive, factors including all GHGs 
will become available. 

A building life of 60 years has been assumed for the purposes of this study. 
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Ec values include emissions from materials and components (‘cradle to gate’), transport to 
site and site construction (‘cradle to site’), three M&E refits at 15, 30 and 45 years, a general 
building refurbishment at 30 years, demolition, transport and end of life treatment for 
demolished materials.  End of life treatment has been assumed to be based on the following 
hierarchy: recycled where possible (e.g., steel); downcycled to a usable but lower grade 
material (e.g., concrete); incinerate for energy generation (e.g., timber); landfill. 

Ec values for structural elements and non-structural have been calculated separately to assess 
their relative importance and to provide information for structural benchmarking.  These are 
then compared with predicted Oc.  This information can be valuable when assessing where to 
concentrate effort most effectively to reduce emissions. 

Both ‘cradle to site’ and ‘cradle to grave’ assessments are carried out.  The former is more 
straightforward to establish at the design stage.  It is, therefore, useful to investigate if the 
additional effort required for a ‘cradle to grave’ assessment produces very different overall 
results.  In this study ‘cradle to site’ also included site construction. 

Previous studies [7] have shown that lifetime Oc is generally larger than Ec.  However, Oc 
occurs over the lifetime of a building (generally 60 to 100years), whereas the vast majority of 
Ec occurs at the start of a building’s life.  In terms of the timeframe in which carbon 
reductions need to be made, it is possible that carbon savings made at the start of a building’s 
life could be more valuable than predicted savings in the future.  The effect of future 
decarbonisation of energy supply could have a profound effect on future emissions, as could 
more efficient lighting and M&E equipment installed in future refits.  It is argued [8] that the 
cost of measures to mitigate climate change increase for every year the measures are delayed.  
For these reasons two methods of weighting future emissions are investigated, which may 
allow more realistic comparisons to be made between EC and OC. 

The first is based on PAS 2050 [2] which accounts for the reduced period emissions are 
present in the atmosphere during a 100-year assessment period and the weighting factor is 
given by Eq.(1).  This is a simplified version of the approach outlined by the IPCC[9]. 

 (1) 

Where i is the year in which emissions occur and X is the proportion of total emissions 
occurring in that year i. 

The second approach is based on the UK Government Markal-Med model scenarios for 
decarbonisation of the electricity supply over the period 2010 to 2050 [10].  Mean values of 
the scenarios considered have been used to give reduction factors to be applied to each of the 
annual Oc and the future Ec.  These factors apply to future electricity supply but for the 
purposes of this study they are applied to energy supply as a whole. 

2.3. Operation emissions (Oc) 
The predicted annual ‘Building Emission Rate’, provided by the building designers, is 
20kgCO2/m2.  This gives a predicted annual Oc of 231tCO2 for the whole building. 

2.4. Embodied emissions (Ec) 
The process of determining embodied carbon, although simple in principle, is not 
straightforward in reality due to uncertainty and lack of information on emission factors for 
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all the materials and processes involved.  There is considerable variability between the 
currently available databases for emissions from materials alone and there are a plethora of 
software tools and online ‘carbon calculators’ available purporting to provide whole life 
assessments.  In many cases it is unclear exactly where the assessment boundaries have been 
drawn and which data sources have been used. 

For these reasons Ec in this case study has been assessed using the authors own estimates of 
embodied CO2 for materials from ‘cradle to grave’ using ‘as constructed’ data. Reference has 
been made to published UK and global figures from a variety of sources to achieve this [11], 
[12], [13], [14], [15], [16], [17], [18]. 

2.5. Transport 
Transport emissions were determined using the UK Government published figures [19] and 
actual travel distances from suppliers to site, where this was known.  Distances could be 
determined for the majority of the large quantity materials, but estimates were made where 
this information was not available. 

2.6. Construction and demolition 
Emissions from construction and demolition works on site were assessed using UK 
Environment Agency base data [12], the actual construction period and an estimate of the 
period required for demolition. 

3. Results 

3.1. Relationship between Ec (structure and non-structure) and Oc 
Table 1 shows the relationship between Ec(structure), Ec(non-structure) for the different 
scenarios considered in the study. 

Table 1. Case study building: proportions of Ec and Oc 

  unweighted PAS 2050 
PAS 2050 + 

Markal 

 

Cradle 
to 

site 

Cradle 
to 

grave 

Cradle 
to 

site 

Cradle 
to 

grave 

Cradle 
to 

site 

Cradle 
to 

grave 
Ec             

structure 17% 18% 19% 18% 35% 35% 
non-structure 10% 14% 12% 14% 22% 22% 

sub total 27% 32% 31% 32% 57% 57% 
       

Oc 73% 68% 69% 68% 43% 43% 
Total 100% 100% 100% 100% 100% 100% 

 

The range of Ec as a percentage of the total emissions was found to be 27% to 57%, with 
structure 17% to 35%.  Ec(structure) was always greater than Ec(non-structure). 
 
The two extreme cases are shown as pie charts in Fig. 1 and Fig. 2 together with calculated 
values of tCO2. 
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Figure 1. Case study building: embodied and operational emissions (cradle to site, unweighted)  

            
Figure 2. Case study building: embodied and operational emissions (cradle to grave, PAS 
2050+Markal) 

3.2. Structural benchmarkingc 
The range of values of Ec(structure)/m2 of floor area was found to be between 260kgCO2/m2 

(‘cradle to grave’, unweighted) and 286kgCO2/m2 (‘cradle to site’, PAS 2050 and PAS 
2050+Markal). 

3.3. ‘Cradle to site’ and ‘cradle to grave’ 
Overall percentage differences between ‘cradle to site’ and ‘cradle to grave’ were relatively 
modest with a maximum of 5% in the unweighted case.  The differences reduced if future 
emissions were weighted.  However, for a comparison of individual materials, the end of life 
scenario can be significant, which indicates that material choices base purely on ‘cradle to 
site’, can give misleading results. 

3.4. Weighting of future emissions’ 
Fig 3 shows CO2 emissions for the case study building lifetime phases. 
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Figure 3. Case study building: lifecycle CO2 emissions 

Applying the PAS 2050 reduction factors has a relatively small impact, whereas applying the 
PAS 2050+ Markal reduction factors has a large effect.  The emission profiles over the 
building lifetime are clearly demonstrated in Fig. 4.  This indicates that Ec is equivalent to 
approximately 23 and 25 years of Oc respectively in the unweighted and PAS 2050 cases and 
more than 60 years in the PAS 2050+Markal case. 

 
Figure 4. Case study building: Ec and Oc (cradle to grave) as a percentage of whole life emissions 

4. Discussion and conclusions 

The case study indicates that Ec can be an important consideration in lifecycle CO2 emissions 
from buildings, and that in this case the structure was responsible for more than half of the Ec.  
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A review of other previous case studies [7] indicated that Ec varied between 79% and 108% 
of Oc for warehouse buildings and was as low as 2% for some other buildings.  In this study 
the range was found to be between 27% and 57% demonstrating that different assumptions 
and boundary conditions can produce widely differing results and confirming the need for 
standardisation of Ec data and assessment methods.  Assessment of lifecycle carbon emissions 
should not be considered a precise process due to the many uncertainties and assumptions that 
have to be made.  Nevertheless, it can be a useful tool in assessing where emission reductions 
can be made most effectively. 

An indicative structural benchmark for the building is between 260kgCO2/m2 and 
286kgCO2/m2. 

Oc in this case study is based on predicted values.  The building was only completed in 
October 2010 and, therefore, there is currently no data available to assess their accuracy, 
although these will be available for future updates of the study. 

Weighting of future emissions appears to be an important factor to consider.  The PAS 2050 
reduction factors, to reflect the period emissions are present in the atmosphere during a 100-
year assessment period, had only a modest effect, possibly due to the relatively short building 
life.  Longer life buildings would increase this effect but would conversely tend to reduce the 
Ec proportion of the whole life emissions.  In contrast, weighting due to decarbonisation of 
the energy supply has a large effect, although a more detailed analysis of whether the rate of 
decarbonisation of the electricity supply will be reflected in the overall energy supply is 
required before the method used in this study can be validated.  No attempt has been made to 
include discounting based on the cost of measures to mitigate climate change increasing with 
time but is considered that it would be useful to investigate this issue further. 

It is considered that the results of this case study make a useful contribution to the overall 
bank of data on Ec in buildings.  
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Abstract: This paper presents a study on how the energy concept for passive houses is interpreted and used in 
the daily life of householders. It examines the gradual process by which householders both adapt to and shape 
passive house technology in their material and social context, thus creating a comfortable home. The theoretical 
concept of domestication was used in order to understand this process. The empirical material was based on 
qualitative interviews with residents of passive houses in Sweden. Two rounds of interviews were conducted 
with 22 informants from 16 households and 21 informants from 15 households. The results show that from a user 
perspective, the passive house is an active house. An active house has event-based heating. The indoor 
temperature changes in relation to the household’s daily routines and rhythms, their everyday activities and use 
of appliances. Event-based heating creates different conditions for individual households and alters the meaning 
of many daily chores. Another result shows that domestication of the passive house concept is a dynamic and 
long-term process, where the view of indoor temperature and use of technologies change over time. Examining 
the domestication of passive houses leads to a more informed design process and an opportunity to educate new 
residents.   
  
Keywords: Passive houses, Domestication, Households, Space heating 

1. Introduction 

Passive houses have been highlighted as an important solution to the problems associated with 
high energy use for heating in the built environment [1] [2]. The last ten years have witnessed 
a considerable increase in the market for passive houses in north and central Europe, which is 
proof of the value of this energy concept. In other words, it has passed the trials connected 
with its use. The energy use of passive houses has been found to be far below the average and 
papers have been published about satisfied residents, containing descriptions of comfortable 
climate conditions [3]. However, the results often show a static product which may be 
misleading for new residents. Expressed differently, a common impression is that the user 
simply and immediately adapts to what is offered. The users are seen as passive receivers of 
the technology. As with any new technology, residents of a recently acquired passive house 
are confronted by unfamiliar features, to which they have to accustom themselves in one way 
or another. This paper presents a study of how the energy concept for passive houses is 
interpreted and used in the daily life of householders. It examines the gradual process in 
which the householders both adapt to and shape the passive house technology in their material 
and social context, thus creating a comfortable home. The focus is on the energy concept for 
heating these buildings:  
 
There are three main factors that affect the amount of energy required for heating a building: 
1) the quality of the envelope of the building, including heat exchange. 2) The efficiency of 
the heating system and 3) the householders’ activities, preferences and needs related to 
heating [4]. Considering the first factor, typical components and requirements for a passive 
house are a very well insulated and tight building envelope combined with a ventilation 
system equipped with an efficient heat exchanger. With regard to factor two, the heating of 
the building is supposed to be mainly managed by “passive” sources such as solar irradiation, 
human body heat and the residents’ use of appliances and lighting [3]. In the case of the 
energy concept of passive houses, a grouping between factors two and three is made. Through 
their body heat and use of household appliances, the members of the household constitute a 

1789



major part of the heating system. The research questions are: How is the energy concept for 
heating the building interpreted from a user perspective? How do the residents become 
accustomed to the energy concept of passive houses? The paper specifically contributes to an 
understanding of the passive house concept from a user perspective. It provides an 
understanding of the dynamic yet gradual process of domesticating new technologies. The 
paper begins with an introduction of the concept of domestication, which is used to describe 
how passive house technology is gradually integrated into the everyday life of users. The next 
section outlines the empirical method and data. Thereafter, the results of the two research 
questions are presented. Finally, conclusions are drawn that highlight the importance of 
examining the gradual implementation of energy efficient technology.   
 
2. Theoretical approach 

This paper examines the domestication of the energy concept in passive houses. In the 
concept of domestication, the users are regarded as active agents in shaping the way 
technology is used and, in the long term, its future development [5]. In this paper 
domestication is regarded as a process, in which the individual both adapts to and shapes the 
novel technology in his/her social and material context [6] [7]. The user undertakes both 
practical and symbolic work in relation to the technology as well as learns how to handle it in 
an appropriate way. In this process, the reciprocal influence of the user and the technology is 
not totally predictable. Thus, the passive house concept leads to a change in how the heating 
of buildings is achieved. This change is ultimately manifested in the social environment 
where the technology is used and particular meanings are assigned [8].  
 
In this process the users´ relationship to the technology changes over time. For instance, 
Silverstone et al. analysed the domestication of new technology by means of four non-discrete 
phases [5]. The first phase occurs when the technology is introduced to the domestic 
environment. The second is when the technology is assigned a physical space in the home, 
where norms and values attached to the technology are highlighted, and the initial use begins. 
The third phase emphasises the subsequent use of the technology and how it is incorporated 
and fitted into the routines of daily life. Finally, the fourth phase describes the communication 
between the household and the outside world. By demonstrating different phases, Silverstone 
et al. highlighted the integration of a new technology as a dynamic and changeable process, 
where the users´ relationship to and strategies associated with the technology vary. Thus, the 
interplay with technology is reviewed and reassessed over time [7]. In a similar vein, 
Lehtonen interpreted the domestication of new technologies, although he studied the phases of 
domestication as a set of trials in which the capabilities of the users and the technologies were 
tested in multiple ways [9]. For instance, one type of test is the process of learning what the 
technologies can do and what the user can do with them, while another is the process of 
judging that the technology is no longer of any value. In this paper, I will examine the gradual 
integration of the energy concept for passive houses in relation to the householders’ previous 
situation and collective norms in society. Passive house technology provides a new way of 
heating buildings, and these features are compared with what the residents were used to in 
their former accommodation and the houses of others.  
   
3. Methodology 

In-depth interviews were conducted with residents living in the first passive houses in Sweden 
situated south of Gothenburg. The buildings, which were completed in 2001 and were sold as 
co-operative flats, consist of 20 terraced houses divided into four blocks. Each house is 120 
m² and comprises a ground floor, an upper floor and an attic. The south side of the houses has 
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large window areas, while the north facing side has smaller windows. The passive house 
standard has a maximum space heating load of 10W/m² [10]. In these buildings a 900 W 
integrated heater connected to the supply air is intended to cover some of the space heating 
demand during cold periods. Moreover, solar collectors were installed on the roofs to cover 
parts of the hot water demand. The measured mean values from all of the passive houses 
during the second year, show an indoor temperature of 23 ºC (from two measuring points 
central in the buildings). The occupants stated that the average temperature was about 20-
21ºC [11]. It is worth noticing that these temperatures do not say anything about the heat 
sources used.  
 
The interviews were conducted in two sessions, 2002 and 2005, with 22 members of 16 
households and 21 members of 15 households. (During both rounds of interviews one of the 
apartments was uninhabited and used for research and demonstration purposes). The 
interviews took place in the householders’ homes and lasted between one and two hours, 
depending on how many family members were present. In six of the interviews, both in 2002 
and 2005, two adults from each household were present, while one adult participated in the 
remaining interviews. In total, 31 informants took part in the study and 12 were interviewed 
twice. The interviews were audio-taped and later transcribed for analysis. A quoted informant 
is referenced by an assumed name and the interview year, since they participated 
anonymously in the investigation [12]. 
 
Qualitative interviews were chosen, since they are successful for promoting a user-centred 
approach where the point of departure is the residents’ own perception of how they use and 
relate to the technology. The strength of qualitative interviews is their ability to capture a 
variety of opinions and provide a multifaceted and comprehensive picture of the phenomenon 
studied [13]. The main topic of the interviews was heat comfort and different ways of 
managing the heating in passive house apartments. Investigations and evaluations of heat 
comfort often fail to consider the residents’ perceptions and activities, instead relying on 
physical measurements or different statistical standards. Thus, the users are seen as passive 
recipients of an indoor climate achieved by means of installations such as heating systems 
[14]. However, this paper is more in line with the so called “adaptive approach” where the 
residents actively adapt to certain conditions with the help of building technologies and other 
resources such as clothes, slippers, candles etc [15]. Moreover, the users’ management of 
heating is situated in a social and cultural context that shapes their handling of the heating and 
what they consider to be an acceptable indoor temperature [14].  
 
4. Result 

In the energy concept of passive houses, the residents are explicitly described as being part of 
the heating system by means of their use of household appliances and human body heat. The 
first section briefly considers how this heating system is interpreted from a user perspective, 
whereas the second analyses its gradual integration into the everyday life of householders.  
 

4.1. Event-based heating 
When addressing how the households perceive indoor temperature, some dominant features 
become evident. One of them is fluctuating indoor temperatures [16]. The temperature in 
passive houses changes during the day. In the morning when the household wakes up, it is 
warmer on the second floor where the bedrooms are situated, but colder on the first floor 
where the living room and kitchen are located. Nevertheless, the temperature increases rather 
quickly when the family gathers on the first floor and household appliances are used for 
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making breakfast. The temperature decreases after the members of the household leave the 
building for work and school, but rises again shortly after they return to the building in the 
afternoon. Whether it is warmer on the second or first floor in the evening when everybody is 
at home appears on first sight to be an issue of where the family members usually are. This is 
interesting, as the passive house concept seems to change the way the indoor temperature is 
normally perceived to function.   
 
In a cross-cultural study between Norway and Japan, Wilhite et al. identified differences in 
how buildings are heated [17]. Norwegians tend to heat the whole building and have a 
relatively constant indoor temperature, whereas the Japanese, only tend to heat the room they 
occupy. The culture in Sweden is closer to that of Norway, but the energy concept has led to a 
change. This partly means a shift from heating the whole building to heating the room in 
which one usually finds oneself.  However, the indoor temperature in passive houses does not 
only fluctuate during the day. Another striking feature is the difference in temperatures 
between the weekend and weekdays, since to a large extent the members of the household are 
at home during the weekend: ”When one is at home and doing things, washing, using the dish 
washer, cooking and suchlike, I think that there is good heat circulation and it feels warm” 
(Frida 02). Frida’s description does not really coincide with the heating culture mentioned 
above. It indicates something different from generating heat for the rooms that the family 
members normally use, namely a heating system made up of human activities; an event-based 
heating system. Heat is supplied when they are engaged in daily activities such as cooking 
and cleaning, or when they have guests for dinner, thus the term “passive house” is 
misleading. From a user perspective, it is an “active house”, where the heat is generated from 
the everyday activities of the residents.   
 
Two different tendencies can be discerned within event-based heating. One is that the more 
activities the household members engage in, the warmer it becomes. That is, people and their 
participation in everyday activities at home “add” heat for the benefit of each other. The other 
is that it becomes cooler when there is no one or only a few household members at home or at 
the times when the household members change location in the house to a place where they 
have not been for a long time. This mainly concerns going from the second to the first floor or 
vice versa, such as in the example above when the householders come down to the first floor 
in the morning.   
 
The concept of domestication underlines the fact that the use and meaning of the technology 
is integrated and shaped by the social milieu, everyday rhythms and routines of the 
households [5]. Domestication of the energy concept for passive houses gives rise to an event-
based heating that is highly dependent on the social milieu and activities of the households. 
An event-based heating creates different conditions for different households. Smaller 
households may not generate enough body heat or heat from human activities. Moreover, the 
result shows that households in which members perform many activities outside the home will 
have difficulty making the energy concept work adequately, i.e. it does not fit their daily 
routines and rhythms. In addition, there is a relatively large difference between living in an 
apartment located at the gable end and living in the middle apartment of the passive house, 
since heat was better retained in the middle one. In conclusion, the concept generally better 
fits a four-person household in a middle apartment when the residents spend a considerable 
amount of time at home. However, the individual conditions of those living in the apartment 
are also important to consider. For instance, an addition to the family means more body heat 
as well as increased use of household appliances, which makes it warmer indoors. 
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Simultaneously, the responsibility that comes with the new family member often leads to a 
demand for a warmer indoor climate.  
 
4.2. Domestication of the energy concept for passive houses 
The following subsections consider the gradual process by which householders both adapt to 
and shape the content of the event-based heating by means of four types of interplay between 
their previous experience and the new way of handling heating. In particular, the first three 
reveal how the householders use of technologies and their view of the indoor temperature 
changes over time.  
 
4.2.1.  Re-creating an acceptable heat comfort 
In the 2005 interview session, when the residents looked back on their years in the passive 
houses, the first two were described as more troublesome, slightly cooler and sometimes too 
cold. The resources offered by the energy concept were simply not regarded as sufficient to 
create a comfortable indoor temperature at home. This led to frequent use of other resources – 
not compatible with the energy concept – such as external electric heaters: ”We used fan 
heaters. We had one downstairs and one upstairs with the timer set for three times per day. 
Because we didn’t have the temperature we wanted” (Maria 02). Maria’s family was used to a 
temperature of around 23-24ºC from her previous home, which she tried to re-create in the 
passive house with the aid of electric heaters. The term re-creating indicates that the 
difference between the new way of heating the building and the household members´ previous 
experience is large and also perceived as such and that the members somehow try to recreate 
the former conditions.  
 
Furthermore, the resources used for re-creating a comfortable indoor temperature were not 
limited to external heaters. Domestication of technology may give rise to meaning and usage 
not intended by the producers [5].  One such consequence of the event-based heating is that it 
alters the meaning of many daily chores at home, such as washing dishes and drying clothes:  
“If I put the dishwasher on it gets warm” stated Hanna (05), one of the informants. The 
tumble drier is “really nice and warm” said Maria (02). The dishwasher and the tumble drier 
were not only appliances that could dry clothes and clean dishes, they also meant a warm and 
comfortable indoor temperature during the cold winter months. In general, this “double 
meaning” of the use of household appliances did not stimulate the conservation of energy and 
an opposite tendency was found. For example, households sometimes washed clothes or 
turned on the oven, not because they needed to wash or cook, but because the appliances 
contributed to a comfortable indoor temperature. Use of other resources compatible with the 
energy concept, such as extra clothing, was not acceptable to these residents.  
 
4.2.2. Re-evaluation of the indoor heat  
Thus during the first year, the households where unfamiliar with living in a passive house and 
many felt that the indoor temperature was to some extent too low. However, while the use of 
external radiators occurred relatively frequently during the first and second winter in many of 
the apartments, they became much less common in the following years. In addition, as time 
passed, the indoor temperature was perceived as normal. A change in how they related to the 
event-based heating obviously occurred: I think that I have got used to the temperature, that 
it’s a little cooler. It is really too hot at work” (Hannes 05). As Hannes put it, the change in 
perception also involved an aspect of re-evaluation of the indoor temperature where previous 
conditions were regarded as less favourable in the light of the present ones.  
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One interesting reason for this change can be found in what Berner defines as a “perceptual 
and bodily adjustment” [18]. Berner, who studied industrial workers´ interaction with 
machines, described it as a process where the human being is forced to “filter out” what one 
would normally notice in a new environment, such as smell, sound and the speed of new 
machines etc. It happens simultaneously, as one has to learn how to recognize and act on the 
basis of new phenomena of which one was previously unaware. The perceptual adjustment to 
event-based heating occurs by living in the passive house and noticing how the indoor heat 
changes in relation to the activities and daily rhythms of the household. Moreover, by 
comparing the heat generating capacity of various technologies and appliances, the household 
becomes aware of the most suitable method of heating the building. This was demonstrated by 
Nina who reported that “the effect is better with the candles than with household appliances” 
or when Johanna compared the use of candles with that of electric light, concluding that the 
former was more effective. Such comparisons probably facilitate the handling of the heating 
in the passive house. Other reasons for the change in how the energy concept of passive 
houses was interpreted are the household’s increasing competence in handling the integrated 
heater in the ventilation system and improved functioning of the energy technology 
installations. (During the first two years, the ventilation system sometimes malfunctioned). 
Moreover, some of the informants mentioned the damp remaining from the construction of 
the houses, which they said gradually vanished. These issues are beyond the scope of this 
paper, but they all point to the fact that the interplay with technology is reviewed and 
reassessed by the residents over time [7].   
 
4.2.3. Familiar circumstances 
One explanation for their re-evaluation of what an acceptable indoor temperature should be is 
found in the references to other people’s homes, and what is considered a normal indoor 
climate. “They [the cold floors] made me react a little at first but on the other hand they are 
cold in other houses too and I don’t think they are colder here than in other terraced houses” 
(Caroline 02). Here, the similarities between the heat comfort in passive houses and other 
buildings were highlighted, pointing to the existence of ordinary and familiar aspects in the 
confrontation with the new way of handling heating. The term ordinary indicates that the 
routines for handling indoor comfort, such as the use of slippers and cardigans, as well as the 
perception of the indoor temperature are similar to what the household members are used to or 
are common in society in general.  
 
4.2.4. Innovative ways of managing indoor heat  
A re-evaluation of the indoor temperature also highlights positive differences. Although the 
differences between the household members’ previous ways of handling heating and the 
passive house energy concept are large, they are not necessarily seen as negative. As 
Bakardjieva who studied the use of internet stated, technologies are often used as innovative 
tools for changing the present circumstances [19]. Thus, passive house technology becomes 
interpreted as an innovative tool for changing previous ways of handling indoor heat and 
creating a more pleasant and comfortable indoor temperature. For Paulina, this was the case 
from an early stage: “As I left a house that was really very warm I thought that it was more 
comfortable to live in a house where I can put extra clothes on instead of a house where it’s 
too hot” (Paulina 02). The differences outlined above are overcome by the fact that the energy 
concept for passive houses leads to a desirable change. In addition, resources such as clothes, 
slippers and blankets are regarded as “nice and cosy” and as a prerequisite for a healthier and 
comfortable indoor climate. 
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Other examples of new routines, or new ways of thinking about indoor climate in buildings, 
are keeping the heat inside by quickly closing the door when entering and seldom airing. This 
is a new habit that is partly due to the limited possibilities of heating the passive house. 
Moreover, as highlighted above, the household appliances have become “producers of heat.” 
Another aspect of this is that the householders utilized the heat from the appliances, for 
instance by facilitating the spread of heat by opening interior doors. These activities are not a 
“passive” adaptation to the circumstances in a passive house. From the perspective of the 
householders it is an active process and interpreted as the most appropriate way to handle 
indoor heat. Other desirable changes that come with the passive house energy concept are an 
improved economic situation as well as environmental protection. The former included 
feelings of participation in fulfilling the intentions of the product developers in the creation of 
an energy efficient home.   
 
5. Conclusion 

This paper has examined the domestication of the energy concept for passive houses. Using 
the term ‘event based heating’ I have highlighted some important features that newcomers to 
passive houses may encounter. The gradual process of getting used to the energy concept has 
been explored by means of four types of interplay between the householders’ previous 
experiences and the new way of handling heating influenced by the energy concept. In a 
sense, these types reflect what users may be confronted by when leaving old technology 
behind and experiencing new. Some features are missing, which the householders try to 
compensate for, whereas others are improved or fairly similar to what they were used to. 
Nevertheless, their relationship to these features is changeable and might be re-evaluated over 
time. It is important to identify the content and development of the reciprocal influence 
between the energy related technology and the user. For instance, does living in passive 
houses give rise to non-energy efficient routines in relation to household appliances? The 
result of this study indicates that it does, which in part questions the establishment of a 
maximum space heating load of 10W/m². However, there are also long term tendencies that 
demonstrate the creation of a more environmentally friendly view of indoor temperature as 
well as routines in line with an energy efficient way of life. By examining the domestication 
of the energy concept in passive houses, an improved understanding of user practice in these 
buildings can be developed. This would lead to a more informed design process as well as an 
opportunity to provide information to new residents of passive houses. 
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Abstract: The integration of Phase Change Materials (PCMs) into the building envelope provides a higher 
thermal inertia that, combined with the thermal insulation effect, can reduce the energy consumption.  
Using a 2-dimensional simulation model based on the enthalpy formulation, a latent heat storage system has 
been numerically designed and parametrically optimized to take advantage of solar thermal energy for buildings 
space heating during the winter in Coimbra, Portugal. The main purpose of this study is to show the potential of 
incorporating PCMs in structural cells of shading elements associated to southward façade windows.  
In view of the low thermal diffusivity of the Phase Change Material (PCM) chosen, the distance between metal 
fins is directly proportional to the energy storage/release capacity of the system. The results of the parametric 
study also show that solar radiation flux has a strong effect on the melting/charging process. On the other hand, 
the indoor temperature and the indoor heat convection transfer rate, during the night, play an important role in 
PCM solidification/discharging process. 
In conclusion, an optimal thermal storage system – PCM shutter – can be designed for any given location and 
characteristic climatic data during the winter. The optimum depends strongly on the thermophysical properties of 
the PCM and on the internal boundary conditions considered. 
 
Keywords: Phase Change Material, PCM, Enthalpy formulation, Energy storage, Numerical modelling. 

Nomenclature  

CM thickness of the metal fin ..................... m 
E total energy stored and released by the 

system during a day cycle .................... kJ 
F total PCM melted fraction ................... % 
FL thickness of the system  ........................ m 
H enthalpy of the system .......................... kJ 
h volumetric sensible enthalpy ...........J m-3 
he external convection heat transfer 

coefficient  .............................. W m-2 ºC-1 

hi internal convection heat transfer 
coefficient  .............................. W m-2 ºC-1 

HL inter-fins distance ................................ m 

L latent heat of fusion ........................ J kg-1 

radq  solar radiation .............................. W m-2 

,rad refq  reference solar radiation .............. W m-2 
Rvi thickness of the metal liner ................... m 
t time ........................................................h 
tm time needed to melt all the PCM volumes 
Te outdoor air temperature ...................... ºC 
Te,ref reference outdoor air temperature ...... ºC 
Ti internal air temperature ...................... ºC 
Tm PCM melting temperature ................... ºC 

 
1. Introduction  

As referred by many authors [1-5], the thermal energy storage systems using PCMs have been 
recognized as one of the most advanced energy technologies to enhance the energy efficiency 
and sustainability of buildings. An interesting feature of PCMs is that they can store latent 
energy as well as sensible energy. Their high latent heat storage capacity combined with 
friendly energy systems employing endogenous energies, such as solar thermal energy, can 
reduce the energy consumption of buildings in a passive and sustainable way. The systems 
incorporating PCMs benefit also from the isothermal nature of the phase change process. For 
a review, see [1-5]. At the same time as the demand for thermal comfort in buildings in 
Portugal increases, so does the energy consumption for buildings’ indoor environmental 
control, particularly, for space heating during the winter. The main goal of the present work is 
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to design a latent thermal energy storage system incorporating PCM, taking advantage of 
solar energy, which is an abundant resource in Mediterranean climates, for space heating 
during the winter season in Coimbra, Portugal. The numerical simulation of the system is 
performed using a code specifically developed for this purpose, based on a 2-dimensional 
model following the enthalpy formulation. 
 
The enthalpy formulation has been extensively employed by many authors in the modelling of 
phase change problems [6-11] and it is one of the most popular fixed-domain methods for 
solving the Stefan problem [4]. The problem of predicting the behaviour of phase change is 
difficult due to its nonlinear nature at the moving interface and, in addition, to the fact that the 
material at the two phases has different thermophysical properties. When the PCM undergoes 
a phase change, both the solid and the liquid phases are present and are separated by a moving 
interface between them. The difficulty in solving a phase change problem is the presence of a 
moving boundary or region in which heat and mass balance conditions have to be met.  
 
2. Methodology  

2.1. System Descriptions  
The scheme of the architectural configuration of the system is shown in Fig. 1a. It consists of 
2 shutter panels, each 0.5 m by 1.5 m and composed of a set of several aluminium rectangular 
cavities filled with the PCM. The horizontal walls of the cavities are supposed to act as a fin 
arrangement and enhance the rate of heat transfer to the PCM. To compensate the low thermal 
conductivity of PCM, the use of metal fins in a latent heat storage system has been studied by 
many authors [7-11]. The insulation layer on the back surface of the shutter is essential to 
enable the control of the direction of the stored heat delivery, especially during the thermal 
discharge of the system.   
 

 
Fig. 1. (a) Schematics of the latent heat storage system; (b) Schematics of the functioning of the PCM 
shutter during a winter day – PCM charging when the system is opened; (b) Schematics of the 
functioning of the PCM shutter during a winter  night – PCM discharging when the system is closed. 
 
The rationale of the system operation during a consecutive day and night in winter is sketched 
in Figs. 1b and 1c. The system must operate cyclically, reflecting the ongoing cycles of the 
daytime and of the PCM phase change process (from solid to liquid and vice versa) and, at the 
same time, enabling the storage and release of thermal energy. The system is to be opened 
during the day to maximize the solar direct gains through the glass window and the charging 
of the system – PCM melting. During the night the system must be closed to minimize the 
heat losses through the glazing and to allow the discharging of the system by releasing the 
thermal energy indoors through the window arrangement – PCM solidification. During the 
night the window must be somehow opened to ensure the ventilation of the air cavity 
separating the window glass and the PCM shutter promoting the heat release indoors.  
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Many authors have considered the design and analysis of a system with the same goals as the 
one we propose here, particularly Costa et al. [7] and Brousseau and Lacroix [8]. Both works 
define and study latent heat thermal energy storage systems designed to store the off-peak 
electrical energy in the form of thermal energy via PCM phase change processes. Using off-
peak electricity, a PCM can be melted to store electrical energy in the form of latent heat 
thermal energy, and the heat is then available when needed for space heating, during the 
period when the electricity is most expensive. The system proposed in this work aims to take 
advantage of the solar energy, instead of the electrical energy, to melt the PCM. 
 
2.2. General Assumptions  
The chosen PCM for this simulation is similar to an n-Octadecane – CH3(CH2)16CH3. The 
thermophysical properties of this PCM and of the heat exchanger material (aluminium) are 
given in Table 1. One uses all of n-Octadecane’s thermophysical properties, except for the 
melting temperature, which shall be considered lower than that of n-Octadecane and closer to 
indoor comfort temperature in wintertime.  
 
Table1. Thermophysical properties of the system materials. 

Thermophysical properties PCM Aluminium 
Latent heat of fusion (J kg-1) 243500 - 
Density – solid (kg m-3) 865 2707 
Density – liquid (kg m-3) 780 - 
Specific heat – solid (J kg-1 ºC-1) 1934 896 
Specific heat – liquid (J kg-1 ºC-1) 2196 - 
Thermal conductivity – solid (W m-1 ºC-1) 0.358 204 
Thermal conductivity – liquid (W m-1 ºC-1) 0.148 - 

 
The main reference outdoor conditions, Eq. (1), are the external air temperature, Te,ref, and the 
solar radiation in a vertical South facing wall in Coimbra in January, ,rad refq , both calculated 

according to the climatic data of SOLTERM® during the period when the system must be 
opened – from 9 am until 5 pm. The external convection heat transfer coefficient considered 
is he = 25 W m-2 ºC-1. 
 

( )
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
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 (1) 

 
The indoor air temperature, Ti, is influenced by outdoor conditions, by the internal loads and 
by the buildings envelope constitution. However in this study, during the time when the 
system must be closed – from 5 pm until 9 am – the average indoor air temperature is 
considered fixed and equal to 15 ºC. The internal convection heat transfer coefficient, hi, can 
vary according to the model chosen for its determination, as explained below.  
 
2.3. Numerical Simulation and Numerical Solution 
The model was developed using the enthalpy formulation, as sketched in Fig. 2. In the 
discretized energy conservation equation, the volumetric sensible enthalpy, h, is the 
dependent variable and the latent energy rate involved in the phase change process is 
considered in the source term, which in turn is expressed in terms of the local fraction of 
melted PCM. The main advantages of this method are: (i) the dispense of a condition to be 
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satisfied at the solid-liquid interface (as it automatically obeys the interface condition), (ii) the 
existence of a mushy zone between the two phases in each control volume, (iii) the fact that 
the energy conservation equation is similar to the one of the pure heat diffusion model 
(without phase change) and (iv) that this method guaranties the isothermal nature of the phase 
change process. This model is meant to solve the problem of heat diffusion associated to the 
PCM phase change in a 2-dimensional domain. The differential equation governing the 
underlying physical phenomenon is integrated using the finite-volume method proposed by 
Patankar [12]. The system of equations is iteratively solved by a tri-diagonal-matrix algorithm 
and the evolution in time is modelled according to a totally implicit formulation. Further 
details concerning the numerical implementation of present enthalpy method may be found in 
the previous work of the authors [13]. 
 

 
Fig. 2.  Sketch of the enthalpy formulation. 
 
3. Results and Discussion  

This section is devoted to the identification of the optimal PCM volume, and of the optimal 
PCM melting temperature, Tm. The first part shows the existence of the optimum PCM 
volume and its calculation for a specific case. The following parts are concerned with the 
estimation of the impact of some parameters: outdoor condition, indoor conditions and PCM 
thermophysical properties. Finally, the optimal configuration is discussed. 
 
3.1. Determination of the PCM volume 
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In order to find the optimal PCM volume to incorporate in the shutter, a set of numerical 
experiments was held using the methodology presented in Section 2.3, for the test case 
described in Section 2.1 and for the values above. The optimum PCM volume corresponds to 
the one that can be totally melted during the charging period (daytime) and totally solidified 
during the discharging period. Due to the low thermal diffusivity of the PCM, the total 
volume melted and solidified is strictly related with the distance between the metal fins. 
 
For a given inter-fins distance HL, the enthalpy of the system, H, and the total PCM melted 
fraction, F, were computed. Figure 3a shows that the PCM can be totally melted considering 
HL = 0.004 m. This means that the total volume of PCM with which the container described 
in Section 2.1 can be filled represents 40 % of the total volume of the system. Results with 
higher PCM volumes (larger distances between fins) are not so attractive because they cannot 
be totally melted during the day, and so, the enthalpy of the system is smaller (Fig. 3b) and 
the PCM potential as a latent heat material is overvalued. The results considered in Fig. 3a 
and in Fig. 3b were obtained for three consecutive day cycles numerically simulated, starting 
from a condition of no PCM melted and the whole system at a uniform temperature Tm. 
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For the PCM volume corresponding to HL = 0.004 m the discharging process is not completed 
during the night, which can mean that there will be an enduring melted PCM fraction 
overvaluing the potential of PCM as a latent heat material. In order to enhance the discharging 
of the system and the solidifying process of the PCM, indoor forced airflow must be induced 
in the air gap between the shutter and the glass to enhance heat convection in that period. 
 

  
(a) (b) 

Fig. 3. Evolutions (a) of the total PCM melted fraction, F, and (b) of the enthalpy of the system, H, 
during three consecutive day cycles simulated.  

 
3.2. Impact of the internal heat transfer coefficient  

Case of:
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A set of numerical experiments was held in order to evaluate the influence of the hi value on 
the total energy stored in the system via the PCM phase change from solid to liquid and 
released by the system to the indoor air via PCM phase change from liquid to solid. The 
different values for hi considered in the simulations are shown in the legend of Fig. 4.  
 

  
(a) (b) 

Fig. 4. (a) Evolution of the F value, during the first four numerical cycles for different values of hi; (b) 
Evaluation of the E value during the fourth simulated cycle for the different models considered for hi. 
 
The results presented in Fig. 4a were obtained for the first four numerical day cycles 
simulated, the point in time when steady cyclic behaviour was achieved. The values of the 
total energy stored and released indoors by the system during a complete day cycle, E, 
showed in Fig. 4b, correspond to those of the fourth day cycle simulated. By matching the 
results of Fig. 4a and Fig. 4b one can see that the E value is proportional to the fraction of 
PCM solidified during the discharging period. The larger the value of hi the larger is the 
fraction of PCM solidified during the night and the heat released to the indoor space. For very 
large values of hi the system is totally discharged but the PCM volume cannot be totally 
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melted during the day. Fixing hi = he = 25 W m-2 ºC-1 one can enhance the performance of the 
system during the night without compromising the melted fraction during the day. 
 
3.3. Impact of the indoor temperature 
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In order to evaluate de impact of the indoor temperature considered, Ti, a set of numerical 
experiments was held with a range of values for Ti and Tm. The results are shown in Fig. 5. 
One can see that the E value grows proportionally to the difference between Tm and Ti. That 
is because the driving potential for the heat flow rate to the inside is enhanced and the release 
of energy during the night is improved while the PCM changes phase from liquid to solid. 
 

 
Fig. 5. Evaluation of the total energy stored and released by the system, E, during the fourth 
numerical day cycle for the different values considered for Tm and Ti. 
 
3.4. Impact of the outdoor conditions  
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Fig. 6. Evaluation of the time needed to melt all the PCM volume, tm, considering the reference 
outdoor conditions and 3 different sinusoidal swing approaches to calculate Te and radq  evolutions. 
 

The impact of the outdoor air temperature, Te, is evaluated through the time needed to melt all 
the PCM volume, tm, using three different sinusoidal swing approaches to estimate the Te 
evolution during the time when the system must be opened, and comparing them with the 
reference sinusoidal curve presented in Section 2.2. The same methodology is carried out for 
the solar radiation, radq . The results are presented in Fig.6 showing that the higher the outdoor 

air temperature and the solar radiation are, the less time it takes to melt all the PCM volume.  
 

3.5. Impact of the PCM melt temperature 
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The total energy stored and released by the system, E, is strongly influenced by the melt 
temperature of the PCM, Tm. When it is lower than the optimum Tm, the charging process is 
faster and less time is needed to complete it, thereby melting all the PCM mass. On the other 
hand, if the difference between Tm and Ti is very small, the discharging process of the system 
is compromised and the time needed to complete it is larger than the time available (period of 
system closed). When Tm is higher than the optimum temperature, the discharging process is 
more efficient. However, the charging (melting) process will not be completed in the time 
specified by the operating conditions. Figure 7 illustrates the influence of Tm in the E value. 
 

 
Fig. 7. Influence of Tm in the total energy stored by the system during the day-time and released to the 
interior during the night in a complete day cycle under the same operating conditions. 
 
3.6. Existence of the optimum 
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The reference test case above shows an optimum configuration for the system. The total 
energy stored and released by the system, E, during a complete 24 hours day cycle is 
compared with that of other 0.03 m thick building materials under the same operating 
conditions. The results are shown in Fig. 8. 
 

 
Fig. 8. Total energy stored and released by the system during a complete day cycle, E, compared it 
with that of other 0.03 m thick building materials under the same operating conditions. 
 
4. Conclusions  

The outdoor air temperature and the solar radiation flux play an important role during melting 
and consequently have a strong effect on the time needed to melt the PCM volume. On the 
other hand, the indoor temperature and the convection heat transfer rate on the inner side of 
the shading element, during the night, play an important role for the PCM solidification and 
have a strong effect on the energy release indoors. To enhance the discharging of the PCM a 
ventilator must be adjoined to the inner side to increase the internal heat transfer coefficient.  
In conclusion, using the numerical simulation as carried out, an optimal system configuration, 
with an optimal PCM melting temperature, can be found for any given location and 
characteristic climatic data during the winter season. The results for stored and released 
energy in a complete day cycle, using a 0.03 m thick layer of different materials, show the 
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enhancement of the thermal inertia of the building envelope obtained by using the system 
described. The Tm value has a strong influence on the energy storage capacity of the system. 
The optimal melting temperature of the PCM to be incorporated in the system for the location 
of Coimbra is 20 ºC. According to the present predictions, the total energy stored and released 
by the optimum system during a complete 24 hours day cycle can reach 2501.3 kJ. 
 
Further work has to be done to assess the behaviour of the system in a physical testing – 
prototype and cell test. A building dynamic simulation has also to be carried out to evaluate 
the influence of the latent heat loads in the thermal behaviour of the building. 
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Abstract: Research shows that, as a result of poor energy efficiency, a significant amount of the UK’s total 
energy expenditure is wasted. Changing building occupants’ behaviour could help to prevent this energy loss and 
considerably cut carbon emissions per year. This paper presents an overview of the impact of occupants’ 
behaviour on the energy performance of non-domestic buildings. It further introduces Halcrow’s current research 
project on how to improve the energy performance of their recently refurbished and occupied Headquarters in 
London, while increasing the satisfaction and well-being of their employees. An employee benchmark survey 
was conducted at the pre-occupancy stage. The purpose of this survey was to identify the employees’ level of 
satisfaction with their current workplace and, also, to indicate employees’ motivation and energy awareness 
level. The mean score of 2.98 indicates that the majority of the respondents are neither satisfied nor dissatisfied 
with their current workplace. The results of this survey also show that employees who work in cellular offices on 
their own are less satisfied than those who work in open-plan offices. Regarding employees’ sustainability 
awareness, most of the respondents said that they were not fully aware of Halcrow’s sustainability targets. This 
paper provides the results of this survey in detail. 
 
Keywords: Energy Awareness, Non-domestic Building, Sustainability, Refurbishment, and Carbon Reduction 

1. Introduction 

About one fourth (25%) of carbon emissions in the UK, which is about 100 million tonnes of 
CO2 per year, are generated by non-domestic buildings [1]. Considering the fact that 60% of 
the total non-domestic buildings in 2050 exist today [2], sustainable building refurbishment 
can significantly contribute to meeting the UK government’s target. Every day about £7 
million, which is about 21% of the UK’s total energy costs, is wasted in UK industry due to 
poor energy efficiency [3]. In comparison, it is estimated that changing buildings users’ 
behaviour could save this money for the companies and cut carbon emissions by 22 million 
tonnes per year [4].  
 
It is argued that green technologies such as efficient lighting and advanced ventilating systems 
will enhance interior environmental quality and therefore be beneficial to human well being 
and productivity.[5]. Technologies which are designed to improve the energy efficiency of a 
building must engage with the users, or the building will underperform and energy savings 
will be limited [6]. Organizational scientists pay little attention to the physical environment, 
despite its impact on social behaviour [7]. Working space affects the user’s performance [8], 
and productivity is also believed to be associated with the provision of high quality interior 
environments [9]. However, there is little understanding of how such benefits might be achieved 
by a satisfactory work environment.  
 
Halcrow Group Ltd has recently refurbished a leased 1930’s, 5-storey office building in 
Hammersmith, London. This building is now occupied by about 450 people who have moved 
from Halcrow’s previous offices (Vineyard House (VH) and Shortlands) adjacent to the site. 
As staff satisfaction has a central place in social sustainability, Halcrow wishes to investigate 
innovative interventions currently available to reduce their energy consumption in their new 
HQ, while increasing their employee’s satisfaction and well-being. To do this, a survey was 
carried out at the pre-occupancy stage to understand employees’ needs and expectations 
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regarding their work environment. The findings from this questionnaire were considered at 
the design stage of the new building and also used as a benchmark for evaluating the new 
building’s performance. This paper demonstrates some of the findings from the questionnaire.  
 
2. Methodology 

An employee survey was conducted to collect data regarding employee satisfaction, needs and 
expectations. This benchmark survey was used as a tool to enable the employees to 
confidentially express how they felt about their work environment. The first part of the 
questionnaire included items concerning demographic factors such as age, sex and 
employment status. Also, in this part, employees were asked to specify their modes of 
transportation to work and their willingness to work at home. In the second part, employees 
were asked to indicate their levels of satisfaction with their workplace physical environment, 
use of interior space, indoor facilities and current policies. For these questions, 5-point 
response scales were used, where: 1= Strongly Agree, 2= Agree, 3= Neither Agree nor 
Disagree, 4=Disagree and 5 = Strongly Disagree. In the latter part, employees were asked to 
state whether they were aware of Halcrow’s sustainability targets and whether they felt 
personally responsible for contributing to Halcrow’s sustainability objectives.  This survey 
was sent via internet to all employees in Vineyard House (VH) and Shortlands buildings and 
stayed open for two weeks. Initially, 197 completed surveys were returned, (representing 34% 
response rate). Having excluded data from ineligible participants and questionnaires with 
missing data on more than 70% of items on “satisfaction with workplace” questions, the final 
sample consisted of 189, 162 from VH and 27 from Shortlands.  
 
3. Results 

This part of the paper illustrates the findings from the pre–occupancy employee survey, for 
VH employees only. 
 
3.1. Demographic Questions  
Over two-thirds of the 162 VH respondents were male, 32.7% (53) were female. Most  
respondents, 41% (66), were between 26 and 35 years old, 5.6% (9) were 25 years old and 
under, 23.6% (38) were between 36 and 45, 16% (26) were 46 and 55 and 13.7% (22) were 
over 55 years old. In terms of employment status, the majority of the respondents, 95.1% 
(154), were full-time. More than 70% respondents (115) indicated that they were based in VH 
75%-100% of the time.  
 
3.2. Mode(s) of Transport 
About 98% (159) respondents answered this question. Their responses are shown in Table 1. 
 

Table 1: Mode(s) of transport you normally use to commute to your office 
 Frequency Percent 
Bus/Train/Underground/Foot/Bicycle 64 40 
Car (in combination with other modes) 27 17 
Bicycle (in combination with other modes) 32 20 
Foot (in combination with other modes) 79 49 
Bicycle (only) 5 3 
Foot (only) 11 7 
Car (only) 7 4 
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3.3. Working from Home  
Of 154 respondents, 47.4% (73) indicated that they already worked occasionally from home; 
while 39% (60) said that they would consider working from home given the opportunity. 
Among the latter, 7 respondents reported driving to work for part, or the whole of their 
journey, with a total mileage of 9701.379 km per year.  
 
3.4. Working in the Office after Office Working Hours 
The majority of respondents, 57.1% (92), specified that they rarely worked after 7.00pm (0-1 
evenings/ month). However, a good number - 40% (65), indicated that they needed to work in their 
office for 2-10 evenings/month. Only 2.5% (4) needed to work for more than 10 evenings/ month. 

 
3.5. Using the Canteen in VH  
About half the respondents (81) specified that they rarely used the canteen facilities in VH.  
 
3.6. Office Set Up:’ Where You Sit in the Office’ 
The majority of the respondents, 76.4% (123) worked in an open plan office with more than 5 
people, 17.4% (28) worked in a multi-occupant cellular office (5 people or less), 5.6% (9) had 
their own single cellular office and only 0.6% (1) of the respondents hot-desked in an open 
plan office.  
 
3.7. Employees’ Satisfaction with Their Workplace 
Physical Environment 
Approximately 86% (139) of participants answered all the questions (8) in this category; the 
results are illustrated in Figure 1.  
 

 
Figure 1: I feel satisfied with the physical environment of my workplace 
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Use of Interior Space 
Approximately 84% (136) of the participants answered all the questions (13) in this category; 
the results are illustrated in Figure 2.  
 

 
Figure 2: I feel satisfied with the use of interior space in my workplace 

 
Indoor Facilities 
Approximately 92% (149) of the participants answered all the questions (5) in this category; 
the results are shown in Figure 3.  
 

 
Figure 3: I feel satisfied about the indoor facilities in my workplace 
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The Policies 
Approximately 98% of participants (159) answered this question; the results are shown in 
Figure 4. 
 

 
Figure 4: I feel satisfied with the policies available at my workplace 

 
Table 2 shows the mean employees’ satisfaction level in each category. The 4 items together 
showed a satisfactory level of reliability (Cronbach’s alpha = 0.89), so overall satisfaction 
scores could be derived; overall satisfaction mean scores are also shown in Table 2. 
 

Table 2: Mean Scores for Employee's Satisfaction  
 Physical 

Environment 
Use of 
Interior Space 

Indoor 
Facilities 

The 
Policies 

Overall Employees’ 
Satisfaction Level at VH  

Frequency 139 136 149 159 111 

Mean 3.45 3.18 3.20 2.02 2.98 

 
Analysis was conducted to assess whether overall satisfaction differed between office set-ups 
(e.g. open plan, cellular offices, etc) (see Figure 5 overleaf). Overall satisfaction of 
respondents in single cellular offices (Mean=2.61, Std. Error of Mean=0.14) was higher than 
that of those in open-plan offices (Mean= 2.98, Std. Error of Mean=0.047). This difference 
was significant, t (92) = -2.104, p=0.038. 
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Figure 5: VH Employees' Satisfaction in different office set-ups. 

 
3.8. The Positive Effect of Office Environment on Employees’ Productivity, Well-being 

and Enjoyment 
Figure 6 indicates the degree to which respondents felt that their current workplace had a 
positive effect on their productivity, well-being and enjoyment at work. The overall mean 
score (Cronbach’s alpha = 0.902) was 3.07.  
 

 
Figure 6: The Positive Effect of VH Environment on Employees' Productivity, Well-being and 
Enjoyment 
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An analysis was performed to assess the correlation between employees’ overall satisfaction 
in VH and the positive effect of VH environment they perceived. A significant positive 
correlation (r = 0.602, p < 0.001) was found, indicating that satisfaction was positively 
associated with perceived positive effect 
 
3.9. Employees’ Awareness of, and Attitudes towards, Halcrow’s Sustainability Targets  
Figure 7 shows the level of employees’ awareness of Halcrow’s sustainability targets and 
whether they felt personally responsible for contributing to these targets. 
 

 
Figure 7: Employees' Awareness of and Attitudes towards Halcrow's Sustainability Targets 

 
4. Discussion and Conclusions 

A sustainable workplace is no longer just about technical fixes. Now, it is felt that behavioural 
intervention is perhaps going to be the key and that physical work environment might help 
drive certain behaviours. In this study, an employee survey was used as a tool to improve 
workplace sustainability by engaging the building’s occupants. 
 
The sample of respondents was broadly representative of the employees at VH, as indicated 
by responses to the demographic questions and the question regarding office set-up.  
 
The overall employees’ satisfaction score indicated that the respondents, on average, were 
neither satisfied nor dissatisfied with their workplace. Considering the four categories of 
employees’ satisfaction separately, the respondents, (as was expected due to the poor air 
conditioning system in VH), were not satisfied with their workplace indoor temperature, 
indoor air quality and opportunity for personal control of the immediate environment. 
Inappropriate thermal conditions affect dexterity and increase physiological stress [10]; 
therefore, it was important to consider these issues in the building’s refurbishment. Regarding 
the use of interior space, most of the respondents were not satisfied with the availability of 
contemplation areas and also with the auditory privacy of the individual workspace. Providing 
spaces for different work-styles, in the new building, was considered at the design stage.  
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The data presented in Table 1 (Modes of transport) indicate that the majority of the employees 
used sustainable modes of transport to commute to work. Giving the home-working 
opportunity to those who drive to work could save about 20.6 tCO2/year.  
 
About half the respondents indicated that they rarely used the canteen facilities in VH. This 
was expected, as the canteen was too small to accommodate the number of the employees in 
VH and was not a welcoming place for the employees to socialize during their lunch breaks.   
 
As is shown in Figure 5, and as confirmed by t-test, respondents who worked in single 
cellular offices were more satisfied than those who worked in open plan offices. However, it 
should be borne in mind that the sample size for single cellular offices was small compared to 
that for the open plan offices.  Figure 7 indicated that the majority of the respondents did not 
know about Halcrow’s sustainability targets and most reported that they did not know how to 
contribute towards Halcrow’s sustainability objectives. This could be because the channels of 
communication were ineffective  
 
This survey and the post-occupancy survey will indicate whether the refurbishment is meeting 
expectations that the new building is more sustainable than the old HQ building, and guide 
thinking on the need for new technical, behavioural and policy changes that are necessary to 
maximise sustainability performance within the budget and other practical constraints that 
have been identified. 
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Abstract: Environmental problems caused by energy usage threaten the world. High CO2 emission emitted into 
the atmosphere by combustion of fossil fuels cause global warming. As a result of combustion of fossil fuels 
used for heating buildings, air pollution occurs.  E ffective thermal protection in residential sector playsan 
important role towards the reduction of energy consumption for space heating. Insulation reduces fuel 
consumption, undesirable emissions from the burning of fossil fuels, and increases thermal comfort by 
minimizing heat losses from buildings. In this study, the four different cities of Turkey, Antalya, Istanbul, 
Eskişehir and Erzurum are selected to determine the optimum insulation thickness of the external wall of 
buildings. Optimum insulation thicknesses for two different energy sources (coal and natural gas) by using 
extruded polystyrene as an insulant are calculated and compared to each other. Annual savings in energy 
consumption and CO2 emissions have been determined after optimization of insulation thickness. The result 
proved that when the optimum insulation thickness was used, the energy consumption and the emission of CO2 
decreased. 
 
Keywords: Environmental impact, Insulation thickness, Energy 

Nomenclature  

Ayear Difference of annual total heating 
cost ($/m2 year) 

Cfuel Cost of the fuel, ($/m3, $/kg ) 
Cinsulation Cost of the insulant, ($/m2) 
Ctotalinsulation  Total heating cost of the insulated 

building, ($/m2 year) 
Ctotal Total heating cost of the insulated 

building, ($/m2 year) 
Cy Cost of the insulant ($/m3) 
Cyear Annual heating cost for unit 

surface, ($/m2 year) 
DD Degree-day value, (oC-days) 
g Inflation rate, (%) 
Hu Low heat value of the fuel, (J/kg) 
i Interest rate, (%) 
k  Thermal conductivity, (W/mK) 
N Lifetime, (year) 
pp Pay-back period (year) 

PWF Present worth factor 
q Annual heat loss, (W/m2) 
R Thermal resistance, (m2K/W) 
Rd thermal resistances of the 

Outdoor, (m2K/W) 
Ri thermal resistances of the 

Indoor, (m2K/W) 
Rinsulation  Thermal resistance of the insulant, 

(m2K/W) 
Rwall total   Thermal resistance of non-

insulated wall, (m2K/W) 
Tb Base temperature (ºC) 
T0 Mean daily temperature (ºC) 
U Overall transfer coefficient, 

(W/m2K) 
x Insulation thickness, (m) 
η             Efficiency of the combustion system  

 
1. Introduction 

In recent years, the amount of the energy consumption is increasing depending on t he 
development of technology, social and economic life. Although this shows the welfare of the 
society level, increase in energy consumption has brought environmental problems. One of 
the most crucial impacts resulting of consumption of variety of energy resources is changing 
the global climate which is known as the greenhouse effect or the global warming. During the 
recent years, greenhouse gases concentration has occurred continuous increase in the 
atmosphere.  Turkey has a dynamic economic development besides its rapid population 
growth and industrial developments. Therefore, energy consumption has dramatically 
increased. Both the increase in energy need and the environmental problems make it 
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necessary to utilize energy in the most efficient way. In the "climate change report" 
announced by the UN, it is indicated that global warming has been created in the last 50 years 
by the human being [1]. Among the order of countries emitting carbon dioxide- the US(5.5 
billion tons), Russia(2.8 billion tons) and Japan(1.3) billion tons-,  with carbon dioxide 
emmision of 294 million tons annually, Turkey was annnounced to be 13th. CO2 emission in 
Turkey results  42% from industry, 30% from residences, 20% from transportation, 5% from 
agriculture and 3% from consumption out of the energy. The importance of environmental 
problems originating from residences will be better understood, when the amount of 
consumed energy for heating is considered in the portion of total energy. CO2 emissions 
produced by the fuels for heating in residences will be reduced by insulating the buildings. 
When the insulation in optimum thickness is applied to the outer walls of the building, CO2 
emissions will be reduced 30%  by status of uninsulated. 

Dombaycı et al [1] calculated the optimum insulation thickness for Denizli by using two 
different insulants and five different fuel types. Dombaycı [2] further calculated the optimum 
insulation thickness of external walls of buildings in Denizli by using the expanded 
polystyrene insulant and coal. He determined that with a decrease of 46.6% in fuel 
consumption. CO2 and SO2 emissions dropped by 41.53%. 

Çomaklı and Yüksel [3] calculated the optimum insulation thickness for Erzurum which is the 
coldest cities in the IV. degree-day zone of Turkey in accordance with the TS Standard no 
825 on Rules of Heat Insulation in Buildings. He has been determined that CO2 emissions 
amount decreased 50% 

Ucar A. and Balo F.[4] calculated the optimum insulation thickness of the external wall, 
energy cost savings over a lifetime of 10 yr, and payback periods for the four different wall 
types in Elazığ. It is found that when the optimum insulation thickness is used, the amount of 
fuel consumption and the emissions of CO2, SO2, NOx, and CO are decreased depending on 
the wall type. 

 For this purpose in this study, the optimum insulation thicknesses of external walls were 
calculated by using two different fuel types (coal and natural gas) for heating and expanded 
polystrene as the insulation material in buildings at selected cities of Turkey in four degree-
day zones such as Antalya, Istanbul, Eskişehir and Erzurum, respectively. Annual savings in 
energy consumption and CO2 emissions have been determined after optimization of insulation 
thickness.  

2. Methology 

Turkey is divided into four climatic zones depending on average temperature degree days of 
heating. Table 1 shows the degree-day values with reference to an equilibrium temperature of 
18oC in provinces within the four degree-day zones of Turkey as per the TS Standard no 825 
on Rules of Heat Insulation in Buildings [5]. 

Table 1 Degree-day values with reference to an equilibrium temperature of 18˚C [6] 
Region Provinces Degree-day value 

I Antalya 1083 
II Istanbul 1865 
III Eskişehir 3049 
IV Erzurum 4827 
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2.1. The Heat Loss Calculation For External Walls 
Heat losses in buildings generally occur through external walls, windows, roof, floors and air 
infiltration. In this study, the optimum insulation thickness has been calculated in 
consideration of heat losses only occurring in the external walls. 

 The external wall of a building is an externally-insulated wall composed of a 2 cm internal 
plaster. 13 c m bricks, insulant and a 3 cm external plaster. Physical characteristics of 
constituents of the wall are given in Table 2. In calculations, only the heat losses occurring in 
external walls were considered to calculate the optimum insulation thickness. 

Table 2 Physical properties of the materials of external wall 
Constituent Thickness(m) k ( W/mK) R ( m2K/W) 

Internal Plaster(Lime-based) 0.02 0.87 0.02 
Bricks 0.13 0.45 0.28 
External plaster(cement-based) 0.03 1.4 0.02 
Ri 0.14 
Ro 0.04 
Rwall total 0.50 

 
In the study, extruded polystyrene (k=0.032 W/mK) was used as an insulation material. The 
price of insulation material is 158 $/m3. 

The heat loss per unit area of external wall is  

( )0b TTUq −⋅=                     (1) 

The annual heat loss in unit area,q, can be determined using the degree days,DD asoccurring 
in unit surface is calculated by using U and the degree-day value [6]. 

UDD86400qyear ⋅⋅=                     (2) 

The annual energy requirement can be calculated by dividing the annual heat loss to the 
efficiency of the heating system η: 

η
DD.U86400Eyear ⋅
⋅

=                      (3) 

where U is the overall heat transfer coefficient for a t ypical wall that includes a layer of 
insulation is given by  

oinsulationwalli RRRR
1U

+++
=                     (4) 

 Ri and Ro are the the inside and outside air film thermal resistances respectively and Rwall is 
the total thermal resistance of wall layers without insulation. Rinsulation is the thermal resistance 
of the insulant and calculated as follows:  

k
xRinsulation =                      (5) 
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 Total resistance of the non-insulated wall layer Rwall. total  is 

owalli totalwall, RRRR ++=                     (6) 

As a result, the annual heating load is then given by 

( ) ηRR
DD86400E
insulation totalwall,

year ⋅+
⋅

=                     (7) 

Annual energy cost for unit surface Cyear is calculated with the following equation: 

( ) ηHuRR
CDD86400

C
insulation totalwall,

fuel
year ⋅⋅+

⋅⋅
=                     (8) 

The price and lower heating values of fuels and efficiencies of heating systems used in these 
calculations are given in Table 3. 

Table 3 The parameters used in calculations 
Parameter Value      Parameter Value 

      Natural gas           Coal 
Chemical formula CH4    Chemical       

formula 
C7.078   H5.149 O0.517  S0.01  

N0.086 
Hu (J/kg) 34,526.106   Hu (J/kg) 29,295.106 

η 0,93 η 0,65 
Cfuel    ($/m3) 0,72      Cfuel    ($/kg) 0,2216 

Interest rate (i) %7 
Inflation rate (g) %10 
Life cycle (N) 10 years 
Present Worth Factor (PWF) 11.67 

 

 The life cycle cost analysis method was used in calculating the optimum insulation thickness. 
Annual energy cost was calculated based upon t he present worth factor and the lifetime 
determined [1]. The interest rate adapted for inflation rate r is given by if 

 

i >g → g1
gir

+
−

=      

                     (9) 

i<g→ i1
igr

+
+

=  

                    

The present worth factor is calculated based upon the inflation and interest rates as follows: 

( )
( )N

N

r1r
1r1PWF

+⋅
−+

=                    (10) 
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Insulation cost is calculated as follows:  

xCC yinsulation ⋅=                    (11) 

Ultimately, the total heating cost of an insulated building as per the life cycle cost analysis is 
calculated as follows:  

xCPWFCC yyear total,insulation ⋅+⋅=                    (12) 

Energy savings ($/m2) obtained dring the life time of insulation material can be calculated as 
follows: 

insttotalyear CCA −=                    (13) 

where, Ctotal and Ctins are the total heating costs of the building when insulation is not and is 
applied, respectively. 

Pay-back period 

year

total

A
Cpp =                     (14) 

the fuel consumption per year as follows: 

                                                         (15) 

2.2. Calculation Of Annual Combustion Gases Amount 
Building lose heat through the wall and insulation reduces this heat loss giving increased 
comfort conditions and fuel consumption reduced. The general chemical formula of 
combustion for fuel is given by 

( ) 2222222qpzyx NDOBSOpOH
2
yxCON763OANSOHC .... +++






+→++α                  (16) 

The constants A, B and D calculated from the oxygen balance formulas given in (17), (18)and 
(19) respectively: 







−+






+=

2
de

4
baA                    (17) 

( ) 





 −+++−=

2
de

4
ba1B α                    (18) 

2
f

2
de

4
ba763D +






 −++= α.                                        (19) 

Total emission of CO2 products resulting from the burning 1 kg of fuel can be calculated by 
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fuelkgCOkg
M

COxM 2
2

CO2
/.

. ==                                                             (20) 

.
M is the weight of mol for fuel which can be calculated using, 

kmolkgp14q32z16yx12M /
.

++++=                                                                                 (21) 

2.3. Results 
In this study, the optimum thickness of insulation with heating load for four different walls 
used for the buildings in turkey is determined. The effect of insulation thickness on total cost, 
fuel cost and investment cost for Antalya, Istanbul, Eskişehir and Erzurum province has been 
calculated. Optimum insulation thickness, pay-back period and energy saved over a period of 
10 years calculated for two different fuel types are shown in Table 4. The effect of insulation 
thickness on the total cost over the lifetime of 10 year in Erzurum,which is the coldest city in 
Turkey, is given in Figure 1a-b. As shown in the figure 1, while the optimum insulation 
thickness for Erzurum with extruded polystyrene used for the insulation of the external wall 
within a natural-gas fuelled heating system is 14 cm, it is 9 cm when coal used as a fuel. 

Table 4.  Optimum insulation thickness, pay-back period and energy saving for different fuel types 
 

 Insulant Extruded polystyrene 

City Fuel type Thicknes
s (m) 

Pay-back 
period 
(year) 

Energy Saving (10 years) 

($/m2) 

A
nt

al
ya

 Coal  0.03 2.14 11.84 

Natural gas 0.05 1.67 29.22 

Is
ta

nb
ul

 Coal  0.05 1.73 25.28 

Natural gas 0.08 1.46 57.69 

Es
ki

şe
hi

r Coal  0.07 1.51 47.22 

Natural gas 0.09 1.3 4 102.93 

Er
zu

ru
m

 Coal  0.09 1.38 82.03 

Natural gas 0.14 1.26 173.5 
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                              (a)                                                                                  (b) 
Fig. 1 Effect of insulation thickness on total cost for Erzurum a) natural gas b) Coal 
 
The variations of the emissions of CO2 versus insulation thickness for a 1m2 external wall of a 
building for four different cities of Turkey are shown in Figure 2 a by using natural gas and 
2.b by using coal respectively. 
 

 
                                   (a)     (b) 
Fig. 2 Emissions of CO2 versus insulation thickness  a)For natural gas b) For Coal 
 
As shown in the figure 2, CO2 emission release from coal is greater than the natural gas when 
the coal is fired in Erzurum, located in the 4th climate region.The use of low- quality coal will 
increase the air pollution in particular. CO2 emissions produced by the fuels for heating in 
residences will be reduced by using insulate the buildings. As shown the figures 2a, if we 
apply 14 cm insulation, which was found  to be the optimum when natural gas is burned, the 
emission rates of fuel 7 kg/m2. If insulation was not applied, CO2 emission rate would be  71 
kg /m2. Similary,  if we apply 9 cm insulation, which was found  to be the optimum when coal 
(Figure 2b) is burned, the emission rates of fuel 20 kg/m2. If insulation was not applied, CO2 
emission rate would be  135 kg /m2. 

Conclusion  

As energy sources of our country are limited and foreign-dependent, conservation and 
efficient use of energy particularly in housing sector where energy is intensively consumed, 
and heat losses are much gain more significance day by day.  In this study, optimum 
insulation thickness for external walls with two different fuels in four climatic zones of 
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Turkey have been calculated. The life cycle cost analysis method has been used in the 
calculations. Though variable by the fuel used selected, pay-back period of insulations applied 
to buildings are usually too short. Investments in insulation shortly pay off and contribute to 
diminishing the dependency of our country in terms of fuel sources. At the present, where fuel 
and energy costs drastically increase, this situation becomes vitally important. It is found that 
when the optimum insulation thickness is used, the amount of fuel consumption and the 
emissions of CO2 decreased depending on the fuel. The highest values of the CO2 emission 
rates is reached for coal. The results indicate that the optimum insulation thicknesses show 
significant variation due to fuel and climatic conditions.  
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Abstract: This paper presents a pilot study which considers the overheating risk of classrooms in school 
buildings. Four schools in Southampton in the South of the UK, constructed during the period of the 1950s-
1980s were used as case study examples. The schools were studied in terms of the parameters or the combination 
of parameters that may drive classroom overheating. Topographic features, built-up area, urban density, 
adjacency to roads and parks and other characteristics such as building form and materials were assessed, 
looking at the urban, building and classroom scale. In addition to this a questionnaire survey was conducted to 
assess the teachers’ perception of their classrooms’ thermal environment. The survey responses are discussed 
and compared to the outcomes of the school parameter analysis, also considering the limitations of the survey 
approach. It was found that gaining an understanding of the occupants’ perception of the thermal conditions in a 
school’s classrooms is essential for developing recommendations for addressing overheating. The study appears 
to indicate that individual perception of overheating may outweigh the objective influence of urban design and 
construction parameters on the indoor thermal conditions. 
 
Keywords: School buildings, Overheating, Microclimate, Refurbishment, Classroom. 

1. Introduction 

Over recent years, children and teachers in the UK have been experiencing uncomfortably 
warm thermal conditions inside school classrooms during non-heating periods [1]. This 
potentially has implications on learning outcomes since it has long been understood that an 
increase in the indoor temperature may lead to a decline in the productivity of students [2]. 
 
Some school buildings constructed between the 1950s and the 1980s are unsuitable for hot 
summer periods, due to characteristics such as low thermal mass and highly glazed facades. 
Building performance simulations of typical UK school building types have shown that their 
overheating risk is likely to be exacerbated under the predicted future climates [3]. Due to 
cuts in public budgets new school projects have been cancelled in the UK [4] and the life of 
the majority of the existing school building stock will have to be extended further. In terms of 
internal thermal comfort, summer overheating could be addressed by installing air 
conditioning systems, a solution which has been widely adopted in southern Europe over the 
past decades [5]. The adaptation of such a measure would however conflict with the goal to 
reduce building related greenhouse gas emissions [6]. It would also set a precedent where air-
conditioning would become the expected norm. 
 
The aim of this study is to investigate methodological approaches for evaluating the 
overheating risk of school buildings. It considers the schools’ characteristics and the teachers’ 
perception of their classroom’s thermal conditions. 
 
2. Parameters that drive overheating 

The thermal conditions inside a building are determined by the interactions between the 
external climate and the building, the building shell and the internal space and the internal 
space and the occupants [7]. Accordingly, the parameters which influence the risk of 
overheating in buildings are: 
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- The external climatic conditions, i.e. the air temperature; solar radiation; rainfall; relative 
humidity and wind velocity.  

- The microclimatic profile, i.e the local scale climate which is affected by the surrounding 
surfaces (albedo, thermal capacity); topography; vegetation; soil structure and urban form 
(industrial processes, transportation, buildings, human metabolism) [8].  

- The building shape and form, i.e. the geometric relations (envelope area to volume ratio, 
building height) which determine the building’s exposure to solar radiation and the 
ambient air [9]. 

- The building fabric properties, i.e. the thermo-physical properties of its construction 
materials (U-values, g-values and albedo, thermal capacity). 

- Internal gains, i.e. the sensible and latent heat emitted by human bodies, lighting, 
computing and office equipment, electric motors and appliances [10]. 

 
During the last 30 years, there has been a trend towards warmer summers [11]. This trend is 
likely to continue as projections for the future UK climate in the 2020s, under a medium 
emissions scenario, predict about 1.5 ºC higher summer mean temperatures and up to 3 ºC 
higher summer mean daily maximum temperatures, relative to a modelled 1961–1990 
baseline period [12]. This can be expected to further drive the occurrence of summer 
overheating in buildings. 
 
3. Methodology for overheating risk assessment 

Four primary schools in Southampton on the South coast of the UK were chosen as case study 
examples in order to evaluate overheating risks of existing school buildings. Primary schools 
were selected as the teachers and students remain in the same classroom during the school 
hours ensuring uniformity in terms of occupancy. The study consisted of two components: (i) 
an aerial photo analysis of the schools and their surrounding environment and (ii) a 
questionnaire survey of the teachers. 
 
3.1. Aerial-photo analysis 
The aerial photo analysis, which is highlighted in Fig.1 for three of the schools discussed in 
this paper, included: 
- the surrounding urban environment (urban density level, building heights, adjacency to 

roads/parks/fields/water).  
- the school ground (density level, greenery/hard surfaces, location of the building within 

the school ground, shape of the school ground in relation to the orientation) 
- the building (form, shape, roof cover) 
- the classrooms (materials, window/wall ratio, shading conditions) 
 
The area within 100m around the schools was studied since the local microclimate of this area 
was considered as influential for the building performance.  
 
3.2. Questionnaire survey 
The teachers of the 4 schools were requested to complete an 11 question survey investigating 
their perception of their individual classroom’s thermal environment. In case they had been in 
that classroom for less than 1 year, they were asked to answer for their previous classroom 
(within the same school). Most of the questions were closed type questions (fixed-response). 
The survey forms were filled in face-to-face with the respondents in an interview style. The 
aim of the questionnaire was to identify the following: 
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- when, where and under which circumstances overheating occurs 
- the duration of overheating occurrences in the school/classroom 
- the teachers’ understanding of the factors which cause overheating 
- the mitigation measures taken to date with respect to overheating 
- the teachers’ perceived impact of overheating on students 
 
The pilot study of four schools has highlighted limitations of the survey which need to be 
taken into account in the analysis of the results. These limitations are: 
 
- the subjective perception of individuals 
- the possibility of an established view in each school about the thermal conditions in the 

classrooms 
- the expectations of individuals based on their perception of the outside climatic alterations 

throughout the year. 
 
4. Aerial photo analysis of the four investigated schools 

The four schools used in this study are denoted as A, B, C and D in Fig.1. They share their 
school grounds in pairs and are surrounded by residential areas of a relatively low density 
with detached 2-storey houses. The schools are not shaded by surrounding buildings or trees. 
Vegetation is limited to grass surfaces with few trees in the school grounds. The outdoor 
space material surrounding the buildings is mainly tarmac, covering 58 and 68% of the open 
spaces for schools A, B and C,D respectively (excluding sports fields). 
 

 
Fig. 1.  Analysis of the main urban characteristics of three of the studied schools 
 
School A is a compact one-storey building with an assembly hall in the centre and the 
classrooms located around it. School B consists of two parts which create an enclosed yard, a 
2-storey L shaped building housing the classrooms and a 1-storey building with the remaining 
school spaces. Schools C and D both consist of linear sections. The building parts which face 
southeast (SE) accommodate the classrooms. In school D the classroom part has 2 storeys. 
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Schools A and B were built in 1978 using a light-weight construction with steel frames and 
pre-fabricated concrete panels. The other two schools (C and D) were constructed in 1950 
using a brick cavity wall system. 40 to 60% of the façades are glazed in all four schools 
(Fig.2). Windows in schools A and B are single glazed whilst they are double glazed in 
schools C and D. All buildings are internally shaded with blinds or curtains. In schools C and 
D most classrooms face SE while in school A most classrooms open to two orientations and 
in school B half of the classrooms face northeast (NE) and half southeast (SE). This is shown 
in Fig.3. 
 

 
Fig. 2.  Schools’ facades: a. Northeast elevation of school A, b. Southeast elevation of school B, c. 
Southeast elevation of school C and d. Southeast elevation of school D.    
 

Fig. 3.  Classroom clusters of the case study schools 
 
From the aerial photo analysis 9 classroom clusters were identified based on construction, 
orientation, storey and surrounding environment (Fig.3). Clusters 5 and 6 (school B) appear to 
have the highest potential risk of overheating. Their NE and SE orientation in combination 
with the outdoor tarmac surfaces, a flat bitumen roof, a light-weight construction, single 
glazing and a lack of wind exposure are parameters which may drive overheating in the 
classrooms. Ground floor clusters 3 and 4 have the same characteristics like 5 and 6 apart 
from the missing heat absorption from the roof. In school A (clusters 1 and 2) the classrooms 
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benefit from 2 facades due to the building form which increases their ventilation potential. 
Cluster 2 is adjacent to a small green area and it is relatively exposed to prevailing SW winds. 
However, the light-weight construction, single glazing and flat roof indicate a high risk of 
summer overheating later in the day. Schools C and D (clusters 7-9) benefit from the cavity 
wall system and double glazing but the large SE oriented windows and the lack of ventilation 
and shading suggest high penetration of solar radiation. 
 
5. Questionnaire survey results of the four investigated schools 

50 teachers completed questionnaires across the 4 schools for their individual classroom. 
Their responses are analysed below and subsequently compared with the outcomes of the 
aerial photo analysis. 
 
5.1. Thermal performance of the classrooms 
The teachers were asked to evaluate their classroom’s thermal performance for the occupancy 
period from April to October 2010. As shown in Fig.4, June and July are considered as the 
months with the greatest overheating occurrence, whilst in May and September are perceived 
as less problematic, yet with about half of the teachers stating that the classroom is either 
‘warm’ or ‘too warm’. April and October are generally perceived as acceptable. It should be 
noted however that the teachers might be influenced by the general perception of the climatic 
alterations throughout the year. 
 

   
Fig. 4.  Perceived classroom temperature conditions from April-October 
  
When comparing individual responses in relation to the clusters described in section 4, a high 
variation in responses on a single façade orientation was identified for the months of April, 
May, September and October. In some cases the temperature of adjacent classrooms with 
exactly the same characteristics was assessed as ‘OK’ by one respondent and as ‘too warm’ 
by another. This suggests that in the spring and autumn months individual variation in 
perception appears to be more significant for overheating perception than absolute classroom 
temperatures. 
 
5.2. Overheating occurrence 
The teachers were asked about the magnitude and duration of overheating in their school and 
classroom. As shown in Fig.5, 80% of the teachers stated that in the non-heating season more 
than 60% of their school’s classrooms experience overheating. In winter the responses vary. 
One of the reasons for this variation was found to be that in schools A and B the heating 
system is controllable and some teachers switch it off when temperatures are too high. 
 
Almost 60% of the respondents answered that overheating occurrences in the non-heating 
season last for more than a week (Fig.6). For the heating season the responses are less clear. 
30% of the teachers voted for ‘not applicable’ and about 25% for ‘more than a week’. 
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Fig.5. Perceived percentage of the school’s 
classrooms that have experienced overheating  

Fig.6. Perceived duration of overheating 
occurrences in the teachers’ classrooms 

 
The teachers were also asked to assess the frequency of overheating occurrences in various 
school spaces (Fig.7). For the classrooms, 80% of the teachers agreed that overheating occurs 
very often while for the assembly hall, circulation areas and library the responses are less 
pronounced. This difference in perception may be related to the characteristics of the 
classrooms (high occupancy density, large windows, small window openings, internal gains 
etc) but it may also be due to the stronger concern of the teachers for the spaces where most of 
the school activities take place. 
 
Fig.8 shows the months which are perceived to cause greatest classroom overheating during 
the school occupancy periods. As expected, June and July were indicated by almost all 
respondents as the two months with the greatest overheating problems. 
 

 
Fig.7. Perceived overheating occurrence in 
different school spaces 

Fig.8. Months perceived to cause greatest 
overheating (School year: Sept ‘09-July ‘10)  

 
5.3. Possible causes of overheating and mitigation measures applied by the teachers 
In an open question the teachers indicated the factors which they believe to drive overheating 
in their classroom (Fig.9). Poor ventilation, a poorly controlled heating system and the 
number of students were the most frequent answers followed by room size and not-openable 
windows. 
  
Achieving appropriate ventilation is a problem in many classrooms as cross ventilation is not 
possible. Also, in all 4 schools the windows open only to a certain extent and the internal 
shading obstructs the air flow. The heating system was often highlighted as an issue because 
some teachers cannot control it in their classroom or they weren’t aware that they could. 

0

10

20

30

40

50

60

0-20% 20-40% 40-60% 60-80% 80-100%

%
 t

ea
ch

er
s 

Winter Summer

0

10

20

30

40

50

60

1-3 days 4-5 days >1 week N/A

%
 t

ea
ch

er
s 

Winter Summer

0

20

40

60

80

100

%
 t

ea
ch

er
s 

Classrooms Corridors/circulation
Assembly hall Library

0

10

20

30

40

50

N
o 

of
 r

es
p

on
d

en
ts

 

1826



The students’ habits and behaviour towards heat stress were identified as a point of concern. 
According to some teachers, children may be clearly too warm and yet do not take off their 
jumpers or ask for help. Teachers felt that children’s perception of heat is different from 
adults and that this should be taken into account when school buildings’ thermal conditions 
are studied. This furthermore indicates that more research is needed addressing the perception 
of children, looking at temperature thresholds from a children’s perspective and the 
implications of classroom overheating for their learning experience. 
 
Fig.10 shows the measures taken by the teachers when overheating occurs. The question was 
fixed-response with the opportunity to add further measures. All teachers selected window 
opening and almost everyone drinking of water. 
 

 
Fig. 9. Causes for overheating of their classroom 
according to teachers’ responses 

Fig. 10. Mitigation measures taken by teachers 
when overheating occurs 

 

 
Fig. 11.  Perceived effect of different factors on 
students’ learning experience 

Fig. 12. Complains from children about 
excessively high temperatures in classroom 

 
5.4. Impact on students 
The teachers were asked to rate 9 factors in terms of their impact on students’ learning 
experience, using a scale of 0-5, 0 representing no impact and 5 standing for a highly 
detrimental impact. As shown in Fig.11, summer overheating gathered the largest number of 5 
and 4 rates. This is followed by a wet lunch break and the class size (number of occupants in 
classroom). However, it should be taken into account that this result may have been affected 
by the specific interest of the survey in summer overheating. 
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Teachers were also asked whether students have complained about excessively high 
temperatures (Fig.12). 50% of them said that this was ‘very often’ the case during the non-
heating season and some noted that children may not complain even though they feel 
discomfort. 
 
6. Discussion 

This work investigated the overheating risk of four UK schools through an aerial photo 
analysis and a questionnaire survey of the schools’ teachers. The aerial photo analysis 
suggested a high overheating risk within all 4 schools which was verified by the teachers’ 
survey responses. However, a detailed comparison at the classroom level showed variations in 
individual responses for the spring and autumn months. This appears to indicate that the 
individual perception of thermal comfort may outweigh the impacts of the building’s design 
and its surrounding landscape conditions on indoor temperatures. The teachers’ observations 
that children may have a different thermal perception to adults suggest that more work is 
needed looking at the relation between children’s perception and building overheating. 
 
The study furthermore highlighted that teachers are often not aware of how their classroom 
operates (widow opening, heating system). Therefore, low-cost measures such as training may 
be an effective way to address hot classroom conditions and should be explored prior to 
taking any retrofitting measures. 
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Abstract: Within the existing building stock, schools occupy a large segment of public real estate but are rarely 
involved in widespread retrofit investment plans. For example, according to Italian statistics, two thirds of 
existing schools are hosted in buildings constructed between 1940 and 1990, many of which have not undergone 
substantial changes and transformations over time. Verifications made by Public Administrations and users 
demonstrate that these structures have many building problems related to the consumption of resources, the well-
being and security of users and, not least, the management by local government units.  
Operating substantially and in a scheduled way on existing school buildings, by adapting the physical 
environment and optimizing the use of resources, would, on the one hand, increase the quality of construction 
and conditions of use (and then last but not least the effectiveness of the educational system) and, on the other 
hand, improve the economic management of resources by local government units. 
 
Keywords: Existing educational buildings, Energy retrofit technologies, Indoor climate 
enhancement, Operating procedures. 

1. Introduction 

Within the Italian existing building stock, schools occupy a large segment of public real estate 
(throughout the country there are about 42,000 schools). Schools host a very sensitive group, 
but currently don’t provide the necessary well-being and use a large amount of resources. 
Nonetheless, they are rarely involved in widespread investment projects of national interest. 
The national annual reports provided by Legambiente [1] show that about 1 out of 3 buildings 
needs urgent maintenance because of many problems related to resource consumption, indoor 
environmental quality, security conditions and management by Public Administrations. 
 
The present paper presents the results of a syudy aimed at establishing planned, systematic, 
substantial and integrated operating procedures for energy retrofit and indoor environmental 
quality enhancement on existing school buildings to increase construction quality, reduce 
energy consumptions and optimize economic management of resources by the Owner. Even if 
this topic has already been developed on the international landscape (IEA ECBCS Annexe 36 
[2] is one of the most important experience), it hasn’t found a pragmatic approach yet in Italy 
where, because of the low qualification of the public technical staff and of the few economical 
investments by the Owners, it is (and even more will be in the next few years) a real problem 
for Public Administrations from the economical, management and security points of view. 
 
2. Methodology and phases 

Given that the Ministry of Education or Local Goverments do not provide any comprehensive 
technological database concerning building elements and plant systems, it has been decided to 
directly investigate an existing school building stock by studying a sample of buildings that 
has been considered to be representative of the wider national situation (different climatic 
conditions, various building technologies and plant systems, different energy contracts and 
management). The survey procedure has been essential to define energy benchmarks and 
technological state of the art that has been compared with best practice projects, choosen from 
national and international landscape and concerning exemplary and innovative requalification 
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processes on existing school buildings. The direct results of the study sample survey have 
been compared with the performance requirements coming from national regualtions and lows 
that are considered to be the minimum level of success of the future retrofit strategies. Retrofit 
measures has been defined through: energy and environmental goals (from the previous 
survey and best practice analysis), needs-performance framework (from low and regulations) 
and best technical solutions for energy and quality enhancement (referring to the outcome 
state of the art of the surveyed study sample).  
 
The operating procedure has been systematically developed to support decision-makers 
during the retrofit strategy choice, considering performance targets, technological (energy 
saving and environmental quality enhancement) and economical (payback period 
optimization) aspects, people involved (technical staff, Owners, Designers, Energy Managers) 
and in order to obtain an appropriate management of the existing school building stock. 
 
3. State of the art: the technological point of view 

The study sample has focussed on the municipalities and provinces of Rovigo, Ferrara and 
Modena and has been composed of 232 buildings. The abovementioned municipalities and 
provinces have been chosen because of the information available and their geographical 
location, in a temperate area requiring more attention in the building and plant system design. 
The survey shows that existing school buildings of the study sample are in a critical situation. 
 
Table 1 List and geographical distribution of the study sample. 

Municipality or Provincial Administration Number of investigated buildings 

Municipality of Ferrara 53 
Province of Ferrara 27 

Municipality of Rovigo 25 
Province of Rovigo 24 

Municipality of Modena 69 
Province of Modena 34 

Total 232 
 
Table 2 Overview results of existing buildings actual technological features. 
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3.1. Building envelope 
From an energy point of view, heat losses through the building envelope are mainly due to the 
lack of thermal insulation in walls, roofs and ground floors. Traditionally, Italian 
constructions have a strong brick enclosure, which can be single layered or combined with 
other materials (concrete blocks, plaster, stone and wood), and whose performance is 
particularly poor in buildings dating from the Fifties and Seventies. 
 
Even windows and glazed systems have a very low performance. This aspect is particularly 
relevant because school buildings have many large window areas in order to archieve lighting 
targets. The study sample also has a low proportion of low-emissivity glass (most of the 
buildings are single-glazed) and frames, which are primarily wooden but without seals, or 
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metal but not thermally decoupled. Importantly, however, windows replacement is the 
owner’s first item of intervention.  
 
3.2. Heating system 
Investigated school buildings have traditional heating plant systems (consisting of boilers 
which are mainly powered by natural gas) with no zoning. The output terminals in classrooms 
are large radiators, mostly made by cast iron, which, with rare exceptions, don’t have any 
thermostatic control valves or any room regulation. Because of the amount of air to be heated, 
mechanical ventilation systems (without any heat recovery) or plants heaters (fan-coils) are 
often used in larger rooms (gymnasiums, lecture halls, laboratories). The employment of air 
heating system (air vents) is much more limited in classrooms, because of noise transmission, 
air movement and filter maintenance. Mechanical ventilation systems are also rarely used and 
are almost completely absent in the existing school buildings which have been evaluated. 
 
3.3. Summer air conditioning system 
Since school buildings are used in Italy from September to June, air conditioning systems are 
quite rare and the study sample has confirmed this trend. The only exceptions to be found are 
school staff offices where low-performance and high-consumption independent air 
conditioning units which are not connected to the centralized system have been installed. 
 
3.4. Lighting system 
The investigation demonstrated that schools are only lightened by fluorescent tubes without 
any occupancy sensor (for example in hallways or bathrooms) or automatic dimming of light 
intensity according to the amount and distribution of natural light in classrooms. 
Beside the absence of energy saving devices, a comprehensive design based on different 
lighting needs in classrooms (especially to avoid glare and to promote a homogeneous 
distribution of natural light) and in other parts of school buildings is also lacking.  
 
3.5. Energy sources 
Natural gas is currently the most widely used energy source, but few buildings still use diesel. 
Usually, these are isolated buildings located in the outskirts of cities and villages which are 
not yet served by the distribution network because of local conditions. A good practice is the 
connection to the district heating network, but it is still incomplete and quite limited in some 
areas. Renewable energy sources (mainly photovoltaic and solar thermal) have begun to be 
used only in recent years, particularly in structures with continuous use and extra-curricular 
functions. 
 
4. The operating procedure: application phases 

Enery and environmental analysis of the study sample direct survey data have demonstrate 
how existing educational buildings are distant from the minimum performance requirements 
given by lows and how uncomfortable many scool buildings are for occupants. The operating 
procedure minimum level of success is the archievement of the minimum performance values 
given by national lows and regulations for the parameters that are responsible of considerable 
variations of energy consumption and environmental quality (air, temperature, humidity, 
lighting, noise). The further level of success is the archievement of the maximum level of 
energy saving and indoor environmental quality enhancement (increasing comfort perceived 
by occupants), together with the optimization of the Owner’s economical investment. 
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Therefore, the operating procedure deals with several topics (technology, energy, economy, 
management, etc.) which are considered in subsequent and linked phases and should be seen 
as a decision support tool for recovery strategies of existing educational buildings. 

 
Fig. 1 Operating scheme of energy and indoor environmental refurbishment process. 
 
4.1. Step 1: establishment of the working group 
The first step of the procedure is the establishment of a working group composed of people 
involved in the management, design and educational process. At this stage, several 
stakeholders meet the Public Agency that promotes the intervention, which ca be the 
municipality or the province depending on the specific competences on the school building 
stock; the Educational Institution, that has the double task of informing about the critical 
problems related to the use and to initiate educational activities to raise awareness among 
students (for example, daily actions aimed at savings and at the management of energy 
resources); the Designer, who is tasked with drawing up the project and coordinating the 
activity; and the Energy Manager, who optimizes energy management in different building 
redevelopment stages.  

4.2. Step 2: preliminary evaluation 
The second phase is a preliminary evaluation of the existing building, aimed at identifying 
morphological features and general technologies which are useful to define the retrofit 
strategy to be adopted. In particular, the following aspects must be evaluated: 

 building orientation and evaluation of the surrounding natural or urban elements that may 
affect energy and environmental behaviour (shading from adjacent buildings that limit 
solar direct gains, proximity to noise sources, presence of vegetation shielding, etc.);  
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 building type (geometry) and internal distribution of rooms. This can be done by reading 
the project plans with their subsequent modifications and implementations. This 
information is aimed at finding a first guidance for action based on the savings potential 
inherent in any type of building; 

 existing construction technologies of technical element. Information in this regards can be 
retrieved in the project documentation submitted during the execution of works (if any), in 
owner’s and manager’s databases or through a direct visual examination;  

 plants systems. This can be studied basing on the direct experience of Energy Managers or 
through visual inspection of books and equipment (in this case, the potential for savings 
depends not only on the optimization of the plant system, but also on the verification of the 
supply contracts, especially in the context of energy market liberalization). 

 
The most critical part of this phase is the definition of the technological features, due to 
owner’s or managers’ lack of knowledge about construction techniques and plants systems of 
the building heritage. Public Administrations do not usually have any monitoring tools to 
manage the building stock and leave the transmission of information to the “historical 
memory” of the contractors carrying out maintenance.  

4.3. Step 3: energy audit and deep evaluation 
This phase may require external professional support to evaluate parameters that affect energy 
and environmental building behaviour. There are three main subtasks: 

 determination of metric and morphometric building data for calculation of gross floor 
areas, heated volume and dispersant surface, aimed at energy evaluations; 

 survey of physical phenomena related to energy and environmental building behaviour 
concerning the whole technological system (enclosures and internal partitions), by 
studying the main factors affecting energy consumption and indoor comfort (air, 
temperature, humidity, lighting, noise); 

 evaluation of plant equipment and energy supply contracts (which may cause consumption 
not attributable to the efficiency of plant system). 

Since this phase requires where direct investigations on the building several conditions must 
be met to be able to gather data, such as: 
 full accessibility to different parts of the building, including basement, attics and spaces 

normally closed to the public; 
 guarantee of the complete safety of the building; 
 availability of technical original and subsequent versions of design documents, as a basis 

for the determination of the status quo. 
 
4.4. Step 4: performance verification 
The fourth phase, which is closely linked to the previous one, is a comparison between 
measured performance and laws or regulations requirements in relation to the parameters 
involved in energy consumption and indoor environmental quality. By comparing the actual 
performance and with the binding framework of needs-performance reference for each 
building element, the main critical elementsd of the existing building are identified. 

4.5. Step 5: definition of retrofit measures 
The people involved are the same as in the preliminary working group but the Designer is 
definitely the emerging personality. He is tasked with coordinating the different needs and 
defining technically and morphologically relevant design solutions. 

Before planning any activity, the presence of some prerequisites has to be verified, as: 
 compatibility of works with building uses and users; 
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 evaluation of the works execution timetable and its relationship with school activities; 
 management of building sites (possibility of storage of materials, accessibility, etc.). 
 connections and weight of the new components compared to existing structures; 
 ease of connection of any new elements to existing structures; 
 interchangeability of juxtaposed parts related to future opportunities for interventions; 
 recyclability of integrated parts. 
Apart from these considerations, the Designer shall, in collaboration with the Promoter, verify 
and analyze the available budget and experts involved through: 
 a preliminary verification of expenditure competence of the works 
 an analysis of the funds allocated by the local Administration or the Owner; 
 the evaluation of the actions to be performed depending on the priority and urgency of 

interventions; 
 the evaluation and development of an action plan accompanied by a timetable. 
 
Once these steps are completed, the most appropriate intervention strategy can be chosen 
basing on the evaluation process (preliminary or in-depth), the issues raised during the 
performance evaluation (energy and environmental factors involved), the Owner’s budget or 
investments availability and the main features of the building site. Given that these involved 
factor are several and complex, it has been decided in the study to define a panel of retrofit 
measures [3], aimed at finding the best technical solution for the specific case and based on 
the need-performance requirements. Therefore, the action to be identified are those which can 
optimize the payback period (expressed in years), maximize the energy savings (expressed by 
the percentage reduction of primary energy consumption compared with the previous 
condition) and enhance the environmental quality to the greater extent (expressed by an 
occupant’s sensation scale from 0 – neutral to +2 – considerably perceived; action with 
negative influence on occupants’ perceived comfort will not be taken into consideration). 
 

 
Fig. 2 Main criteria involved in the definition of operating procedure’s retrofit actions, starting from 
preliminary or deep evaluation of existing educational building. 

4.6. Step 6: design and execution of works 
This phase includes the following:  

 drafting of the call or of the special tender specifications; 
 preparation of technical documents in collaboration with other experts and stakeholders 

involved (the document will be entirely drafted by the Administration in case of internal 
procedure, otherwise they will be contracted out to Designers); 
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 works planning taking possible interaction with building use and users into consideration; 
 execution of works. 
 
The drafting of the documents containing the technical specifications of the project and for 
the tender is the most critical point of this phase. This phase may be rather long because of the 
high number of experts to be involved and the unexpected prolongation of the timing of the 
tender. In addition, the organization of timing and of the different phases of the works, 
together with the potential overlapping with school activities, may lead to moving classes in 
other temporary structures, is another complex aspect in this phase. 
 
5. Further suggestions 

5.1. The potential of integrated and optimized procedures for morphometric and energy 
data collection on existing buildings 

The current research in the field is even more focussed on the definition of integrated and 
optimized procedures for data gathering by integrating experimental acquisition methods and 
instruments (advanced survey). Consequently, proper planning and scheduling of all survey 
phases is crucial, with the aim of determining an optimized sequence of steps for acquisition, 
processing and management of data. Each phase is not independent and autonomous, but 
functional and closely related to the others. Thanks to technological innovation and economic 
competitiveness, the more advanced techniques are reaching levels that make them 
comparable with traditional ones, but with the addition of the features of the advanced survey, 
especially in terms of productivity because they significantly increase the amount of 
information gathered, reducing the time needed for the survey. 
 
5.2. Importance of post occupancy evaluations and participatory management 
Once works have been executed, it is essential to carry on with building management 
activities, i.e. all operation, maintenance and monitoring phases on the reskilled building 
aimed at comparing project design criteria to real performances obtained. They include: 
 
 students awareness and training on how to use the building in a proper way in order not to 

waste energy that would result in a reduction of the achievable savings and, therefore, in 
the extension of the payback time. 

 participatory management of the redeveloped building through the involvement of users; 
 post-occupancy evaluation, also through the participation of users (even students and 

teachers) to data acquisition and monitoring of the building; 
 periodic monitoring of contracts for energy management, consumption and counters, to be 

carried out by an Energy Manager. 
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Abstract: Aim of this paper is the analysis of the energy performance of secondary school buildings in North 
Greece and the investigation of proposals for their energy upgrade. The survey was carried out by monitoring the 
energy performance of 20 secondary school buildings in the prefecture of Evros in Thrace and by simulating 
representative school buildings. Energy data both for heating and electricity, together with other information 
concerning structural details and operational characteristics for a period of 5 years (2001-2005) were collected. 
The energy data for the secondary schools are presented and compared with data from other regions in Greece. 
The mean heating energy consumption of secondary school buildings in the prefecture is 70.6 kWh/m2, with 
insulated buildings performing with 27% less energy consumption than non-insulated buildings. Simulation of 
representative school buildings in this area suggests that measures for natural lighting, reduction of infiltration 
losses, controlled ventilation during the winter, shading and natural ventilation during summer and the effective 
functioning of heating and lighting system are the major priority for the school building stock. Especially in the 
‘old school buildings’, this type of interventions are necessary not only for achieving energy efficiency but for 
obtaining thermal comfort conditions in their interior.    
 
Keywords: Energy efficiency, Schools, Monitoring, Simulations 

1.  Introduction  

The mean annual energy consumption of buildings in Greece is allocated as : 406.8 kWh/m2 
in hospitals, 273 kWh/m2 in hotels, 187 kWh/m2 in offices, 152 kWh/m2 in commercial 
buildings and 93 kWh/m2 in schools [1]. Although the energy consumption in school 
buildings is lower than other building categories, the overall energy consumption at national 
level is considered high due to the big number of school units, and the fact that they mainly 
operate during the heating period - they operate about 9 months -, they are not equipped with 
cooling systems and the majority of energy is spent for heating. The inadequate energy design 
of existing buildings, their age (40.9% is older than 30 years), their initial design (87.3% 
designed for schools), their location and proximity with disturbance sources (33.5% with high 
traffic roads, 15.9% with manufacturing premises and polluting areas), lack of regular 
maintenance and refurbishment can lead to education spaces with low thermal, visual and 
noise comfort, at reduction of pupils educational perception and additionally, at considerable 
environmental implications as a result of the increased energy consumption [2]. 
 
School buildings, due to their specialized operational characteristics and their social/ 
educational character have special requirements for environmental design for heating, 
cooling, ventilation and daylighting of their buildings. Collection of reliable energy data can 
facilitate to creation of a n ational data base that is useful to support reliable energy 
certification of school buildings and also to facilitate national energy policy measures to be 
taken. Aim of this paper is the analysis of the energy performance of secondary school 
buildings in North Greece and the investigation of proposals for their energy upgrade. 
 
2. Methodology 

2.1 Energy Consumption in School Buildings 
All school units in Greece are equipped with heating systems (99.9% during the school year 
2003-04) and the majority has a central heating system (88.0%). According to the opinion of 
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the Master of the school units, a portion of 11.1% considered as inadequate the operation of 
the heating system and in only 1.5% there was lack of heating operation during the years 
2003-04 [2]. The energy consumption of school units, irrespective of education level 
(primary, secondary) based on previous surveys carried out in school units around Greece is 
reported in table 1. School buildings in Greece consume electrical energy mainly for artificial 
lighting and during the lasts years, especially in secondary schools, for new technologies (e.g. 
PCs). The mean energy consumption for heating and electricity in school buildings in other 
European countries, based on da ta from EC (Energy, E. C, 2000) [7] and other literature 
sources [8, 9, 10] are presented in table 2: 
 
Table 1. Mean annual energy consumption in school buildings in Greece 

Region / 
Climate zone 

Year of 
research  

No of 
buildings 

Mean heating energy  
(kWh/m2) 

Mean electrical 
energy 

(kWh/m2) 

All Greece [1] 1993 238                       67 Difference 26 40% 
All Greece [3] 2006 340 68 27 

Evros / C 
Climate zone 

[4] 

2001-
2005 

10 
primary 
Schools 

72.8  
8.65 No-insulated Insulated Difference 

89.4 56.65 37% 

Grevena / D 
Climate zone 

[5] 
2004 9 

123.31 
14.31 No-insulated Insulated Difference 

139 115.38 17% 
Kozani / D  

Climate zone 
[6] 

2003-
2007 

11  
nursery           

10 primary 

  135.9                            
  105.8  

7.5                              
9.3  

 
Table 2. Mean annual energy consumption in school buildings of the member states of the European 
            Union [7, 8, 9, 10] 

Member States of the European 
Union  

Heating energy 
(kWh/m2/ year) 

Electrical energy 
(kWh/m2 /year) 

Mean annual 
(kWh/m2/year) 

England (Mean value) 137-189  20-27    
Secondary school (Gateshead) 177     

Denmark (Skive)              
Primary school  

      
170-175      

Sweden (Karlskrona)                
Secondary school  

      
210     

Portugal (Agueda/Crato) 
Secondary school  64 /67   

Ireland [8]     96 
Italy [9]     110 

Slovenia [10]      192 
 
3. Energy monitoring of secondary school units in the prefecture of Evros 

The energy monitoring survey was carried out in 20 secondary school units out of 45 in the 
prefecture of Evros (NE Greece) covering 10 Junior High Schools, that is the 42% of 
corresponding units in the prefecture and 10 High Schools, corresponding at 48% of the 
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majority of high schools in the prefecture. The 5 out of the 10 j unior high schools were 
located at the municipality of Alexandroupolis (the capital of the prefecture) thus, 
corresponding at 83% of the units in the municipality. The 8 out of 10 high schools were also 
located at the municipality of Alexandroupolis, covering the 63% of high schools in the 
municipality. During the survey, energy data for 5 years were collected (2001-2005), both for 
heating and electricity, together with other information concerning structural details and 
operational characteristics (e.g. no of pupils, heating system operation schedule, etc). 
 
Table 3: Total mean annual energy consumption in 10 junior high schools of Evros Prefecture during 

the period 2001-05 
   Heating energy Electricity Total 

No Construct
ion year  

Heating 
floor 

area (m2) 

Oil cost 
(Euro) 

Oil 
quantity 

(kg) 

Heating 
energy        

(kWh/m2) 

Cost 
(Euro) 

Consumption           
(kWh/m2) 

Total 
energy          

(kWh/m2) 
1 1964 2.048.62 6,834 13,524.84 78.69 2,510 12.90 91.59 
2 1976 2,300 7,420 14,605.08 75.69 1,724 7.89 83.58 
3 1978 2,214 4,835 9,746.52 52.47 1,809 8.60 61.07 

4 1978/ 
1992           3,089.6* 

6,055 12,437.04 78.72 
4,339 14.78 93.50 

5 1980 902.23 4,761 9,476.04 125.19 975 11.38 136.57 
6 1986 809 2,826 5,765.76 85.00 649 8.45 93.45 
7 1990 2,745.54 6,318 12,588.24 54.65 2,250 8.63 63.28 
8 1992 1,613.15 4,008 7,847.28 57.99 1,720 11.22 69.21 
9 1996 2,398.5 5,414 10,887.24 54.11 2,023 8.88 62.99 
10 1957/1995 2,348.96 5,350 11,340 57.55 1,928 8.64 66.19 

                               Total Mean Consumption:                  72.00                  10.14           82.14 
* 1,883.15 (1978) + 1,206.45 (1992) = 3,089.6 m2 
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Fig. 1: Mean heating energy consumption in         Fig. 2: Mean electrical energy consumption in 
           a sample of 10 junior high  schools in the             a sample of 10 junior high  schools in the 
          Prefecture of Evros for the period 2001-05          Prefecture of Evros for the period 2001-05 
 
Mean heating energy consumption for: 

non - insulated junior high schools (1, 2, 3, 4, 5) :                                 82.16 kWh/m2    

insulated junior high schools (6, 7, 8, 9):                                   62.94 kWh/m2 

“Old” with “New” additions in junior high schools (4, 10) :              57.55 kWh/m2 

All junior high schools       72.00 kWh/m2 
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The monitored energy consumption data, based on data of 5 years for the period 2001-2005, 
together with the construction year are summarized at tables 3 a nd 4 for the junior high 
schools and high schools respectively. The annual records for heating costs were available in 
each school and these values were quantified into energy consumption (in kWh/m2) based on 
the mean annual price of diesel oil from the records of the Ministry of Development. 
 
It is observed from figure 1 that the heating energy consumption in junior high schools ranges 
from 52.47 kWh/m2 up to 125.19 kWh/m2, with a mean value of 72 k Wh/m2, showing the 
higher values in ‘old’ buildings. Building 10 concerns an old building with an addition and its 
energy consumption is in the levels of the ‘new’ buildings. Junior high school nο 4 is “old” 
with “new” additions, but the heating energy consumption concerns only the ‘old’ buildings 
while the electricity energy consumption both of them. 
 
Table 4: Total mean energy consumption in 10 high schools of the Prefecture of Evros (2001-05)   

   Heating energy Electricity Total 

No 
Constru

ction 
year  

Heating 
floor area 

(m2) 

Oil cost 
(Euro) 

Oil quantity 
(Kg) 

Heating 
energy        

(kWh/m2) 

Cost 
(Euro) 

Consumption           
(kWh/m2) 

Total 
energy          

(kWh/m2) 
1 1970 3,300 10,828 21,215.04 76.63 4,104 13.09 89.72 
2 1976 2,100 6,091 12,122.88 68.81 2,126 10.66 79.47 
3 1976 4,405 20,103 40,057.92 108.39 7,032 16.8 125.19 
4 1977 2,030 7,917 16,136.40 94.75 2,547 13.21 107.96 
5 1981 3,500 18,799 39,170.88 133.4 6,595 19.83 153.23 
6 1984 1,377 5,866 11,103.96 96.12 1,222 9.34 105.46 
7 1985 2,716 7,768 15,333.36 67.3 2,969 11.51 78.81 
8 1987 2,067.5 4,057 7,866.60 45.35 3,095 15.76 61.11 
9 1996 1,404 3,609 7,203.84 61.16 2,009 15.06 76.22 
10 1999 2,398.,5 6,646 12,701.64 63.12 3,523 15.46 78.58 

                          Total Mean Consumption:                   81.50                         14.10         95.60 
 
Concerning high schools (fig 3), the heating energy consumption ranges from 45.35 kWh/m2 
up to 133.40 kWh/m2 with a mean value of 81.5 kWh/m2, showing the higher values in ‘old’ 
buildings. Energy consumption in units nο 3 and 5 is increased (table 4 and fig. 3 και 4) as 
they concern technical high schools, which are equipped with different laboratories 
(mechanical, computers, horticulture sunspaces, etc), resulting at high energy consumption.  
 
The mean electrical energy consumption is 10.14 kWh/m2 in junior high schools 14.10 
kWh/m2 in high schools (tables 3 and 4) and 8.56 kWh/m2 in primary schools in the 
prefecture of Evros [4]. The electrical energy corresponds only to about the 1/6th of the 
heating energy (fig. 5 and 6), mainly in the ‘old’ buildings’, while in the new ‘ones’, electrical 
energy has a higher merit at the overall energy balance as the heating energy is reduced due to 
the improved building construction. 
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Fig. 3: Mean heating energy consumption in         Fig. 4: Mean electrical energy consumption in 
           a sample of 10 high  schools in  the                         a sample of 10  high  schools in the 
          Prefecture of Evros for the period 2001-05            Prefecture of Evros for the period 2001-05 
 
Mean heating energy consumption for: 

non-insulated high schools (1, 2, 3, 4, 5) :                                  96.40 kWh/m2    

insulated high schools   (6, 7, 8, 9, 10):                                   66.61 kWh/m2 

All high schools        81.50 kWh/m2 
 
The mean heating energy of the school units in the region (Climatic zone C) corresponds at 
the 85% - 88% of the total energy consumption, compared to 72% that was recorded from 
previous studies [1] for all grades school buildings around Greece. This may attributed at the 
low temperatures recorded at this climatic zone and consequently the increased heating needs 
of the buildings, at the old age of buildings and lack of envelope insulation, at the fact that 
existing insulation in some buildings may be deteriorated, at the inadequate maintenance of 
the envelope and of the mechanical installations.   
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 Fig.5: Mean energy consumption for heating     Fig. 6: Mean energy consumption for heating 
           and electricity (in %) in junior high                        and electricity (in %) in high schools in 

schools in the Prefecture of Evros                         the Prefecture of Evros 
 
Analyzing the energy performance of all secondary school buildings in the prefecture of 
Evros (climate zone C) (fig. 7) the mean heating energy consumption is 70.6 kWh/m2, with 
insulated buildings (‘new’) performing with 27% less energy consumption than non-insulated 
(‘old’) buildings. The 100% of insulated buildings show an energy consumption less than 100 
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kWh/m2, compared to 70% of the non-insulated ones (table 3 & 4). In an older study of 180 
insulated and 58 non-insulated school buildings in different climatic zones [1], the heating 
energy consumption differs between them by 40%, while the 88% of insulated buildings have 
energy consumption lower than 100 k Wh/m2 compared to 79% of the ‘non-insulated’ 
buildings [1]. 
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Fig. 7: Mean energy consumption according to the antiquity of 20 sschool buildings  
 
4. Assessment of the thermal performance of 6 school buildings 

For the thermal assessment of the school buildings, 6 units were chosen, 5 junior high schools 
and 1 hi gh school. The 4 junior high schools are located at the municipality of 
Alexandroupolis, representing 67% of junior high school buildings as well as the high school. 
From the 6 studied buildings, the 2 are ‘old’ones constructed before 1981, and the 4 are ‘new’ 
ones, constructed after 1985. The thermal assessment of the studied school building and 
investigation of alternative energy saving measures was performed with the software tool 
XENIOS. The XENIOS is a European software tool that was developed in the frame of an 
Altener programme, partly financed by the EC DG on Energy and Transport. For each 
building the existing thermal performance was evaluated and alternative scenarios of energy 
upgrade were investigated.  
 
4.1. Conclusions from the thermal analysis   
4.1.1. Heating period 
The following conclusions were drawn from the thermal analysis of the six buildings:  
 Replacement of the windows with new ones and improving their overall transmittance of 
windows from 5.2 W/m2K to 2.56 W/m2K in the ‘old’ buildings resulted at reduction of the 
energy requirements during the heating period by about 12%. Improvement of the thermal 
properties of the windows in the ‘new’ buildings from 3.26 W/m2K to 2.56 W/m2K results at 
reduction from 1% up to 3%. 
 Insulation of the external walls results at reduction of the energy consumption up to 12%. 
 Insulation of the building envelope, with addition of insulation at the external walls, roof 
and windows replacement has an energy reduction up to 25% in ‘old’ buildings. In the ‘new’ 
ones a small energy reduction, in the order of 2% to 3% was observed. 
 In most school buildings, the heating system is oversized, not well maintained and in the 
majority, there is no provision for control of their operation [12, p.25]. Improvement of the 
efficiency of the boiler up to 90% may bring energy savings up to 27% in all school buildings.  
 Improvement of the efficiency of the distribution system, with appropriate pipes 
insulation, especially in they case they pass through unheated spaces, may bring considerable 
energy reduction, up to 15% in the studied buildings. 

1842



 Control of the indoor air temperature with thermostats in classrooms may lead to energy 
reduction up t o 21% in all studied buildings. Installation of time-controllers, low control, 
room temperature sensors or external temperature based controllers or more advanced control 
systems (e.g. optimizers) achieving synchronization of the external and internal climatic 
conditions with the operation of the heating system can achieve indoor thermal comfort and 
energy savings. A thermostatic valve in the heating system is considered necessary for 
achieving the desired temperature in a space and achieving energy savings. 
 The combined measures of improvement of the efficiency of the boiler and the 
distribution system and of the control of the indoor thermal conditions can increase the energy 
savings up t o 52% both in the ‘old’ and the ‘new’ ones. Taking into account that in most 
school buildings, the heating system operates for a few hours, manually, with no room air 
temperature control, irrespective of indoor thermal conditions and outside climatic conditions 
and considering that the payback period for the improvement of the boiler and the distribution 
system efficiency is relatively low, it is  considered imperative the replacement of the old 
systems with new ones. 
 Applying all the proposed measures in the studied school buildings, an energy reduction 
from 53% up to 64% may be achieved.   
 
4.1.2. Cooling period 
 Insulation of the walls and of the roof would reduce energy cooling demands in ‘old’ 
buildings by about 2% in each case separately. 
 Painting the outside surface of the external walls with a light colour reduces by 5% and by 
3% the energy demand in cooling loads in the “old” buildings while in the “new” buildings 
only by 1%. The light colour on the roofs does not show a remarkable change in their thermal 
performance. 
 The installation of interior blinds on all openings of the buildings, especially of southern, 
eastern and western orientation, may conserve energy of up to 61%. 
 Installation of ceiling fans in the centre of each classroom, of power 100-200W, is 
sufficient to create the conditions for thermal comfort, provided that is combined with 
adequate shading and natural ventilation [12, p.30]. It may result in conservation of cooling 
energy up to 100% when combined with shading devices and light colored roof and walls. 
This is due to the fact that while the limit o f thermal comfort in a natural cooled space is 
27oC, when a fan operates, the heat is dispersed because of air currents and the comfort level 
is raised over 29oC. 
 Also noctumal ventilation in schools is very effective especially during the hot days where 
the daily ventilation heats the building. It stores coolness in the thermal mass of the building, 
thereby reducing the thermal burden of the building during the next day. Schools are kept safe 
all night, so night ventilation can be applied without any risk. 
 Energy conservation with implementation of all scenarios can reach up to 100%. At the 
same time, thermal comfort conditions are created in the classrooms that are considered 
necessary for the educational process and also contribute to reduction of air pollution with a 
lot of environmental and social benefits. 
 
5. Conclusions 

To ensure the efficient function of a school building and the reduction of problems that 
usually arise with time and the use of systems, the proper and regular maintenance of the 
building and its systems is essential. Collection and analysis of their energy data is essential 
for monitoring their energy performance and to react by taking the appropriate energy saving 
measures. In a national context, collection of energy data for different building categories can 
create reliable databases for certification of buildings and for prioritizing energy policy 
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measures. The assessment of the thermal performance of the school buildings in this study 
may provide useful conclusions for the actions to be considered in school building of the C’ 
climatic zone in order to improve energy efficiency and achieve comfort conditions in the 
working space. Actions like planning and monitoring of an energy management plan, 
maintenance of the electromechanical installation and regulation procedures of natural 
lighting, reduction of losses from air infiltration, controlled ventilation for the winter period, 
shading and natural ventilation for the period of cooling and interventions in the exterior 
building structure particularly in the “old” school buildings are required, both to achieve 
thermal comfort and conservation of energy. 
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Abstract: The new recast of the Energy Performance of Buildings Directive (EPBD) calls for all new buildings 
to be nearly zero energy buildings by the end of 2020. Besides, there are many evolving new definitions of Net 
Zero Energy Building (NZEB) that need to be fulfilled. To achieve the above mentioned targets is quite 
challenging. In this paper the author presents his approach for the optimum deign method for NZEBs, which is 
by using combined simulation-optimisation. The method takes the problem as one-integrated design problem, 
where all possible components of the on-site renewable production, energy conversion, HVAC systems, building 
envelope and grid-connection are considered together as options in the design. It is a multi-objective problem, 
because it is to simultaneously minimise energy, CO2 emission, cost and indoor discomfort. Since these are 
conflicting objectives, thus it is an optimisation problem. An optimisation example is presented, which is solved 
by two methods: as a single objective problem and a two-objective problem. 
 
Keywords: NZEB, cost-optimal design, simulation, optimisation 

1. Introduction 

The new recast of the Energy Performance of Buildings Directive (EPBD) calls for all new 
buildings to be nearly zero energy buildings by 31.12.2020 and two years prior to that for new 
public buildings. The rest of the energy is to be covered by renewable sources. Achieving the 
above mentioned targets is quite challenging. In order to fulfil the requirements for a Net Zero 
Energy Building (NZEB), it is to find the answers to the following question: What are the 
“best” components to be used in the building (materials of constructions, windows, air-
tightness, insulation thickness, daylighting .vs. artificial lighting, shading type, etc), in the 
Heating, Ventilating and Air Conditioning (HVAC) systems (type of systems and 
equipments) and in the energy supply (including options for on-site renewable energy 
sources)? Those “best” components used to fulfil the energy target should not impose very 
high investment costs; otherwise the concept will not be economically viable. Besides, 
thermal comfort should also be kept on a high level. In addition, those best solutions will be 
different according to different definitions of the NZEB Concepts (e.g. NZ Site- Energy 
Buildings, NZ Primary Energy Buildings, NZ CO2 Emission Buildings, NZ Cost Buildings, 
etc). This leads us to think about: how to find the “best” components since there many targets 
to be achieved related to energy, cost, indoor-air comfort etc? 
 
Then about the way to design a NZEB: the conventional way is to go first for minimising the 
energy demand on the building side and then to introduce on-site renewable energy. So is this 
the “optimum” approach?  
 
In this paper an overview of the general method proposed by the EPBD, and as described by 
the Buildings Performance Institute Europe (BPIE), for finding cost-optimal solutions for 
nearly energy buildings is presented.  Besides, the conventional method for designing 
buildings for the fulfilment of the NZEB definition according to the IEA-SHC Task 40 /  
ECBCS Annex 52 i s also presented. Then, the author presents his own approach for the 
optimum deign as a part of his position as a research-fellow of the Academy of Finland 
(2010-2015). The project aims for developing a combined simulation-optimisation tool for the 
optimal design of the NZEB’s. 
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2. The EPBD recast 2010 and the IEA-SHC Task 40 Annex 52 

2.1. The EPBD recast 2010 [1] 
According to the recast of Energy Performance of Buildings Directive (2010/31/EU), all new 
buildings shall be “nearly zero energy buildings” as of end of 2020, and two years prior to 
that for the public sector. Such buildings should have very high energy performance. The 
nearly zero or very low amount of energy required should be covered to a very significant 
extent by energy from renewable sources, including energy from renewable sources produced 
on-site or nearby. Minimum energy performance requirements should be set for all existing 
buildings that undergo any energy relevant renovation. Besides it is to specify the level of 
minimum energy performance requirements for new buildings and renovations by developing 
benchmark method to achieve cost-optimal levels.  
 
Overview of the cost-optimal method  
The method in brief is: 

• To define and select representative reference buildings (residential and non-
residential, both for new and existing). 

• To define combinations of compatible energy efficiency and energy supply measures 
to be applied to the reference buildings (packages of measures) 

• To assess the delivered energy and primary energy of the selected building 
• To find the corresponding global costs 
• To develop cost curve(s) and derive an optimum. 

 
The EPBD recast prescribes that the cost-efficiency of different packages of measures 
(combinations of compatible energy efficiency and energy supply measures) can be assessed 
by calculating and comparing the energy-related lifecycle costs. From the variety of specific 
results for the assessed packages, a cost curve (global costs .vs. primary energy) can be 
derived (Figure 1). Global costs are defined as the net present value of all costs during a 
defined calculation period (investment costs, maintenance and operating costs, earnings from 
energy produced and disposal costs). It is first to start with packages of measures that comply 
with the minimum performance requirements in force, and then to find ambition solutions 
beyond current minimum requirements up to and including nearly zero-energy buildings. The 
lowest part of the curve in Figure 1 represents the economic optimum for a combination of 
packages.  
 
To establish a comprehensive overview, all combinations of commonly used and advanced 
measures should be assessed in the cost curve. The packages of measures should range from 
compliance with current regulations and best practices to combinations that realise nearly 
zero-energy buildings. The packages should also include various options for local renewable 
energy generation. The variety of solutions will form a “cloud” of data points from which a 
cost curve can be derived. The minimum energy performance requirements are represented by 
the portion of the curve that has the lowest cost in Figure 1. The part of the curve to the right 
of the economic optimum represents solutions that underperform in both aspects 
(environmental and financial). To prepare for higher energy or environmental targets related 
to 2020, certain Member States might choose even stricter requirements than the economic 
optimum (left part of the curve). The distance to the target for new buildings “nearly zero-
energy buildings as from 2021” is shown in Figure 1. 
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Fig. 1. Cost optimum and distance to target [1].  

 
Fig. 2. Conventional way to achieve NZEB [2]. 

  
2.2. IEA-SHC Task 40 Annex 52 definition for NZEB [2] 
For a NZEB, the balance between energy export (feed-in energy to the grid) and import 
(delivered energy from the grid) over a period of time must be zero or positive. The following 
inequality defines a NZEB:   

Export – Import ≥ 0.  
 
The balance is normally calculated by means of some credits rather than directly on physical 
units of energy. The terms of the above inequality are expressed as follows: 
 

Import = ∑i delivered energy(i) × credits(i) 
Export = ∑i feed-in energy(i) × credits(i) ,  where i is the energy carrier. 
 

The credits are therefore the metric used to calculate the balance.  Figure 2 gives a graphical 
representation of the general pathway for the design of NZEBs in two steps (indicated by the 
orange circles): it is firstly to reduce the energy demand on the building side and secondly to 
generate renewable energy to get enough credits to achieve the balance. 
 
2.3. Comments on the above mentioned methods 
A crucial issue in the EPBD method is how to define the packages of measures (i.e. how can 
we say that for this package let us take x1, x2, x3 and x4 as the insulation thickness in the 
external wall, roof, floor, and the U-value of the window, respectively?). This is also pointed 
out by the IBPE publication [1]. On the other hand, and even for one package, searching for 
the optimum values and types of the design variables by making a comprehensive overview of 
all possible combinations of commonly used and advanced measures is not a simple task. This 
is because if we make an exhaustive search, the total number of combinations is a result of 
multiplication of the options for each variable. This will produce a huge number of 
combinations to be investigated. And then for both EPBD and IEA-Annex 52 methods, the 
approach should not be split into two steps, firstly reducing the energy demand to nearly zero 
energy and secondly introducing on-site renewable energy production. This is because if we 
apply this approach, we will first end-up with an extremely low-energy house or a passive-
house before giving a very small chance for on-site renewable energy production to 
participate in the solution, which is not the best method for all cases (e.g.  a case using micro-
CHP). 
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3. Optimum Method for Designing NZEBs 

The optimum method is to take the problem as a one-integrated problem, where all possible 
components of energy production (e.g. on-site renewables), energy conversion (e.g. via heat 
pumps), HVAC systems, building envelope and grid-connection are considered together as 
options. It is a multi-objective problem, because it is to simultaneously minimise the targets of 
energy (heating/cooling energy, primary energy), CO2 emission, cost (investment cost, 
operating cost, net present value costs), indoor discomfort, etc. Since these are mostly 
conflicting objectives, thus it is an optimisation problem, where optimal trade-off designs are 
searched. This holistic approach will produce a huge optimisation problem. However, it could 
be converted into a manageable size using e.g. problem specifying heuristics and considering 
most promising components in the building and the HVAC system. An optimisation problem 
is formulated by specifying the variables and objectives of the problem. The parameters are 
classified as fixed and variable parameters. These latter we call “design variables”, are the 
ones we seek to find their optimum values that will make the best impact in achieving the 
objective functions (i.e. targets).   
 
The implemented approach is “combined simulation-optimisation”, which is made by 
coupling the dynamic building simulation program with optimisation algorithms, to find 
optimal values of the design variables. Figure 3 shows a typical combination of an 
optimisation program with a simulation program. To perform the optimisation, the 
optimisation program automatically writes the input files for the simulation program. Then it 
starts the simulation program, reads the value of the function to be minimised from the 
simulation result file and then determines the new set of input parameters for the next run. 
The whole process is repeated iteratively until a p re-defined criterion is fulfilled or a 
maximum number of iterations is reached. Two optimisation programs are implemented in 
our studies. In our implementations, we have modified those programs [3, 4], so that we are 
able to handle single and multi-objective function problems, with or without constraints, 
having continuous and discrete variables. Discrete design variables are very common in 
building designs (e.g. different types of windows, walls, shadings, HVAC equipments etc). 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Combined simulation-optimisation. 

Table 1. Design variables and bounds. 

Min. is the lower bound value 
Max. is the upper bound value 
dX    is the additional insulation thickness to be added to the 
standard  
Uwindow is the window’s thermal transmittance 
Eff.  is the efficiency of the heat recovery unit  

 dXextwall 
(m) 

dXroof 
(m) 

dXfloor 
(m) 

Uwindow 
(W/m2K) 

Eff.  
 

Min. 
(m) 

0 0 0 1.0 
 

Or 
 

1.4 

07  
 

or  
 

0.8 

Max. 
(m) 

1.0 1.0 1.0 

Step 
(m) 

0.05 0.05 0.05 

Initial 
(m) 

0 0 0 1.4 0.7 

3.1. Example 
To demonstrate the method, a building design example is presented here. In this example, a 
detached house (floor area 147 m2) designed according to the Finnish Building Standard-2003 
is studied (Standard House). The task is to modify the house by finding optimal values for 
five design variables that will need minimum investment while making best impact on 
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lowering the operating energy cost. These variables are: three continuous variables as 
additional insulation thicknesses to be added to the Standard House (in the external wall, roof 
and floor) and two discrete variables (types of windows and ventilation heat recovery 
exchanger). The given bounds for the values of those variables are indicated in Table 1. The 
problem is solved in two ways, as a single objective problem and a two-objective problem. In 
this paper, data from [4 and 5] are reproduced to explain the implementation. 
 
3.1.1. Solution as a Single Objective Problem 
The objective is formulated as a single objective optimisation problem for minimising of one 
objective (ΔLCC) (€), the difference in the life cycle cost of the house discounted to net 
present value compared with its standard design. ΔLCC is defined as 
 
 ΔLCC = ΔIC + ΔRC + ΔOC 
 
ΔIC difference in the investment cost (€) for the specified design variables 
ΔRC difference in the replacement cost (€) due to replaced items (in the building envelope 

or system) in specified years due to shorter life of those items with respect to the 
building life. 

ΔOC difference in the operating cost (€) due to difference in energy consumption 
 
All above cost differences are with respect to those for the Standard House. This is an 
optimisation problem because it in cludes conflicting targets (i.e. increasing the investment 
cost will decrease the operating energy cost and vice-versa). An exhaustive search method to 
find the optimal values of the design variables will need a huge number of simulations even 
for this simple case. For example, if we assume that there is 1 cm step in the additional 
insulation thickness in Table 1, t hen the total number of possible combinations to be 
investigated is 100 × 100 × 100 × 2 × 2 = 4×106. The combined simulation-optimisation does 
it in much less number of simulations. 
 
For this example, eight cases were studied [5] with different assumptions for the life-cycle 
span n, escalation in the energy price e and the source of the design variable prices. Figure 4 
shows the optimisation-simulation iterations for one case (n = 20 years, e = 0.01 and real 
interest rate = 4.90 %). Only 241 simulations were needed to find the cost-optimal solution 
using a hybrid algorithm (PSO and Hooke-Jeeves). Each point in the figure is a full-year 
hourly dynamic simulation. From this figure, it can be seen that the solution has a minimum 
value of ΔLCC (−2102 €) as a r esult of the reduction made in the energy cost for space 
heating ΔOC (−4229 €) when investment is made in the insulations, windows and heat 
recovery including associated replacement costs ΔIC+ΔRC (+2127 €). Since ΔLCC for the 
Standard House is 0, therefore the negative value of ΔLCC means lower LCC cost is reached 
compared with the Standard House. The optimisation results give the optimised values of the 
five design variables to achieve this target. The simulation-iteration runs, when searching for 
the optimal solution, are indicated in Figure 5 as ΔLCC .vs. annual space heating energy. 
From this figure, we can conclude that there is no need to make an exhaustive search and 
draw the whole energy-cost curve to find the cost-optimal solution because the optimisation 
algorithm finds shortest ways to that. In addition to minimising the LCC, Figure 5 shows that 
the annual space heating energy demand at the cost-optimal solution is about 71 kWh/m2a, 
which is 28% lower than that for the Standard House. This means that the obtained cost-
optimal solution achieves both the financial and energy targets. By this method, the 
optimisation method took the problem as one investigation for minimisation of the LCC, 
which inherently accomplished the environmental target. 
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Fig. 5.  Finding the cost-optimal solution. 

    
3.1.2. Solution as a Multi-Objective Problem 
By taking the problem as a multi-objective optimisation problem, we can draw the cost-curve, 
find the cost-optimal solution and specify other potential solutions towards nearly zero energy 
buildings, without making an exhaustive search. To explain this method, the previous 
example is converted into a two-objective optimisation problem where it is to simultaneously 
minimise both the difference in the investment cost (ΔIC) and the annual space heating 
energy demand. Figure 6 shows the optimisation solutions for this two-objective problem 
using combined simulation and a Genetic-algorithm optimisation [4]. In this figure, the results 
of an exhaustive search (Brute-force) made on preferable solutions are also shown. The Brute-
force search is made by keeping the floor thickness according to the Standard House. This 
makes the number of variables four. Besides, a maximum value of 0.39 m is considered for 
(dXextwall) and (dXroof). Assuming a 1 cm step in the insulation thickness, the total number of 
Brute-force candidate solutions is 40×40×2×2 =6400 and as shown in Figure 6. These hints 
were concluded from the single-objective case results; otherwise a complete exhaustive search 
will be needed with 4×106 candidate solutions. It can be seen that the optimisation solution 
captures the optimal Pareto-front of the Brute-force, which is an indication of the high 
accuracy of the optimisation results. Figure 7 presents the difference in the life cycle cost 
(ΔLCC) based on the data from the optimisation solutions and the Brute-force results from 
Figure 6. It can be seen from Fig. 7 that the cost-curve is constructed and the cost-optimal 
solution can be found. In comparison with the single-objective solution, this two-objective 
solution facilitates assessing potentials for nearly-zero buildings (range of optimal solutions to 
the left of the cost-optimal in Fig. 7), which is a big advantage over the single objective 
approach. It is to note that a constraint of 6000 € was applied on (ΔIC) in the optimisation 
problem to obtain similar range of results as those got from the brute-force search in Fig. 6. 
We could have got a more complete cost-curve without such a constraint. 
 
Similarly for the NZEB case, the optimisation method can find optimum solutions (indicated 
by the red squares in Figure 2) without going through the conventional two-step solution 
method. 
 

1850



 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

6000

50 55 60 65 70 75 80 85 90 95 100
Annual Space Heating Energy, kWh/m2a

dI
C

, D
iff

er
en

ce
 in

 In
ve

st
m

en
t C

os
t (

€) Brute-force
Optimisation solutions

 
Fig. 6. Two-objective optimisation results and Brute-force candidate solutions [4]. 
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Fig. 7. Cost-curve and cost-optimal solution found from the two-objective optimisation results.  
 
4. Conclusion 

It is concluded that optimisation tools have to be combined with simulation tools for finding 
optimal designs of NZEBs. This is valid for the two methods discussed in this paper: the 
EPBD recast method and the IEA-Annex 52 NZEB definition. Otherwise it is very difficult 
for a designer to make a “good” guess at best candidate combinations of measures that will be 
compared for their cost-energy performance especially when there are many variables in the 
problem and also due to the nonlinear interaction between the variables. Another way is to 
make exhaustive searches for each case to define candidate packages, which will then need a 
huge number of simulation iterations.  
 
The approach should not be split into two steps, firstly reducing the energy demand to nearly 
zero energy and secondly introducing on-site renewables. If we apply such approach, we will 
end-up with an extremely low-energy house before giving a very small chance for on-site 
renewables to participate in the solution, which is not the best method for all cases. For 
example a house with on-site energy generation from a micro-CHP dose not need to have high 
quality windows or very thick insulations because of the ample heat accompanied with the 
generation of electricity. Besides, the selection of the optimal measures should not be only 
dependent on achieving cost and energy targets, but indoor air comfort should be considered 
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as target in the problem as well, otherwise overheating could be faced when using more 
insulations and air-tight envelopes or overcooling could be faced when low-energy value 
sources are used for heating. 
 
The optimum design method for NZEBs is by taking the problem as one-integrated problem 
(envelope + HVAC systems + en ergy supply including renewables) using combined 
simulation-optimisation. The optimisation tool will find the best combinations of measures 
that will fulfil the objectives of the problem. This approach was applied in the presented 
example. The problem was solved by two methods. In the first method, the problem was 
formulated as a single objective LCC minimisation problem, where search was done for 
finding the cost-optimal solution. In the second method, the problem was formulated as a two-
objective problem, where search was done for minimising both energy and investment cost, 
from which the whole cost-curve was constructed and the cost-optimal and other alternative 
solutions were found.  
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Abstract: Unglazed transpired solar collectors are usually mounted on the side of the building that receives the 
most sunlight. It is a fan-assisted system, whereby air is drawn through the holes into the plenum and the warm 
air is then ducted into the building. The primary reason for using the unglazed transpired metal plate as the solar 
collector is not only to absorb the solar heat but also to reduce the convection heat loss. These in return will have 
higher heat exchange effectives and heating efficiency. Though many research have been carried out to study the 
Nusselt number correlations, heat exchange effectiveness, wind effects and pressure drop, yet only hand full of 
research that involved heat transfer study that including the vertical airflow in the plenum. This paper is to assess 
the heating performance of this system through experimental tests which involve the study of temperature rise 
along the vertical air flow in the plenum. Results show that the temperature of the air flowing vertically is 
increasing gradually from the bottom to the top of the plenum.  This is contrast with the previous studies which 
assumed that the temperature of the air in the plenum is constant and same as the outlet air temperature at the top 
of the plenum. The temperature rise is increasing with solar radiation intensity. Temperature rise along the 
plenum contributes between 30 to 60% of the total temperature rise at a constant suction velocity. On the other 
hand, temperature rise is decreasing with suction velocity. Values of temperature rise along the plenum are 
between 30 to 50% of the total temperature rise for suction velocity of 0.03 to 0.05 ms-1 at 600Wm-2 of solar 
radiation.  T herefore, this study has proved that heat transfer of vertical airflow in the plenum has a crucial 
heating effect. 
 
Keywords: Unglazed transpired solar collector, Air heating, Solar façade. 

Nomenclature  

d hole diameter  .......................................... m 
D plenum depth ........................................... m 
ΔP pressure drop ...................................... Pa G 
H collector height  ....................................... m 
I solar radiation intensity  .................... W⋅m-2 
L collector width ......................................... m 
Nu Nusselt Number 
Pit pitch ......................................................... m  
Re Reynolds number 
Ta ambiant temperature ................................. K 

Ti air temperature at the bottom of the 
plenum also air temperature after pass 
through the hole  ...................................... K 

Tout outlet air temperature (on top of plenum) K 
Tp collector plate temperature ...................... K 
Uw wind velocity ........................................ m⋅s-1 

vs suction velocity  ................................... m⋅s-1 
 

 
1. Introduction  

The heat transfer of the transpired plate occurs at the front-of-plate (the upstream-facing 
surface), the hole and the back-of-plate. The diameter, pitch and geometrical of the hole 
together with the porosity of the plate and suction velocity of airflow rate are the key factors 
for the heat transfer coefficient. However, there are limited studies on t ranspired plate heat 
transfer. Kutsher [1] has developed an empirical correlation of Nusselt number which is 
appropriate for thin transpired plates with porosity less than 2%, low suction flow rates and 
triangular hole arrays. To-date, this is the only study considering the porosity, hole diameter 
and crosswind conditions to reach the empirical correlation Nu. The correlation covers heat 
transfers from the front-of-plate, hole and back-of-plate but excludes the vertical airflow in 
the plenum. The author ignore heat transfer between the back surface and the vertical airflow 
because it is believed that the flow in plenum has little effect due to the injection effect on the 
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back-of-plate side and the air laminarization induced by acceleration.  The numerical results 
show that the heat transfer that occurs at the front surface dominates heat transfer in the hole 
and on the back surface at suction flow rates of 0.02 to 0.07 kg s-1m-2. The crosswind data for 
the narrow transverse spacing are correlated as Nu=2.75[(Pit/d)-

1.2Re0.43+0.011PRe(Uw/vs)0.48] with 0.001≤P≤0.05 and 100≤Re≤200 [1]. Augustus and Kumar 
[2] use the same Nu correlation in their mathematical modelling of transpired solar collector 
performance. The assumptions made are the same as Kutscher’s [1, 3] and Dymond’s [4] 
studies.  The plate is a mild steel absorber coated with black paint with input parameters as 
follows: 400≤I≤900Wm-2, 0.02≤vs≤0.03ms-1, 25≤ΔP≤80Pa, 0.050≤D≤0.150m, 
0.012≤Pit≤0.024m and 0.00080≤d≤0.00155m.  
 
Gunnewiek et.al have studied the airflow in plenum but only considering the vertical direction 
by using 2D CFD model. The transpiration of air through the plate is modelled as a process 
occurring through discrete holes. The collector height range is 3.0 ≤H≤6.0 m, and the plenum 
aspect ratio range is 10 ≤H/D ≤50. The results show that different settings of parameters yield 
different airflow profiles. The nature of the profile depends on whether the flow is dominated 
by buoyancy or by the forced-flow produced by the fan. When the flow is non-uniform, the 
code predicts that an important amount of heat transfer can take place from the back-of-plate 
to the vertical air in the plenum. The non-uniform flow is favoured in flows that are buoyancy 
dominated. Besides improving the efficiency, non-uniform flow is also keeping the fan power 
at a minimum, so there is a dual benefit [5]. Poor flow distribution occur in large building 
applications; this has been shown by infrared photographs [4]. Such poor distribution would 
cause penalties in performance due to greater radiation and convective heat losses at hotter, 
flow-starved surfaces. In order to study the uniformity of the airflow, Dymond and Kutsher 
[4] have developed a computer program to allow designers to predict flow uniformity and 
efficiency by applying pipe networks concept. The studied range of plenum depth, D is 
between 5 and 30cm. In terms of the energy balance the authors acknowledge additional heat 
transfer from the plate to the air in the plenum is possible, which has been indicated by 
Gunnewiek et. al [5] simulation results.  However this part of heat transfer is ignored due to 
the absence of heat transfer correlation between the back-of-plate and the vertical airflow. 
Hence, it is assumed that the air temperature leaving a junction is the same as the perfectly 
mixed temperature of the air entering the junction. The overall results show that the air inside 
the collector plenum experiences three plenum pressure drops, i.e. acceleration, friction, and 
buoyancy. The larger the air flow through the collector, the better the heat is transferred away 
from the collector, which results in a higher collector efficiency. 
 
Though there are quite a number of studies that ignored the heat transfer from the back of the 
plate, study [5] has proved that this part of heat transfer is possible and the authors [4, 6] also 
acknowledge this possibility if the collector is vertically tall. Thus, this paper is to discuss the 
heating performance of this system through experimental tests which involve the study of 
temperature rise along the vertical air flow in the plenum. 
 
2. Methodology 

A chamber is built inside a laboratory. Fig. 1 illustrates the schematic view of the 
experimental system. The wall of the façade that contacts with the ambient is a black painted 
aluminium transpired plate which adjuncts with three other solid walls, and so they form a 
plenum. As shown in Fig. 1. The sandtile wall is made of eight sandtile blocks with the 
dimension of 0.25m x 0.25m x 0.06m for a single block. The other two adjunction walls that 
attached to both aluminium plate and sandtile wall are rigid polyisocyanurate foam boards 
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with glassfibre of 0.07m of thickness and U-value of 0.023W m-2K-1. The opening of the air 
outlet is 0.23m x 1.0m. Two fans are installed at the air outlet. Nine K-type thermocouples are 
placed on each aluminium plate, the plenum and the sandtile wall as shown in Fig. 2. The 
locations of thermocouples between the wall and the plate (the plenum) are in line with the 
thermocouples on the sandtile wall except at the bottom they are in line with the first row of 
the holes from the bottom. The thermocouples are connected to a computer-controlled data 
logger. Temperatures data are started to be taken only after the test has begun for 2hours to 
reach a steady state. Air velocities are measured at the centreline of the plenum and at the 
outlet of the plenum.  
 

 

 

 

 

 

 

 

 

 

Fig. 1. Schematic view of experimental set up. 
 

 
 

 

 

 

 

 

 

 

 
Fig. 2. Thermocouples’ location on the plate and santile wall. 
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2.1. Test conditions and analytical parameters  
The test conditions and some of the interested parameter to be investigated in this study are as 
shown in Table 1. The parameters that vary from one cycle to another of the tests are among 
solar radiation intensity and suction velocity. Only one design of the transpired plate is 
involved in this study, which the circular holes are arranged in triangular geometry. Pressure 
drops across the collector for all the tests are ensured to be at least 10 times greater than the 
pressure drops in the plenum and so as positive values of pressure coefficient.  This step is to 
avoid outflow air from the plenum. The solar radiation that absorbed by the plate is assumed 
to be homogenous.  
 
Table 1. Parameters for the experiment tests. 

Parameter Value/ range 
Solar radiation intensity (I), Wm-2 300-800 

Suction velocity (vs), ms-1 0.03-0.05 
Plenum depth (D), m 0.25 

Pressure drop across the collector (ΔP), Pa 12-36 
Pitch (Pit), m 0.012 

Hole diameter (d), m 0.0012 
Height of the collector (H), m 2.0 
Width of the collector (L), m 1.0 

 
3. Results 

Effects of suction mass flow rate and solar radiation intensity have been studied and results 
are as discussed in the following sections.   
 
3.1. Effect of suction airflow rate 
Fig. 3 shows the temperature rise for different depths of the channel at different suction mass 
flow rates with a solar radiation intensity of 614Wm-2. The temperature rise of (Tout-Ta) is 
the overall temperature rise for the system, which is the temperature difference between the 
outlet air and the ambient air. The temperature rise of (Ti-Ta) is the temperature difference 
between the heated air after passing through the holes (normal flow) and the ambient air. 
Whereas the (Tout-Ti) is temperature change of the vertical flow from the bottom to the top of 
plenum. The values of these temperature rises decrease with the suction mass flow rate.  
Increasing the suction mass flow rate by about 0.02kgs-1m-2, Tout-Ta decreases nearly 3K, 
while (Ti-Ta) and (Tout-Ti) decrease about 1K and 3K respectively.  T he shares of 
temperature rises contributed from normal and vertical flows remain almost the same between 
0.04 to 0.06kgs-1m-2 (Fig. 3).  The degrees of temperature decrease for the normal and vertical 
flows are about the same.  Nonetheless, results shows that in term of percentage the vertical 
flow (Tout-Ti) contributes about 39-49% of the total air temperature rise (Tout-Ta). Thus the 
air temperature rise along the plenum should not be ignored.   
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Fig. 3. Values of total, normal and vertical temperature rise at different suction mass flow rates.  
 
3.2. Effect of solar radiation intensity 
Fig. 4 shows the temperatures of the ambient, the plate and the air in the plenum for plenum 
depth of 0.20, 0.25 and 0.30m respectively, at a constant suction mass flow rate. The values of 
the temperatures increase with the solar radiation intensity and are as shown in Figure 8. The 
overall rise in temperature (Tout-Ta) from 307 t o 820Wm-2 is about 6 t o 18K, which 
approximately increases 3K for every increase of 100Wm-2. Thus, the solar radiation 
intensity plays an important role in the thermal performance of the system. Fig. 5 shows the 
shares of temperature rises contributed by the normal (Ti-Ta) and vertical (Tout-Ti) flows at 
constant suction mass flow rate and solar radiation intensity. In terms of percentage, vertical 
flow contributes 34% of total temperature rise at 307Wm-2 and increases to 58% at 820Wm-2. 
Therefore, this indicates that the temperature rise in the plenum should not be ignored.  
 

 
Fig. 4. Temperatures of ambient, at the plate, bottom of plenum and the outlet at a constant suction 
mass flow rate and different solar radiation intensities. 
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Fig. 5. V alues of total, normal and vertical temperature rise at different solar radiation 
intensities. 
 
4. Discussion and Conclusions 

Experimental results show that the vertical flow contributes about 50% of the total air 
temperature rise. This is contrast with previous studies. As most of the transpired solar 
collector related studies adopt the same Nu heat transfer correlation [1] and lack of correlation 
between the plate and the air in the plenum, they accept the same assumption which is 
neglecting the heat transfer from the back of the plate to the air in the plenum. One of the 
possibilities for being disagreed with this assumption could be the height of the collector in 
Kutscher’s study [6]. The height for the collector was 0.5m which is quarter of the height of 
present study. In the study, the author acknowledges that heat transfer from the back of plate 
might occur for tall vertical collector. Moreover, this could be due to buoyancy-dominated 
pattern of the vertical flow and causes heat transfer takes place from the back of the plate [5]. 
Present results show that vertical flow heat transfer is significant for the total air temperature 
rise. The air temperature rise from the bottom to the top of plenum is between 2 to 10K 
depends on the operating parameters. However the pattern of the vertical flow is beyond this 
study. A more precise correlation for vertically tall solar collector need to be developed which 
include the heat transfer along the plenum whether experimentally or through CFD 
simulation.  
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Abstract: Large windows and highly glazed façades have been increasingly used in new buildings, allowing the 
access to daylight, solar gain and external view. Solar gain through non-shaded windows and glazed facades 
extremely increases the air temperature in summer especially in hot climates regions, like Jordan. Therefore, it 
affects thermal comfort, increase the cooling load and become a s ource of glare which harms the visual 
environment. Generally, shading devices are used to protect inner spaces from direct solar gain through 
openings, windows and glazed surfaces. The current research examined the effect of using shading devices on 
thermal environment and air temperature in offices facing south-west façade at Jordan University of Science and 
Technology (JUST).  I n such orientation windows required especial considerations to control solar gain in 
summer and winter. The research used real experiments to study effects of shading devices on thermal comfort. 
Three fixed shading devices; vertical fins and diagonal fins and egg crate, were installed in three identical 
offices. Thereafter, the air temperature was monitored and compared to non-shaded office. The results showed 
that the temperature in offices with shading devices compared to the office without shading devices was reduced 
to acceptable level. At the time of measurements diagonal fins perform better compared to other shading devices.  
 
Keywords: Shading devices, Thermal comfort, Cooling load. 

1. Introduction 

1.1. Shading devices 
Building around the world required a large amount of energy for cooling, heating and 
lighting. Well-building design requires integration of many factors, such as orientation 
shading devices and building form, to compromise energy consumption through a building. In 
additions windows, glazed façades and openings have an important role in building energy 
consumption whether for heating, cooling or lighting. Highly glazed façades and large 
windows have been increasingly used in new buildings, allowing the access to daylight, solar 
gain and external view. Therefore, their impact on cooling, heating and lighting demand in the 
building is significantly needed to be considered in building design. Proper shading design 
can contribute well to indoor illumination from daylight, improve thermal comfort, control 
solar heat gains and reduce glare at the same time as keep the view out.  
 
Datta [1] studied the effect of using shading devices on thermal performances of buildings in 
Italy. The study used TRNSYS computer simulation to study many variables related to 
horizontal shading devices in different cities in Italy. It found that well shading devices could 
help save energy and improve thermal performance of buildings.  Palmero-Marrero and 
Oliveira [2] studied the effect of using shading devices on thermal performance in many 
cities, around the world, with different latitude and climatic conditions using TRNSYS. The 
study showed that shading devices have a great impact on saving energy and improving 
thermal performance in offices in different climatic conditions. Bessoudo and other [3] and 
Tzempelikos and other [4, 5] studied how shadings devices effect the thermal comfort in 
offices with glazed façades in cold climate in Montreal-Canada. They studied interior glazing 
and shading devices temperature, operative temperature and radiant temperature under 
different variables such as: Venetian blind, roller shade, and blind rotated angles. The study 
showed that shading devices could improve the thermal condition in cold and sunny 
conditions. They also developed a transient building thermal model. However, many 
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researchers have studied the effect of using of shading devices on t hermal comfort, energy 
consumptions and daylight performance of buildings [6-13].   
 
The literature review has shown the need for studying the effect of shading devices on real 
building in regions with hot summer and cold winter like Jordan. The current research will 
investigate the effect of using of shading devices in south-west façade of offices in Jordan 
University of Science and Technology (JUST) on thermal conditions and air temperature.  
 
1.2. Case Study 
Jordan is classified as subtropical area, which is characterized by hot and dry summer and 
cold winter. Clear sky conditions dominate around the year with medium to overcast sky and 
moderate rainfall in winter. The average direct sun component is generally about eight hours a 
day. The major characteristic of Jordan’s climate is the contrast between a r elatively rainy 
season from November to April and dry weather for the rest of the year. The country has a 
long summer with a peak in August while January is the coolest month.  
 
Jordan University of Science and Technology (JUST) is in Irbid (latitude 31.9˚ North, 
longitude 35.9˚ East) around 80 km to the north of Amman. The campus was designed by the 
Japanese architect Kenzo Tange. Buildings were constructed using prefab concrete panels and 
blocks. Office are on second floors, while ground and first floors used for lectures halls and 
labs respectively. The plan of the office levels, like wing A3 level 3, is double loaded corridor 
with offices at each side.  T he number of offices in south-west facade is 11 offices; each 
office is 3.5m width, 4.25m deep and 2.75m high as seen in figure (1). The façade height 
comprised three sections; 0.80m sills, 1m windows and 0.5m upper windows figure (2).  
 

A3L3/01

A3/L3

A3L3/02 A3L3/03 A3L3/04 A3L3/05 A3L3/06 A3L3/07 A3L3/08 A3L3/09

A3L3/11A3L3/12A3L3/14A3L3/15A3L3/17A3L3/18A3L3/19A3L3/20

A3L3/00

 

Figure 1 plan of offices level 3 wing A3 at JUST 
 
Buildings oriented toward south-west with large windows area such office spaces in wing A3 
at JUST suffer from uncontrolled solar gain throughout the year. In such orientation windows 
required especial considerations to control solar gain in summer and winter. The offices in 
wing A3-L3 at JUST expose to direct sunrays from noontime to sunset. The total hours of 
exposing is more than seven hours in summer raising the air temperature to intolerable level. 
Sunny area starts increasing gradually inside the offices from noontime to cover most of the 
office area thereafter as seen in figure (3).  
 
1.3. Current situation 
Author noticed that offices oriented to south-west such as offices in wing A3 experiencing 
high indoor temperature during sunny days at the same time lack of sufficient daylight due to 
occupants reactions.   
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Figure 2 office façade (left), single office’ windows details ( right) 
 
Occupants’ reactions to discomfort almost have negative impact from energy view. Users 
spontaneously used curtains to overcome the problems shaped by large glazing area, 
especially the increasing sunny area, to block the direct sunrays and to avoid glare figure (3). 
So, the daylight level inside the offices decreased that needed auxiliary artificial light to keep 
the light level up to the needed task level. Curtains are 40cm from the window because of 
architectural design details. Therefore, they could block the direct sunrays, but the heat gain 
inside the offices will remain with same rate. It will heat up the space between the curtains 
and the windows which automatically raise the temperature inside the whole office by direct 
gain, re-radiation and convection currents.  F igure out a solution that overcoming such 
problems needs blocking the direct sunrays from outside before reaching the windows by 
shading device.  
 

  
Figure 3 sunny area in the office without shading devices (left) the office with vertical fins (right) 
                  
2. Experiment set up 

Three fixed temporary shading devices; egg-crate, vertical fins and diagonal fins, were 
installed in three offices. Thereafter, experimental measurements were conducted in three 
offices with different common shading devices, in addition to a base case office, an office 
without shading devices being installed. The offices are identical in all parameters like; area, 
geometry, orientation, windows design, glazing area and transmittance ratios, function, 
opening and surfaces material. The exposed façade of the tested offices is oriented to 12 south 
of the west.  
Experimental measurements were taken in offices spaces on fully sunny days. Accordingly, 
measurements from tested offices fitted with the selected shading devices were compared to 
the measurement of the base case. 
 
The dimensions and materials of these temporary devices were preliminary designed to keep 
the original building without major change to ease installing the devices in order to set the 
requirements of the permanent design. This is a part of long-term program aims at improving 
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environmental and climatic conditions of JUST buildings to improve thermal conditions, 
visual environment and reduce energy consumptions. The next step of the research will be to 
study natural lighting environment and thermal comfort to compromise between thermal 
comfort, visual environment and energy saving.  And so, the current research will be an initial 
stage for the long-term program to design the permanent shades to compromise between 
building changes and energy saving. Indoor air temperatures were measured using pre-
calibrated thermometer. Data were collected every five minutes using EXTECH thermometer.  
 
Vertical slats of 10cm width were arranged with a small gap of 5cm between the slats to admit 
some light, provide a view and allow for ventilation. They were not adjustable or designed to 
be angled.  Diagonal fins consist of vertical fins of 30cm width rotated at 45˚ with a gap of 
17cm between the slats. Egg crate consists of verticals slats and horizontal louvers of 10cm 
width. Vertical slats were arranged with a gap of 15cm between the slats and horizontal parts 
with 7.5cm between the louvers. It could admit light, provide a view to outside and allow for 
ventilation.  
 
3. Results 

Figure 4 (left) shows the results of air temperature in office with vertical fins compared to the 
base case. Clearly, using vertical fins help reduce the inner temperature compared to non 
shaded office. It helped reduce air temperature up 17% in the afternoon with an average of 
9%. In the morning the air temperature almost closed in both offices, while the difference start 
to increase gradually as the sunrays start reaching the windows as seen in figure (3). 
Generally verticals fins reduce the air temperature in the period from 1pm to 4pm by an 
average of 4C˚ with maximum reduction by 7C˚. On the other hand, diagonal fins as seen in 
figure 4 (right) reduced the air temperature by up to 21% compare to the base case with an 
average of 13%. The difference in the morning is neglected while it s tarts to increase 
dramatically from 12pm to 4pm. The maximum decrease occurred after 3pm by 8.5C˚. Figure 
5 (left) shows how the egg–crate shading improves the thermal performance of the office. It 
reduced the air temperature by an average of 12% in the period from 12pm to 4pm compare to 
the base case. Between 3pm and 4pm it reduced the air temperature by 8C˚.  
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Figure 4 air temperature in office with vertical fins compared to the base case (left) air temperature in 
office with diagonal fins compared to base case. 
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Figure 5 air temperature in office with  egg-crate  compared to base case and outdoor temperature 
(left) shows the percentage of reduction in air temperature as a result of using shading  (right) 
 
Figure 5 (right) shows the percentage of reduction in air temperature as a result of using 
shading compared to the base case office. It clearly can be inferred the diagonal fins 
performed better than verticals and egg-crate in the period from 1pm to 3pm during the period 
of measurement in September and October.  
 
Graphically analysis of applying shading and shade angles on s undial diagrams show how 
each type of shading devices perform around the year. Table 1 shows how the shading devices 
will perform all the time according to solar angles, altitude and azimuth, during the time of 
the experiments. Diagonal fins will block all sun rays while vertical fins will block the 
sunrays in the period 12pm-1pm and 2pm to 4pm and allow the sunrays to enter the offices 
from 1pm to 2pm. Egg-crate shading will allow sunrays to enter the offices between 1:30pm 
to 3pm and block before and after that. 
 
Studying the performance of shading devices around the year shows that verticals fins 
partially shade inner spaces in the period from October to February and allow sun to reach 
inner spaces after 2pm. In contrast, it allows the sunrays to reach the inner spaces in the hot 
period of the year, March to September, and in the hot time of the day from 1:30pm to 3:30 
pm. Diagonal fins fully shade inner spaces in the period October to March and partially in the 
period April to September.  It will block the sunrays only before 1 pm in the period from May 
to July when the shading are crucially needed.  Egg-crate will perform well in hot period and 
allow for sun rays to enter inner spaces in such orientation in cold period. The analysis of the 
results show, that well shading design could help improve the thermal performance of the 
offices oriented to south-west.  
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Table 1 Installed shading devices and shading angles with sundial diagrams   
 Installed shading devices Shade angles Sundial  Diagrams 
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4. Discussion and Conclusions 

This paper summarizes the experimental results of thermal environment and air temperature 
in highly glazed offices with shading devices. In general, results indicate a major influence of 
shading on s olar gains and thermal performance of offices. All shading devices helped 
improve the thermal environment in the offices in time of the experiments in September and 
October. It is clear that until 1pm all shading devices reduced the air temperature 
approximately with same rate. On the contrary, after 1pm the diagonal shading devices 
performed better as it helped block all the sunrays all the time.  On the other side, vertical fins 
and egg-crate shading devices allowed some part of sun shine to enter the offices in the period 
1pm-3pm. 
 
Designing of shading devices requires taking into consideration around the year 
measurements in both hot and cold periods. Therefore, egg-crate shading devices could 
perform well around the year if the horizontal part extends to the outside by the half of the 

 South 

 South 

  South   
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current width. It will block the sunrays in hot period and allow it to enter in cold period. 
Diagonal fins will completely block the sun rays in the clod period when the sun is crucially 
required it cloud perform well in intermediate period such as in September. Moreover, 
diagonal fins block the view to outside while egg-crate will allow for kind of connections to 
outside. Modified egg-crate could go well with current situation, fewer modifications, as 
vertical slats of small width can be easily installed on the window sills and horizontal part can 
be fixed on vertical slats. Further studies are required to study the effect of shading devices on 
daylight, visual environment and view out.  
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Abstract: The performances of light shelf systems are evaluated in the context of various interior configurations 
typical of multistory office buildings by using CBDM (climate-based daylight modeling). A physical scale 
model of one of the light shelf systems is tested in the first phase under real sky conditions in Raleigh, North 
Carolina, USA. The data collected from the experiments are used to validate the simulations by a computer-
based dynamic daylighting research tool - DAYSIM which is based on the concept of CBDM (Radiance + Perez 
Sky Luminance Model + Daylight Coefficient). In the second phase, additional simulations utilizing the 
validated tool are conducted to study the effects of system geometries and interior space characteristics.  
Specifically, the following parameters are identified and assessed: light shelf length, ceiling height, and interior 
configurations typical of North American office building settings. The findings have displayed the impact of 
various system parameters and interior design approaches on daylighting performances. The limitations of the 
study include possible errors in both computational simulations and the physical testing, and errors caused by the 
process of generating the sky models from solar radiation data for DAYSIM.  
 
Keywords: Lightshelf, Ceiling Height, Interior Configuration, CBDM, Simulation 

1. Introduction 

Although electric lighting has now assumed the role of being the primary means of 
illumination for many buildings, people generally express a strong preference for natural light 
in their work environment. There also has been an interest in daylighting as a means of 
reducing nonrenewable energy use. In multistory office building, one of the strategies for 
achieving the comfortable interior environment is to redirect daylight from primary surfaces, 
such as a light shelf, to secondary room surfaces (ceiling and walls), which in turn will 
illuminate horizontal work surfaces. A light shelf is a small area of horizontal reflecting 
surface mounted just below the daylight glazing in the façade. Typically, the designer of the 
building will have a high degree of control over the placement and optical properties of that 
reflective surface, which makes it a much better candidate light reflecting source than the 
ground plane. Furthermore, this reflecting surface can be placed above eyelevel for the 
building occupants, thereby avoiding the potentially severe glare effects of intense upward 
light in the eyes of occupants near the window. There are two functions to a light shelf 
system: To reflect light deeper into the building, thereby providing more light in the interior, 
and to block excessive light from entering spaces close to the perimeter wall. 
 
There have been a limited number of studies on light shelves. The early studies focused on 
flat simple light shelves. Simple light shelf is referred to the system with interior shelf length 
of about 4-6 feet. In a study presented by Selkowitz, et al. [1], it was concluded that “in 
general, simple light shelf designs provide improvements in light penetration.”  This study did 
not assess the effects of changing the length of the shelf. Burt Hill Kosar Tittelmann 
Associates also presented a study on simple light shelves, showing that light shelves do 
improve the quality and quantity of light in perimeter zones. In this study, a fixed length 
exterior light shelf was investigated [2]. Advanced light shelf systems were also developed 
and tested. Some of these studies focused on ceiling configuration. Fardeheb found that 
exterior shelves in conjunction with a sloped ceiling were most effective among nine different 
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light shelf designs that they studied [3]. Another category of advanced light shelf research 
dealt with the shape and movement of the shelf. Place and Howard developed and assessed 
two advanced daylighting systems, one involving a static curved-mirror and the other 
involving a tracking flat-mirror system [4]. Based on the behaviors of the two systems in 
different seasons under different sun angles, design guidelines were developed.  An external 
curved light deflector was designed and tested by Close as one of the three features of the 
daylighting system designed for a high-rise building in Hong Kong [5].  The performance of 
the system was simulated by computer and then verified against physical scale models. 
Finally, some researchers were interested in the effects of varying the reflectance of light shelf 
surfaces. Claros and Soler investigated the performances of two light shelves with different 
types of reflecting materials [6].  
 
This list of studies generally delineates a picture of what has been covered by the efforts of 
previous researchers. It also introduces the three topics to be explored in this study:  

• Length of light shelves - Throughout the literature there has been little effort to 
systematically assess the impact of light shelf geometries, especially, of longer light 
shelves (more than 6 feet). 

• Ceiling height - Ceiling height is a crucial factor in daylighting design. This is also the 
area where “battles” tend to occur between daylighting designers and other members 
of the design team, such as the structural and mechanical engineers.  It is thus 
important to quantify the importance of ceiling height for delivering light into a space.  

• Interior configuration - Very few researchers have considered the impacts of interior 
partition designs (layout & material) on lighting environment. Almost all the 
experiments were performed in an open space. Modern office buildings take on a 
variety of interior layouts, which can drastically affect lighting performances.  

 
2. Methodology 

The traditional daylighting research approach – the Daylight Factor method, only addresses 
overcast conditions and leaves out important design factors, such as building orientation. 
Understanding daylight from a climate-based point of view would therefore be more practical 
to assess daylighting systems in areas with a highly luminous climate, in which case various 
types of sky conditions (e.g. clear sky or intermediate sky) are all taken into considerations. 
However, climate-based experimental testing can be time consuming, since monitoring design 
options in a full year is normally not feasible for most design projects. As an alternative, a 
dynamic Radiance-based simulation tool - DAYSIM can be adopted for carrying out Climate-
Based Daylight Modeling (CBDM) using meteorological dataset [7, 8, & 9]. By the 
comparisons with experimental measurements, DAYSIM has been proven to be accurate for 
performing annual daylight predictions for regular daylit spaces [8]. However, it would be 
prudent to validate the tool before it is used for assessing any advanced daylighting systems, 
such as light shelves in conjunction with various interior design approaches in this study.   
 
2.1. Validation of DAYSIM simulations by experimental measurements 
A physical scale model (scale: 1:6) is established to represent a 30’ x 40’ (9.14M x 12.19M) 
portion of a typical office floor (Figure 1). A daylighting system incorporating a 6-ft (1.83 M) 
lightshelf and a 3-ft (0.92 M) overhang is integrated on the south elevation (Figure 2). The 
ceiling height is 11’ (3.35M) and the top of view glazing is at 7’-2” (2.18M) above the finish 
floor. The surface reflectances are: ceiling and walls: 90%; floor: 20%; lightshelf top and 
bottom surfaces: 90%; overhang top and bottom surfaces: 15%; exterior ground reflectance is 
assumed at 20%; glazing transmittance: 70%. The interior space is divided into five equal 
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daylit zones. Annual daylight levels in each zone are predicted by both physical experiments 
and DAYSIM. 
 

      
 
 
 

2.1.1. Physical experiments 
To simplify the experimental procedures, the model is only tested under a diffuse sky – a blue 
sky in this case (clear sky without the sun component), because a diffuse sky is a much more 
reliable light source than the sun. Sunlight is highly variable depending on seasons, solar 
angles and weather conditions. A Licor photocell sensor (Model 210L) is installed at the 
center of each daylit zone (Sensor Ez1 through Ez5). An exterior sensor (Ev) is mounted on a 
vertical plane facing the same direction as does the window.  To simulate a blue sky condition 
on a clear day, the system designed for facing south is rotated so that it faces only diffuse sky 
(Figure 3). This approach allows for the system to be tested only under diffuse blue sky by 
eliminating the sun component. A Coefficient of Utilization can then be developed for each 
zone to establish the relationship between the sky and interior illuminances. Using Zone 1 as 
an example, the CU is calculated by the following formulas: CU1 = Ez1 / Ev.  Note that a CU 
relates the interior illuminance to exterior vertical illuminance while a Daylight Factor relates 
the interior illuminance to exterior horizontal illuminance. Exterior horizontal illuminance 
only depends on solar altitude, which makes the factor of building orientation out of the 
question, whereas exterior vertical illuminance depends on both solar altitude and azimuth. 
Therefore, vertical illuminance is a better indicator of lighting conditions outside especially 
for assessing sidelighting systems. In addition, the exterior vertical illuminance (Ev), which is 
taken at the window surface, provides a direct measurement of how much light actually enters 
the room.  
 

 
 
Fig. 3. Model being tested under blue sky. (The lightshelf system is designed for south-facing. 
However, it is rotated in the experiment to face away from the sun, towards diffuse sky light only) 

Fig. 1. Physical scale model being 
tested on a heliodon. 

Fig. 2. The daylighting system with a 
light shelf and an overhang 
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Hourly daylight levels in Lux in all zones can be developed in a full year by multiplying the 
CUs by the annual exterior illuminance data (Ev), which were made available by the 
Daylighting Research Lab at NC State University. The data set, including hourly Ev values in 
a full year, was collected in a two-year period (1991 & 1992) in Raleigh, North Carolina [10]. 
Table 1 shows this process for the 1st day (From 7:00am to 5:00pm) of the year. 
 
Table 1: Using CUs to predict hourly illuminances (Lux) for the 1st day of the year by multiplying CUs 
by the south-facing vertical sky illuminances (Ev in Lux) from the annual sky illuminance data set. 

    CU 0.0938 0.06647 0.05194 0.04342 0.04227 
Day Time Ev Ez1 Ez2 Ez3 Ez4 Ez5 

1 700 66 6 4 3 3 3 
1 800 3,074 288 204 160 134 130 
1 900 7,804 732 519 405 339 330 
1 1000 13,424 1,259 892 697 583 567 
1 1100 12,617 1,183 839 655 548 533 
1 1200 28,730 2,695 1,910 1,492 1,248 1,214 
1 1300 29,434 2,761 1,956 1,529 1,278 1,244 
1 1400 64,603 6,060 4,294 3,355 2,805 2,731 
1 1500 52,715 4,945 3,504 2,738 2,289 2,228 
1 1600 11,934 1,119 793 620 518 504 
1 1700 528 50 35 27 23 22 

 
2.1.2. DAYSIM simulations 
A virtual model of the building is built in a CAD tool, which coincided with the physical 
model. Similarly, five study points are placed along the center line of the daylit zones. The 
weather file of the site (Raleigh-Durham International Airport) is used as the climate data for 
the simulation. With a proper ambient parameter setting, the annual illuminance values are 
calculated by DAYSIM 3.0 and can be presented in the same format as in Table 1. 
 
2.1.3. Comparison 
Daylight Autonomy, the numbers of hours in which interior illuminances are above minimum 
light level for performing the designed tasks (500 Lux in this case), is used as the indicator to 
assess the two methods (Figure 4).   
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Fig. 4. The numbers of hours in which interior illuminances are above 500Lux predicted by DAYSIM 
and the experimental methods 
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To estimate how close the results are between DAYSIM and the experimental methods, the 
differences in percentage between the two methods are shown in Table 2.  DAYSIM 
generates reasonably close predictions comparing with the experiments.  The differences are 
below 9% in all five zones. For internal zones (Ez3 through Ez5) where daylight levels are 
lower, the results are even closer (5% and below).  

 
Table 2: Daylight Autonomy values in each daylit zone and percentage of differences when comparing 
results from the experimental method with those from DAYSIM. 

  Ez1 Ez2 Ez3 Ez4 Ez5 
DAYSIM 3,615 3,405 3,044 2,747 2,609 
Experiment 3,348 3,101 2,885 2,699 2,678 
Difference -7.39% -8.93% -5.22% -1.75% 2.64% 

  
2.2. Assessments of daylighting systems and interior configurations 
The validation study reported in section 2.1 demonstrates the effectiveness of the computer-
based simulation tool – DAYSIM for predicting climate-based performances of the light shelf 
system. The tool is then used for the following assessments of the parameters in various 
daylighting systems and interior configurations.  
 
2.2.1. Length of light shelves  
The light shelf lengths of 2’, 4’, 6’, 8’ 10’, and 12’ are simulated in DAYSIM respectively 
based on the model in Figure 3. Ceiling height, light shelf mounting height, overhang length, 
and all interior surface reflectances are kept constant. The interior space is open layout. 
 
2.2.2. Ceiling height 
Again, based on the model in Figure 3, ceiling heights of 9’, 10’, 11’, and 12’ are assessed 
assuming other systems parameters remain constant (Light shelf length is 6’ long in this case). 
 
2.2.3. Interior configuration 
Four interior configurations typical of multistory office buildings are identified and compared 
by using the same method as in the above comparison studies (Figure 5). The same five daylit 
zones are incorporated in these plans, where there are always two measuring points in the 
private offices and three in the open area. These configurations are: 
 
Configuration 0: Open office plan where there are no private offices. A section of this 

design is illustrated in Figure 3. 
Configuration 1A:  Private offices are located at the perimeter of the floor plate. The 

partition parallel to the window wall consists of a lower portion (7’ 
high) and an upper portion. The lower portion is an opaque wall; the 
upper portion is clear glazing (transmittance: 90%). The partitions 
perpendicular to the window wall are opaque (Figure 5).  

Configuration 1B:  Same as 1A except that the lower portion of the partition parallel to the 
window wall is constructed with translucent glazing (transmittance: 
50%) (Figure 5). 

Configuration 2:  Private offices are located at the core area of the floor plate. The lower 
portion of the partition parallel to the window wall is made of 
translucent glazing (transmittance: 50%); the upper portion is clear 
glazing (transmittance: 90%). The partitions perpendicular to the 
window wall are opaque (Figure 5). 
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Fig. 5. Interior configuration 1A, 1B and 2.  
 
3. Results & Discussions 

Hourly illuminance data in each zone are generated for the above comparison studies.  
Daylight Autonomy data are then developed based on these values as performance indicators. 
  
3.1. Length of light shelves 
The performances of light shelves with various lengths (2’ through 12’ with 2’ increment) are 
illustrated in Figure 6. For internal zones (Ez3 through Ez5), the 4-ft light shelf performs 
slightly better than the 6-ft version. However, the longer light shelf outperforms the shorter 
one for the purpose of blocking the direct sunbeam penetration through the daylight glazing 
(Figure 7). In general the 6-ft light shelf appears to be the optimal solution among all the 
lengths tested and will be used for later phases of the study.   
 

0

500

1000

1500

2000

2500

3000

3500

4000

Zone 1 Zone 2 Zone 3 Zone 4 Zone 5

2ft_LS

4ft_LS

6ft_LS

8ft_LS

10ft_LS

12ft_LS

        
 Fig.6. The numbers of hours in which 

interior illuminances are above 500Lux for 
light shelves with various lengths 

Fig.7. Direct glare admitted through daylight 
glazing with 4-ft and 6-ft light shelves. 6-ft 
version performs better for blocking direct glare 

1872



3.2. Ceiling height 
The impact of ceiling height on light quantity is fairly significant as illustrated in Figure 8.  In 
conjunction with the light shelves, higher ceilings are obviously desirable for the purpose of 
delivering daylight deeper in the space.  
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3.3. Interior configuration 
As shown in Figure 9, among the four interior configurations proposed in section 2.2.3, open 
office layout (Configuration 0) certainly gives the best performances in that it maintains 
higher light levels across the space and produces a fairly uniform distribution without any 
abrupt change of light levels. Introducing private enclosed offices at the perimeter of the floor 
plate (Configuration 1A) dramatically lowers the daylight quantity in the inner open office. 
Switching the material from opaque to translucent for the lower portion of the partition that 
divides the perimeter offices and the open office improves the condition to some extent 
(Configuration 1B). However, if private offices have to be provided, relocating them to the 
core of the space and leaving the open office at the perimeter greatly (Configuration 2) 
improve the overall lighting conditions, especially at the open area which is occupied by more 
users. In addition, comparing the results between Configuration 0 and 1A, by adding 
partitions perpendicular to the window wall to define the private offices in 1A, the light levels 
in the perimeter zones (Zone 1 and 2) are lowered as well as in the inner open office. 
 
4. Conclusions 

Although light shelves generally help project daylight deeper in the space under certain solar 
angles, it is a misunderstanding that the longer a light shelf is, the better it performs. It is the 
proportion of the daylighting glazing height and light shelf length that determines the 
performance of the system. Therefore, the length needs to be optimized based on other 
geometries of the system, such as ceiling height and daylight glazing height, and the system 
needs to be evaluated in terms of both light quantity and quality. For the particular daylight 
system assessed in this study, the 6-ft light shelf is proven to be the optimal solution.  

Fig.8. The numbers of hours in which 
interior illuminances are above 500Lux for 
interior space with different ceiling heights 

Fig.9. The numbers of hours in which 
interior illuminances are above 500Lux for 
different interior configurations 
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The benefits of raising the ceiling are significant.  Even though there are many factors 
motivating towards lowering the ceiling, including construction cost, fire rating, 
accommodating structure, duct work, etc., a carefully designed and highly integrated building 
system needs to be in place to assure adequate ceiling height for daylighting.   
 
Adding partitions that are either parallel or perpendicular to the south-facing window wall to 
divide open space into small offices creates a fairly big drop in the illuminance deeper inside 
the space. If private offices have to be incorporated in the floor plate due to programmatic 
requirements, it is recommended that the small offers be located at the core of the building.  
Comparing with opaque partitions, translucent partitions give superior illuminance levels deep 
inside the building and they also produce superior light quality in the form of less extreme 
luminance ratios in both interior and perimeter spaces. It is highly desirable to use clear 
glazing above the level required for visual privacy (e.g., from the top of the door up to the 
ceiling).  It is also desirable to minimize the number and width of mullion elements, to allow 
as much light as possible through the partition. 
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Abstract: The objective of this paper is to present the computer simulation results that we have obtained with a 
new window design. This prototype is equipped with the elements necessary to capture and distribute natural 
daylight in an optimum way. The whole window system is able to be adapted to the weather conditions of most 
of the Iberian Peninsula. Its design contains elements to let the sunlight into the room, and elements to control it. 
The initial results of the daylight experimental analysis we have carried out so far, demonstrate the system´s 
overall efficiency, however, we continue to research about the light shelf´s optimal configuration in order to 
obtain the maximum and most flexible performance. There is demonstrated in this work that the Modular 
window with a top hollow of 40 cm, instead of 30 cm of the original one, improves the luminous conditions of 
the room. Once the preliminary analysis phase is concluded, the window will be installed in one of the two 
testing houses being constructed at Cáceres (Spain), so that real-scale conclusions can be obtained, and 
recommendations be set, aimed to improve the quality of the construction process, while maintaining the high 
standards of sustainability we pursue.   

Keywords: Windows, Daylighting, Solar Protection, Sustainability, Industrialization. 

 
1.  Introduction  

This paper summarizes the design process, and the final results, for the development of a 
Modular window, capable of effectively responding to the climatic conditions of the Iberian 
Peninsula. It is part of the INVISO research project (Industrialization of Sustainable Housing) 
under development at the ETSAM (Escuela Técnica Superior de Arquitectura de Madrid). It 
is being carried out by the Researching Group ABIO (Bioclimatic Architecture in a 
Sustainable Environment).  
 
The design process started off with the definition of the objectives that the Modular window 
must achieve, which at the same time, determined it´s basic constitutive elements: a solar 
shading box, a light shelf for daylight projection into the inner parts of the room, direct light 
and solar radiation control elements, as well as phase change materials (PCM) for thermal lag 
profiting. With this basic component list, two 1:10 scale models were built and exposed to 
real external environmental conditions. Continuous light level measurements [1] were taken 
with these models, which, along with thermal balance calculations [2] and the simulations 
presented here, allowed us to correct of the original design until the current Optimized 
version. This Optimized Modular window consists of three vertically aligned apertures: the 
top one with a 0.40 m height and light shelf; the central one, with a 1.38 m height and low 
emissivity glazing; and the lower one with an 0.82 m height and an externally glazed Trombe 
wall with paraffin as PCM.  
 
Partial prefabrication is intended to make the installation easier, and allow some flexibility in 
the aspect of the final result.  
 
2. Design objectives 
 

In order to reduce environmental impact associated with buildings envelope, external 
windows in medium latitude countries, as in the case of Spain, must keep a balance between 
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daylight entry and it´s implicated heat transfer [3,4]. The window must be industrializable, so 
its main elements will be pre-assembled in the factory and later brought to the building site. 
Materials employed will be light, safe, economic and, as far as possible, not aggressive with 
the environment.  
 
The future objective of the present work is not only the prototype design, but it´s construction 
and installation in a housing building which will be used as a laboratory. Monitored data from 
the different thermal and daylighting parameters will be compared to those obtained in an 
identical building with conventional windows, so that real conditions results and conclusions 
can be obtained from them. In Cáceres (39º 28’ N and 405 m.a.s.l) far from big water masses 
which would mild the value oscillations, temperature fluctuations per day and per year are 
very important. In a summer day up to a 15 ºC difference can be measured. Taking into 
account the annual behavior, external temperature differences can reach 25 ºC between a 
summer and a winter day. These marked fluctuations require different strategies of 
environmental conditioning. In summary, it can be said that in Cáceres, like in Madrid, cities 
of soft and large winters, there´s a need for a mechanical heating system during 73 % of the 
annual period, furthermore, the short and strong summers require cooling during the 27 % 
left. The dimensioning stage of the design process, has considered current regulations on 
daylight and ventilation minimal areas: the Modular Window has an area that accounts for the 
22.30 % of the test room´s total floor area, which, by far, surpasses the value stated in the 
current regulation. 
 
3.  Components 
 

The components that make this window an innovative product, Fig. 1, can be grouped in three 
zones: Upper zone or clerestory. It is 0.30 m high, its main function is to light the interior of 
the room by reflecting daylight on the shelf [5]. The light shelf is 0.9 m deep and it is covered 
on its upper side by a 90% reflectance mirror. The light shelf is partly inside the module (1/3 
of its depth). The Central zone, or window view. It is 1.48 m high. Its main function is to 
allow observation and contact with the outside environment. It is also able to open and allow 
ventilation. And finally, the Bottom zone, 0.82 m high, and designed to integrate phase change 
materials in order to maximize thermal benefits. Besides, the Central zone and the Lower 
zone are surrounded by a frame which overhangs 0.6 m in order to reduce the direct sun 
radiation and also the diffuse sun radiation. 
 
4. Experimental analysis of the Modular Window´s daylighting performance 
 

In the previously undertaken experimental study, two 1:10 scale models were used. These 
were situated on an obstacle-free (no overshadowing) terrace in Madrid. One of the models 
was equipped with a simplified Modular window, consisting of its three basic parts: top light 
shelf, central shaded opening, and lower completely opaque box. The second model was 
equipped with a conventional window, without the light shelf, nor any shading device. This 
was used as the reference model. Continuous measurements were taken, for global horizontal 
illuminance using five photometric sensors Li-Cor 210SA, two scenarios were tested: the first 
one, allowing light only through the top opening (clerestory only), and the second one, 
allowing illumination through both the top, and central openings (clerestory and view). Los 
the results are summarized in the following statements: 

• With the top section opened (clerestory), and the rest of the window shut (opaque), the 
sensor located furthermost from the window, registered higher illuminance values for 
the Modular window, during 75% of the time. Reaching a maximum difference value 
of 1.87 times in a Modular – Conventional comparison. Therefore, the light shelf on 
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the Modular window significantly contributed to a better illumination of the inner 
room area farther from the window. 
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Fig. 1.  The components of the original Modular Window 
 

• When the two upper sections of the window (clerestory and view) were open on 
both models, the inner sensor (furthermost from window), registered higher 
illuminance levels for the Modular window during 21% of the time. The difference 
with the result mentioned on the previous statement is due to the effect of the solar 
shading box on the Modular window.  

• The Modular Window improved the lighting conditions in the area closest to the 
window because the solar shading reduced the high illuminance values of that 
particular zone (especially during summer´s high solar angle period). 

• The differences in illuminance levels obtained with the sensors located near and 
far from the window, were smaller in the Modular window equipped model. This 
demonstrates a more uniform daylight distribution in the room´s interior, and thus 
a significant glare reduction. 

 
5.  Clerestory modifications for the optimization of the Modular window  
 

The study described so far, corresponds to the basic design of the Modular window, which 
had a 30 cm high top opening (clerestory). In order to improve the previously obtained results, 
we have carried out a brief comparative analysis with a variable clerestory dimension, ranging 
from 30, 35, 40, and 45 cm, Fig. 2. This range is derived from the limits established as 
acceptable: for starters a vertical dimension less than 30 cm is not constructively or 
functionally possible; on the other hand, the light shelf´s vertical position must correspond to 
a certain height that does not cast any direct reflexion at the occupant’s eye level. 
Accordingly, with a 45 cm clerestory, the light shelf sits at a top height of 215 cm from the 
floor, which is enough to avoid any light reflexion related disturbances. This analysis has 
been developed with the use of the simulation tools Autodesk Ecotect, and LBNL Radiance[6]. 
In the first place, the annual periods with different thermal requirements have been defined, 
and consequently, their relationship with the window design. Based on the climatic records 
from the Spanish Weather for Energy Calculations (SWEC) [7] for the city of Madrid (very 
similar conditions to the ones found at Cáceres) and with the use of the Adaptive Comfort 
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Chart, developed by J. Neila, and his research group at ETSAM [8], we have defined a basic 
human comfort temperature range that goes from 18 ºC up to 26 ºC. 
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Fig. 2. Detail sections of the four dimensioning options analyzed for the clerestory(dimensions in m). 
 

Weekly SummaryWeekly Summary
Average Temperature (°C)Average Temperature (°C)
Location: Madrid, ESP (40.4°, -3.7°)Location: Madrid, ESP (40.4°, -3.7°)

°C°C

<0<0
55

1010
1515
2020
2525
3030
3535
4040
45+45+

°C°C

44 88 1212 1616 2020 2424 2828 3232 3636 4040 4444 4848 5252
00

1010

2020

3030

4040

5050

WkWk
44 88 1212 1616 2020 2424 2828 3232 3636 4040 4444 4848 5252

2626

1818

COMFORTCOMFORT
RANGERANGE

 
Fig. 3. Average temperature trend and human comfort range for the city of Madrid. 
 
From here, the annual period with average temperature values under 18 ºC, has been 
established as “Heating Requiring Period”, and inversely, the period with average temperature 
values over 26 ºC, has been defined as ”Cooling Requiring Period”. Fig. 3 shows the average 
temperature trend throughout the year, along with the previously mentioned comfort range. 
Fig. 4 shows the monthly heating/cooling requirements as well as the solar radiation available 
so as to clearly observe each period and its thermal requirements. With the start-end dates 
established for each period, the clerestory´s dimension was analyzed so that it would allow the 
maximum collect of direct solar radiation during the underheated period, but at the same time, 
it would offer the maximum protection from possible heat gains during the overheated period. 
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Fig. 4. Thermal requirement curves (heating: red ; cooling: blue) and solar availability (yellow) for 
the city of Madrid. 
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5.1.  Shading coefficient analysis 
 

In order to optimize the clerestory dimensions and ensure the light shelf´s máximum 
efficiency, the following premise has been set: a very small opening, offers a good protection 
(shading) during the overheated period, but limits the thermal contribution of solar direct 
radiation during the underheated period; in an opposite way, a very big opening maximizes 
thermal benefits during this cold period, but also contributes to interior space overheating 
during the warm period. To be able to objectively compare this factor, we have analyzed the 
Shading Coefficient value, which has been defined by the australian research group 
SquareOne[9] as: “…an hourly averaged value that represents the shaded area of a vertical 
opening in relationship to the opening´s total area ". The values of each dimensioning option 
have been studied considering a minimum inset of 18 cm (typical value of an unshaded 
window built with a conventional system). Fig.5 shows the respective performance in terms of 
the capture/protection balance described above. Amongst the multiple interpretations that can 
be made, the one we are more interested in is the one related to each of the openings behavior 
during the warm and cold periods. For instance, it is clear that all of the openings offer 100% 
shading during May, June, and July, however, the 45 cm opening considerably loses 
effectiveness during August and September, at a monthly ratio slightly superior to 15 %. In a 
similar way, the original 30 cm opening minimizes the heat gain profits during the cold 
period, with a minimal shading coefficient of 30 % year-round. For these particular reasons 
we have focused on the 35 cm and 40 cm openings, of which a very similar performance can 
be apreciated. Nonetheless, the 40 cm hole has an average shading coefficient 3% smaller 
than the 35cm hole one during the underheated period of the year (months with heating 
requirements). This results in a slightly better solar-thermal energy penetration and minor 
savings in heating-energy. Hence, the 40 cm hole has been selected to undertake the 
daylighting performance simulation analysis. 
 
5.2  The use of Ecotect/Radiance for daylight simulation. 
 

Having selected the optimized dimensions for the clerestory (40 cm), and keeping the original 
design dimensions (30 cm) as a reference, we carried out computational daylight simulations 
of interior luminous distribution. Furthermore, in order to visually determine the advantages 
of the proposed design, we have compared both Modular windows (original and optimized) 
with a conventional window. The simulation has been done using a software combination of 
Autodesk Ecotect + LBNL Radiance, and therefore all of the results obtained are subject to 
the accuracy and acknowledgement of these programs. All of the analysis have been 
undertaken in an hourly sequence, the luminous internal penetration and distribution results 
are presented for 13h (legal time), and accordingly there are  three images for each date.  
 
Fig. 6 shows the illuminance range for a date representative of the underheated period: 
December 21st (winter solstice). There are no remarkable differences between the three 
models (Conventional, Modular, and Optimized Modular), mainly due to the low angular rise 
of solar rays (23º at noon).  
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Fig. 5. Monthly shading coefficients comparison for the four dimensioning options. 
 
The conventional window (on the left) shows the highest illuminance levels both during 
morning and evening hours, plus, it performs similarly to the Modular (center) and Optimized 
Modular (right) models during midday. In spite of this, a slightly better performance (more 
depth) can be observed for the Optimized Modular against the original design.  
 
Fig. 7, shows the same analysis done for a date representative of the overheated period: June 
22 (summer solstice). For this second series of analysis, a better performance on behalf of the 
Optimized Modular Window becomes quite evident: a deeper luminous penetration, along 
with a more uniform light distribution, and mainly a better shading protection against direct 
solar radiation during all day.  
 
Finally, the last analysis series correspond to a “thermal neutrality” date: September 21 (fall 
equinox), Fig. 8. Clearly demonstrates the functioning of the three window models in a 
moderate solar height scenario. On top of a better overall illumination, the Optimized 
Modular Window offers the best shading against direct solar radiation and thus, it avoids as 
much as possible the potential glare effect. 
 

                                        
Fig. 6. Internal illuminance distribution (plan view of the room) for the three window: Conventional 
(left), Modular original (center), Modular optimized (right), during December 21st at 13 h. 
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Fig. 7. Internal illuminance distribution (plan view of the room) for the three windows: Conventional 
(left), Modular original (center), Modular optimized (right), during June 22nd, at 13 h. 

 

                                         
Fig. 8. Internal illuminance distribution (plan view of the room)  for the three windows: Conventional 
(left), Modular original (center), Modular optimized (right), during September 21st at 13 h. 

6.  Conclusions 
 

The Modular window consists of three parts: i) the top section, which is a 30 cm high opening 
equipped with a light shelf to improve the illumination of the inner room area, farthest from 
the window: ii) the central section, with a 148 cm high opening that not only pursues natural 
illumination and visual contact with the exterior surroundings, but also counts with the 
protective shading elements required by our climatic conditions; and iii) the lower section is 
an opaque, 82cm high element, that includes a trombe wall formed out of paraffin, which is an 
innovative building material that changes its physical state (solid-liquid) at specific 
predetermined temperatures, thus reducing and retarding the heat exchange through itself. In 
order to be able to test its luminous performance, a previous study was made with the use of 
scale models, for which the Modular window design was compared against a conventional 
unequipped window; this study demonstrated that the Modular window improved daylighting 
intensity in the inner part of the room, located farther from the window. However, since the 
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experimental study advanced very slowly, and was too dependent to the highly variable 
environmental conditions (i.e. cloud cover), we set to study the modification of the upper 
opening and its light shelf, with the use of photometric simulation tools: specifically the 
combination of analysis programs Autodesk Ecotect + LBNL Radiance. Four dimensioning 
possibilities for the upper opening were tested: the original 30 cm height, plus another three: 
35, 40, and 45 cm. The four options provided a protection of 100% from solar direct radiation 
during the first three months of the overheated period (May, June, July), however the 45 cm 
opening considerably lost its protective effectiveness during the months of August and 
September, at a monthly rate slightly superior to 15 %.  In a similar way, but during the 
underheated period, the 30 cm opening was too limiting on the required solar heat reception, 
as its shading coefficient didn’t go under the 30 % value during any month of the year. A very 
similar behavior was appreciated with the 35 and 40 cm openings. Nonetheless, and although 
it was only by a small difference, the 40 cm opening performed 3 % better to the thermal 
requirements of the cold period. Taking into account the balance between solar heat profiting, 
and excess direct radiation shading, during the two annual periods with heating and cooling 
requirements, the analysis results are that the 40 cm opening performed better, hence, it has 
been proposed as the new dimension to use with the Optimized Modular window design. It 
has been demonstrated that the Optimized Modular window produces the best overall daylight 
conditions in the interior of the room, because it improves the illuminance levels on the 
deeper area (far from the window), contributes to a more uniform light distribution, and at the 
same time protects from overheating and potential glare effect. 
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Abstract: The relationship between architectural shape and daylight is very well known. The geometry of the 
building and its context influence quantitatively and qualitatively indoor natural illumination. But this 
architectural feature highly determines also the thermal environment and sometimes these two requirements are 
contradictory. 
 
The results presented in the paper are part of a wider research that intends to evaluate the influence of the 
transitional spaces (indoors – outdoors) on the interior spaces environment. In order to do that, measurements of 
temperature and humidity have been carried out in housing buildings in some urban areas in Habana City, and at 
the same time, daylight conditions in those buildings and spaces have been simulated. The results of this 
computer simulation and its discussion are presented in the paper, focused on the performance of the geometry 
of these transitional spaces. 
 
A representative sample of apartment buildings typologies that are being studying in different urban areas was 
selected in order to simulate daylight performance indoors, using the professional software “DIALux”. The 
better daylight conditions are got in spaces related to wide streets. On the contrary, small yards are not enough, 
depending on its proportions.  
 
Keywords: Daylight, Simulation, Architectural design, Apartment buildings. 

1. Introduction 

Taking advantage of the urban land is an essential condition to a sustainable built 
environment. That’s why many developed countries are intending to increase density in cities. 
On the other hand, conservation of traditional urban centers is another important requirement 
in order to pass to the future generations the historical legacy of each society. 
   
Related to that, the National Institute of Physical Planning in Cuba is promoting the integral 
rehabilitation of traditional cities, and a departing point for what should be the  insertion of 
new housing buildings in the available plots. But how should these new housing building be? 
What architectonic references should be taken?. 
 
During the 60’s and the 70’s, mostly new urbanizations were developed out of the traditional 
urban grid, using block type building by repetitive projects in open urban areas. When no 
repetitive projects were built in the consolidated urban zones during the 80’s in Havana, the 
mistakes committed [1] showed the lack of knowledge about the traditional repertory of 
apartment buildings preexisting in these urban contexts. Finally, the last two decades has been 
characterized by disperse low density urbanizations that generate a disproportioned and 
unsustainable urban growing.   
 
Then, projecting and constructing new apartment buildings in traditional urban centers is 
unavoidable as part of their integral rehabilitation process and for that, it is necessary to know 
the wide precedent repertory of buildings integrated to the context and conforming the city, to 
take them as references of the good practices to be recovered and the mistakes to be avoided. 
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Several researches have been carried out in the Faculty of Architecture of Havana during the 
last ten years, driven to characterize the repertory of existing apartment buildings in the 
traditional urban centers and to evaluate their performance according to the quality of the 
thermal and luminous indoor environment, taking into account besides, the inhabitant’s 
perception.   
 
The results of the evaluation of the volumetric and spatial solution of apartment buildings 
existing in three different urban contexts of Havana City according to their influence on 
indoor daylight are specifically presented in this paper. 
 
2. Methodology 

In order to evaluate the influence of the building volumetric - spatial design on the indoor 
daylight levels, real spaces were selected from the study sample composed by 279 apartment 
buildings located in three different context in Havana City (Centro Habana, El Vedado y 
Miramar) [2], to simulate interior daylight. The selected spaces are related to outdoors in 
different ways, according to the volumetric – spatial solution of the building and the urban 
context. 
 
Indoor daylight depends on several variables. The geometry of the transitional space between 
indoors and outdoors is the one to be evaluated in this work, which determines the exposition 
angle to the sky and to direct daylight (e0), and also to the light reflected by the exterior 
elements in the context (ee).  
 
The interior daylight level is also influenced by the reflection coefficient of the surfaces 
(indoor or outdoor ones), the window area, its location, proportions and type of enclosure (the 
windows itself) and color, that determine the reduction coefficient for daylight incoming. In 
order to isolate the studied variable (the transitional space geometry), the rest of the variables 
were cancelled, assuming the same values or features in all the simulated cases. 
 
The volumetric – spatial design solution was characterized by angles (horizontal and vertical) 
that determine the exterior geometry respect to the exposed façade of the indoor space to be 
evaluated. Each way of indoor – outdoor relationship was identified by the angles, the surface 
that they determine (closed or open) and one dimension, since having only one dimension and 
the proportions (angles), it is possible to get the characterization of the whole geometry  
Indoor – outdoor relationship ways were classified in precedent researches [3]: 
 

- To the streets: main streets (15m) and secondary ones (6m), considering longer 
dimensions as exceptional.  

- To corridors, parallel or perpendicular to the street, belonging to the building itself, it 
means, inside its volume, as part of the architectural solution.  

- To lateral, back and surrounding corridors: open spaces (without roof) annexed to the 
building as port of the urban context.   

- To internal yard: open spaces (without roof) located to the interior of the plot, with 
width between 1.7m and 4.0m, and length between 4.0m and 26.0 m. 

- To lateral yard: open spaces (without roof) located to the interior of the plot, but 
laterally, where one of the dimensions is considerably larger than the other, with width 
between 1.0m and 6.0m and length between 9.0m and 25.0m. 

- To small yards (“patinejos” or wind boxes): open spaces (without roof), but closed in 
their four vertical surfaces, located to the interior of the plot, with smaller dimensions 
than the yards (width between 0.5m and 1.7m, and length between 1.2m and 4.0m). 
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- To “grecas”: open space (without roof) similar to small yards, but also open by one of 
the vertical surfaces.    

 
Departing from this detailed classification, only three general types of transitional spaces have 
been identified for the simulation, according to the geometric characterization: corridor 
(Figure 1), yard and “greca” (Figure 2). 
 

 

 

 

Fig. 1. Corridor type spaces: closed in the front and open laterally (corridors and streets). 
 
 
 
 

 

 
 
 

 

 
Fig. 2. Yard and Greca type spaces 
 
Where X: frontal obstruction angle in section; Y: angle of opening to the sky in section (x +y 
=90o); Z: frontal obstruction angle in plan; W: lateral opening angle in plan (z +2w =180o); r: 
lateral obstruction angle in section; t: frontal opening angle in plan; p: lateral obstruction 
angle in plan (t +2p =180o); a: distance from the angle origin to the frontal obstruction 
surface. 
 
2.1. Study cases 
Taking into account this geometric characterization of the transitional in – out spaces, 44 
spaces were selected from the repertory of apartment buildings studied in precedent 
researches, representatives of each of the three urban context considered (Centro Habana, El 
Vedado and Miramar), and of each transitional type, including diverse orientations.  
 
Despite orientation was taken into account to select the study cases (because of its influence 
in the thermal environment studied in other parallel research), this variable was not 
considered in the simulation of daylight performance, since the used software departs from a 
uniform sky to determine the daylight factor.  
 

Street section Street and corridor 
 

Corridor section 

Yard Plan Yard Section Greca Plan Greca Section 
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The spaces selected in Centro Habana are related to outdoors by streets and yards, streets with 
different sections (proportions) and orientation, and yards with extreme proportions. In El 
Vedado and Miramar, the spaces selected are related to yards, corridors and “grecas”. (Table 
1) 
 
Table 1. Study Cases, according to type of transitional space and urban context. 

Urban Context Corridor Yard Greca Total 

Centro Habana 6 8 - 14 
El Vedado 8 8 1 17 
Miramar 4 4 5 13 
Total 18 20 6 44 
 
2.2. Software 
Four software were evaluated to simulate indoor daylight performance: DIALux 4.6 (2007), 
Ecotect (2007), Relux (2007), Adeline (1998), by comparing the results achieved with each of 
them to real values measured by De la Peña in 1986 [3] in a living room rectangular in plant 
(5.2m x3.6m) with unilateral daylight through a balcony, locating the luxometer in the center 
of the space. The daylight factor achieved in the measurement was 0.56. 
 
In order to simulate daylight using Dialux 4.6 a transference coefficient for windows was 
considered as 0.90 (glass windows), reflection coefficients for ceiling, walls and floor as 0.70, 
0.50 and 0.20 respectively, and the sky type was assumed as uniform, according to the model 
defined to Havana. The daylight factor (e) was simulated on a surface located 0.75m over the 
floor, and the point located in the middle of the space was used to compare to the real 
measurements. The coincidence between the values simulated and measured (e=0.56) 
confirms the possibility of using Dialux 4.6 for interior daylight simulation. Dialux 4.6, 
besides, allows making the model of the space easily, quickly and with high precision, and 
offers numerical and graphic results with high quality renders.  
 
2.3. Simulation 
The study cases were considered in extreme conditions, that’s why the spaces were located on 
the ground floor, and the time assumed was December at 4.00 pm, the more critical for indoor 
daylight.  
 
Dialux 4.6 considers an overcast sky that corresponds to the uniform sky as a theoretical 
model, with the same luminance in all directions. The model is appropriate to Havana’s sky, 
defined as partially cloudy, with tendency to be overcast and not permeable to the solar rays, 
intermittent light and constant luminosity, as an isotropic model with the alternative presence 
of the sun [4]. Fort the latitude of Havana, in December at 4.00 pm Dialux 4.6 assume diffuse 
daylight values on an outdoor horizontal plane, equivalent to 10 163 lux.  
 
In order to simulate indoor daylight in the selected study cases, a standard space (3.60m by 
3.60m in area and 2.80m in height) was taken, with a louver wooden windows (1.40m wide 
by 1.20m height), white colored and located to the center of the wall, as traditionally used. 
The reflection coefficients considered to surfaces were: 0.2 to the floor, 0.5 to the ceiling and 
0.7 to the walls, as well as 0.5 to the exterior ones, coincident to the values recommended by 
the software; the windows transmittance was assumed as 36% and reflectance as 79% (light 
color). The values of indoor daylight were considered on a gridded plane located at 0.75m 
height from the floor level. 
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The simulation process started with a space directly exposed to outdoors in an open context, 
which result was compared to the simulation of spaces related to outdoors by different types 
of transitional spaces with their particular geometry, in order to evaluate the influence of the 
volumetric – spatial solution on the indoor daylight.  
 
3. Results 

The results got in the simulation process were summarized in relation to the geometry of the 
transitional space and the percentage of reduction in comparison to a similar space connected 
to outdoors without obstruction, where “a” is infinite and “x” equivalent to 00. 
 
The simulated spaces didn’t compliment the required daylight level (daylight factor value=1.5 
for kitchens), and only in one case, the minimum uniformity (0.3) is achieved. The higher 
daylight levels are got in spaces related to corridors (width streets and the more favorable 
urban context is Miramar, with lower land occupation. (Table 2) 
 
Table 2. Daylight Factor and Uniformity indoors according to transitional space and context 

Urban Context Corridor Yard Greca 

 e0 U e0 U e0 U 

Centro Habana 0.32 0.09 0.03 0.18 - - 
 0.09 0.03 0.01 0.02 - - 
 0.46 0.15 0.02 1.00 - - 
 0.17 0.06 0.01 1.00 - - 
 0.20 0.09 0.00 0.00 - - 
 0.32 0.11 - - - - 
El Vedado 0.01 0.07 0.05 0.07 0.02 0.05 
 0.01 0.07 0.05 0.07 - - 
 0.03 0.04 0.05 0.07 - - 
 0.03 0.04 0.05 0.07 - - 
 0.15 0.05 0.01 0.25 - - 
 0.02 0.05 0.05 1.00 - - 
 0.02 0.05 0.00 0.00 - - 
 0.02 0.05 0.00 0.00 - - 
Miramar 0.16 0.04 0.04 0.26 0.08 0.05 
 0.14 0.05 0.04 0.26 0.06 0.31 
 0.33 0.09 0.04 0.26 0.19 0.08 
 0.14 0.04 0.04 0.26 0.19 0.08 
 - - - - 0.12 0.08 
 
However, the influence of the geometry of the transitional space on the indoor daylight can be 
evaluated taking into account the reduction of daylight level (in %) respect to the reference 
space directly related to an open outdoors.  
 
4. Discussion and Conclusions 

There is a direct relationship between the type of transitional space and the reduction of 
indoor daylight. The corridors constitute spaces only closed on the front, but open to the top 
and laterals. Those spaces, as well as the “greca” type, opened by one of their vertical surfaces 
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(frontal or lateral ones) besides the top, are more favorable than yards from the daylight point 
of view. (Figure 3) 
 

                
 
Fig.3. Percentage of daylight in spaces related to each transitional space, respect to a direct 
relationship to an open outdoors. 
 
Of course, the dimensions and proportions of the transitional spaces also influence indoor 
daylight that decreases with the reduction of the separation between volumes, it means, with 
the dimension of the transitional space. In that sense, spaces with width minor than 10m 
reduce daylight levels in more than 50%. Something similar happen related to the building 
height that determines the vertical angle (x). With angles over 600, also indoor daylight 
decreases to less to the half of the value achieved in relation to an open context (x=0.0).  
For the same height of building volume and distances between them, open corridors are better 
than closed yards respect to daylight.  
 
These results reinforce some conclusions formerly achieved respect to the convenience of 
reducing land occupation in current compact urban areas and to avoid using small yards to 
provide daylight and natural ventilation in housing buildings. Next steps in the research 
requires an evaluation of this transitional spaces also from the thermal point of view, 
according to the Cuban climate, to get a balance about what could be really more appropriate 
form an integral point of view. 
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Abstract: The daylight factor model given by Charted Institute of Building Services Engineers (CIBSE) was 
modified in this paper to incorporate time variations with respect to zenith angle (θz) and vertical height (h) of 
working surface above ground surface which was normalized with central height (H) of skylight dome. The 
modified model contains constant exponents which are determined using linear regression analysis based on 
hourly experimental data of inside and outside illuminance for each month of the year 2007–2008. The 
prediction of modified model is found in good agreement with experimental observed inside illuminance data on 
the basis of values of root mean square percentage error (e) and correlation coefficient (r). The annual average 
daylight factor values for big and small dome skylight rooms are determined as 2.3% and 4.4% respectively. The 
energy saving potential of skylight rooms for selected climatic locations in India is also presented in this paper. 
This paper also investigates embodied energy of an existing eco-friendly and low embodied energy adobe house 
with dome shape roof located at Solar Energy Park inside IIT Delhi campus in New Delhi (India). Based on 
embodied energy analysis, the energy payback time for the adobe house was determined as 18 years. The 
embodied energy per unit floor area of reinforced cement concrete (R.C.C.) building (3702.3 MJ/m2) is quiet 
higher as compared to adobe house embodied energy (2298.8 MJ/m2).  
 
Keywords: Skylight, Dome shape roof, Daylight Factor, Illumination, Mud house 

Nomenclature  

Ae effective area………………….…   m2                       H       height of source                                     m 
Af  floor area………………………...  m2                       Ag      total area of glazing            m2 
As  working surface area ………….   .m2                     At      total area of room-surface                     m2 
BF  ballast factor or efficiency…    0 ≤ BF ≤ 1    C       correction factor for glazing          0.5 ≤C ≤ 0.9 
DF  percentage daylight factor           %              h       vertical height above ground surface     m 
Id  diffuse solar radiation                W/m2                  Ig       global solar radiation                         W/m2  
Li  illuminance  inside the room   lux or lm/m2     Lo      outside diffuse illuminance           lux or lm/m2 
MF  maintenance factor                  0 ≤ MF ≤ 1    m       constant exponent                              ….. 
n  constant exponent                     …….             OF      glazing orientation factor      0.97 ≤ OF ≤ 1.55 
R  average reflectance of surface  0 ≤ R ≤ 1     UF      utilization factor                          0 ≤ UF ≤ 1 
 
Greek letters 
ε  light source luminous efficacy       lm/W          Ø   total luminous flux                                    lumen 
τ   transmittance of glazing           0 ≤ τ  ≤ 1      θ    vertical angle of visible sky from horizon degrees 

Zθ  zenith angle                                degrees 
 
1. Introduction 

Daylighting is an important issue in modern architecture affecting the functional arrangement 
of spaces, occupant comfort (visual and thermal), structure and energy use in building [1]. 
Daylight is considered as the best source of light for good color rendering and its quality is the 
one light source that most closely matches with human visual response. It gives a sense of 
cheeriness and brightness that can have a significant positive impact on the people. The 
amount of daylight penetrating a building is mainly through window openings which provide 
the dual function not only of admitting light for indoor environment with a more attractive 
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and pleasing atmosphere, but also allowing people to maintain visual contact with the outside 
world. People desire good natural lighting in their living environments [2,3].  
 
The energy consumption of lighting in buildings is a major contributor to carbon emissions, 
often estimated as 20–40% of the total building energy consumption as reported by Building 
Research Establishment (BRE) energy consumption guide [4] and Chartered Institute of 
Building Services Engineers (CIBSE) [5]. Furthermore, the heat gains produced from 
artificial and natural lighting have an important influence upon he ating and cooling loads 
reported by Peacock et al. [6]. Using controls for demonstrating the optimized configuration 
for daylight supplemented electrical lights is well-documented by Greenup et al. [7], Reinhart 
[8] and Li and Lam [9], with particular interest on the effect of thermal loads reported by 
Franzetti et al. [10]. However, the more advanced and material-based solutions were reported 
by Lee et al. [11], Tong et al. [12] and Smith [13] for optimizing daylight. They provide 
innovative solutions for reducing lighting-energy consumptions.  
 
With the project considering a large number of buildings, it is important that the approach 
should be as efficient as possible with regards to the available time as reported by Reinhart 
and Fitz [14]. While building-simulation packages and time-series techniques can be used for 
detailed predictions of lighting use [15]; they can be both time consuming and unnecessary 
for obtaining first-order estimate. The annual variation in daylight availability in UK can be 
represented using data reported by CIBSE [16] and Hunt [17,18]. The domestic lighting 
demand was determined using simple model developed by Stokes et al. [19]. The economics 
of lighting retrofits for emission reduction was reported by Mahlia et al. [20]. Daylighting is 
one of the basic components of passive solar building design and its estimation is essential. 
Laouadi et al. [21] had reported that the daylight factor of building depends upon position of 
light source with respect to the room orientation, the room geometry, the optical 
characteristics of the room indoor surfaces, any outdoor obstructions and the optical 
behaviour (transmission, reflection and light scattering) of the fenestration system through 
which light is admitted into the room space. Daylight coefficient is independent of sky 
luminance distribution as reported by Tregenza and Waters [22]. Recently, calculating indoor 
natural illuminance in overcast sky conditions was reported by Rosa et al. [23]. In India and 
many parts of the world, the availability of measured outside illuminance values are very few. 
The Indian climate is generally clear with overcast conditions prevailing through the months 
of June–September, which provides good potential to daylighting in buildings as reported by 
Joshi et al. [24]. This paper investigates a mathematical model for existing skylight integrated 
dome shaped mud-house to estimate daylight factor based on the modifications in the model 
developed by CIBSE [25]. The daylight factor model developed by CIBSE [25] was validated 
for ground surface illuminance by Chel et al. [2] using experimental data of the existing 
building. The model developed by CIBSE [25] does not include time variation in a day and 
vertical height (h) of the work plane above ground surface. Hence, there is need for the 
modification in the model developed by CIBSE [25] to incorporate vertical height (h) 
normalized with respect to central height (H) of the skylight room and time variations in terms 
of zenith angle (hz). This concept of modeling for skylight is rarely reported in the literature 
for New Delhi composite climate. The constant exponents in the modified model were 
determined on the basis of linear regression analysis which is explained in depth in this paper. 
The values of exponent were determined based on hourly inside and outside illuminance data 
for typical clear day in each month. 
 
Using the modified model, the daylight factor is determined for three different work planes at 
different vertical heights (h) from ground surface, i.e. at h = 0 (or ground surface), 0.75 m and 
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1.5 m above ground surface. The study of work plane at ground level implicates to the 
students seating on floor and reading and writing in rural village schools in India. The vertical 
height of 0.75 m imp licates to reading on w ork plane (or table) in modern schools and 
colleges in India while the 1.5 m vertical height implicates to standing posture of a working 
person like engineer in the factory (or teacher in school/conference room). The daylight factor 
values using modified model and experimental data were tabulated and presented in this 
paper. The energy saving potential of the skylight big and small domes for different selected 
climatic conditions is reported in this paper. 
 
The annual average artificial lighting energy saving potential and corresponding CO2 
emission mitigation were evaluated for the existing building by Chel et al. [2]. The research 
pertaining to energy savings due to existing experimental setup of mud-house integrated with 
an earth to air heat exchanger and embodied energy analysis of building were respectively 
reported by Chel and Tiwari [26,27]. The existing dome shape building is found to be a 
promising example of sustainable and low carbon building (or green building) integrated with 
stand-alone photovoltaic reported by Chel and Tiwari [28]. 
 
2. Pyramid shape skylight over dome shape roof of Mudhouse 

Laouadi and Atif [29] and Chel et al. [2] had reported other different skylight shapes for 
daylighting in buildings. The existing mud-house has vault (or dome shape) roof structure 
integrated with pyramid shape skylight as shown by the pictorial view in Fig.1. The inside 
view of skylight circular aperture is also shown in Fig.1.  
 

      
Fig. 1 Pyramid shape skylight over the dome shaped roof of Mudhouse 

 
3. Percentage daylight factor, DF (%) for the naturally illuminated work plane 

The percentage daylight factor, DF (%) is the percentage ratio of inside illuminance, Li (lux) 
on the horizontal work plane and outside diffuse illuminance, Lo (lux) on horizontal surface. 
The daylight factor for skylight integrated dome shape building at ground level is given by 
Eq.(1) developed by Chartered Institute of Building Services Engineers (CIBSE) [25] and 
validated by Chel et al. [2] as follows: 
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The various parameters in Eq. (1) are tabulated with their values considered in Table 1. The 
variation of daylight factor (%) with the time of the day and vertical height (h) above ground 
surface is developed by Chel et al.[30] and expressed in the Eq. (2) as follows: 
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Line equation can be easily written as follows: 
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This Eq.(3) of line is represented for following Eq.(3) as follows: 
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Where, 'n M= = slope of line and 'C = intercept of line on 'Y axis 

The total power of lighting, P (W) can be determined by considering the artificial light source 
luminous efficacy, ε  (lm/W) and efficiency of ballast, BF (or ballast factor). The total power 
of artificial electrical lighting required for the measured amount of total luminous flux, Ø 
(lumen) from the existing skylight in building can be determined mathematically by Eq.(7) 
using Jenkins and Newborough [31] as follows: 

P = 







×εFB

Ø
     (7) 

Ø = [ ]sA×iL     (8) 
Where, Li is measured illuminance level (lux or lumen/m2) inside the skylight building on the 
horizontal working surface area, As (m2). 

The total lighting-energy consumption, E (W h/day) can be determined by multiplying 
total power of lighting, P (W) and required number of hours of operation per day, N (h/day). 
The total lighting-energy consumption can be expressed mathematically using Eq.(9) as 
follows: 
E = [ ]NP×     (9) 

1892



Table 1. Values of parameters considered for daylight factor estimation  
No. Parameter Value Parameter Value 
1 Total area of room surfaces in 

big dome (At , m2) 
80 Total area of room surfaces in 

small dome (At, m2) 
25 

2 Floor area of big dome (Af , m2) 26 Floor area of small dome (Af , 
m2) 

5 

3 Transmittance of glazing (τ ) 0.8 Vertical angle of visible sky from 
horizon (θ , degrees) 

90 

4 Correction factor for glazing 
due to poor maintenance/dust 
(0.5 ≤ C  ≤ 0.9) 

0.6 Vertical height of work plane 
above floor surface (h, m)          
[0, 0.75 m, 1.5 m] 

0, 0.75, 1.5 

5 Orientation factor for glazing 
(0.97 ≤ OF  ≤ 1.55) 

1 Average reflectance of all room-
surfaces (0 ≤ R ≤ 1) 

0.3 

6 Total area of glazing (Ag, m2) 
for big dome 

2.6 Total area of glazing (Ag, m2) for 
small dome 

1.5 

7 Ballast factor (BF) 0.9 Artificial light luminous efficacy   
(ε , lm/W) (CFL lamp) 

40 

 

4.  Results and discussion:  

Based on e xperimental data of inside and outside diffuse illuminance, the daily average 
experimental value of percentage daylight factor is determined and compared with daily 
average predicted value of daylight factor using modified model Eq.(2) for each month in 
Table 2 (DF- Daylight Factor (%), B- Big Dome, S-Small Dome with h= 0 cm, 75 cm, 150 cm). 

 
Table 2. Experimental comparison of daylight factor with developed skylight model 

Month 
Model/ 
Experimental 
values 

DF-0 B 
(%) 

DF-75 B 
(%) 

DF-150 B 
(%) 

DF-0 S 
(%) 

DF-75 S 
(%) 

DF-150 S 
(%) 

Jan Model 1.54 1.99 2.41 2.85 3.23 3.97 
 Experimental 1.58 1.90 2.35 2.80 3.37 4.15 
Feb Model 1.54 1.58 2.20 2.86 2.87 3.34 
 Experimental 1.19 1.57 2.08 2.48 3.00 3.52 
Mar Model 1.51 2.05 2.89 2.86 5.39 6.30 
 Experimental 1.52 2.11 2.99 4.02 5.49 7.07 
Apr Model 1.54 2.55 3.22 2.88 4.54 5.57 
 Experimental 1.91 2.55 3.20 3.55 4.56 6.20 
May Model 1.54 2.59 2.97 2.81 4.51 6.30 
 Experimental 1.78 2.41 2.91 3.78 4.80 6.07 
Jun Model 1.53 2.02 2.42 2.84 4.24 6.25 
 Experimental 1.61 2.07 2.53 3.00 4.49 6.61 
Jul Model 1.51 2.09 2.75 2.85 4.50 5.60 
 Experimental 1.95 2.40 2.86 3.74 5.14 6.10 
Aug Model 1.53 2.26 2.82 2.83 4.11 5.39 

Experimental 2.02 2.45 2.92 3.55 4.41 5.46 
Sept Model 1.50 2.22 2.94 2.81 3.95 5.16 
 Experimental 2.03 2.47 2.95 2.69 3.87 5.31 
Oct Model 1.52 2.27 2.82 2.84 3.87 5.54 
 Experimental 1.98 2.43 2.88 3.27 4.24 5.72 
Nov Model 1.52 1.87 2.37 2.83 3.72 4.58 
 Experimental 1.83 2.20 2.59 3.05 4.12 5.30 
Dec Model 1.52 1.57 1.98 2.82 2.89 4.54 
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 Experimental 1.18 1.69 2.12 2.22 2.87 3.64 
The linear regression analysis was carried out as explained in section 3 and the results were 
potted for big dome for h= 0.75 m as follows in Fig.2. 

Curve Fitting: Equation of Straight Line Fitted with Experimental Results for h= 0.75 m
For Big Dome (Jan.19, 2008)

Y' = -0.0068X' + 0.6844
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Fig.2. Linear regression of experimental results for big dome at h=0.75 m 
 
The validation of daylight factor (DF) using experimental data of daylight factor for big and 
small domes at three different heights above floor surface were carried out for January and 
June based on t he prediction of developed skylight model Eq.(2) and plotted as shown in 
Fig.3 (for January). The annual average energy saving potential for three heights for big and 
small domes were determined for selected locations in India and plotted as shown in Fig.4. 
 

Validation of Daylight Factor 
January 19, 2008
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r = 0.98, e = 5.94 %

         
Fig.3. Validation of daylight factor model for big and small dome in January 
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Fig.4. Annual energy saving potential of skylight for big dome room in India 
5. Conclusions 

The following key conclusions can be drawn from the study as follows: 

1. It is found that the root mean square percentage error is small and varies in the range of 5–
8% for the developed model Eq.(2). Hence, the proposed daylight factor model 
represented by Eq.(2) can be used to estimate the daylight factor (%) and corresponding 
inside illuminance at different vertical heights in skylight integrated dome shape roof 
mud-house which can be seen from Figs.5. 

2. The illuminance level inside the mud-house was found sufficient for office work inside the 
room from 9 am to 5 pm. The small dome room has maximum illuminance value (for h = 
0–1.5 m) in the range of 450–650 lux (in winter) and 800–1800 lux (in summer) while big 
dome room with maximum illuminance value (for h = 0–1.5 m) 250–400 (in winter) and 
400–900 lux (in summer) in New Delhi (India). 

3. The illuminance level was found 100 l ux (minimum) inside both small dome and big 
dome rooms from 9 am to 4 pm in all months of the year in New Delhi composite climatic 
conditions. 

4. The experimental daylight factor over the year for big dome room (for h = 0–1.5 m) are 
found in the range of 1.5–2.5% (January) and 1.5–3.5% (June) while for small dome 
rooms (for h = 0–1.5 m) it varies in the range of 2.5–4.5% (January) and 3–7.5 (June) 
based on skylight performance in both winter and summer. The annual average value of 
percentage daylight factor (for h = 0–1.5 m) is determined as 2.3% and 4.4% for big and 
small dome skylight rooms respectively. Hence, the skylight rooms are suitable for office 
building, e.g. state government offices in rural and urban areas of India, temple, church, 
mosque, etc. 

5. The vertical height (h) of work plane above floor surface for the skylight room gets 
significantly different amount of illuminance. This effect shows that distance of work 
plane from skylight is directly proportional to amount of illuminance received on t hat 
work plane surface. This can be observed from different values of daylight factor (%) at 
different vertical height (h) above floor for working surfaces inside big and small dome 
rooms. 
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Abstract: The aim of this paper is to assess the use of an intelligent glass envelope in the refurbishment of 
existing buildings in Italy in order to fit their energetic performance considering Mediterranean climate inputs. 
With the new European and Italian regulations on energy efficiency of buildings, envelopes are not only forced 
to respect heat transmission limits (e.g. U value) and to improve their thermal insulation, but also to use and 
receive benefits from environmental input such as passive solar gains. Comparing to the North European 
solutions, a glass envelope seems not to be the most suitable solution for a Mediterranean climate, mainly due to 
the great incidence of solar gains and the risks of overheating during summer season. Examples presented in this 
paper indicates how double skin glass façades, that are commonly used in new constructions where the concept 
starts from a low environmental impact, can be also employed in the refurbishment of existing buildings, which 
is the main challenge for the global reduction of CO2. An overview on the main technical of intervention can 
indicate to architects and planners the weakness/strength points to take in consideration in the use of a double 
layer glass façade in a Mediterranean climate in order to reduce the overall energy balance.  
 
Keywords: Building envelope, Sustainable technologies, Energy retrofit, Double skin glass façades. 

1. Introduction 

This paper purpose to remark the importance of the use of sustainable technologies, such as a 
double layer glass envelopes, in the renewal of existing buildings in order to fit their energetic 
performance to different climatic inputs. This solution is mainly used in public buildings 
(offices and productive buildings) where the potential of a new high-tech image may easily 
justify high costs of realization. Moreover, the use of double layer glass envelopes is heavily 
conditioned by the climatic factor. The main purpose of the double glass envelope is to 
balance the desire for daylight and outdoor view with the concerns for heat gain and loss. The 
air cavity can be heated by the sun to create a warm buffer zone that protects rooms in winter 
and can be configured to function as a thermal chimney in summer utilizing the stack effect to 
remove excess heat. Case studies presented in this paper indicates how double glass 
envelopes, that are commonly used in new constructions, can be also employed in the 
refurbishment of existing buildings, which is the main challenge for the global reduction of 
CO2. An overview on the main technical of intervention can indicate to architects and 
planners the potentiality for the improvement of the existing buildings, in order to reduce the 
overall energy balance. The energy failure in existing building stock is mainly due to the poor 
insulating efficiency of the façades. Making use of hi-tech envelopes, not only the energetic 
balance, but also the architectural value of a building can be improved. A set of rules 
concerning energy efficiency in buildings has been acknowledged in Italy by enacting the 
Decree 311/2006, that states new standards for the energetic performance including also the 
existing building stock, except for cultural heritage. The experiences gained till now in other 
Countries suggest wide chances of interventions on building stock by promoting the use of 
“intelligent envelopes”: dynamic and active bounding surfaces automatically able to gear their 
performance to the changes of the environmental conditions, as they integrates a great deal of 
working functional devices. Following these experiences it is possible, therefore, not only to 
introduce basic standard improvements but even proper architectural lifting on the building 
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façades, mainly considering post war building stock that is one of the most cause of energy 
consumption due to the poor building techniques and the heavy state of decay. 
A sustainable upgrade should mainly provide active or passive energy from renewable 
sources in order to achieve the highest indoor comfort by restricting the use of HVAC 
(Heating Ventilation Air Cooling) units and artificial lights. The most efficient technical 
solutions that can be used to refurbish buildings are based on fundamental principles of the 
sustainable architecture such as: heat gaining by collecting and storing solar energy in winter, 
use of passive cooling and natural ventilation in summer, maximum natural day lighting, 
reduction of heat loss through the walls, use of systems with low environmental impact such 
as dry technologies. 
 
1.1. Methodology 
This study examines three case studies in Italy where the refurbishment of existing building 
envelopes was done using a double layer glass façade. The aim of this study is to assess which 
technical solution can improve the energy efficiency and the global quality of the building by 
considering some variables: 
- The climatic conditions: in Italy climate is very different from Northern Europe, where the 
double layer glass envelopes are largely used. The main problem is the risk of overheating in 
spring/summer season as, in Mediterranean climate, the energy efficiency is based not only on 
the performance of thermal insulation such in Northern countries, but also on the necessity to 
reduce big solar gains and improve ventilation in summer; 
- The composition of the technical solution: in the most cases of refurbishment the original 
inner façade is conserved and improved by insulation, so the “double layer glass” systems 
turns in “hybrid” system where opaque parts of parapets are present; 
- The applicability of different solutions (full height façades, cell façades, natural or forced 
ventilation) to the existing façade by considering operations and costs/benefits. 
 
The evaluation was done on the basis of the following steps: 
- Energetic diagnosis of the building before the intervention (mainly considering energy 
consumptions in operational phase); 
- Examination of the project/design/technical details; 
- Visit in building site during the construction; 
- Monitoring of the building for one year, by considering the grade of satisfaction/comfort of 
the occupants and energy consumption recording. 
 
2. Double layer glass façades: the technical solution 

A typical double glass envelope system includes a single glass layer and a double-glazing low 
emissive layer separated by an air space. An operable shading device is installed in the cavity 
to minimize the solar heat gain in summer. In addition to the energy savings, the double 
envelope system has other potential benefits such as: acoustic control, water penetration 
resistance and an enhanced office atmosphere because of the external view and the utilization 
of daylight. Double glass façades in the refurbishment are generally hybrid systems, formed 
by the existing wall and a new glass envelope. The external envelope is a glass façade: during 
the winter season it supports the solar gain that, by heating the air cavity, consequently 
improves the thermal capacity of the whole system. The use of high – performing glasses is 
fundamental to obtain solar reflection and to prevent overheating. If the refurbishment is 
oriented to the complete substitution of the existing envelope, also the internal wall is a glass 
façade, forming the conventional double-layer skin. In the most cases, it’s more convenient to 
conserve the existing wall and, after the changeover of the windows, to add up insulating 
panels on the structure and on the parapets. 
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In winter, during the warmest hours, the heating of the air cavity is the fundamental factor that 
reduces the thermal losses and the air permeability through the wall. During the night, the air 
vents are closed, preventing the entrance of cold air. In summer, through the solar shadings, 
good levels of internal comfort can be obtained. Throughout the day, the cavity is closed to 
avoid the entrance of warm air, while during the night the natural air flue cools down the 
walls and the rooms.  
 
The thermal performance of double façade systems depends on many factors, such as: 
- The composition and performance of the layers (glass/glass or glass/wall, kind of glass 
used); 
- The (height) extent of the air cavity (which can be continuous or divided in floor-height 
cells, in this case the ventilation is related to each cell); 
- The thickness of the air cavity (which can range between 20 cm to 90, if it encloses 
maintenance routes); 
- The type of ventilation in the cavity (natural or forced) that is strictly related to the height of 
the façade and to the climatic conditions; 
- The relationships between air cavity and HVAC systems (possibility to utilize warmed air 
from the cavity and expel internal air. This is rare occurrence in the refurbishment). 
 
2.1. Typologies of construction 
Double layer glass façades can be realized in three main typologies of construction: 
Full height: in this case the air cavity is continuous and comprehends the whole façade 
surface. The external glass layer is fixed on the existent envelope in a limited number of 
points (generally in correspondence of concrete border beams). Air cavity thickness ranges 
between 40 to 90 cm. Pipes: the external façade is fixed to the internal by means of a common 
frame or punctual anchorages. The cavity is sectioned in vertical or in horizontal: this means 
that the surface is divided in several ventilations chimney, instead of an unique air cavity area. 
Air cavity thickness ranges between 40 to 90 cm. Cells: The façade is formed by the 
aggregation of modular cells, independent each other, one floor height and generally not more 
than 30 cm thick. Each cell has his inlet airs. Table 1 analyzes the suitability of the typologies 
of construction in the refurbishment of existing buildings. 
 
Table 1. Main typologies of construction and applicability in the refurbishment 
Typology of façade Scheme Description Applicability 

Full Height  Air cavity is continuous. 
Anchorages are punctual  

Thickness ranges from 40 to 90 
cm 

high 

Pipes  Air cavity is vertically sectioned. 
The thickness ranges from 20 to 

50 cm 
 

medium 

Cells  The façade is formed by the 
aggregation of modular cells, 
independent each other. Each 

cell has his inlet airs. The 
thickness is 20 - 40 cm 

 

medium 
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2.2. Air cavity ventilation 
The cavity in double glass façades is either naturally or mechanically ventilated. In case of 
natural ventilation, the air in the cavity flows naturally: if properly designed, wind flowing 
over the façade can create pressure differences between the inlet and outlet inducing air 
movement. Air vents at the bottom and at the top of the façade allows the natural flowing in 
the cavity by the so called “chimney effect” of the warmest air that naturally rises up. In this 
configuration the internal layer is the layer with thermal performance (insulation on parapets, 
low-e glass windows) while the external layer is single glass. The temperature in the air cavity 
is closer to the external temperature. Internal windows can be opened or not. If internal 
windows can be opened, this allows the natural ventilation of the rooms, even it’s necessary 
to carefully evaluate the right period of opening (winter day- summer night), otherwise the 
positive effect of the natural air could be neutralized. Natural ventilation is not without risk. It 
may create a door-opening problem due to pressurization. Besides, if the air path is not 
appropriately designed, the solar heat gain within the façade cavity will not be removed 
efficiently and will increase the cavity temperature. If windows can not be opened this helps 
in the air cavity control, but decreases the user requirements (necessity of fresh air). In the 
case of forced ventilation air is compressed into the cavity by mechanical devices. The 
mechanically assisted ventilation systems usually use an under floor or overhead ventilation 
system to supply or exhaust the cavity air to ensure good distribution of the fresh air. This air 
rises and removes heat from the cavity and continues upwards to be expelled or re-circulated. 
Because air is not pumped in directly from the outdoors, there is potentially less risk of 
condensation and pollution in the cavity. The internal façade is generally closed and single 
glass made while the external layer is the insulated and performing layer. The temperature in 
the air cavity is more similar to the air temperature in the rooms. In areas with severe weather 
conditions or poor air quality, the mechanically assisted ventilation system can keep 
conditions in the buffer zone nearly constant to reduce the influence of the outdoor air to the 
indoor environment. The relationship between type of ventilation and applicability in the 
refurbishment is synthesized in table 2. 
 
Table 2. Main typologies of ventilation and applicability in the refurbishment 
Typology of façade Scheme Description Applicability 

Natural ventilation  The air in the cavity flows 
naturally by chimney effect 

Internal layer= performing glass 
External layer= single glass 

high 

Forced ventilation  The air in the cavity flows by 
means of mechanical devices. air 

is utilized by HVAC systems. 
External layer= performing glass 

Internal layer=single glass 

low 

 
2.3. Case studies 
2.3.1. Torno International Headquarter in Milan 
Originally built in 1950, the building had many problems mainly related to: lack of thermal 
and noise insulation, overheating in summer season, lack of natural light into the offices. Big 
consumption was registered due to the necessity of heating in winter but most of all for the 
big air conditioning use in summer. An average consumption date was estimated in about 250 
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Kwh/m2 per year. The strategy of intervention was to coat opaque parts of façade (e.g. 
concrete skeleton, ground floor) with a dry coat finished with gypsum panes. The south 
façade, made by single layer windows and thin brick wall parapets, was replaced with full 
height double low-e glass windows. Starting from the first floor, a full height glass facade was 
overlapped. The air cavity is 55 cm wide, air flows naturally: at the bottom the cavity is 
always open thanks to a metallic grid (also helpful for maintenance routes), at the top 
moveable glass louvers can control the air flow in the different climatic conditions (maximum 
ventilation in summer, minimum in winter). Solar shadings are in the air cavity: aluminum 
venetian blinds in front of the internal windows. Internal wall can not be opened, this helps in 
the control of the natural phenomenon of the chimney effect in the cavity. Main benefits with 
this intervention were obtained. For first, the reduction of thermal losses due to the air cavity 
that acts like a warm buffer zone in winter and improves solar gain: this caused the reduction 
of HVAC of  about 35% in winter and 40% in summer. Moreover, the improvement of noise 
insulation (a reduction of 6 Db was registered). The cost of the intervention is about 1100 
Euro/m2. 
 

 
Fig. 1.  Image and technical details (bottom – top)  of the new façade  
 
2.3.2. Johnson Wax Headquarter in Milan 
The building, 20 m tall, was originally built in 1977 with a curtain wall façade. Main 
requirements that was asked to the designers were: 
- to allow the natural ventilation that could be independently managed by the users of each 
office; 
- to achieve high thresholds of natural light, even for environments located in the central part 
of the buildings, while avoiding the phenomena of glare and overheating of indoor air; 
- to ensure adequate levels of sound insulation from noise coming from the adjoining 
highway; 
- to carry out the remediation of asbestos cladding; 
- to improve the quality of architecture. 
The facade of the building was replaced with a double skin façade made by aluminum 
windows (internal layer) and 8 mm safety glass layer supported by a system of spiderglass 
and rotules (external layer). A full height natural ventilated façade was designed to meet users 
and owners’ s requirements. In the cavity, 90 cm thick, air flows naturally but mechanical fan 
at the top of the façade were installed to provide to forced ventilation in case of low-pressure. 
The façade works as a dynamic filter for the regulation of energy exchange between inside 
and outside. In winter time the cavity acts as a "thermal buffer" by reducing heat loss and heat 
gain by allowing the greenhouse effect. Internal wall can be opened: three doors per side 
allows natural air exchange and the access to the corridors for maintenance routes. Aluminum 
blinds in the cavity allows to avoid summer overheating, moreover also 90 cm grilled 
corridors contributes to shield the solar radiation. Concerning the indoor comfort, an average 
temperature of the rooms was calculated, ranging between 18 ° and 20 ° C for opaque 
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surfaces, and between 16 ° and 17 ° C for glass panes. Indoor relative humidity is about 
50/60%: this means that the temperature inside of the cavity can exclude any risk of 
condensation. Main technical data after the refurbishment are: the reduction of thermal losses 
of 30%, reduction of HVAC of 30% in winter and 40% in summer, noise insulation damping: 
7 Db, The cost is about 1300 Euro/m2  

. 
 

 
Fig. 2. Image and vertical section of the new double glass façade  
 
2.3.3. Hines Headquarter in Milan 
The building is a part of  a commercial area, consisting of 4 buildings of the '60s. The project 
was organized around some architectural choices towards environmental design and energy 
conservation. Main design guidelines were: a new double skin glass façade on the main 
building, the partial covering of the internal courtyard, the creation of an indoor garden, the 
careful control of the natural day light. In particular, for the building towards via Bergognone, 
characterized by significant thermo-acoustic lacks (single-glazed windows and wooden panels 
as parapets without insulation) the energy retrofit was done by the removal of the existing 
façade that was replaced by a double skin façade on the south-west front. The air cavity is 75 
cm thick, full height and natural ventilated. The inner envelope, made by low-e double glass, 
acts as thermal and acoustic insulation and solar control factor, while the external front (a 
system suspended by metal cables to fixed glass components), due to a special surface 
treatment with oxides of iron, is able to harness the positive effects of solar radiation in winter 
and to control the flow during the summer (solar factor g of 65%). Natural ventilation is 
ensured by the openings at the base and the top of the façade. Moreover joints between the 
glass panes are open: a distance of 10 cm, allows ventilation in the cavity during the summer 
to avoid overheating. For this reason, it was chosen not to govern the dynamic condition by 
systems of opening/closing of the inlet and outlet air vents. Main results after the 
refurbishment are: the reduction of reduction of HVAC of 35% in winter and 40% in summer. 
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Fig. 3. Front of the building  and vertical section of the new double glass façade  
 
2.4. Results 
By considering the case studies examined some conclusions can be made. The most useful 
typology in the refurbishment is the full height façade: generally the overlapping of a new 
glass layer doesn’t greatly alter the whole system: in these cases, the original windows are 
replaced with double-glass windows and an insulating coating is applied on the opaque parts. 
The natural ventilation of the cavity doesn’t involve big plant variations, this is the reason 
why the solution is the most suitable in case of refurbishment. The careful design of the air 
cavity (thickness, position and dimensions of air vents) is fundamental, so that the 
phenomenon of the natural draught can properly occur. The use of cells façade is the most 
convenient when the building is so high that the natural flow of air is impossible, even if it’s 
not suitable for in each case. The operational route of the double skin façade in Mediterranean 
countries such as Italy remains unknown today. The climate conditions, warmer and wetter 
than in the North-European Countries, make very difficult to exploit a system of natural 
ventilation of the facade able to make use of its full potential performance. For this reason, the 
design strategies undertaken by the Italian projects have used the double-skin "buffering" 
system, that can reduce the heat load and meet the sound insulation and sealing requirements, 
rather than operate on the heat and energy recovery through installations. Because of the 
typical Mediterranean conditions, the natural ventilation of the rooms through the cavity was 
generally avoided in the most examined projects, keeping the skin closed and obtaining 
internal comfort through air conditioning systems. The decision to equip the inner shell with 
opening windows has a helpful effect on the psychological health of the people, but must be 
assessed in relation to the climatic conditions of the site. In the Italian context, the choice may 
not be appropriate since it does not provide guarantees on the benefits offered by the air 
present in the cavity. This choice also involves the reduction of the noise level of the system. 
For the project of renovation of the Hines company in Milan, for example, the strategy of 
refurbishment has prioritized the issue relating to the control of the thermal load and the 
daylight through the use of high-performance glass rather than the use of natural ventilation in 
the offices. In the renovation of the Johnson Wax building, the possibility of opening the 
inner façade exist: this helps the comfort of users, who can enjoy natural ventilation in the 
workplace, even if, in the reality, the optimal conditions for opening the windows occur only 
during the summer night-time and the achievement of the comfort is largely delegated to the 
air conditioning. For the Torno International headquarters the internal façade can not be 
opened and an external skin made by laminated security glass was realized. The lower air vent 
is full open, the upper is electronically adjustable by made of moveable louvers. In tall 
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buildings, when the cavity is over 20 meters, an area of low pressure can occur: this can block 
the chimney effect and consequently, the need to move this critical area as high as possible. 
One solution should be to design the outlet air vent (at the top), according to a generalized 
average of 2 to 1 respect to the inlet air vent (at the bottom). 
 
3. Conclusions 

Double skin glass façades are in the most cases used in the refurbishment of office and public 
buildings where high investment costs can be justified with the architectural renovation of the 
building. In the summer season in Italy, the maximum performance obtainable from a 
naturally ventilated double skin glass façade is mainly to act as a “buffer space” to reduce 
overheating. This implies that the main result that could be obtained is the reduction of 
operating costs for cooling, due to the increased thermal performance of the envelope.  
All of these case studies demonstrated that a reduction of energy consumption both in summer 
that in winter season is possible: the average consumption of the buildings before the 
interventions was about 250-270 Kwh/m2 , that was reduced of about 30-40% thanks to the 
realization of the new envelope. The most suitable solution might be an integrated plant that 
regularly provide for a mechanical ventilation of the cavity and it should be operative when 
the outside conditions are extreme. An interesting way that might really enhance the 
management of the energy balance, should also include to support the system with integrated 
photovoltaic panels or solar collectors, combining the benefits offered by the double skin 
structure (in terms of ventilation, noise protection and control of the pressure exerted by the 
wind), with the possibility of an active exploitation of the solar energy. 
The payback for incremental investment in energy efficiency using a double glass envelope 
has been estimated at 20-25 years. Investment costs could have a fast payback if the glass 
envelope integrates active solar energy devices (e.g. photovoltaic systems). 
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Abstract: Daylight has been regarded as a significant environmental advantage of atrium buildings because the 
natural light can illuminate potentially dark core areas and decrease energy consumption. This study has 
investigated the average daylight factors (overcast sky conditions) and annual lighting energy load (real weather 
conditions of Sheffield, UK) in adjoining spaces to assess the fundamental daylight performance and energy 
performance in an atrium model. Radiance and Daysim (based on Radiance algorithm) were the tools to simulate 
the daylighting and lighting energy use. A comparison of the measurement and simulation showed the validation 
of the basic Radiance simulation in the model.  In terms of the well façades (decided by the ratio of window area 
to solid wall area) and well surface reflectance, the variations of daylight level and annual electrical lighting use 
in the adjoining rooms have been analysed and some design strategies for supporting preliminary design 
decisions are presented. Only the square atrium model and relatively simple climate conditions have been 
considered in the investigation. 
 
Keywords: Atrium Building, Daylight Performance, Lighting Energy Saving, Simulation 

1. Introduction 

Daylight use in an atrium is particularly beneficial as the atrium well can allow natural light to 
reach potentially dark core areas in adjoin rooms, decrease energy use by artificial lighting 
and improve the indoor environment on psychological and ergonomic grounds. In general, the 
daylight levels in the adjoining rooms are directly influenced by the vertical daylight levels on 
the well facade and the room properties (size and surface reflectances) [1, 2]. A linear 
relationship between the vertical daylight factor at the facade and the average daylight factor 
in the room with a specific dimension and reflectance can be given by a theoretical expression 
[3]. It has been found that well geometries and surface reflectances have a direct effect on the 
decay of vertical daylight levels across the well wall in atria [4]. Well geometry can be 
quantified in terms of the well index (WI) [1], equation (1) which is a function of well length 
(l), width (w) and height (h) (Fig. 1): 

 
 
Fig. 1.  Atrium geometry and WI definition [1]. 
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Two measurements using scale models [5, 6] pointed out that changing the proportion of 
glazing or opening areas between well and adjacent spaces could be a practical solution to the 
imbalance of light flux received at the top and bottom of the atrium walls and adjoining 
spaces. A common rule was suggested: small glazing areas on the top floor and the fully 
gazing areas on t he ground floor. Nevertheless, a recent study [7] based on Radiance 
simulation indicated that increasing well surface reflectances had little impact on the daylight 
level of full glazed rooms at ground floor because of the lack of solid reflecting surfaces. This 
demontrates the complexities of refleted light in atria. It is still essential to carry out more 
investigations on daylighting performance of rooms in atria with various facade systems. 
Moreover, the lighting enegy saving under the conditions of daylight use in atria is another 
significant toipc to be studied. A field measurement [8] in two large atria showed that 
daylighting illumination can displace 46% and around 15% of annual lighting consumptions 
through introducing two different lighting control systems respectively. By providing 
sufficient daylighting illumination, the daylight use in atria displaces the artificial lighting 
load in the adjacent spaces, which is regarded as one of the most important and hardest-to-
achieve objectives of atrium environmental design [2]. 
 
This study investigated the daylight performance and energy performance (annual lighting 
use) of adjoining rooms in a five-story atrium model with various façade systems and well 
reflectances. Radiance and DaySim (Radiance-based package) were used in the calculations 
of daylight factor and annual lighting load respectively. Firstly, a comparison between model 
measurements and Radiance simulations was undertaken to validate the basic Radiance 
outputs. Next, more Radiance simulations were carried out to display the impact of façade 
configurations and well reflectances on t he average daylight factors in rooms. Thirdly, the 
lighting energy consumption of rooms in the atrium model was considered. Finally, some 
design strategies have also been suggested. 
 
2. Comparisons of simulation and measurement 

 
 

 

 

 

Fig. 2.  Physical atrium model in a mirror box artificial sky. 

A physical atrium building model was tested in a mirror box artificial sky that reproduced a 
CIE standard overcast sky (Fig.2). The measured data were compared with simulated data 
from Radiance. The scale building model had an atrium well and adjoining spaces. In the 
centre of the building, the well had a square plan of 200mm × 200mm whilst the whole 
building had a square plan of 500mm × 500mm. With a height of 350mm the atrium well had 
a WI value of 1.75, which represents a medium atrium. Four-storey adjoining spaces were set 
around the well and the height and the depth of each side room at each floor were 70mm and 
150mm respectively. There were two different façade types: rooms with unobstructed 
windows and rooms with balconies on t he border of the well (balcony height = 1/3 room 
height). The well floor had been given three different surface reflectances: low (black), 
medium (grey) and high (white).  
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For models with balconies, the comparisons of measured and simulated average daylight 
factors (ADF) in rooms are indicated in Fig.3. It can be seen that, generally, the simulations 
are close to the measurements at the ground, 1st and 2nd floors. However, the measured data 
are underestimated by the simulations at the top floor, which is dominated by direct sky light. 
Taking the measurements as reference, the percentage differences of simulations are 18.5% 
(maximum), 0.06% (minimum) and 9.5% (average) respectively.  

 
Fig. 3.  Comparison of measured (M) and simulated (S) average daylight factors at each floor in a 
four-story atrium model with balconies. 
  
For models with open facades, Fig.4 shows the comparisons of measured and simulated ADF 
in the adjoining rooms. The models without balconies have a very similar form of variation of 
average daylight level to the models with balconies: the top floor has a divergence between 
the two values; other floors have achieved a good agreement. Likewise, the three percentage 
divergence values are: 17.8% (maximum), 0.43% (minimum) and 8.6% (average).  

 
Fig. 4.  Comparison of measured (M) and simulated (S) average daylight factors at each floor in a 
four-story atrium model without balconies. 
 
Overall, the varying trends of the simulated data are similar to those of the measured data in 
the atrium models with various facades and well floor reflectances. The trends express an 
exponential form from the atrium base to the top. For all the models studied, the average 
percentage difference between simulation and measurement was less than 10% even though a 
few positions see a relatively larger divergence. The bigger disagreements between the 
measurement and simulation can be explained by the geometric and photometric deviations 
between the physical model and the Radiance model, which have been analysed in two earlier 
papers [9, 10]. In addition, the nature of some Radiance algorithms also contributed to the 
divergence brought by the reflected light from the lighter surfaces. In general, the Radiance 
simulations have been validated by the measurements in this study.  
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3. Daylighting performance in an atrium 

Radiance was used in this section to calculate the average daylight factor in adjoining rooms 
of an atrium model. The ADF was used as an indicator of fundamental daylight performance 
in rooms of atria under CIE overcast sky conditions.  
 
3.1. Atrium model 

 
 
 
 
 
 
 
  
 
Fig. 5.  Plan and section of a five-story atrium model (dark part: rooms; white part: well). 

The atrium model studied consisted of a five-story building with a centre square well and 
four-sided rooms with the same size (Fig. 5), where N, E, S and W indicate the direction the 
well opening is facing. The WI value of the atrium model was 1.55, which means a medium 
atrium. The solid part of the well (including well floor and balcony) had reflectance values of 
0, 0.2, 0.4, 0.6 and 0.8. The rooms had a fixed ceiling reflectance (0.8), wall reflectance (0.5) 
and floor reflectance (0.25). In addition, the models were divided into three groups in terms of 
the façade/balcony type - see Fig. 6 where (a) = window with no balcony (opening façade); 
(b) = 1/4 room height balcony; (c) =1/2 room height balcony. 

 
 
 
 
 
Fig. 6.  Three different types of façade. 
 
3.2. Average daylight factors in rooms 

The rooms at the top floor (4th floor), middle floor (2nd floor) and ground floor were studied. 
Fig. 7 shows the variations of ADF in rooms at the three different heights in the atrium with 
various well reflectances and façade systems. Apparently, the higher balcony reduces the 
incident light for the rooms, giving a lower ADF. The 1/2 balcony room had the least daylight.  
At different floors, the daylight levels in the 1/4 balcony room are close to those in the room 
with no balcony, which are much larger than those of 1/2 balcony room. Interestingly, when 
the positions of room become lower, the differences between curves of the 1/2 balcony and 
the curves of the open window tended to be smaller. This implies that the impact of the 
balcony on ADF is decreasing near the base. On the top floor, the ADF values of rooms are 
not significantly influenced by the increasing well solid surface reflectances. The middle floor 
and ground floor, nevertheless, see that an increasing well surface increases the ADF in rooms. 
The lower are the floors then the slopes of the curves (reflectance as a function) are steeper. 
This means increased magnitudes of ADF by increasing reflectance tend to be larger at lower 
floors than those at upper floors, especially for the model with 1/2 balcony. For instance, the 
relative differences between refl0 and refl0.8 of the open window and 1/2 balcony on the top 
floor are 2% and 12% respectively, whilst the two values have greatly increased to 73% and 
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188% on the ground floor. This might be due to the fact that the main components of ADF 
consist of reflected light. For all models, the rooms on the top floor have the largest daylight 
level which decays in an exponential form toward the atrium ground (see the sub-figure at the 
right of the below part in Fig.7). This responds with the results of scale model measurement in 
section 2. 

 
Fig. 7. Variations of ADF in rooms of different floors in an atrium with various façades and well 
surface reflectance. 
 
4. Energy performance in an atrium 

DaySim (using basic Radiance algorithm) [11, 12] was utilized here to predict the annual 
electrical lighting energy usage in adjoining rooms of the atrium model. The annual lighting 
consumption per unit area was used for the assessment of fundamental lighting energy 
performance in the daylit adjoining rooms. Based on the weather datasets, Daysim can derive 
the sky conditions include a large range of sky models like overcast sky, intermediate sky and 
clear sky [11].  
 
4.1. Simulation preparations 

The atrium model studied for energy analysis was the same as the model in section 3.1. The 
location of the atrium was in Sheffield, UK (Lat: 53.50′N; Lon: 1.00′E). According to Fig.5, 
the rooms at different sides can be named as: east-facing room (e), west-facing room (w), 
south-facing room (s) and north-facing room (n). The reflectances of room components were 
still kept the same while only a m edium value 0.4 was adopted as the well solid surface 
reflectance. The facades followed the three types shown in Fig.6. 
 
For lighting energy calculation, several fundamental aspects [12] were quoted as follows:  
(1) Daylight savings time is from April 1st to October 31st; (2) The atrium is in an office 
building. All adjoining spaces are used as the working zone, which is occupied Monday 
through Friday from 8:00 AM to 17:00 PM; (3) A minimum illuminance level of 500 lux is 
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needed to support the working task of occupants; (4) The electric lighting system has been 
installed in the adjoining spaces with a typical lighting power density of 14.00 W/m2;  (5) The 
adjoining rooms do not  use any dynamic shading device system and the lighting system is 
manually controlled with an on/off switch.  
 
4.2. Lighting energy usage in rooms 

Fig. 8 shows the annual electrical lighting energy consumptions (unit area) of rooms at the 
three different heights and four different sides in the atrium with various façade systems. It is 
obvious that generally the rooms on the higher floors have the lowest electricity load for the 
task illuminations in a whole year because the positions can receive the most incident daylight 
from the sky. The ground floor rooms are the ones which consume the most electrical lighting 
energy. Surprisingly, the lighting energy usage in rooms in the middle floor is just a little 
lower than the rooms on the ground floor while it is much larger than the top floor. Taking the 
east-facing side room as an example, the average annual lighting load at three different floors 
are 24.23 kWh/m2 (top), 30.87 kWh/m2 (middle) and 31.30 kWh/m2 (ground) respectively. 
Considering the energy algorithm in Daysim [11], the orientations of the rooms also have 
some impact on the lighting energy usage. The rooms facing south or east apparently consume 
the less energy (28.76 kWh/m2 or 28.8 kWh/m2) whilst the rooms facing west and north need 
more electricity for task lighting (29.14 and 29.23 kWh/m2). Interestingly, the differences 
between rooms with ‘good’ orientation and rooms with ‘bad’ orientation are not very large. 
This might be explained by a fact that the building location (Sheffield, UK) is dominated by 
overcast sky conditions, which has a radial symmetric sky luminance distribution [12].       

 

 

 

 

 

 

 

 

 

 

  

Fig. 8.Annual lighting energy consumptions (kWh/m2) of adjoining rooms at different floors and 
different sides in an atrium. 

Table.1 expresses the effect of façade systems on the annual lighting energy consumption in 
adjoining rooms. For the top floor and the ground floor, the higher is the balcony then the 
more is the lighting energy usage. This actually coincided with the basic daylight performance 
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(worst scenario: overcast sky) of rooms in section 3.2. H owever, the middle floor sees a 
different trend: the rooms with two different balconies have the same energy consumption 
which is less than the value of rooms with an open façade system. The trend displays a little 
difference from the variation of basic daylight performance (overcast sky) on t his floor. It 
should be noted that the daylighting calculation used in the Daysim energy analysis is based 
on real weather dataset and the sunlight has also been included. Also, the daylight levels in 
the room of middle floor would be significantly influenced by the well wall, which can bring 
more reflected light into the rooms than other floors [3, 4]. But, the average lighting 
consumption in all rooms with opening façade is 28.88 kWh/m2, while the values in all rooms 
with 1/4 balcony and 1/2 balcony are 28.94 and 29.12 kWh/m2 respectively. So, increasing the 
balcony height generally increases energy consumption if all the rooms of in the atrium are 
considered. 
 
Table 1. Annual lighting energy consumptions (kWh/m2) and atria with various facade systems. 

Floor Side 
Annual lighting consumption (kWh/m2)  

opening 1/4 balcony 1/2 balcony 

Ground 
floor 

E 31.2 31.3 31.4 
W 31.3 31.3 31.3 
S 31.1 31.3 31.5 
N 31.2 31.4 31.6 

4 sides 
average 31.2 31.3 31.5 

Middle 
floor 

E 31 30.8 30.8 
W 31.2 31.2 31 
S 30.9 30.6 30.6 
N 31.1 31 31.1 

4 sides 
average 31.0 30.9 30.9 

Top 
floor 

E 24.1 24.1 24.5 
W 24.7 25 25.3 
S 24 24.2 24.6 
N 24.9 25.1 25.7 

4 sides 
average 24.4 24.6 25.0 

 
5. Conclusions 

This study has given an assessment of daylight performance and artificial lighting 
consumption in adjoining spaces in an atrium model. Some findings can be drawn from the 
results and discussions above: 
(1) There is an agreement between scale model measurements and Radiance simulations on 
average daylight levels of rooms in a medium height atrium. This enhances again the 
validation of basic Radiance algorithm in calculating atrium daylight levels. 
(2) Under overcast sky conditions, the varying trend of average daylight levels in rooms 
expresses an exponential form along the vertical direction from the top to the base. 
(3) Under overcast sky conditions, only the highest balcony can have a detrimental effect on 
the average daylight levels in rooms.  
(4) The rooms on the top floor mainly receive direct sky light and are clearly not influenced 
by the variation of well reflectances; the rooms on the middle floor get both the direct 
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daylight and reflected daylight; the rooms at ground floor level are substantially dependent on 
reflected daylight. 
(5)  In an atrium with four-sided adjoining rooms, the rooms on the top floor need the least 
energy for electrical lighting; the lighting energy performances are similar for the rooms at the 
middle floor and ground floor, both of which are much worse than the top floor.    
(6) In an atrium with four-sided adjoining rooms located in the northern hemisphere, the 
rooms facing east and south perform better than the rooms facing north and south in terms of 
the lighting energy saving through daylight usage. 
(7) In a four-sided atrium with adjoining rooms, the well facade consisting of the higher 
balconies and open windows would generally have a more negative impact on lighting energy 
saving in rooms than the open facades or facades with lower balconies (façade types in fig. 6).  
The limitations of the study are: (i) only the model with a square plan was analyzed, whose 
four sides were the same length; (ii) the façade configurations were relatively simple and no 
glazing has been considered in the models; (iii) the energy calculations are just focused on a 
site with a simple cloudy sky condition with little sunlight involved. Future work will focus 
on models with a broader range of geometries, more complicated well facades and a variety of 
sky luminance conditions at typical climate zones around the world.  
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Numerical analysis on daylight transmission and thermal comfort in the 
environments containing devices called “Double Light Pipes” 

O. Boccia*, F. Chella, P. Zazzini 

 D.S.S.A.R.R., Faculty if Architecture University “G. D’Annunzio”, Pescara , Italy 
* Corresponding author. Tel: +39 854537291, Fax: +39 854537268 , E-mail:oreste.boccia@libero.it 

Abstract: In this paper the authors present the results of a numerical analysis concerning the study of daylight 
transmission and thermal comfort in underground areas and basements of a building without any direct openings 
toward the external environment. The study was carried out on a two-level building, illuminated by the "Double 
Light Pipe" (DLP), an innovative technological device developed in the Laboratory of Technical Physics, 
Faculty of Architecture, Pescara, Italy. 
 
The DLP consists of two concentric pipes of different diameter, able to illuminate both the final room and the 
intermediate one and  to allow the entry and the extraction of the air inside the environments of life. 
 
In this first phase, the authors carried out a numerical analysis by the soft-wares RADIANCE and ECOTECT 
with the aim to define the illuminance distribution in the intermediate room illuminated by the DLP in standard 
conditions of sky; in addition the CFD code FLUENT/AIRPACK is employed with the aim to define the thermal 
comfort level considering external wind condition, air temperature and solar radiation. The indoor air 
temperature and velocity, mean age of air and the indexes PMV  and PPD have been evaluated so verifying the 
indoor air quality. 
 
Keywords: Light pipe, Lighting, Daylight, Indoor air quality, Numerical analysis 

1. Introduction 

Buildings use almost 40% of the world’s energy [1] and artificial light is responsible of a 
significant part of the whole energy consumption of a building. A considerable reduction of 
energy consumption is achieved when natural light inlet is optimized and this can be achieved 
both by traditional sources, as windows or skylights, or by technological devices, as light 
pipes [2, 3]. The latter are particularly suitable in underground areas of buildings, in large 
commercial or  industrial buildings, with windows placed on perimetral walls away from the 
centre of the room, or in exhibition rooms, museums or similar, where a particularly diffuse 
light with not too high illuminances on the work plane and a uniform luminance distribution 
of walls are preferred in order to guarantee a correct perception of the work of arts, 
particularly paintings on display. Moreover underground areas or rooms without any direct 
interface outwards need mechanical ventilation systems to make the necessary change of air 
in order to realize comfortable conditions for the occupants. In this paper the authors address 
the problem and propose a solution which is the Double Light Pipe (DLP), an innovative 
technological device recently developed in the laboratory of Technical Physics of  Pescara [4, 
5]. The DLP is an evolution of a traditional light pipe. The latter transport daylight from the 
collection point, commonly on the roof top of the building, trough the ceiling to the final 
rooms where it is distributed by a diffuser [6, 7]. When an intermediate area has to be crossed 
by the system, its encumbrance makes it a problem to position the device in the centre of the 
passage room. The idea is to give the system an illuminating function both for the destination 
room and the passage area. In this case it becomes acceptable indeed desirable, particularly in 
wide plant area rooms such as museums or exhibition areas, in which a high quality light, 
characterized by low illuminances on the work plane and quite a uniform distribution of 
luminances of the walls, is requested. In this paper the authors present the double light pipe 
modified in its geometric configuration in order to allow an efficacy circulation of air in the 
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passage room able to effect the necessary change of air requested for the comfort of the 
occupants. This is a ventilated double light pipe, whose performances have been analyzed in 
the Laboratory of Technical Physics of Pescara through a numerical analysis, by which the 
thermal and visual comfort level are realized in a large area room without any direct interface 
to outwards, by the ventilated double light pipe. 
 
2. Methodology 

A numerical analysis was carried out by the authors: the soft-wares RADIANCE and 
ECOTECT were used with the aim to calculate the illuminance distribution in the 
intermediate and final room illuminated by the DLP in various standard conditions of sky. 
The CFD code FLUENT/ AIRPAK [8] is employed to determine the values of the parameters 
by which the thermal comfort level for the occupants can be defined, depending on external 
wind condition, air temperature and solar radiation. In particular, by means of the numerical 
tool, the indoor air temperature, air velocity, mean age of air and the indexes PMV  and PPD 
have been evaluated in order to verify the indoor air quality. [9] 
 
2.1. Description of the test room  
The test room modeled by the sw is a two levels square modular form. Each level consists of a 
12x12 m plant area room, 4 m high, in which four ventilated double light pipes are installed, 
able to introduce daylight both in the passage and the final level, while natural ventilation is 
achieved in the passage room thanks to openings properly applied on the top and the bottom 
of the pipes. In Fig. 1 a three-dimensional representation and a cross section of the device are 
shown. The DLP described in [4, 5] is modified in order to allow the air circulation in the 
room. The inner pipe is narrow at the top and the outside is narrow at the bottom, so the air 
cavity between the two concentric pipes has a convergent section at the bottom for the 
introduction of air and the inner pipe has a convergent section at the top for the extraction of 
air. In the test-room four DLP are installed, two for the extraction and two for the introduction 
of air. At the top and the bottom of each DLP openings are properly realized in order to allow 
air introduction and extraction from the environment.  

                   
Fig. 1.  A three-dimensional representation and a quoted section of the Double Light Pipe  
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3. Daylight results  

In Fig. 2 the daylighting levels distribution on a 0,8 m high horizontal work plane by the sw 
Ecotect is illustrated on December the 21st under CIE Overcast sky (a) and on June the 21st 
under CIE Clear sky  (b) . 
 

        
Fig. 2.  Daylight Illuminance (lux) by Ecotect in Winter (a)  and Summer (b) conditions  
 
In Figg. 3 and 4 the luminance and illuminance data by Radiance are shown, respectively in 
winter and summer conditions. In the first case, the simulation is effected under Overcast sky 
on December the 21st , while, in the second, under Clear sky on June the 21st.  
 

   
Fig. 3.  Daylighting simulation by Radiance in Winter condition 
 

   
Fig. 4.  Daylighting simulation by Radiance in Summer condition 
 
4. Thermal comfort results  

The numerical analysis was carried out by Fluent/Airpak in steady state summer and winter 
conditions. The following results regard the test on September the 16th at 13 a.m. with the 
following boundary conditions:  

a b 
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External air temperature: text = 27°C; 
Mean radiant temperature tmr = 27°C; 
Mean internal surface temperatures of floor, tf = 25°C 
Mean internal surface temperatures of walls tw = 26°C 
Mean internal surface temperatures of ceiling tc = 26,5°C 
Inlet air velocity close to the vent 1 and 2: vin = 3 m/s; 
Surface temperature on the polycarbonate collector: tg = 36°C.  
The external air temperature was experimentally measured at the same time, while a higher 
temperature of the collector was imposed to take into account the solar radiation heating. 
In Fig. 5 a qualitative trend of air introduction and extraction by the device is shown. Each 
DLP can function as an extraction or introduction system. In the extraction pipe the inner tube 
is open at the top and the bottom, and the air cavity is closed, while in the introduction pipe 
the air cavity is open and the inner pipe is closed.                                                
 

                          
Fig 5. Qualitative Air circulation through the two DLP in the room 
 
In Fig. 6 (a) the air speed distribution on a horizontal plane 1,6 m high on the floor is shown: 
a good uniformity is verified in the room. In Fig. 6 (b) the air speed distribution is calculated 
on a vertical cross section 1 m distant from to the extraction DLP. This last image underlines 
higher values of speed in correspondence to the openings used for the air circulation. 
However the air speed is comfortable in the whole environment, with very low values 
everywhere in the room as confirmed by Fig. 7 (a). The  Fig. 7 (b) shows the air temperature 
on a vertical plane vs the height on the floor. It is evident that a low vertical gradient of 
temperature is obtained. Fig. 8 confirm this trend.    
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Fig 6.  Air speed distribution (m/s) on a horizontal plane 1,6 m high on the floor (a)  and on a 
vertical plane 1 m distant from the DLP (b) 
 

                 

Fig 7.  Air speed  vs distance  from wall to wall at the centre of the room on a horizontal plane 1,6  m 
high on the floor (a); air temperature vs height  exactly at the centre of the room (b). 
 

 

Fig. 8.  Air temperature field (°C) on a vertical cross section at   the centre of the room 
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The predicted mean vote (PMV) is commonly used as a measure of the average response 
about thermal comfort from a large group of people voting on a range included between -3 
and +3. In this work the PMV has been calculated on a reference horizontal plan in the room 
and the results are shown in Fig. 9. A satisfactory condition is obtained considering that the 
PMV is very uniform and close to the optimum value 0. This is confirmed by the predicted 
proportion dissatisfied (PPD) index which provides a measure of the percentage of people 
who will complain of thermal discomfort in relation to the PMV. In this case it is about 13-14 
%  as shown in Fig. 10. The PMV and PPD are evaluated considering a metabolic rate level of 
1,6 met and a clothing level of 0,9 clo. 
 

 
Fig.  9.  PMV index distribution on a horizontal plane 1,6 m high on the floor  
 

 
Fig. 10. PPD index distribution (%)  on a horizontal plane 1,6 m high on the floor  
 
In Fig. 11 the mean age of air distribution calculated by the numerical tool on a horizontal 
plane 1,6 m high on the floor is shown. It is obviously higher in the corners of the room and 
very low in correspondence of the DLP where the change of air is very efficacy, but in the 
whole environment the air change seems to be very comfortable. 
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Fig 11.  Mean age of air distribution (s) on a horizontal plane 1,6 m high on the floor  
 
The results obtained in winter conditions are similar to the summer ones about the indoor air 
speed field, but with higher values. On the contrary the indoor temperatures are obviously 
very different, as shown in Fig. 12. In winter condition the thermal comfort is not assured due 
to the absence of a thermal plant.  
 

      
 

Fig 12.   Air temperature vs height  exactly at the centre of the room (a); air speed  vs distance  from 
wall to wall at the centre of the room on a horizontal plane 1,6  m high on the floor (b) in winter 
conditions. 
 
5. Conclusions  

The DLP previously developed by the authors with the aim to distribute daylight in a 
two/level underground building has been modified in order to allow the air circulation in the 
upper level necessary to ensure the thermal and hygienic comfort for the occupants. The first 
numerical results show how the Ventilated Double Light Pipe can be successfully used both 
to introduce daylight and to allow natural ventilation in the room. It is suitable for large area 
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exhibition rooms or museums due to its encumbrance and the features of daylight distribution 
in the environment. Quite uniform illuminace data with low luminances of the boundary walls 
of the room is realized, except for the higher portion of the system which is characterized by 
high luminances with the risk of glare. The authors are developing a solution for this problem, 
using a diffusing film applied on the upper portion of the system, but this work is chiefly 
devoted to demonstrate the capacity of the system to be employed as a tool for the air change 
of the room. The first results encourage the authors to carry on the work. Transient numerical 
analysis has to be carried out in order to simulate the behavior of the system with various 
external conditions of wind velocity and test its capacity of making an efficacy change of air 
of the room. 
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Abstract: In this paper the authors present the first experimental results about  the natural ventilation obtained 
by a device called Ventilated Illuminating Wall (VIW), which carries out the function to introduce natural light 
in underground areas or that don't have facing outwards, contemporarily operating in the same areas a natural 
ventilation effective action  necessary to guarantee thermal comfort and healthy conditions to the occupants. 
The VIW is represented by a 1:1 prototype scale model, constituted by a precast removable manufactured 
product set to a window of a room. Such device is able both to transport the natural light, captured by the 
coverage, in underground areas and to introduce outside air for the required ventilation  through the vents 
positioned both inside the room and in the retaining structure of the coverage. 
 
Our study’s objective is to verify experimentally, through air speed measurements in different points, if in every 
condition the indoor air quality is guaranteed.  
 
The results about daylight performances of the system are satisfactory; besides they show that the VIW is able to 
assure a significant natural air ventilation, but the thermal analysis can be improved measuring the air mass flow 
rate and the comfort parameters for the occupants.  
 
Keywords: Ventilated illuminating wall, Natural ventilation, Energy efficiency, daylight, Experimental analysis. 

1. Introduction 

Buildings are often equipped by underground areas in which the absence of natural light and 
ventilation create uncomfortable conditions for human activities. In many cases mechanical 
ventilation and artificial light are used to ensure comfortable conditions for the occupants. It is 
known that buildings use almost 40% of the world energy [1] and, obviously, a meaningful 
part of the whole energy consumption of an edifice is due to artificial light and mechanical 
ventilation of  underground rooms.  
 
Moreover, the case can be considered of buildings utilized as museums, exposition rooms or 
similar. These spaces need a particularly soft luminance distribution, avoiding direct solar 
radiations from windows or skylights or very intense reflections from shiny surfaces that may 
be present in the environment, which can generate the risk of glare. Besides, the paintings on 
display can be sensitive to light and deteriorate in the presence of high values of illuminance. 
Usually in museums or exhibition rooms  low illuminances are preferred over the illuminated 
surfaces because, in this case, a favorable balance of luminances is more easily obtained 
between the visual task and its background.  
 
For these reasons, in these cases any direct interface to outdoor environment through 
traditional windows or skylights is often avoided and artificial light is adopted all the time. 
The absence of windows and skylights makes it impossible natural lighting and ventilation. 
On the other hand it is known that the enjoyment of works of art is better in the presence of 
natural light than in the absence of it, and a significant energy saving can be achieved by 
using natural light instead of artificial light. Taking into account that every effort must be 
made in order to reduce energy consumption of buildings, many technological systems have 
been applied in architecture with the aim to ensure comfortable conditions for the occupants, 
concurrently providing a significant energy saving. In recent years many technical devices, 
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such as light pipes and similar, have been proposed with the aim to introduce natural light in 
areas without direct interface with outwards and many papers have been published in order to 
explain the way to design tubular light pipes or similar technological devices [2, 3, 4, 5] .  
 
In some cases light pipes are equipped with technological systems able to ensure air 
extraction from the room in which they are installed  [6]. In this work the authors present an 
innovative device able to capture daylight from a transparent horizontal surface on the top of 
the device and redirect it into the room, and simultaneously allow the introduction and 
extraction of air. This device, called Ventilated Illuminating Wall (VIW), was built in real 
scale and experimentally tested in order to verify its lighting and air circulation performances, 
in order to reduce the use of electric light and mechanical ventilation and so diminishing the 
energy request of the building. 
 
2. Description of the V. I. W. 

An innovative technological system was developed by the authors named “Ventilated 
Illuminating Wall (VIW)”. Moving from the idea of building an apparatus able to introduce 
daylight in underground areas or rooms without direct interface to outdoor, simultaneously 
ensuring the necessary air circulation, the authors developed a multilayer boundary wall, 
equipped with a glass plate cover on the top able to capture daylight and a vertical interspace 
internally covered by a highly reflective film (3M Radiant Mirror Film) by which light is 
redirected to a transparent surface, like a window, and introduced into the room.  
 
Thanks to a second exterior vertical air cavity, which allows the greenhouse effect in presence 
of thermal solar radiations in the case of not underground buildings, and fifteen openings with 
wire mesh properly practiced on the walls, air is allowed to circulate for extraction and 
introduction in the room so creating an effective air change able to ensure internal 
comfortable conditions for the occupants. The Ventilated Illuminating Wall is particularly 
suitable in large exposition areas, which don’t have facing outwards and need diffuse light, 
avoiding glare phenomena which occur when intense direct light from windows comes 
towards the illuminated surfaces.  
 
3. Methodology  

An experimental analysis was carried out on a 1:1 prototype scale model of the V.I.W. The 
tests were carried out by measuring internal and external illuminance, wind velocity and 
direction, and internal air velocity in various positions of the room: near the air inlet and 
outlet vents and in the centre of the room.  
 
3.1. Experimental apparatus  
The test room is a 5x3 m plant area room, 2,7 m high. The V.I.W. is constituted by a precast 
removable manufactured product placed against the window in the north-west wall perimeter 
of the room. In Fig. 1 some pictures of the system are shown taken during successive stages of 
its construction: an iron frame was applied against the window on the perimeter wall of the 
laboratory (a, b); an air space was created between the window and the first opaque layer, 
which consists of a 4 cm black painted polystyrene panel which gives the necessary thermal 
insulation and improves the greenhouse effect in the second vertical hole. This last is a 10 cm 
air space between the polystyrene panel and the external 1 cm transparent polycarbonate panel 
applied on a second iron frame (c). On the top of the system a glass plate cover is applied 
which allows daylight entering the room (d).  
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Fifteen openings with wire mesh allow the natural air circulation necessary to ensure 
favorable hygienic conditions in the room. The internal ones  are shown in Fig. 1 (e) and the 
external in Fig. 1 (f), where the final configuration of the apparatus is shown.  
 

 
Fig. 1.  Realization steps of the VIW. 
 
The experimental line used to carry out the analysis consists of four CIE Lux-meters sensors, 
range 0-25 klux, accuracy 3% of the reading value, for the internal illuminance, a CIE sensor 
range 0-100 klux, tolerance 1.5 %, for the external illuminance, a data-logger with 20 inputs, 
by which data are registered and elaborated; three internal hot wire anemometers, range 0-20 
m/s, accuracy 0,01 m/s, 1%; one tacho-gonioanemometer with direct output. 
In Fig. 2 a section of the device with a description of the principal components of the V.I.W. 
and a quoted section of the system are shown. 
 
3.2. Description of the experimental test conditions   
The experimental tests were carried out positioning the sensors in the room as represented in 
Fig. 3, in which a plant and a section of the room are shown with the position of each sensor.  
The tests were carried out in summer and autumn conditions. Air temperature was measured 
in positions 1, in the center of the room, and in positions 2 and 3, close to the wire mesh 
applied on the inferior and superior openings. In the same positions air velocity was 
measured, while illuminance was measured in positions 4, 5, 6 and 7  (Fig. 3).  
On the roof top of the building, close to the transparent  glass covering plate by which light is 
collected from the sky, the external lux-meter and the tacho-gonioanemometer dedicated to 
measure wind velocity and direction were positioned. 

a 

b c 

d 
e 

f 
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Fig. 2.  Sections  of the VIW. 
 

 
  Fig. 3. Section and plant of the test room with the measure positions  
 
4. Results   

In Fig. 4 illuminance data measured on September the 16th are shown. External illuminance is 
referred to the right axis while the ratios between internal and external illuminance in the 
measure positions are referred to the left one. In this case, with a very regular trend of  
external illuminance, the influence of the V.I.W. on internal distribution of illuminance is 
significant up to quite 2 m from the system for a large range of daytime, but in the morning 
some very high pick values are verified in positions 4 and 5 close to the V.I.W and the 
influence of V.I.W. is meaningful also in positions 6, quite 3 m distant from the VIW, as 
shown in table 1, thanks to reflections directly coming from the Radiant Mirror Film. 
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Fig. 4. Illuminance data in positions 4-7 on September the 16th  
 
Table 1. Minimum, Medium and Maximum illuminance data in positions 4-7, on September the 16th 

 Pos. 4 Pos. 5 Pos. 6 Pos. 7 

Minimum (lux) 9 4 0 0 
Medium  (lux) 572 222 46 24 

Maximum (lux) 5664 2722 497 372 

Distance from V.I.W. (m) 0,5 1,3 2,1 2,9 

 
In autumnal conditions, with lower and less regular external illuminance, in the measure 
positions a similar situation is verified, but pick values of illuminance in the morning are 
absent and the influence of the system to internal illuminance is significant up to 2 m from it, 
as shown in Fig. 5.  
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Fig. 5. Illuminance data in positions 4-7 on November the 5th  
 
The natural ventilation allowed by the V.I.W. permits the necessary change of air in the room 
and different ways are traced in summer (night and day) and winter conditions. In the design 
phase the authors provided for the behavior of the system as shown in Fig. 6 in which a 
representation of expected natural ventilation in summer and winter is shown, obtained by 
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different configurations (close/open) of the openings. In particular, the Fig. 6 (a) shows the 
expected natural ventilation in daily summer condition, while Fig. 6 (b) the expected natural 
ventilation in night summer and in winter (night and day) conditions. 

 

                            
Fig. 6. Natural ventilation in daily summer conditions (a), night summer and winter conditions (b) . 
 
In Fig. 7 data of wind direction and velocity on September the 17th are shown. Higher speeds 
are verified from 9 am to 5 pm with a medium wind direction angle from North of about 97°, 
while a medium value of about 158° is verified in night conditions, just favourable for a good 
air circulation. All the summer tests carried out confirm this trend, that can be considered 
representative of summer conditions. 

Wind direction and velocity - September the 17th
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Fig.7. Wind direction and velocity on September the 17th 

 
In Fig. 8 air speed is shown on September the 17th, measured in positions 2 and 3 close to the 
air inlet and outlet vents. Table 2 shows minimum, medium and maximum data. During the 
day the vent 2 is the outlet opening and the 3 is the inlet one, while at night the reverse 
situation occurs. In the centre of the room (position 1) air velocity is less than 0,03 m/s all the 
day with a mean value of about 0,005 m/s, while in night conditions the maximum value is the 
same with a lightly higher value of the mean velocity, of about 0,007 m/s. 
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close 

close 

1927



Air velocity - September the 17th
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Fig. 8. Inlet and outlet air velocity on  September the 17th 

 
Table 2. Minimum, Medium and Maximum air velocity  in positions 2 and 3 on September the 17th 

 DAY NIGHT 
 Pos 3 - inlet Pos 2 - outlet Pos 2 - inlet 

 

Pos 3 - outlet 

 Min. air velocity (m/s) 0 0,021 0 0 
Med. Air velocity  (m/s) 0,7 0,64 0,39 0,05 

Max. air velocity (m/s) 2,17 1,36 2,38 0,78 

 
In Fig. 9 data about wind direction on November  the 5th are shown. In daily conditions from 
10.30 am and 6.30 pm the medium wind direction angle from North is 132°, while a medium 
value of about 195° is verified in night conditions. This is a less favourable situation than in 
summer, particularly in daily condition, nevertheless the VIW seems to assure acceptable 
performances also in this case, thanks to an efficacy stack effect. 
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Fig. 9.Wind direction and velocity on November the 6th 

 
In Fig 10 air speed in positions 2 and 3 are shown with winter configuration of openings. 
During the day the inlet and outlet air speeds are similar because they are only influenced by 
the difference of temperatures between internal and external environments, while during the 
night a more favourable wind direction allows to obtain higher values of inlet air velocity. 
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5. Conclusions 

The V.I.W. is a new daylight technological device able to make also an efficacy natural 
ventilation in underground areas of buildings or rooms without direct outward interface. The 
building steps of the V.I.W. are described and the first experimental data of indoor 
illuminances and air speed are shown. The  V.I.W. seems to allow an efficacy change of air of 
the test-room, although the mixing of air does not probably involve the whole                                                                                                          
environment. The daylighting efficacy is completely satisfactory in presence of high external 
illuminance, but must be improved with low external illuminance, by an efficient cleaning of 
the reflective film. The continuous monitoring the V.I.W may prove its efficacy in terms of 
energy saving and the spin-off uses of the system, particularly in museums or large exhibition 
rooms in which it may be used together with traditional or double light pipes.   
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Ventilated Illuminating Wall (VIW): Natural ventilation numerical analysis 
and comparison with experimental results 
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Abstract: The authors propose a comparison among the first experimental and numerical results of an analysis 
carried out about the theme of the natural ventilation and the energy efficiency relatively to a d evice called 
Ventilated Illuminating Wall (VIW). The VIW is represented by a 1:1 prototype scale model, constituted by a 
precast removable manufactured product set to a window of the room, able both to transport the natural light, 
captured by the coverage, in underground area, and to introduce outside air for the required indoor ventilation. 
The experimental data, object of a work previously carried out, are obtained from temperature and air speed  
measurements in different points inside the tested room. 
 
Based on  s ome meaningful environmental parameters, internal and external temperature of the building, 
direction and wind speed  i n different times of the year, the device performances are evaluated through the 
software Fluent/Airpak, able to make fluid dynamics modeling and simulations, with the aim to calculate the air 
flow rate distributions, air speed and temperature field inside the room. The numerical analysis is carried out in 
steady state condition and produces results that, sometimes, are overestimated with respect to experimental ones. 
The results may be improved by a transient analysis.  
 
Keywords: Ventilated illuminating wall, Natural ventilation, Energy efficiency, Thermal comfort, CFD. 

1. Introduction 
The energy consumption of buildings takes a significant role in the energy question, because 
buildings are responsible of about 40 % of the whole world energy demand  [1]. In buildings 
in which underground areas are present the energy consumption is increased because they 
need to be artificially enlighten and ventilated. Particularly mechanical ventilation is generally 
adopted in these cases. Moreover, when internal environments of buildings are used as 
museums or exhibition rooms, they need a particularly uniform luminance distribution of the 
walls with low illuminances all over the work plane in order to allow the correct perception of 
works of art on di splay, particularly in the case of paintings, with the right contrast of 
luminances between the visual task and the background, avoiding the risk of glare. Since this 
risk is often present when natural light is introduced in the room through traditional daylight 
sources, for the presence of intense direct solar radiations that can be reflected by shiny walls, 
in these cases it is better avoiding natural light entering through windows or skylights and 
technological daylight systems, as light pipes or double light pipes [2, 3], can be used in order 
to provide better conditions for visual comfort. The absence of windows makes it impossible 
the natural ventilation of the room. In some cases light pipes, used to introduce daylight in 
underground areas, are equipped with technological systems able to ensure air extraction from 
the room [4, 5]. The innovative system presented in this paper, named Ventilated Illuminating 
Wall (VIW), has been developed by the authors in order to simultaneously allow natural 
lighting and ventilation for the environment. So, when underground areas are used or rooms 
without any direct interface to outwards the VIW allows air ventilation and natural light inlet, 
giving the room a high quality of light and comfortable conditions of indoor air. It is a 
combination of a daylight transport system and a passive solar system set up in a real scale by 
the authors. In this paper a numerical analysis of the device is presented and the results are 
compared with some experimental data of air circulation parameters. 
 

1930



2. Methodology 
Moving from the availability of some data obtained by the experimental analysis, such as 
internal and external temperatures, wind direction and speed  in different times of the year, the 
authors carried out a numerical analysis with the aim to evaluate the performances obtainable 
by the VIW. In particular they analyzed the system in steady state conditions and compared 
the numerical results with experimental ones in order to test the used numerical code with the 
aim to be sure that it is a suitable tool of analyzing the performances of the VIW. 
 
2.1. Numerical analysis 
The numerical analysis was carried out by the software Fluent with the aim to calculate the air 
flow rate distributions, air speed and temperature field inside the room. Due to the complexity 
of the geometry and the 3D characteristics of the flow, only numerical methods, often referred 
to as CFD, can be used to solve the velocity, pressure and temperature field. The fundamental 
set of partial differential equations (PDEs) describing fluid flow, known as the Navier-Stokes 
equations [6], can be applied to the problem under consideration, assuming the hypothesis of  
incompressible flow. 
 
The governing PDEs of fluid flow (conservation of mass, momentum and energy) can be 
written in a generic form as the following: 
 

( ) ( ) ( ) φφρρ Sgraddivvdiv
t

+ΦΓ=Φ+
∂

Φ∂ 
    (1) 

 
in which Φ represents the predicted variable, ρ the density of the fluid, ΓΦ the diffusion 
coefficient and SΦ the source term. If Φ =1 the continuity equation is obtained. The actual 
form of the variables in Eq. (1) is summarized in Table1. 
 

Table 1 - Variables in eq. 1 
Φ ΓΦ SΦ 
vx μeff 

x
P

∂
∂−  

vy μeff gy
P −∂

∂−  

vz μeff 
z

P
∂

∂−  

CpT k+kt Q 
 
In order to simulate the turbulent behaviour of the flow, the RNG (“renormalization group") 
k-ε model was used, which requires the solution of two additional equations [6]. Details of 
turbulence model are referred in [7, 8, 9 and 10]. 
 
In this work, a commercial program package called Ansys/Fluent (Airpak) was used to 
simulate the airflow. It adopts a control-volume-based technique. The linearization of the 
discretized equations is accomplished using a first-order accuracy upwind scheme.  
The pressure field is computed by the body-force-weighted scheme, which is good for high-
Rayleigh-number natural convection flows. The problem domain was subdivided into 
2.034.334 tetrahedral elements whit 352.215 nodes. 
 
The linearized governing equations are written in an “implicit" form with respect to the 
dependent variable of interest. The calculated variables are used within the various 
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postprocessing with the aim of determining the volume flow rate, which is a derived scalar 
quantity computed from the velocity field.  
 
2.2. Experimental analysis 
The experimental analysis was carried out by measuring the environmental parameters (air 
temperature and speed, wind direction and speed) in a test room properly built in the 
Laboratory of Technical Physics of the Faculty of Architecture of Pescara, between 
September and November in various external climatic conditions.  
 
2.3. Experimental apparatus  
The experimental apparatus is constituted by a 5x3 m plant area room, 2,7 m high in which a 
1:1 scale prototype of the Ventilated Illuminating Wall (VIW), is placed against the window 
in the north-west wall perimeter of the room. The VIW is a removable structure applied to the 
window able to introduce natural light and ventilation in the room. The daylight is captured 
by a horizontal glass plate cover applied on the top of the system and redirected in the room 
thanks to a multilayer highly reflecting film applied on the vertical internal closing panel of 
the device.  
 

 
Fig. 1.  External and internal views of the VIW. 
 

         
Fig. 2.  Section of the VIW with qualitative air circulation and the positions of inlet and outlet vents  
 
In Fig. 1 two external and internal views of the device are shown. The natural air circulation 
necessary  t o ensure favorable hygienic conditions in the room is guaranted by fifteen 
openings with wire mesh practiced on the internal and external closing panel of the system. In 

Vent 1 Vent 2 

Vent 3 

Vent 4 

(a) (b) 

close 

close 
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Fig. 2 a qualitative representation of the expected air circulation is shown. In particular, the 
Fig. 2 (a) shows the expected natural ventilation in daily summer condition and Fig. 2 (b) in 
night summer and in winter (night and day) conditions. 
 
The experimental line consists of a data-logger type LSI/BABUC-ABC, characterized by 20 
inputs, by which data are registered and elaborated, three internal hot wire anemometers type 
BSV105#S-LSI, range 0-20 m/s, accuracy 0,01 m/s, four temperature probes PT 100, t ype 
LSI BST101#S – DIN IEC 751, class A; one tacho-gonioanemometer with direct output, 
model DNA021-LSI. The air temperature and speed are measured in three positions, in the 
centre of the room (1), near the opening at the bottom of the wall (2) and near the opening at 
the top of the wall (3), as indicated in Fig. 3.  
 

 
Fig 3.  Air temperature and velocity sensors positions. 
 
3. Numerical Results  
The Figg. 4-8 show the steady numerical results by Fluent/Airpak in winter configuration, 
with the following boundary conditions, experimentally measured on November the 7th at 9 
a.m.:  
External air temperature: text = 11°C; 
Mean internal surface temperatures (floor, walls and ceiling): ts = 22°C; 
Inlet air velocity close to the vent 1: vin = 0,6 m/s; 
Wind direction: 210° from North; 
Wind velocity: 2,8 m/s. 
Surface temperature on the glass plate cover: tg = 18°C; 
Surface temperature on the external polycarbonate vertical panel: tp = 15°C. 
In Fig. 4 the air speed field and the flow lines in the room are shown while in Figg. 5 and 6 
the air velocity distribution on two horizontal planes, 2,4 m high on the floor, close to the vent 
3, and 0,3 m from the floor, close to the vent 2, are illustrated. The comparison between the 
two images highlights the different trend of the air speed distribution in correspondence of the 
two inlet and outlet vents of the wall. The inlet and outlet velocities involve a mass flow rate 
of =0,0854 m3/s, which correspond to about 6,6 a ir changes per hour, considering that the 
volume of the room is equal to 46,1 m3. A second test carried with data of the same day at 2 
p.m. allowed to calculate a mass flow rate of 0,058 m3/s, corresponding to 4,5 air changes per 
hour. 
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Fig 4. Air speed field and flow lines in the room. 
 

 
Fig 5. Air velocity (m/s) on a horizontal plane 2,4 m high on the floor, close to the outlet vents. 
 

  
Fig 6.  Air velocity (m/s) on a horizontal plane 0,3 m high on the floor, close to the inlet vents. 
 
In Figg. 7 and 8 the temperature field in the room and the temperature vertical trend in the 
centre of the room and on a vertical plane containing the measure positions 2 and 3 close to 
the inlet and outlet vents are shown. It’s evident how the temperature profile is influenced by 
the absence of any heating system and the introduction of low temperature air from the 
opening at the bottom of the wall, particularly close to the vents.   

0,05 0,07 

0,09 

0,18 

0,30 

0,51 

0,05 0,07 

0,09 

0,30 
0,7 

0,56 

1934



Fig 7.  Air temperature field (°C) in the room. 
 

                           
Fig 8.  Air temperature vs height  on the floor in the centre of the room (a) and close to the outlet and 
inlet vents (b). 
 
4. Comparison between numerical and experimental results 
A comparison was carried out between the numerical results by Fluent/Airpak and the 
experimental data in the measure positions 1, 2 and 3. The comparison was made with 
reference to the data of November the 7th at two different times: 9 a.m. with a wind velocity of 
about 2,8 m/s and a favourable direction (210° from North), and 2 p.m. with a very a lower 
wind velocity of about 0,9 m/s and a different wind direction (45° from North). This last does 
not give any contribution to air inlet, and in this case the only stack effect allows the air 
circulation.   
 
As shown in table 2, a good agreement is obtained between numerical and experimental air 
temperatures both at 9 a.m. and at 2 p .m. On the contrary, the comparison between the 
numerical and experimental air velocities shows a good agreement in position 1, in the centre 
of the room, while a more significant discrepancy is verified in positions 2 and 3, close to the 
air inlet and outlet vents, partially due to the influence of the boundary conditions. This 
disagreement is verified in both the situations considered.  

Temperature (°C) Temperature (°C) 

height (m) height (m) 
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As an example, in Figg. 9 and 10 the air velocities comparison is shown between data at 9 
a.m. 
 

Table 2 – Comparison between numerical and experimental air temperature Ta 

 Position 1 Position 2 Position 3 
 Exp. Num. Exp. Num. Exp. Num. 
Ta (°C) at 9 am 14,75 14.74 11,77 11.37 17,74 16.1 
Ta (°C) at 2 pm 17,4 18,7 16,8 16,8 18,2 19,3 
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Fig 9. Experimental and numerical air velocity in position 1 in the centre of the room 
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Fig 10. Experimental and numerical air velocity in positions 2 and 3, close to the inlet and outlet vents 
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5. Conclusions 
The numerical analysis carried out by the sw Fluent/Airpak allows to determine the main 
features of the VIW in terms of its capacity of making an efficacy natural ventilation in rooms 
without direct interface to outwards. Data about the temperature field are satisfactory if 
compared with experimental ones, while the air velocities seems to be affected by a 
significant degree of error partially due to the steady state analysis and the boundary 
conditions. Even if overestimated, data of mass flow rate show how the VIW can assure an 
efficacy change of air only by natural ventilation. A transient analysis may certainly provide a 
more precise determination of the behavior of the system. The availability of a large quantity 
of experimental data will be a useful tool for the validation of the sw. In any case the first 
results encourage the authors to carry on the analysis, since the VIW seems to be an             
efficacy system of daylight transport and natural ventilation for underground areas of 
buildings or rooms without any direct interface to outwards. It seems particularly suitable for 
large exhibition rooms or museums where the absence of windows or skylight makes it 
impossible daylight and natural ventilation of the environment.      
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Abstract: This article focuses on the behavior of an accommodation with Trombe walls in a M editerranean 
climate, in terms of energy savings and comfort during wintertime and summertime.  
The aims of this study are to identify experimentally temperatures and heat fluxes of the solar wall; compare the 
solar wall’s behavior with a traditional wall from the point of view of consumptions and comfort; optimize the 
wall in relation to energy savings. In order to do that, various activities were carried out: a series of monitoring 
activities for several years in different seasons (in this paper only the results obtained for winter and autumn are 
reported); dynamic simulations with software EnergyPlus on a virtual model calibrated by comparison with 
experimental results; parametric analyses for the optimization of the wall. 
The results demonstrated that solar wall is an efficient system in temperate climates, with an energy savings of 
12,2% and summer comfort comparable to that provided by traditional housing. Finally it was possible to 
identify optimal design features (Thickness of the wall, absorbance, type of glass). 
 
Keywords: Trombe walls, Building envelope, Thermal comfort, Monitoring, Parametric analyses. 

Nomenclature  

s component thickness ............................... cm 
U thermal transmittance ...................... W/m2K 
Ymn periodic thermal transmittance ....... W/m2K 
fd decrement factor ........................................ - 
φ time shift ................................................... h 
Tout outdoor air temperature ......................... °C 

Ts,int internal surface temperature .................. °C 
Troom ................................ indoor air temperature °C 
Top indoor operative temperature ................. °C 
Fsolar glob hor horizontal global solar radiation 
  ............................................................ W/m2 
Fint internal surface heat flux density ....... W/m2 

Ts,ext external surface temperature .................. °C  
 
1. Introduction 

The recent European Directives on the energy performance of buildings established a 
common direction for the reduction of buildings energy consumptions. Consequently the 
Member States set up a series of minimum requirements and made it n ecessary to achieve 
high building envelope performances. Solar passive systems can give a significant 
contribution to achieve these performances and they may help to save energy both for winter 
heating and for summer cooling. However there are still few studies in literature on the 
behavior of solar passive systems, especially on solar walls, in summer [1, 2], on de sign 
recommendations [3, 4, 5], on c omfort conditions produced [6], in Mediterranean climates 
and in well-insulated envelopes required by national regulations.  
 
Solar wall is a passive solar system used to store heat and transfer it inside the building. It is 
generally made of a concrete or masonry wall painted black, an air layer and glazing on the 
exterior. Trombe wall is a particular type of solar wall equipped with vents for the air 
circulation. Precedent studies [7, 8], focusing on t he mode of use of Trombe walls, 
highlighted that recirculation vents determine consistent heat losses during the cold season 
and problems of powder rising. For this reason this study focuses on unvented solar walls. 
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The objectives of the study are: the assessment of solar walls’ effects on energy consumptions 
and indoor comfort of residential buildings; the development of design recommendations for 
solar walls in a Mediterranean climate. The methodology used comprehends experimental and 
analytical activities: a series of monitoring activities on a case study to collect data related to 
the thermal behavior of solar walls; numerical simulations in dynamic conditions on a model 
calibrated by comparison with the experimental data; simulations and parametric analyses to 
extend the results. 
 
2. Case study 

The case study is a residential building in Ancona, central Italy, and it was built in 1983 to 
test many passive solar systems. The building includes nine flats on three floors, each 
equipped with a different passive solar system on the south-facing wall (Fig. 1). The house 
has a compact shape and it is oriented along the E-W axis in order to maximize solar supply. 
 
The research focused on the accommodation with Trombe walls (Fig. 2), that resulted from 
precedent studies [7] the best solar system among the ones in the house. The system is made 
up of a 40 cm concrete wall painted black, a 10 cm air layer and glazing on t he exterior. 
Adjustable vents are placed on the top and on the bottom of the wall and on the top of the 
external glazing to activate ventilation. Roller shutters and horizontal overhangs provide solar 
radiation control. The configuration of solar wall considered in this study is: ventilation not 
active (closed vents); movable shading open in winter and middle seasons, closed in summer. 
 

 
Fig. 1.  View of the case study. 

        
Fig. 2.  External view of Trombe wall.

 
3. Methodology 

The research consisted of experimental activities in autumn and winter and analytical 
activities to extend the study to other periods. 
 
3.1. Experimental activities 
Monitoring activities in the case study were performed for several years in different seasons. 
In this paper we report only a part of the data measured, regarding these periods: 
 
- Autumn monitoring: 12th October 2007 – 21st October 2007  
- Winter monitoring: 20th December 2008 – 7th January 2009  

 
Trombe walls were used with closed vents during experiments to reproduce unvented solar 
walls. Heating system was off during autumn monitoring, while it was switched on in winter 
with set point 20°C and program: 1:30-3:30, 7:30-9:30, 17:30-21:30. 
Experimental set-up is described in Fig. 3 a nd Fig. 4. Data loggers and different types of 
probes were used to carry out the following investigations: survey of the outdoor climate 
conditions using an external weather station that included hydro-thermal probe, wind speed 

1939



 

and direction probe, solar radiation probes (Fig. 5); survey of indoor environmental conditions 
using indoor microclimate stations with hydro-thermal probe and black-globe temperature 
probe (Fig.6); detailed thermal survey of Trombe wall using a set of thermo-resistances to 
measure internal and external surface temperatures and heat flux sensors (Fig.7). External 
probes were screened from direct solar radiation to avoid values alteration.  
 

  
Fig. 3.  Experimental set-up: plan of the house 

 

 
Fig. 4.  Experimental set-up: vertical section of 
Trombe wall indicating the position of probes. 

 

 
Fig. 5.  View of weather station. 

  
Fig. 6.  View of indoor 
microclimate station. 

 
Fig. 7.  View of the probes on the 

outside face of Trombe wall. 
 
3.2. Analytical activities 
Numerical simulations were performed in dynamic state using software EnergyPlus. Trombe 
walls can be modeled in EnergyPlus using the algorithm “TrombeWall” validated BY ELLIS 
[9]. 
 
3.2.1. Model inputs and comparison with experimental data 
Data collected during experimental activities were used as inputs for the model in order to 
reproduce the real conditions: we developed a climatic input file containing the outdoor 
conditions measured during experiments, then we defined programs regarding the real users 
profiles for the building (occupancy, air ventilation, heating system program and set point).  
The values obtained by calculations were compared with data collected during experimental 
activities in order to verify the reliability of the simulation tools in reproducing real situations. 
Indoor air temperatures, surface temperatures and the heat fluxes of the trombe wall were 
compared. Once the model had been calibrated, it w as possible to generalize the results 
running the calculation for a whole year and setting standard input data for the model, 
according to national reference UNI/TS 11300:2008.  
 

1940



 

3.2.2. Analytical studies on solar walls 
Numerical simulations were performed all over the heating season (1st November to 15th April 
in Ancona, according to national requirements) in order to determine the thermal behavior of 
solar walls. Total energy contribution, defined as the difference between solar gains and heat 
losses through the wall, was used to evaluate the performance of solar wall compared to a 
traditional one, with the characteristics in Table 1.  
 
 Table 1. Thermal characteristics of solar wall and traditional wall according to ISO 13786:2007. 

Type of wall s  
(cm) 

U  
(W/m2K) 

|Ymn|  
(W/m2K) 

fd 
(-) 

φ 
(h) 

Solar wall 51,4 2,267 0,12 0,10 12,48 
Traditional wall 34,5 0,343 0,12 0,54 6,83 

 
3.2.3. Analytical studies on building envelopes with solar walls 
In order to assess how solar walls can contribute to the performances of a building complying 
with current energy regulations, the insulation level of envelope components of the case study 
(except solar walls) was varied to meet national requirements. Then the energy performance 
of the same accommodation was calculated varying the type of south-facing wall between 
solar wall and traditional wall, defined above, to assess the energy efficiency of solar wall in 
comparison with the traditional one. 
 
Indoor thermal comfort analyses were performed to assess indoor quality. Thermal comfort 
conditions were estimated for the whole year with simulations. PMV method, according to 
UNI EN ISO 7730:2006 and UNI EN 15251:2008, was applied in winter when the heating 
system is on. PMVe method [10] was applied in summer (with coefficient e = 0,7) with the 
hypothesis that the cooling system is not present. Category II, according to UNI EN 
15251:2008, was assumed in the assessment of comfort limits.  
 
3.2.4. Parametric study on solar wall characteristics 
A parametric study was performed using the level factorial plan technique [5]. With this 
technique it is possible to calculate the effect of variations of single parameters and 
combinations of parameters on a  given phenomenon. The parameters listed in table 2 were 
chosen. For each of the eight combinations of parameters in Table 3 a simulation was run to 
determine the effects of variations on the seasonal energy needs for heating of the house. 
 
Table 2. Parametric analyses on the solar wall system. 

Parameters Designation Minimum value Maximum value 
Storage wall thickness (cm) X1 30 40 

Absorbance  X2 0,85 0,90 
Type of glazing X3 Single glass (SG) Double glass (DG) 

 
Table 3. Combinations of parameters. 

Parameters 1 2 3 4 5 6 7 8 
X1 30 40 30 40 30 40 30 40 
X2 0,85 0,85 0,90 0,90 0,85 0,85 0,90 0,90 
X3 SG SG SG SG DG DG DG DG 
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4. Results 

4.1. Results of experimental activities 
Monitoring activities allowed the assessment of the thermal behavior of solar walls in 
different conditions and periods. 
 
4.1.1. Autumn monitoring 
Data measured during three typical sunny days in October are reported in Fig. 8 and Fig. 9. 
On sunny days the wall reaches temperatures over 50°C on t he external surface. Internal 
surface reaches temperature peaks during nighttime, with a time shift of about 10 hours, and 
maintains an average temperature of 23,6°C. Internal surface temperature is higher than room 
temperature all time, consequently heat flux is directed from the wall to the room and 
determines a daily heat gain of 0,95 MJ/m2. It can be noticed that heat flux is higher during 
nighttime, when the difference between surface and air temperature is higher. This contributes 
to maintain a constant temperature of about 20°C inside the room, with benefits for thermal 
comfort.  
 

  
Fig. 8.  Climatic data. 
 

Fig. 9.  Temperatures and heat fluxes of Trombe 
wall and temperature of the room.

4.1.2. Winter monitoring 
Fig.10 and Fig.11 show the results of monitoring during three winter days, the first sunny, the 
second cloudy the third sunny again. On sunny days external surface temperatures can get up 
to 35-40°C, while on cloudy days the temperatures are not far from outside air temperature. 
After a sunny day, internal surface temperatures remain higher than room temperatures and 
heat flux is directed toward the room, with daily heat gains of 0,45 MJ/m2. On cloudy days 
internal surface temperatures are lower than room temperatures and this fact causes the 
inversion of heat flux, from the room to the wall, and daily heat losses of 0,54 MJ m2. 
 

 
Fig 10.  Climatic data. 

  
Fig. 11.  Temperatures and heat fluxes of Trombe 
wall and temperature of the room. 
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4.2. Results of analytical activities 
4.2.1. Comparison with experimental data 
The comparison demonstrated a good agreement between experimental data and simulated 
data. Fig. 12 shows the results of surface temperatures comparison, the same analysis was 
performed for heat fluxes. Deviations for internal surface temperatures and heat flux densities 
are lower than 5%. Deviations for external surface temperatures are around 10%.   
 

  
Fig. 12.  Comparison of surface temperatures measured and calculated in autumn and winter. 
 
4.2.2. Energy performance of solar walls 
Total energy contribution was used to compare the performances of solar and traditional wall 
in winter (Fig. 13) and in summer (Fig. 14).  
 

 
Fig. 13.  Total energy contribution of solar wall 
and traditional wall in winter. 

 
Fig. 14.  Total energy contribution of solar wall 
and traditional wall in summer. 

 
Solar wall’s heat losses are higher in the coldest months, due to the high transmittance, but 
these losses are balanced in other months when solar gains are higher. Considering the whole 
heating season, traditional wall disperses 37,29 MJ/m2 while solar wall disperses 0,20 MJ/m2. 
In summer solar wall, even if shaded from solar radiation, behaves worse than traditional 
wall, because the high transmittance determines higher unwanted heat gains. Considering the 
whole summer season, solar wall produces heat gains equal to 3,21 MJ/m2, while traditional 
wall determine heat losses equal to -3,47 MJ/ m2. 
 
4.2.3. Energy performance of building envelope with solar walls 
Energy analysis confirmed that the house with solar walls has a saving of 12,2 % in heating 
energy needs compared to the house with traditional walls (Fig. 15). The energy saving is 
0,46% for each square meter of surface of solar wall. 
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 Fig. 15.  Seasonal heating energy of building with different types of envelope. 
 
The results of thermal comfort analysis in winter (Fig. 16) are very similar for the building 
with solar wall and with traditional wall because the influence of heating system is relevant in 
this season. However in the middle seasons solar walls’ heat gains determine higher indoor air 
temperature and consequently higher PMV values. In these periods it could be necessary to 
shade solar walls to avoid overheating problems. 
 

 
Fig. 16.  Comfort analysis with PMV method in winter. 
 
In summer the building with solar walls, shaded from solar radiation, has indoor comfort level 
comparable to the traditional one. The results of PMVe analysis for summer (Fig. 17) 
highlighted overheating problems for the hottest days, when PMVe exceeds the comfort 
superior limit of 0,5 for both the cases considered. 
 

 
Fig. 17.  Comfort analysis with PMVe method in summer. 
 
4.2.4. Optimization of solar walls 
Results of parametric analyses on the configuration of solar wall are in Fig. 18. The single 
variation of wall thickness from 40 cm to 30 c m (X1) increases energy needs; the single 
variations of external surface’s absorbance (X2) or the type of glazing from single to double 
(X3) decrease energy needs. The type of glazing resulted to be the parameter with a greatest 
influence, with a reduction of -4,28 kWh/m2 on energy needs.  
 
The interactions between parameters are small, except the one between wall thickness and 
type of glazing. This implies that, even if the single effect of reducing wall thickness is 
disadvantageous, combining this variation with the variation of glazing from single to double 

1944



 

has a b eneficial effect. The best performance as obtained with a wall thickness of 30 cm, 
absorbance 0,90 and double glasses.  
 

 
Fig. 18.  Results of parametric analyses with level factorial plan. 
 
5. Conclusions 

An experimental and analytical study on the performances of solar walls in a residential 
building in central Italy was carried out. The study confirmed that solar wall is an efficient 
system in reducing energy needs for the heating season and assuring suitable comfort levels. 
Some problems of overheating emerged in summer in buildings with well-insulated envelope. 
This drawback can be reduced using adequate solar protections for solar walls; however we 
consider necessary further investigations on the behavior of the system in summer. Parametric 
analyses made it possible to compare different configurations of solar wall; the results may be 
used as design recommendation for solar walls. 
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Abstract: Domed roofs (DRs) have been used in Iran and many other countries to cover large buildings such as 
mosques, shrines, churches, schools, etc. They have been also employed in other buildings like bazaars or market 
places in Iran due to their favorable thermal performance. The aim of this research is to study about DRs thermal 
performance in order to determine how they can be helpful in reducing the maximum air temperature of inside 
buildings during the warm seasons considering all parameters like air flow around them, solar radiation, 
radiation heat transfer with the sky and the ground as well as some openings on the building. The results of the 
study show that the thermal performance of the investigated DR is better than the building with flat roof (FR), 
particularly when the dome is covered with glazed tiles. In addition to their aesthetic values, domes covered with 
glazed tiles have thermal benefits of keeping the inside air of these buildings relatively cool during the summer. 
Moreover, openings cause passive air flow inside building, which is helpful for human comfort. 
 
Keywords: domed roof, thermal performance, air flow, solar radiation, numerical simulation, thermal network 

Nomenclature 

C Specific heat ................................... J.kg-1K-1 l′  Depth of ground ....................................... m
CD Discharge coefficient ..................................  m Inside building air mass .......................... kg
Cp Pressure coefficient ....................................  m  Air mass flow rate .............................. kg.s-1

D Wall or roof thickness .............................. m q  Heat transfer rate ............................... w.m-2

F View factor ..................................................  t Time ........................................................... s
H,h Height ...................................................... m β  Slope ............................................................
R flow resistance .............................. kg.m-4.s-1 ε  Surface emittance ........................................
T  Temperature ............................................. C 

sε  Sky emissivity ...............................................

V  Volumetric air flow rate .................... m3.s-1 ρ  Density ............................................... kg.m-3

V  Velocity ................................................ m.s-1 σ  Stefan-Boltzmann constant .............. w.m-2.k
Subscript

R Roof .............................................................  i Inner surface, Inside building, i opening
W Wall, roof ....................................................  j j opening ......................................................
H Height .........................................................  m Maximum .....................................................
a Air ...............................................................  n Minimum, Natural, North ............................
abs Absorbed .....................................................  o Outer surface, Ambient................................
c Convection ..................................................  r Radiation .....................................................
dp Dew point ....................................................  rg Radiation with ground .................................
e East .............................................................  rs Radiation with sky .......................................
f Floor ...........................................................  s Absorbed solar radiation, Sky, South ..........
g Ground ........................................................  
 

w West ............................................................. 

1. Introduction 

DRs have traditionally been used throughout the world to cover large areas. Solar energy 
absorbed by a DR causes its temperature to rise above the ambient air temperature. Wind 
blowing over the dome increases the convection heat transfer to the ambient air. Furthermore, 
the heat loss from the roof is increased by thermal radiation to the sky. The rest of the heat 
absorbed by the dome is conducted through the dome material, and is finally transferred to the 
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inside air by convection, and to the interior walls by radiation. The geometry of these roofs 
causes the wind velocity to increase over them, resulting in an increase in the convection heat 
transfer coefficient. Furthermore, the heat transfer from these roofs is increased by the fact 
that their areas are greater than the comparable flat ones. In addition to their structural 
applications, DRs have been employed in Iran for natural ventilation and passive cooling of 
buildings. A cross section of a typical DR employed in such applications is shown in Fig. 1. 
 

 
Fig. 1. Cross section of a typical DR, with air circulation in and over it [1] 
 
In 1978, Bahadori introduced the important role of DRs in providing cold water in cistern as 
well as indoors air condition in warm and dry areas in Iran [1]. Konya [2] showed that the 
temperature of domed roof buildings (DRBs) is lower compared to flat ones. Mainstone [3] 
professed that the main reason of lower temperature of inside DRBs in comparison with FRs 
is the higher ground and sky reflected radiation heat loss. Olgyay [4] guessed that lower 
indoor air temperature in DRBs is due to the lower absorbed solar radiation in comparison 
with FRs. Tang [5] showed greater solar radiation and heat transfer through DRs and refused 
what Bahadori [1] had been asserted before. The aim of this research is to study about DRs 
thermal performance considering all parameters like air flow, solar radiation, radiation heat 
transfer with the sky and the ground as well as some openings on the building by using the 
thermal network method. Constant wind velocity and direction is assumed, and the IAT 
during a day is the comparison index. 
  
We investigated air flow over domed and FRBs numerically [6] and experimentally [7] to find 
proper data for our own study. In these studies we consider the three-dimensional model of 
the dome of the School of Theology (the reference dome) shown in Fig. 2 which is located in 
Yazd, Iran (a city with very high solar radiation) with a specified boundary layer air flow. For 
this study, the absorbed solar radiation reported by the authors in [8] for the reference dome 
and the corresponding flat one with the same base area is used. In [8] it is found that DRs 
receive more solar radiation in comparison with flat ones. 
 

  
Fig. 2. Model of the reference DR 
 
2. 1BAbsorbed Heat 

In Eq. (1), solar radiation ( sQ ) in each hour is assumed to be constant and is equal to its exact 

amount in the middle of the specified hour. The convection heat transfer between the ambient 
air and the outer surface of the building is defined in Eq. (2) [9]. 

rgrscsabs QQQQQ +++=     (1) 
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VW is the air flow velocity near the wall which is defined by the authors numerically and 
experimentally in [6, 7]. Boundary layer air velocity profile near the ground defined in Eq. (4) 
[10] is assumed in those studies. V400 is the wind velocity at height 400 m. hn in Eq. (3) is the 
natural convection coefficient defined in Eq. (5) and (6) for upward and downward heat 
transfer respectively [11]. 
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β  is the slope of each surface and T∆  is the temperature difference between the ambient and 
each surface in the specified time. The ambient air temperature is defined using Eq. (7) [12]. 
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The radiation heat transfer between the outer surface of the building and the sky and the 
ground is defined by Eq. (8) and (11). Note that ε  is assumed to be 0.85, Ts is the sky 
temperature defined in Eq. (9) [13] and Tg is the ground temperature which is similar to the 
ambient temperature at each time. 
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3. Boundary Conditions 

The outer surface: This surface receives absorbed heat transfer which is discussed in Section 
2. The absorbed coefficient of the ordinary material and the glazed tile are assumed to be 0.8 
and 0.4 respectively. The FR and the wall are covered with the ordinary material, but both the 
ordinary material and the glazed tile are considered to cover the DR. wall thickness: 
Conduction heat transfer parameters are k=1.4 w.m-1.k-1, C=880 J.kg-1.K-1, and =ρ 2300 
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kg.m-3. The inner surface and the floor: For simplification, constant convection heat transfer 
coefficient (3 w.m-2.k-1) is considered. The wall base: assumed to be insulated. 
 
4. Initial Conditions 

The initial temperature of the walls, roof, floor, and inside air are equal to the ambient air 
temperature at initial time, which is 6 A.M. lumped system is considered for the IAT and 
changing of this parameter can be determined by Eq. (12). t∆  is time step, m is the inside 
building air mass, and Cv is assumed to be 717 J.kg-1.K-1. Deviations of the IAT during a 
specified day (6 August) in the city of Yazd, in the central desert region of Iran (31.54 N; 
54.17 E; maximum air temperature: 37.9 oC; minimum air temperature: 21.7 oC; dew point: 8 
oC), for the domed and the FRBs are compared. 
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5. Thermal Network 

A cylinder with the height of 3m and diameter of 6m is assumed to be a building for both 
models (Fig. 2). The height of the dome and the wall thickness in both models are 3m and 
15cm respectively. In the air flow study of these models V400 = 48.6 m/s, therefore according 
to Eq. (4) the air flow velocity on top of the DR (6 m) is 15 m/s (Re=5.8×105). In this 
method, the geometry of the building has been simplified to take the radiation heat transfer 
between inner surfaces of the building into account. Fig. 3 shows the simplified geometry. All 
view factors can be determined in this simplified geometry. In this geometry, the heights are 
similar to the actual model, but the dome is assumed as a triangular pyramid. Each surface of 
this pyramid faces to the north, south, east or west. To have similar base area, the base width 
and length are assumed to be 5.32m. 
 

 
Fig. 3. The simplified model of the DRB used in the thermal network method 
 
5.1. Heat Transfer Equations  
The thermal network of the DRB used in this study consists of 18 nodes. 8 nodes are located 
on the outer surfaces (4 nodes on the roof surfaces and 4 nodes on the wall surfaces), 8 nodes 
are located on the inner surfaces, 1 node representing the inside building air and 1 node 
representing the floor. There are 12 nodes in the thermal network of the FR. Fig. 4 shows the 
thermal network of the southern roof in the simplified DRB. As shown in Fig. 4, the inner 
surface of the southern roof has radiation heat transfer with the three other inner surfaces of 
the roof (north, east and west) as well as four inner surfaces of the wall. There is a convection 
heat transfer with the inside building air as well. Eq. (13) and (14) show the energy balance of 
the inner and outer nodes of the southern roof. 
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Fig. 4. The thermal network of the southern roof in the simplified DRB 
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In Eq. (13), sq  is the averaged absorbed solar radiation of the quarter of the dome face to the 

south. caoq  is the convection heat transfer which is calculated based on Eq. (2) and (3). Air 

flow velocity is the average air velocity near the quarter of the dome face to the south. Energy 
balance equations for all nodes are derived similarly. Emittance of all surfaces is assumed to 
be 0.85 in this study. Fig. 5 shows the thermal network of the floor. As shown in Fig. 5, there 
is a conduction heat transfer between the floor and the depth of the ground ( l′=5m) [14] with 
the annually averaged temperature (T ) of the under study area (Yazd) which is reported 18 
oC. Eq. (15) shows the energy balance of the floor node. 
 

 
Fig. 5. The thermal network of the floor 
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In this study fρ =1300 kg.m-3, kf=0.75 w.m-1.K-1 and Cf=970 J.kg-1.K-1. Eq. (16) shows the 

energy balance of the inside building air. In this Eq. m  is the air mass flow rate (kg.s-1) which 
is equal to zero, when there is no opening on the building.  
 
Energy balance equations define all temperatures for next time steps. This method is not 
sensitive to the time step. We consider the time step of 15 seconds for both the domed and the 
FRBs. The simulation starts from 6 A.M. and it continues until we get 0.1 oC difference 
between the IAT for the specified day (6 August) and a day after that at 6 A.M.  
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5.2. Thermal Network Results 
Fig. 6 shows the sky, the ambient, and the IAT for the DRB covered with the ordinary 
material, when the wind direction is south. There are similar figures for other cases, but they 
are not presented here for the sake of brevity. Table 1 compares the maximum IAT. The 
reference DRB has better thermal performance in comparison with the FRB with similar 
conditions. It can be also seen that using glazed tiles improves DRB thermal performance. 
Wind direction does not have considerable affect on the thermal performance of buildings. 
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Fig. 6. The sky, the ambient, and the IAT for the DRB covered with the ordinary material 

 
Table 1. Maximum air temperature, using the numerical simulation method 

Time Max. Temperature Roof Absorb Coefficient Type of Roof Wind Direction 
16:43 37.30 0.8 Flat 

South 17:35 37.09 0.8 Dome 
17:35 36.04 0.4 Dome 

 
Fig. 7 shows the deviation of all heat transfer to the outer surface of the DRB covered with 
the ordinary material, when the wind direction is south. Convection heat transfer between the 
outer surface of the building and the ambient air is always negative except from 4.5 to 7 
A.M., which shows that most of the time the walls and the roof are warmer than the ambient. 
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Fig. 7. The deviation of all kinds of heat transfer to the outer surface of the DRB 
 
5.3. 8BOpenings 
To investigate the effect of openings, we consider the model shown in Fig. 8. This Fig. 
depicts the locations and dimensions of two openings on the wall and one hole on its apex. 
One opening faces to the wind flow (windward) and the second one is behind (leeward). In 
the following, we study two scenarios which are "no wind flow" and "with wind flow". 
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Fig. 8. The locations and dimensions of two openings on the wall and one hole on its apex 
 

5.3.1. No Wind Flow 
Air temperature difference causes air flow in this condition. Air flow rate can be defined by 
Eq. (17) or (18) [11]. CD in these equations is opening discharge coefficient [11]. Considering 
Eq. (16), as well as the air flow rate we can define the IAT in the next time step ( aiT ′ ). The 

convection heat transfer coefficient between the inner surface of the building and the IAT is 
assumed to be always 4 w.m-2.K-1. 
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The results show that the maximum IAT in this scenario is 42.95 which is at 16:27. In the 
same situation when the wind direction was south in section 5.2, the maximum IAT was 
37.09. This means that without wind flow, openings cannot be helpful. Furthermore, we see 
that the convection heat transfer reduces in this situation. It is due to the reduction in the air 
flow velocity near the building's roof and wall. Increasing in radiation heat transfer with the 
sky is sensible because the temperature difference between walls and the sky increases. 
 
5.3.2. With Wind Flow 
In the wind flow scenario, both air temperature difference and air pressure difference between 
openings cause air flow inside the building. To define the air flow caused by pressure 
difference, flow network method is used in this study. In this method, air volumetric flow rate 
from each opening (j) is defined by Eq. (20). Where Pi is the inside air pressure and Pj is the 
air pressure on the related opening. Pj can be determined by Eq. (21). Cpj is defined in 
previous surveys [6, 7]. Cp is assumed to be -1.1, 1, and 0.3 for the hole on apex, windward 
opening, and leeward opening respectively. In this study all openings discharge coefficients 
are assumed to be 0.65. The inside air pressure coefficient (Cpi) is defined by using Eq. (21) 
with i as its index. Combining Eq. (20) to (22), the air flow rate of the opening can be found 
by Eq. (23). 
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Using Eq. (21) with i as its index and (23) and try and error method, Cpi and jV  can be 

determined. For the wind velocity profile similar to (4), the network flow method leads to the 
value of 1.28 m3/s. We use the reference velocity of 15 m/s. This amount is assumed to be 
constant during the day. The convection heat transfer coefficient between the inner surface of 
the building and the inside building air is assumed to be constant and equal to 6 w.m-2.K-1. 
This coefficient is the greatest one in comparison with the other cases (3 and 4 w.m-2.K-1) due 
to the higher air flow velocity near the inner surface of the building. Maximum air 
temperature in this condition is 37.46 occurred at 15:09. In similar conditions with no 
openings, maximum air temperature was 37.09. So again in the wind flow condition the 
thermal performance of the building with no opening is better, however the air flow inside the 
building caused by openings can be helpful for human comfort on warm days. 
 
6. Conclusions 

Based on the analysis carried out the following conclusion can be made: Thermal 
performance of the DRB under investigation is better than the building with FR on warm 
days, particularly when the dome is covered with glazed tiles. Wind flow direction is not an 
important parameter in decreasing room temperature of the DRB of the specified cases. For 
no wind flow condition, the FRB performs better than the DR one. The passive air flow inside 
the DRB caused by openings can be helpful for human comfort on warm days. 
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Abstract: Passive design strategy is an important approach to reduce energy consumption of a building such as 
improving indoor thermal comfort through enhanced natural ventilation performance. This is crucial in achieving 
a more sustainable building especially for a tall high density residential development where energy consumption 
is huge. This paper looks into the potential of high-rise residential buildings to utilize abundant naturally 
available prevailing wind by mean of passive design strategy. Its objective is to investigate the potential to 
improve the ventilation performance of a single-sided ventilation strategy of high-rise residential buildings by 
introducing a series of balconies on their façades. Computational Fluid Dynamics (CFD) was used as a tool for 
investigation. Since CFD requires a validation process to investigate its reliability, existing wind tunnel 
experiments and empirical models were used in the validation process. This study found that an appropriate 
combination of balcony configurations and single-sided ventilation strategy could improve indoor ventilation 
performance of high-rise residential buildings; however, incorrect combination could further reduce the 
ventilation performance of an already inefficient ventilation strategy.  Therefore, understanding the concept of 
single-sided ventilation strategy is crucial, and application of appropriate tools such as CFD is important to 
ensure ventilation performance optimization is achieved. 
 
Keywords: Single-sided ventilation, Balcony, High-rise residential building, CFD.  

Nomenclature 

Q ventilation rate ................................... m3⋅s-1 
A inlet opening area ................................... m2 
CD discharge coefficient of opening .................  
………………………………………dimensionless 

ΔP pressure difference ............................. N⋅m-2 

CV opening effectiveness ............ dimensionless 
V air velocity ........................................... m⋅s-1

1. Introduction 

The only solution to solve the human’s basic need for shelter in urban environment through 
vertically constructed high-density residential buildings leads to either favorable or 
unfavorable impacts to the environment as well as to its occupants. There are various 
opportunities associated with high-density tall residential buildings such as optimization of 
land with less floor plinth, greater control of water and energy usage through central 
management, reduced transportation distance to workplaces, opportunities to waste recycling, 
utilization of natural lighting and ventilation for indoor environmental quality, etc. Therefore, 
vertical construction such as high-density residential building is an option of sustainable 
building approach if properly designed and managed. 
 
This study looks into the potential of high-rise residential buildings to utilize naturally 
available prevailing wind. Optimization of the outdoor wind environment for indoor air 
quality and thermal comfort by mean of passive design strategies can reduce dependency on 
mechanical ventilation and, subsequently, reduces the energy consumption of buildings. 
Optimization of the prevailing wind for ventilation requires micro and macro investigations to 
ensure the objective of enhanced indoor airflow is achieved. This includes better 
understanding on the relationship between local wind climate and indoor ventilation 
performance.  
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While cross ventilation strategy is a well accepted and recognized ventilation approach, the 
potential of single-sided ventilation strategy is always neglected by designers and policy-
makers. Coupled with a common provision of balconies in high-rise residential buildings, this 
paper discusses the relationship between single-sided ventilation strategy and the provision of 
balconies in the context of high-rise residential buildings. Therefore, the outlined objective of 
this paper is to discuss and investigate the potential to improve the ventilation performance of 
single-sided ventilation strategy of high-rise residential buildings by introducing a series of 
balconies on the façades of the buildings. 
 
2. Ventilation 

2.1. Single-sided ventilation 
Ventilation strategies for building are categorized into two: single-sided ventilation and cross 
ventilation. In the context of this study, single-sided ventilation is defined as a condition 
where one or more openings exist only at one façade of a closed room or building, whereas, 
for cross ventilation, two or more openings are exist at two or more façades. Existence of an 
opening at more than one building facades in cross ventilation strategy potentially creates a 
much higher pressure gradient encouraging better natural ventilation performance. Therefore, 
generally, cross ventilation has a greater potential to manipulate the pressure gradient 
developed around buildings. However this is not the case for single-sided ventilation where it 
is limited to pressure gradient developed only at a single façade. Thus, ventilation 
performance of cross ventilation is always assumed to be better than single-sided ventilation. 
Despite the disadvantage of single-sided ventilation strategy in ventilation performance, it is 
still commonly used as a ventilation solution for apartments. This is due to various factors 
such as site constraint and unit number optimization. Since there is a greater potential of 
single-sided ventilation to fail in ventilating indoor residential spaces, but still, it is widely 
adopted as ventilation strategy in many residential apartments, greater understanding of its 
potential and limitation shall be attained to ensure that the potential of single-sided ventilation 
strategy is optimized and to avoid failure in indoor ventilation performance. 
 
The ventilation performance of a single-sided ventilated apartment can be enhanced through 
appropriate façade treatments. There are various façade treatments and detailed building 
configurations which may change the pressure distribution across the building façades. For 
examples, the provision of balconies on the façade of a building as well as protruding and 
sunken floor plan layout. Complex façade treatment and floor plan result in a more 
complicated pressure distribution across building’s façades and, consequently, causes changes 
in indoor ventilation performance. Therefore, these changes, if positively utilized, can 
enhance indoor ventilation performance by optimizing the available prevailing wind. 
 
2.2. Balcony as a passive design strategy 
Balcony is defined as “a platform projecting either from an inside or an outside wall of a 
building” [1]. A balcony can provide various benefits from the aspects of social, economy and 
environmental, for examples, it provide private outdoor spaces, enhanced the monetary value 
of a building and provides protection from extreme outdoor climate, respectively [2,3]. There 
are many studies on the impact of balcony on airflow [3, 4, 5, 6]; however, none of 
researchers looking into the affect of the provision of balcony on the performance of single-
sided ventilation strategy in the context of tall buildings. Since a provision of balconies could 
change the pressure distribution on the façades of a building [4, 6], it is seen as a potential 
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which can be utilized to induce indoor ventilation performance of single-sided ventilated 
buildings.  
 
3. Methodology 

Computational fluid dynamics (CFD) is the main tool for this study which has been widely 
used to predict indoor ventilation performance. However, CFD comes with two great 
setbacks: it requires huge computational effort and validation and verification process. With 
current advances in computer technology and greater affordability, CFD has been widely used 
by researchers such as van Hooff and Blocken [7] and Cheng et al. [8] to investigate 
ventilation performance of large buildings. 
 
There are various approaches to predict indoor ventilation performance for tall buildings. The 
followings are commonly used approaches: 

A. Combination of small-scale models and empirical models (Approach A). 
B. Combination of CFD models with empirical models (Approach B). 
C. Coupled CFD simulation (Approach C). 
D. De-coupled CFD simulation (Approach D).  

 
According to Jiru and Bitsuamlak [9], Approach C is a preferred approach compare to 
Approach D since the accuracy of Approach D can easily be compromised though it gives an 
advantage of lower computational effort. Among all the approaches, only Approach D was 
excluded in this study, while the others were used to predict ventilation rate. Empirical 
models used for the validation study were Equation 1 [10] and Equation 2 [11]. The value of 
discharge coefficient of opening, CD, used for this study was 0.5 since the opening area was 
less than 10% of the area of the façade. In the case of single opening, the inlet area, A, was 
taken to be half of the opening, and the reference pressure is taken to be at the middle of the 
inlet. For Equation 2 the value of opening effectiveness, CV, was 0.025. 
 

)/2( ρPACQ D ∆⋅⋅⋅=                      (1) 
 

VACQ V ⋅⋅=                      (2) 
 
This study utilized existing wind tunnel experimental data [12] to validate its results with 
initial validation study for cross ventilation strategy with perpendicular wind direction which 
was completed earlier [13]. An additional validation study for single-sided ventilation strategy 
(wind angle 45° only) and cross ventilation strategy (0° and 45°) was completed, where 
Approach C was validated against Approach A and Approach B. 
 
3.1. Computational Fluid Dynamics (CFD) 
This study used commercial code CFD software which was Ansys CFX 12.0. The turbulence 
model used is standard k-epsilon turbulence model. The turbulence model was selected due to 
its robustness which was important in this complex and huge coupled outdoor and indoor 
simulation study though it may be less accurate in areas with vortex shedding [14, 15]. It was 
a steady-state CFD simulation simulated under isothermal condition where the effect of 
buoyancy force on ventilation was not included. Mesh independence study is an important 
procedure in CFD simulation to understand the simulation accuracy as well as to optimize 
computational effort. Since this paper is a subsequent study to the previous investigation [13] 
which uses similar overall building forms, mesh independence study and the setup of 
computational domain were not discussed in this paper. The maximum number of element 
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used in this study was around 2.4x107 which consists of mainly tetrahedral mesh except at the 
ground of outdoor domain where prism shape was used. Tetrahedral mesh was selected due to 
its robustness where it can easily mesh all building configurations used in this study. 
 
3.2. Simulation setup and model configurations 
Table 1. A list of case studies tested. 

Test case Ventilation strategy No. of opening 
 

Façade treatment Wind angle 

Case 1 Cross 2 Flat 0° 
Case 2 Single-sided 1 Flat 0° 
Case 3 Single-sided 1 Balcony (1.5m) 0° 
Case 4 Single-sided 2 Balcony (1.5m) 0° 
Case 5 Cross 2 Flat 45° 
Case 6 Single-sided 1 Flat 45° 
Case 7 Single-sided 1 Balcony (1.5m) 45° 
Case 8 Single-sided 2 Balcony (1.5m) 45° 

 

a.  b.  c.  d.  e.    
Fig. 1.  The building configurations for Case 1and 5 (a), Case 2 and 6 (b), Case 3 and 7 (c) and Case 
4 and 8 (d), together with ABL wind profile with mean speed exponent of 0.28 (e). 
 
This study used the building configuration similar to the models used in wind tunnel 
experiment by Ismail. The overall dimension of the model was 30m (width) x 50m (height) x 
10m (depth) to resemble 36 units apartment with 12-storey height. Three units were located at 
each floor with floor to floor height is 4m. While Ismail’s models did not include opening an 
indoor space, this study provided a single or double openings (Fig. 1). The dimension of the 
opening was 4.4m (width) x 1.15m (height) for setup with single opening, and 2.2m (width) x 
1.15m (height) each for double openings located at a single façade or at two opposite façades. 
The total opening area provided at each unit was 5.06m2, which was approximately 5% of the 
floor area. This study only focused on units located at the middle. 
 
4. Analysis and Findings 

4.1. Validation Study 
Fig. 2 and Fig. 3 (see below) show that CFD predictions of wind pressure on facades of a 
building were inaccurate at areas located at the bottom leeward of the building where CFD 
over predicts the values of wind pressures. Therefore, if the wind pressure data were used in 
Approach B to predict indoor ventilation rate, it will result in under prediction on units 
located at the bottom of the building. The figures also suggest that if Approach C is used, it 
might also result in under prediction of indoor ventilation rate for lower units. Generally, the 
wind pressure distribution predicted by CFD was found to be acceptable. 
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Fig. 2.  Windward wind pressure distributions for flat façade and façades with balconies (opening is 
not provided). 

 
Fig. 3.  Leeward wind pressure distributions for flat façade and façades with balconies (opening is not 
provided) 

 
Fig. 4.  Predicted ventilation rates for Case 1and Case 5 using Approach A, B and C. 
 
For cross ventilation strategy (Fig. 4), it was found that Approach B and Approach C 
provided acceptable ventilation rate predictions for 0° wind angle with the worst prediction 
occurs at units located at lower floors. The average inaccuracies for Approach B and 
Approach C were found to be 6% and 12.5%, respectively. The inaccuracy at the lower level 
was expected due to the difficulty of the selected turbulence model to predict the recirculation 
zone at the bottom leeward side of the building. 
 
For wind angle of 45°, it was found that Approach B and Approach C under predict indoor 
ventilation performance in comparison to Approach A, with the average inaccuracies of 24% 
and 11%, respectively. It was also found that the inaccuracies were relatively similar to all 
units. These greater inaccuracies can be due to the fact that the value of discharge coefficient 
of opening, CD, used was 0.5 even though the wind direction close to the opening is travelling 
almost parallel to the facade of the building which shall suggests that the value may not be 
appropriate and shall be lower. This is supported by Equation 2 which suggests that the 
ventilation rate for wind angle of 45° shall be between 50 to 70 percent of the ventilation rate 
for 0° wind angle based on the suggested values of opening effectiveness, CV, by ASHRAE 
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[11] (ASHRAE suggests the value to be 0.25-0.35 for 45° and 0.5-0.7 for 0°). This is also 
supported by an experiment completed by Larsen and Heiselberg [16] which found that the 
ventilation rate for a cross ventilated single cell building at 45° wind angle is reduced by 
around 55% in comparison to 0°. 
 

 
Fig. 5.  Predicted ventilation rates for Case 6, 7 and 8 using Approach B and C. 
 
In the case of single-sided ventilation strategy, only wind direction of 45° was used for 
validation study. For Case 6, Approach B with Equation 2 was used. Approach B with 
Equation 1 was used for Case 7 and Case 8 assuming that the CFD wind pressure difference 
across two reference point is acceptably describing the reality though it may come with some 
inaccuracies. Even though, both approaches might have not provided accurate predictions due 
to being applied to a difference building context, more or less, it shall give some idea on the 
ventilation rate. Fig. 5 shows that Approach C under predicted ventilation rate for all cases. 
The average percentage of difference between Approach C and Approach B for Case 6, 7 and 
8 were 25%, 45% and 30%, respectively. Though the prediction differences for the values of 
ventilation rate were found to be high, Approach C was found to acceptably predict 
ventilation rate improvement due to changes on façade treatment. 
 
Validation of single-sided ventilation strategy for building with 0° wind angle was not 
performed in this study. This is due to the limitation of Equation 1 and Equation 2 in 
predicting single-sided ventilation for the building configuration under the 0° wind angle. For 
example, in Equation 1, two reference pressures (if taken at a midpoint of each opening) are 
equal or almost equal, thus prediction of ventilation rate is zero or almost zero. In reality, this 
is not the case since there is a distinct pressure difference across each of the openings, thus 
inlet and outlet exist within the opening itself. On the other hand, Equation 2 is not 
appropriate due to the immediate outdoor air characteristic of airflow is different from low 
rise building where the equation is normally used and derived from. Thus, it was assumed that 
if Approach C was acceptably validated in earlier validation studies, the approach should also 
give an acceptable prediction under the 0° wind angle. 
 
4.2. Ventilation Rate for Various Façade Treatments 
Fig. 6 (see below) shows that cross ventilation strategy was far more effective in comparison 
to single-sided ventilation strategy. Cross ventilation strategy was also able to optimize the 
increased wind speed at upper floors. However, this was not the case for single-sided 
ventilation trategy with wind direction of 0° wind angle. This finding shows that under the 
circumstances, the ventilation performance of units located at upper units was relatively lower 
than units at the lower floor. This was due to the units being located within the stagnation 
zone, where the pressure difference across the facades was very low (see Fig. 2). Under 0° 
wind angle, the provision of balconies (Case 3) was also found to reduce indoor ventilation 
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performance of single-sided ventilated apartments, however, by splitting the opening into two 
(Case 4), it slightly increased the ventilation performance. 
 

 
Fig. 6.  Comparison between predicted ventilation rates for Case 1 to 8 using Approach C. 
 
In the other hand, in the case of 45° wind angle, it was found that ventilation performance of 
single-sided ventilation strategy was improved in comparison to 0° wind angle, while for 
cross ventilation strategy, it was slightly reduced. For units with a balcony, their ventilation 
performances were higher than units with flat façade. This was due to external airflow 
travelling almost parallel to the openings at the building with flat façades, thus reducing its 
impact on ventilation performance. Additional to this, with a simple reconfiguration of 
opening from a single opening to double openings located close to protruding vertical walls of 
a balcony (Case 8), it has enhanced indoor ventilation rate by almost four times the ventilation 
performance of the model with a single opening with flat façade (Case 6). 
 
5. Conclusions 

Being a less effective ventilation strategy, single-sided ventilation strategy should be adopted 
in building design with clear understanding of its effectiveness and potential. This study 
found that cross ventilation strategy is a preferred option. However, if single-sided ventilation 
strategy is the only option, its ventilation performance effectiveness can be improved with 
appropriate façade reliefs such as a balcony. Below are the findings on the potential of 
balconies to enhance ventilation performance of single-sided ventilation strategy for tall 
buildings: 

a. Perpendicular wind towards the façade of a tall building shall be avoided, where an 
introduction of a series of balconies could reduce indoor ventilation performance. This 
can be observed in Case 3. Under this wind condition, it is found that the balconies act 
as a buffer protecting the indoor spaces from direct penetration of wind. 

b. For 45° wind angle, it was found that the provision of balconies, such as in Case 7 and 
Case 8, significantly improve indoor ventilation performance in comparison to a flat 
façade building (Case 6). However, the improvement shown in Case 7 and Case 8 was 
still much lower than Case 5, which adopt cross ventilation strategy. 

c. Opening configuration plays an important role to improve an indoor ventilation 
performance. An appropriate combination of a balcony and opening configurations 
improves indoor ventilation performance (Case 8); otherwise, it reduces the indoor 
ventilation performance (Case 7). 
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Abstract: In this study we analyze the primary energy implications of ventilation heat recovery (VHR) in 
residential buildings, considering the entire energy chains. We calculate the operation primary energy use of a 
case-study apartment building built to conventional and passive house standard, both with and without VHR, and 
heated with electric resistance heating, bedrock heat pump or district heating. VHR increases the electrical 
energy used for ventilation and reduces the heat energy used for space heating. The primary energy savings of 
VHR are greater for the passive building than for the conventional building. Significantly more primary energy 
is saved when VHR is used in resistance heated buildings than in district heated buildings. For district heated 
buildings the primary energy savings are small. VHR systems can give substantial final energy reduction, but the 
primary energy benefit depends strongly on the type of heat supply system, and also on the amount of electricity 
used for VHR and the airtightness of buildings. This study shows the importance of considering the interactions 
between heat supply systems, VHR systems, building thermal properties and its airtightness to reduce primary 
energy use in buildings. 
 
Keywords: Mechanical ventilation; Heat recovery; Heat supply systems; Electric resistance heating; Heat 
pumps; District heating; CHP plant; Primary energy.  

1. Introduction 

Ventilation has a significant impact on the energy performance of buildings, accounting for 
30 to 60% of the energy use in buildings [1, 2]. Energy is used to cover the heat losses due to 
the ventilation air and to move the ventilation air for mechanical ventilation. The ventilation 
system also influences the air infiltration through the building envelope.  
 
Building regulations currently require high energy efficiency of buildings, and therefore 
considerable efforts have been made to improve airtightness and insulation of buildings. In 
such buildings mechanical ventilation with heat recovery (VHR) is often used to recover heat 
from exhaust air to reduce ventilation heat losses. Ventilation heat losses can be typically 35-
40 kWh/m2-year in residential buildings, and up to 90% of this can be recovered with VHR 
depending on airtightness and insulation of buildings [3]. VHR is therefore gaining increasing 
interest in low energy and retrofitted buildings. In very low energy buildings, such as passive 
house buildings, VHR units are often equipped with additional air heaters to cover the space 
heating demand.  
 
Sweden has set targets to reduce the final energy use per heated building area by 20% and 
50% by 2020 and 2050, respectively, using 1995 as the reference [4]. Heat recovery from 
exhaust ventilation air is considered an important means to reach this target, and increased 
attention is being placed on VHR. There is a technology procurement project to develop and 
promote VHR systems which can be adapted for existing Swedish apartment buildings [5].  
 
Most studies on t he energy impact of VHR have focused on f inal energy use [e.g. 6-8]. 
Primary energy use, in contrast to final energy use, largely determines the natural resource use 
and the environmental impact of end-use energy services. The concept of primary energy is 
used to denote the total energy needed in order to generate the final energy service, including 
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inputs and losses along the entire supply chains. Fewer studies have analyzed the primary 
energy implication of VHR in buildings. In this study, we analyze the impact of VHR on the 
operation primary energy use for residential buildings. We determine situations where 
mechanical ventilation with heat recovery can reduce primary energy use for building 
operation.  
 
2. Methodology 

This analysis is based on simulation modeling of a case-study apartment building with 
mechanical ventilation. We model the primary energy use for the original and improved level 
of energy efficiency of the building, both with and without VHR. Next we compare the 
primary energy use of the buildings and calculate the net primary energy savings achieved by 
the VHR, taking into account the changed electricity use due to VHR, as well as the changed 
heat demand due to VHR and changed air infiltration. 
 
2.1.  Building description  
Our case-study building is a 4-storey multi-family wood-frame building with 16 apartments 
and a total heated floor area of 1190 m2. Persson [9] describes the construction and thermal 
characteristics of the building in detail. A new building is then modeled with thermal 
properties of passive house but otherwise identical to the existing building. Table 1 shows the 
thermal characteristics of the existing, conventional building and the new, passive building. In 
addition to lower U-values, the passive building is assumed to have much better airtightness 
than the conventional building. 
 
Table 1. Thermal properties of the building components 
Building U-value (W/m2K) Air leakage 

Ground 
floor 

External 
walls 

Windows Doors Roof l /s m2  
at 50 Pa 

Conventional 0.23 0.20 1.90     1.19      0.13 0.8 
Passive 0.23 0.10 0.85     0.80     0.08 0.3 
 
For both the conventional and passive buildings, we analyze the use of mechanical ventilation 
with and without VHR. The designed airflow rate for the building is 0.35 l/s m2, based on 
Swedish regulations [10]. For the buildings without VHR, exhaust air is extracted from the 
kitchens, bathrooms and closets with fan and duct system, and fresh air is supplied through 
slot openings under windows in the bedrooms and living rooms. For the buildings with VHR, 
the ventilation system provides the same airflow rate as in the buildings without VHR. For the 
existing, conventional building the existing ventilation system is complemented with 
ventilation ducts for incoming air and a heat recovery unit [5].  
 
2.2.  Heat supply  
We analyze cases where space heat is delivered by electric resistance heating, heat pump or 
district heating. For the electric resistance heating and heat pump we assume that the 
electricity is supplied from a stand-alone plant based on biomass steam turbine (BST) 
technology. We assume that the district heat is supplied from a combined heat and power 
(CHP) plant based on biomass steam turbines technology (CHP-BST). We consider scenarios 
where the CHP plant accounts for either 50% or 90% of the district heat production, with oil 
boilers accounting for the remainder. To show the impact of energy supply technology being 
developed, we also analyze a cas e where biomass integrated gasification combined cycle 
(BIGCC) technology is used instead of the BST technology for both CHP and stand-alone 
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power production. Furthermore, Gustavsson et al. [11] explored the structure of district heat 
production under different environmental taxation regimes. They found that the CHP 
production should be 80-83% of the total district-heat production when using BST technology 
and 76-78% when using BIGCC technology. The difference in share of district-heat 
production between the technologies varies because the BIGCC technology is more efficient 
and capital intensive than the BST technology. To explore the implications of this for VHR, 
we calculate the primary energy savings when district heating is based on s uch CHP 
production systems.  
 
2.3.  Final energy calculations 
We simulate the annual final energy use of the conventional and the passive buildings, both 
with and without VHR, using the ENORM software [12]. This software calculates the space 
heating, ventilation, domestic hot water, and household and facility management electricity 
use of a building based on the building’s physical characteristics, internal and solar heat gains, 
occupancy pattern, outdoor climate, indoor temperature, heating and ventilation systems, etc. 
We use climate data for the city of Växjö in southern Sweden, and assume an indoor 
temperature of 22○C. Table 2 shows principal values used to calculate the electricity use for 
ventilation. Other values including fan efficiency and operation mode of the ventilation 
systems are based on the default assumptions of the ENORM software.  
 
Table 2. Major ventilation input values 
Description Value 
Air change rate (l/s m2) 0.35 
Heat recovery efficiency (%) 85 
Ventilated volume (m3) 2861 
Supply air flow rate (m3/h) 1540 
 
2.4.  Primary energy calculations 
We use the ENSYST software [13] to quantify the primary energy that is used to provide the 
final energy use in the different cases. The software calculates primary energy use considering 
the entire energy chain from natural resource extraction to final energy supply. We credit the 
electricity cogenerated by the CHP plant to the district heat system, assuming that it replaces 
electricity produced by a stand-alone plant with similar technology and fuel [14]. We assume 
the increased electricity use due to VHR is covered by stand-alone plant with similar 
technology and fuel as the heat supply system used. 
 
3. Results  

Table 3 compares the annual final energy use of the conventional and the passive buildings 
with and without VHR. The annual total final energy use of the passive building with VHR is 
about 21% lower than for the alternative without VHR. The corresponding value for the 
conventional building with VHR is 10%. VHR decreases the final energy for space heating, 
but increases the electricity used to operate the ventilation system. Overall, VHR reduces the 
final energy for space heating and ventilation by 55 a nd 22% for the passive and the 
conventional building, respectively, relative to the alternatives without VHR.  
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Table 3. Annual final operation energy use for the building scenarios 
Building Final energy use (kWh/m2-year) 

Space   
heating 

Ventilation 
electricity  

Tap 
water  

heating 

Household  
and facility 
electricity  

Total 

Conventional building 70 4 40 52 166 
Conventional building with VHR 50 8 40 52 150 
Passive building 43 4 40 52 143 
Passive building with VHR 13 8 40 52 113 

 
Table 4 shows the annual operation primary energy use for the conventional and the passive 
buildings when using different end-use heating systems with energy supply based on B ST 
technology. Ventilation accounts for 2-11% of the operation primary energy use. The primary 
energy for heating for the district heated buildings is low due to the high overall efficiency of 
district heating systems with CHP plants. The cogenerated electricity replaces electricity that 
otherwise would have been produced in a stand-alone plant with much lower efficiency.  
 
Table 4. Annual operation primary energy use for the building with different end-use heating systems 
with energy supply based on BST technology 
Description Primary energy use (kWh/m2-year) 

Space 
heating 

Ventilation  
electricity 

Tap  
water 

heating 

Household 
and facility 
electricity  

Total 

Resistance heating:      
Conventional building 209 12 119 155 496 
Conventional building with VHR 149 24 119 155 448 
Passive building 128 12 119 155 415 
Passive building with VHR 39 24 119 155 337 
Heat pump:      
Conventional building 78 12 45 155 290 
Conventional building with VHR 55 24 45 155 280 
Passive building 48 12 45 155 260 
Passive building with VHR 14 24 45 155 239 
District heating, 50% CHP:      
Conventional building 66 12 38 155 271 
Conventional building with VHR 47 24 38 155 264 
Passive building 41 12 38 155 246 
Passive building with VHR 12 24 38 155 229 
District heating, 90% CHP:      
Conventional building 42 12 24 155 233 
Conventional building with VHR 30 24 24 155 233 
Passive building 26 12 24 155 217 
Passive building with VHR 8 24 24 155 211 
 
Table 5 compares the percentage primary energy savings of VHR in relation to the primary 
energy use for space heating and ventilation, and to the total  p rimary energy use for 
operation, including space heating, ventilation electricity, tap water heating and household 
and facility management electricity. The VHR primary energy savings ranges from 0-55% of 
space heating and ventilation primary energy use.  
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Table 5. Percentage primary energy savings of VHR, in relation to the primary energy used for space 
heating and ventilation for the different end-use heating systems with BST energy supply technology  
Building Relative primary energy savings 

Resistance 
heating 

Heat 
pump 

District heating,  
50% CHP 

District heating,  
90% CHP 

Conventional 22% 12% 9% 0 
Passive 55% 37% 32% 16% 

 
The change in annual primary energy use for space heating and ventilation electricity when 
using VHR with different end-use heating system with BST or BIGCC energy supply are 
shown in Figure 1. T he net savings are shown in Figure 2 f or both BST and BIGCC 
technologies. The primary energy savings of VHR is significantly greater when using 
resistance heating, followed by heat pump and district heating with 50% CHP. However, 
much smaller or no primary energy savings is achieved when using district heating with 90% 
CHP. The savings of VHR are larger for the passive building than for the conventional 
building. The BIGCC technology gives similar results as the BST technology, but the net 
primary energy savings are lower compared to the case of BST.  
 

 
Figure 1. Change in annual primary energy use for space heating and ventilation electricity when 
using VHR with BST or BIG/CC energy supply 
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Figure 2. Net annual primary energy savings for VHR when using BST or BIGCC energy supply. The 
error bars show the savings when electricity use by the VHR is 7 kWh/m2 

 
In cold climatic regions VHR systems usually encounter frost during severe winters, and 
additional energy may be needed for defrosting. VHR systems may be fitted with additional 
preheating device to overcome this problem, increasing the electricity use for VHR [15]. Our 
base calculations are based on electricity use of 4 kWh/m2 for the VHR and do not  include 
electricity to defrost the system. Tommerup and Svendsen [3] reported that electricity use in 
VHR system of 80-90% efficiency is typically 7 kWh/m2 under Danish conditions, and 
suggested this might be reduced to 3 kW h/m2 with more efficient systems. In Figure 2 t he 
error bars show the change in net primary energy savings for VHR, when the electricity use 
for VHR is 7 kWh/m2 instead of 4 kW h/m2. The higher electricity use for operating VHR 
reduces the net primary energy savings, in particular for the district heated buildings. In fact, a 
ventilation electricity use of 7 kWh/m2 increases the net primary energy use for the buildings 
with district heating based on 90% CHP. Hence low electricity use for VHR is important. For 
the conventional building with lower airtightness together with district heating based on a  
large share of CHP production, VHR may be counterproductive and increase primary energy 
use. 
 
In our base case calculations, the CHP production accounts for 50 and 90% of the total district 
heat production [16]. In this section, we show the net primary energy savings for VHR when 
more optimally designed CHP production systems are used. Figure 3 shows the net primary 
energy savings for VHR when district heating is based on the lower and upper optimal CHP 
productions according to Gustavsson et al. [11]. VHR increases net primary energy use for all 
buildings when the electricity use for VHR is 7 kWh/m2. The net savings is positive, but very 
low, for the conventional buildings with VHR systems using 4 kWh/m2. 
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Figure 3. Net annual primary energy savings for VHR when more optimally designed CHP production 
systems are used 

 
4. Discussion and conclusions  

Our results show that primary energy savings of VHR can be very significant, depending on 
the type of heat supply system, the airtightness and thermal properties of buildings, and the 
amount of increased electricity used to operate the VHR system. The biggest savings is 
achieved when VHR is installed in a resistance heated building. However, small primary 
energy savings is achieved when the VHR is installed in CHP-based district heated buildings. 
VHR gives much smaller primary energy savings for the district heating with 90% CHP than 
with 50% CHP, supporting the findings of Dodoo et al. [16] and Gustavsson et al. [11]. For 
district heating systems mainly based on CHP, the reduced heat demand reduces the potential 
to cogenerate electricity, and is more significant if BIGCC technology is used instead BST 
technology.  
 
The primary energy savings of VHR are greater for the passive building than for the 
conventional building, confirming that VHR systems perform better with improved 
airtightness [3, 6]. Hence, the air-tightness of buildings should be in the range as for newly 
constructed passive houses to minimize primary energy use when using VHR systems. We 
found that the greatest primary energy savings is achieved when VHR is incorporated in 
resistance heated passive building. The primary energy savings of VHR depend on t he 
electricity use to operate the VHR system. Therefore the amount of electricity required to 
operate VHR system should be minimized.  
 
Our results show that VHR may give low or negative primary energy savings in passive house 
buildings when combined with energy-efficient heat supply systems. For example, the case-
study passive building with VHR in some cases uses greater primary energy than the same 
building without VHR. It is important to build houses with airtightness comparable to that of 
passive houses but such houses need to be ventilated using strategies that minimize primary 
energy use.  
 
When deciding on i nstalling VHR, attention should therefore be given to the interaction 
between the electricity use for VHR, the airtightness of the building and the type of heat 
supply system. This is particularly important when using district heating with a large share of 
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CHP production, as suggested by Dodoo et al. [16]. A primary energy analysis is necessary to 
evaluate the energy benefits of VHR in residential buildings.  
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Abstract: The Mediterranean architecture was characterized by passive solutions able to ensure thermal comfort 
conditions in the built environment during the hot season. This cultural heritage is almost disappeared, 
delegating the comfort conditions to artificial systems. One of the above mentioned passive solutions concerns 
the use of light colors to redirect most of the incident solar radiation. Cool roofs are a mix of these old concepts 
and modern technologies. The paper reports the results of a cool roof application in a senior recreation center, 
belonging to Roma Tre University. The cool roof was applied on a part of the whole surface of the roof in order 
to assess the difference in thermal conditions obtained with this solution compared to the original case. The 
experiment was carried out in two phases. During the first phase the building was monitored with sensors of 
temperature, humidity and solar radiation. The second phase concerned the creation of a building model inputted 
in a dynamic simulation tool used to evaluate the building performances due to this cooling technique. This 
study demonstrate the positive impact of the technology in terms of cooling and total energy savings as well as 
on the indoor thermal conditions in Mediterranean buildings. 
  
Keywords: Cool roof, Passive cooling, Reflectance, Emissivity 

1. Introduction 

Global warming is a planetary problem monitored depending on latitude and economic 
development but with completely different intensity and consequences in relation to these two 
influences. The Mediterranean area is particularly vulnerable, with a predicted temperatures 
increase of 2 °C by 2030, and with alarming expectations by 2100 (IPCC, 2007). This is the 
scenario in which lies the need for new energy-saving techniques for conserving nature and 
preserving public health in every area of development. This problem is present even in the 
civil sector and in particular it is mainly due to two factors: The emergence of the urban heat 
island phenomenon and the continuing growth in electricity consumption for summer air 
conditioning of buildings, not only for the tertiary but recently also for the residential sector. 
One of the techniques used to limit the dangers associated with the temperature rise is the 
passive cooling of buildings that includes the use of cool roof [1].  
 
Cool materials are those materials that do not rise significantly their surface temperature 
under solar radiation. They are characterized by a high solar reflectance (high ability to reflect 
solar radiation incident on the material) and thermal emissivity (high ability to radiate heat in 
the infrared wavelengths). The high reflectivity is due to pigments characterized by a high 
reflectance in the infrared portion of the solar spectrum, maintaining the typical profile in the 
visible spectrum. This means that the material does not warm up significantly during daylight 
hours. High emissivity allows the material to stay cool during the night, radiating towards the 
sky the heat absorbed during the day. The employ of these materials is very useful for the 
construction of roofs, being the most used building materials characterized by high solar 
absorption (and therefore low reflectance). The application of cool roof technology can 
produce a surface temperature profile lower than a normal coating. This leads to a reduction 
of heat flow entering the building, contributing to an effective reduction in the average indoor 
air temperature or a reduction in consumption for cooling [2]. The large use of materials with 
these characteristics in an urban area also leads to indirect energy savings related to the high 
solar reflectance which reduces the temperature of the agglomerate of buildings. The decrease 
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of temperature induces a better energy balance in the areas involved and facilitates the 
mitigation of urban heat island effect [3]. Cool roofs are not necessarily realized with paints, 
in fact different technological solutions exist for the reflective cool coatings: Membranes, 
sheaths, asphalt, bitumen, paving bricks [4]. The most common construction materials for 
roofs have a reflectance between 20 and 30%, with a significant solar load for the rooms 
directly under the ceiling. Fig. 1 shows the trend of the reflectance as a function of 
wavelength for some cool materials and common materials. 

 
Fig. 1. Solar Reflectance [%] for Cool Materials and Typical Materials 

The thermal emissivity of building materials is generally between 0.8 and 0.9. Only the metals 
have lower values of emissivity and this limits the radiant power towards the sky during night. 
For this reason, metal cool roofs shall be efficient only if they have extremely high values of 
solar reflectance (greater than 0.75-0.8). An unexplored aspect is related to the maintenance 
of the initial properties of the products. A rapid decrease in efficiency of material would 
render useless the economic investment. 

2. Case Study: Social and cultural center “Vasca Navale” 

The building examined in this work is situated in Rome close to San Paolo district. It is 
located on a plot belonging to Roma Tre University, and recently has been used as a senior 
recreation center.  
 
The choice fell on this building because it has standard features for study to which it was 
submitted. Indeed it is an excellent test bench to verify the performances of a high reflectance 
roof. This is due to the extended horizontal surfaces that capture solar radiation. The plan of 
the structure extends mainly in length and has an area of 275 m2. The layout of the rooms is 
very simple: There are five rooms arranged in a row and they are all characterized by a 
rectangular plan. The orientation of the longer sides is South-North. The entire structure has a 
low insulation level characterized by transmittance values significantly higher than those 
established by Italian reference standard for the climate zone of Rome [5]. The Table 1 shows 
the layers of vertical walls, ceiling, floor, internal walls, their thickness and transmittance. 

Table 1. Wall Layers 

 
Ext.Wall Ceiling Floor Int.Wall WindowSingleGlazed 

Thickness [m] 0.350 0.310 0.475 0.210 - 
Transmitt. [W/m2K] 1.23 0.96 0.91 1.6 2.8 

The windows are single glazed (Table 1) equipped with a dark gray aluminum frame for 
which it was suggested an absorbance of solar radiation of 85%. The frame area occupies 
about 30% of the total area of a window.  
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Fig. 2. Plan of Recreation Center 

Inside, the ceiling has a height of 3.8 meters except in the classroom and in the relax room 
(Fig. 2) where there is a suspended ceiling made of plasterboard to 3.1 meters above the 
ground. In these two rooms the phenomena of heat exchange with the outdoor take on 
different characteristics compared to the other three rooms, due to the presence of an air gap 
in the ceiling of 70 centimeters. In blue (Fig. 2) it is shown a portion of the roof of 133 m2 on 
which a cool roof was applied, corresponding to the "Dance Hall". The material used for the 
roof is a white mineral membrane based on milk and vinegar of Ecobios Laboratories. The 
original roof is a bituminous sheath. The superficial layer is made of slate. Samples of the two 
types of materials were analyzed with a double beam spectrophotometer from which the trend 
of the reflectance was obtained as a function of the wavelength of the incident beam between 
300 and 2500 nanometers. The bituminous slated sheath does not have a uniform color. For 
this reason three tests were carried out in three different portions where the beam generated by 
the spectrophotometer affects the corresponding sample. An arithmetic average was carried 
out to obtain the trend of the reflectance. With the data obtained by the spectrophotometer, it 
was performed a weighted average of the reflectance values in the range considered (300 nm - 
2500 nm) according to ISO 9050 2003 following the energy distribution of the solar spectrum 
[6]. The integrated reflectance for the slate is 13.7%. It is very low if compared to the one of 
the mineral membrane Ecobios which reaches a value of 86.4%. The Fig. 3 shows the 
comparison between the measured reflectance: In blue it is shown the cool material, the other 
three trends are the tests relating to slate, they have slight differences depending on the point 
of incidence of the light beam outgoing from the instrument on this surface. Regardless the 
expected behavior in the wavelength of visible (the membrane is white mineral, slate is dark 
gray), the cool material presents very interesting values of reflectance in the wavelength of 
near infrared. Indeed it has a value of more than 95% in a range that goes from 770 to 1100 
nanometers. The reflectance of the slated sheath remains consistently below 20% throughout 
the measuring range. Both materials have a thermal emissivity of 0.88. 

 
Fig. 3. Solar reflectance [%] of Ecobios Clima cool membrane and a slated sheath 
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3. Placement of Sensors 

A pyranometer to measure the intensity of solar radiation and a sensor for measuring outdoor 
temperature and humidity were placed on the roof. In this way it was possible to collect data 
on the weather during the measurement campaign [7]. This data were also inserted into the 
TRNSYS processor radiation software to obtain more realistic simulation results. To compare 
the surface temperatures between the two different roofs, two heat-resistance were placed on 
the cool roof and two on the slated sheath. In order to monitor the temperature on each side of 
the roof two other heat-resistance were placed in the inner surfaces of it. Sensors for indoor 
air temperature and humidity were placed in the "Dance Hall" where the cool roof is applied, 
in "Services" and in "Office". In this way it was possible to verify the efficiency of a cool roof 
on the indoor temperature of a room in comparison to the other indoor temperatures. On 12th 
August, after a routine check on the conditions of the cool roof, a layer of dust and soil was 
found on its surface probably caused by the presence of a dockyard adjacent to the building in 
question. This incident has caused the depletion of the surface properties of the cool material, 
decreasing its efficiency. The TRNSYS simulation software was used to determine the new 
value of reflectance detected in the points most affected by the problem just mentioned. 
Indeed, after creating a model of roof to simulate the surface temperature, the reflectance of it 
was changed to obtain a temperature profile very similar to the one measured by the sensors. 
By performing the above procedure, the new solar reflectance value found is 68%. 

4. Comparative analysis of measured data 

4.1. Temperature profiles 
Through the data stored by the surface temperature sensors, it was possible to produce the 
temperature profiles of the outer and inner surfaces of the roof slab. The profiles of the 
"Dance Hall" above which was applied the membrane with high reflectance (blue) were 
compared to the profiles of the area called "Office" characterized by the slated sheath (red). 
The comparisons, shown in Fig. 4, refers to two days of August. The temperature of the 
surface of the reflective membrane is significantly lower than the one of the slated sheath. The 
maximum of the difference between the two outer surfaces is in the middle of the day at the 
peak of solar radiation when cool roof has the highest efficiency. 

 
Fig. 4. Surface temperature profiles of the roof (Cool Membrane and slated roof) 

The difference in temperature is above 20 °C. A lower surface temperature will decrease the 
heat flow through the roof changing the indoor temperature. 

1973



4.2. Comparison of internal temperatures 
It was not possible to monitor simultaneously the difference in indoor air temperature due to 
the cool membrane and the original slate mantle in the same thermal zone. For this reason two 
periods of two days were chosen, corresponding to the beginning of two heat waves in July 
and August whit almost identical trends of solar radiation and outside temperature. In the first 
of these two periods the cool roof had not yet been applied to the area of interest. In this way 
it was possible to compare the values of indoor air temperature in a room equipped with and 
without a cool roof. 

 
Fig. 5. Indoor air temperature of the “Dance hall” 

In the Fig. 5 above, the trend in blue, typical of a cool roof, denotes the positive effect of this 
technology of passive cooling by limiting the maximum temperature below 28.5 °C. With the 
slated sheath the values are higher than 31 °C. It is important to remember that the 
performance measured are relative to a cool roof not at its maximum efficiency, but with 
limited performance due to dust and soil deposited on it. 

5. Simulations Results 

The model included in the simulation software TRNSYS was calibrated to the measured 
indoor temperature profile and to the external surface temperature of the roof. To achieve 
optimal calibration, the parameters of air infiltration and the values of internal and external 
shading of non-opaque surfaces were modified obtaining a maximum deviation between the 
real temperatures and those obtained with the simulator under three tenths of a degree. The 
first session of simulations is aimed at obtaining a comparison of results for the internal 
operative temperature with no cooling systems. The second part concerns the evaluation of air 
conditioning loads. Both sessions were conducted considering three reflectance values of the 
roof slab. 
Three models were created, each one with a different value of insulation: 
1. Real values of insulation of the building; 
2. Real values of insulation of the building except the transmittance of the roof according to  
Italian standard reference; 
3. Insulation according to Italian standard reference Zone D (vertical wall = 0.36 W/m2K, 
ceiling = 0.32 W/m2K, floor = 0.36 W/m2K, window = 1.9 W/m2K, window with frame 
including 2.4 W/m2K) for the entire building. 
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5.1. Operative Temperatures 
The operative temperature of a zone is the temperature which takes into account both the 
internal air temperature and the average temperature of the inner surfaces of the structure. 
From the simulations results was extracted the total number of hours in which the operative 
temperature of the "Dance Hall" exceeds some chosen values in the period from 17th June to 
1st September. The values of solar reflectance used are: 16% to simulate the original coating, 
86% for the mineral membrane and 68% to simulate mineral membrane with performances 
compromised by dust and soil. The following are histograms for the three chosen levels of 
insulation. 

 

 
Fig. 6. Operative Temperature, three insulation levels 

The use of a high reflectance material is a contributory factor to increase the number of hours 
in which there are thermal comfort conditions. On the other hand, increasing insulation level, 
the number of hours in which the temperature is greater than a specific value tends to 
increase. Indeed, being equal the reflectance, the configuration with insulation according to 
Italian standard reference has internal temperatures higher than the ones registered in the 
building with the real level of insulation. This phenomenon occurs in the climatic zone of 
middle Mediterranean in buildings characterized by high solar gains through non-opaque 
surfaces. The significant solar gains through windows increase the indoor air temperature. 
The value of the latter become very similar to the outdoor temperature during daylight. The 
low transmittance value determines a small outgoing heat flow which lasts even during the 
night. The heat is trapped inside, creating a sort of greenhouse effect. In warmer climates the 
gap between indoor and outdoor temperatures is generally high and the phenomenon 
described above is less evident.  

1975



5.2. Air conditioning loads 
The simulations performed on the model equipped with an air conditioning system of 
unlimited power, conducted during summer (17th June - 1st September), are designed to assess 
the extent of energy savings depending on the reflectance of the roof. The reflectance of the 
roof of the "Dance Hall" assumes the three values previously used. From the results were 
extrapolated the net loads for the summer period necessary to maintain the temperature of the 
zone below the set-point of 26 °C for the three levels of insulation. 

 

 
Fig. 7. Air conditioning loads, three insulation levels 

Fig. 7 shows a decrease of load proportional to the increasing of reflectance. Again, as in the 
previous group of simulations, the more insulated building results less sensitive to changes in 
reflectance. Comparing building with real insulation and roof reflectance of 16% and building 
with roof insulation level established by Italian standard reference and roof reflectance 86%, 
the value of energy used to cool the "Dance Hall", decreases from 3200 kWh to 2050 kWh, 
with a saving of about 9 kWh per square meter. Considering the insulation level in accordance 
with Italian standard reference for the whole structure of the building, the consumption 
decreases from 3200 kWh to about 1700 kWh with an energy saving for air conditioning in 
the area of about 12 kWh per square meter. Considering the entire warm season, including the 
months of May and September, the savings would be greater, even more if a cool roof were 
applied over the entire roof surface. 

6. Conclusions 

The application of a cool roof reduces roof surface temperatures, limiting the incoming heat 
flow from it and, in any case, decreasing the temperature of the indoor environment. The case 
study examined in this report has demonstrated, through appropriate measurements of 
temperature, the potential of a cool roof. The Ecobios Clima reflective membrane has proved 
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to be an excellent material for this use. The ease of application on any surface is another 
quality of this product. The area of the building that received the benefits from the application 
of this membrane is affected by a large number of thermal factors that have tested the 
capabilities of the cool roof. The large glass surfaces exposed to the South are subjected to 
heavy solar gains and even if they were shielded from direct sunlight they influenced the 
indoor temperatures. Adding to this, the poor insulating level and low volume of air 
circulation make the Dance Hall the more thermally critical zone of the building. The cool 
roof decreased the indoor air temperatures by 2.5 °C in average. This is a very interesting 
result considering the fact that it did not work at its maximum value of reflectance because of 
external agents described above. It was possible to quantify the extent of energy saving on 
internal loads, noting in this case as it increases in direct proportion to the level of reflectance. 
Benefits relating to this passive technique of cooling are obtained even only increasing both 
levels of reflectance and insulation of a roof. From the observations made in this report, it is 
possible to note that the employ of a cool roof on existing buildings and on new buildings 
under construction with expected high insulation levels offers significant advantages in both 
cases. 
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Abstract: Cooling energy load can be reduced by reflective roofs. The reflective roofs are recognized by 
Turkish architects, contractors and manufacturers, however, the solar reflectance performance of new and aged 
roof coverings produced in Turkey is still unknown. Purpose of this paper is to assess short-term and long-term 
solar reflectance performance of these roof coverings. In this context, solar reflectance measurements were 
conducted both in laboratory and in field. Firstly, solar reflectance performance of 13 unexposed test samples 
including clay, cement, bituminous and metal based was measured in laboratory. Then, 6 of these test samples 
were exposed to simulated solar radiation for a duration that is equivalent to 1-year exposure. The laboratory 
measurements indicated that white and shiny ceramic tile is the most reflective covering while black corrugated 
sheet is the most absorptive one. Secondly, two test specimens (red clay tile and bituminous shingle covered 
surfaces) with an automated weather observation system were set up in a field in order to measure the solar 
reflectance performance of the roof surfaces. The initial results demonstrated that the clay tile-covered roof 
surface had higher reflectance values. This paper will enable designers to choose the roof covering appropriate 
for reflective roofs that can be used to rehabilitate existing roof coverings or to design new roofs. 
 
Keywords: Solar reflectance performance, Roof covering, Reflective roof. 

1. Introduction 

Future climate projections demonstrate that the western part of Turkey will experience 
temperature increases up to 6⁰C notably in summer in addition to urban heat island effect, 
whereas the temperature increase for the entire country is estimated to be around 2-3⁰C (The 
Ministry of Environment and Foresty, 2007). Increase in temperature will result in increase in 
summer cooling load, electricity consumption and amount of carbon dioxide in atmosphere. 
Survey of literature indicates that cooling energy load can be reduced by reflective roofs 
which comprise high-albedo roof coverings that have high solar reflectance and high infrared 
emittance and maintain these properties for the service life of the covering (Liu, 2005). 
 
There are many researches that assess short-term and long-term solar reflectance performance 
of materials both in laboratory and in field. In one of these researches, a series of field 
measurements was conducted on 9 residential buildings in Florida, USA (Parker et.al., 1995) 
in order to determine the impact of reflective roof coatings on buildings’ air-conditioning 
energy use. Results of the research indicated that application of white coloured reflective 
coatings can reduce cooling energy consumption in between 2% and 43%. In the same study, 
reflective coatings under actual conditions experience a reduction in their solar reflectance 
rates from 71% to 47% in value at the end of 1-year. 
 
Another research (Prado and Ferreira, 2005) conducted in laboratory presents the long-term 
solar reflectance performance results of roofing materials commonly used in Brazil. In this 
study, long-term solar reflectance rates were calculated from a mathematical equation defined 
by California Energy Commission. The roofing materials’ surface temperatures were 
calculated according to their emittance and reflectance rates. The results demonstrated that 
same coloured metallic and ceramic materials reached different surface temperatures 
according to their emittances. 
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Benefits of reflective roofs are recognized by Turkish architects, contractors, and 
manufacturers, however, the solar reflectance performance of new and aged roof coverings 
produced in Turkey is still unknown. Therefore, short-term and long-term solar reflectance 
performance of roof coverings that are produced and commonly used in Turkey were 
measured in laboratory and in field. Purpose of this paper is to describe methodology and to 
present results of the measurements. 
 
2. Methodology 

Solar reflectance measurements of the roof coverings were conducted both in laboratory and 
in field. 
 
2.1. Laboratory measurement 
2.1.1. Test specimens 
Types of roof coverings were determined according to the research conducted by Çatıder 
(Association of roofing industrialists and businessmen in Turkey) which presented the market 
share distribution of roof coverings in Turkey for the year of 2007 (Ozturk, 2008). Clay, 
cement, metal and bitumen based 13 roof coverings were determined. 2 of them are 
commonly used in flat roofs while the remaining are the coverings having highest market 
shares defined at the list of the research. The selected roof coverings with their materials and 
colour/surface characteristics are given in Table 1. 
 
Table 1. Test specimens. 

Roof Coverings/Test specimens Colour / Surface 
Characteristics 

Roof Slope 

Clay based 

Tile Red Steep 

Ceramic tile White Low slope 

Ceramic tile White-shiny Low slope 

Cement 
based 

Concrete Tile Red Steep 

Metal based 

Tile Red/natural granule covered Steep 

Galvanised sheet White Low slope 

Aluminium sheet Silver Low slope 

Copper sheet Bronze Low slope 

Titanium-zinc sheet Black Low slope 

Titanium-zinc sheet Silver Low slope 

Bitumen 
based 

Membrane Red/natural granule covered Low slope 

Shingle Red Steep 

Sheet Black/corrugated Low slope 

 
Red colour was held constant for a later comparison between some test specimens depending 
on the material composition and surface roughness since most of the roof coverings can be 
produced in red colour. Dimensions of the specimens range from 4x4-cm to 10x10-cm as 
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described in ASTM E 903-96 “Standard Test Method for Solar Absorptance, Reflectance and 
Transmittance of Materials Using Integrated Spheres”. 
 
2.1.2. Test instruments 
Spectrophotometer; a radiation measuring device in a sensitivity range between 200 nm and 
2500 nm was used for the solar reflectance measurements. It has a 150-mm diameter-
integrating sphere attached at its center where the test specimens were placed. At the 
beginning of the measurements, the spectrophotometer was calibrated with a mirror (as a 
reference sample) for calculating the reflectances of other materials (ASTM E 903-96, 1996). 
Accelerated weathering tester; a device was used for exposure of the specimens to xenon arch 
light (simulated solar radiation). It can run out at the spectral range of 300 to 800 nm. The 
environmental stresses on roofing; exposure to wind, moisture, atmospheric gases, pollutants 
and biological growth were not within the scope of this simulation. 
 
2.1.3. Test protocol 
The test method described in ASTM E 903-96 “Standard Test Method for Solar Absorptance, 
Reflectance and Transmittance of Materials Using Integrated Spheres” was followed for 
measuring reflection rates of new and aged roof coverings in laboratory. 
 
Initially, the spectrophotometer was calibrated at 1 nm intervals and then a 12-minute 
measurement was performed for each test specimen. UV-WIN software was used to obtain 
test results and graphics. The test results and the graphic demonstrations were converted to 
Excel format, then, calculated and assessed as average reflectance rates at each spectral range 
(ultraviolet, visible and infrared). After that, 6 of these test samples excluding metallic ones 
were determined to be exposed to xenon arc light in accordance with the standard ASTM 
G155-05a “Standard Practice for Operating Xenon Arc Light Apparatus for Exposure of Non-
Metallic Materials”. The selected specimens were put into the accelerated weathering tester 
for 50 day-period which corresponds to 1-year exposure. One sample of each material was left 
as unexposed for making comparison between new and aged situations. Finally, a series of 
measurement was conducted using the spectrophotometer for aged test specimens. 
 
2.2. Field measurement 
Field measurements were performed at the campus of Istanbul Technical University in 
Ayazağa, Istanbul. For conducting the measurements, approximately 100-m² area was 
organized. 
 
2.2.1. Test specimens 
2 types of test specimens were specified as clay based tile and bitumen based shingle. Both of 
the roof coverings were in red colour and were applied in order to set up 4.00x4.00-m 
dimensioned two roof surfaces. The roof surfaces were sloped to provide drainage of rain 
water. 
 
2.2.2. Test instruments 
Automated weather observation system (AWOS) were set up for field measurements. It 
comprises a pyranometer, a data logger, a solar panel, a temperature sensor, wind direction 
sensor, a moisture sensor, a rain sensor and a sensor measuring earth’s temperature. In 
addition to AWOS, a pyranometer and a portable data logger were placed in order to measure 
reflected solar radiation. Thus, incoming solar radiation data was obtained from the data 
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logger of the AWOS while reflected solar radiation data was obtained from the portable data 
logger. 
 
Pyranometer; a radiation measuring device in a sensitivity range between 305 nm and 2800 
nm was used for the solar reflectance measurements. 2 pyranometers were located back to 
back to build up an albedometer. 
 
Data logger: Pyranometer’s analog data was converted to and collected as digital data by the 
data logger. 
 
2.2.3. Test setup and protocol 
Test specimens were located facing the south direction. The automated weather observation 
system was erected on wheels to be driven over the two test specimens. Test setup is shown in 
Fig. 1. The measurements were conducted under the actual environmental conditions 
according to test method given in ASTM 1918-06 Standard Test Method for Measuring Solar 
Reflectance of Horizontal and Low Sloped Surfaces in the Field. The data obtained from the 
measurements in ASCII format was transferred to a PC computer and converted to Excel 
format. Then the averages of initial solar reflectances were calculated. 
 

 
Fig. 1. Test setup. 
 
3. Results 

3.1. Laboratory measurement 
The test results of new and 1-year aged test specimens are given in Table 2. Solar reflectance 
rates of each roofing material for each spectral range and situation (new-aged) are presented. 
Spectral ranges are stated in four sections as ultraviolet (UV), visible (VIS), infrared (IR) and 
total. 
 
 
 
 
 

AUTOMATED WEATHER 
OBSERVATION SYSTEM 

BITUMINOUS SHINGLE 

CLAY TILE 

PYRANOMETER 
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Table 2. Solar reflectance rates of new and 1-year aged roofing materials. 

ROOFING 
MATERIALS /  
TEST SPECIMENS 

SOLAR REFLECTANCE RATES % R 

NEW (UNEXPOSED) AGED (1-YEAR EXPOSED) 

SPECTRUM (NM) SPECTRUM (NM) 

UV VIS IR TOTAL UV VIS IR TOTAL 

200-
380 

380-
780 

780-
2500 

200-
2500 

200-
380 

380-
780 

780-
2500 

200-
2500 

CLAY BASED 

TILE-RED 6.05 21.28 73.46 35.40 7.10 22.42 73.60 35.90 

CERAMIC TILE-
WHITE 

15.09 71.73 75.80 70.40 --- --- --- --- 

CERAMIC TILE-
WHITE,SHINY 

27.98 83.00 76.96 77.80 29.39 82.16 76.70 78.10 

CEMENT BASED 

CONCRETE TILE-RED 6.98 24.71 43.20 29.70 7.16 25.10 43.59 29.70 

METAL BASED 

TILE-RED, N. 
GRANULE COVERED 

3.62 10.13 36.64 17.20 --- --- --- --- 

GALVANISED SHEET-
WHITE 

7.16 77.72 64.61 70.70 --- --- --- --- 

ALUMINIUM-SILVER 41.56 61.32 75.88 64.00 --- --- --- --- 

COPPER-BRONZE 7.25 22.97 63.32 33.20 --- --- --- --- 

TITANIUM ZINC-
BLACK 

6.75 6.03 9.58 6.20 --- --- --- --- 

TITANIUM ZINC-
SILVER 

43.30 55.10 72.61 54.70 --- --- --- --- 

BITUMINOUS BASED 

ROLL-RED, N. 
GRANULE COVERED 

5.36 12.84 21.75 14.80 5.59 13.38 22.00 15.20 

SHINGLE-RED 3.66 9.32 10.09 9.30 3.64 9.78 10.68 9.70 

CORRUGATED 
SHEET-BLACK 

4.33 4.03 3.99 3.60 4.64 4.66 8.43 5.20 

 
3.2. Field measurement 
Initial results of field measurements are demonstrated graphically for each roof surface in Fig 
2. and Fig. 3. 
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Fig. 2. The initial measurement results of clay tile covered roof surface for 20 February 2010. 
 

 
Fig. 3. The initial measurement results of bituminous shingle covered roof surface  for 12 February. 

 
The measurement results enable comparative assessment between the same colored and same 
sloped (3%) roof surfaces under actual weather conditions. The average solar reflectance 
performance of roof surfaces was calculated from the initial measurement results of the days 
without rain. Accordingly, the initial solar reflectance performance of clay tile covered roof 
surface is 29%, while bituminous shingle covered roof surface has an initial value of %8. 
 
4. Discussion and Conclusions 

This paper presents the solar reflectance performance of roof coverings used in Istanbul, 
Turkey. In accordance with this purpose, the laboratory and the field measurements were 
conducted.  
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The laboratory measurements’ results can be assessed in two ways as short-term and long-
term solar reflectance performance of roof coverings. For the short-term performance, the 
most reflective roofing material is the white and shiny clay based ceramic tiles while the 
black corrugated bituminous based sheet has the lowest solar reflectivity. On the other hand, 
only in the ultraviolet spectrum, the silver coloured titanium-zinc is the most reflective 
material. Reflectivity in the UV region indicates the sensitivity to UV radiation, hence 
material degradation. After accelerated 1-year exposure, all the materials had almost the same 
performance with their short-term performance and no change in appearance was observed 
(Table 2). 
 
The field measurements’ initial results enable the comparisons between 2 roof surfaces under 
the same conditions. The red coloured clay tile covered roof surface is more reflective than 
the same coloured shingle covering. The laboratory and the field measurements have 
approximately the same results when initial solar reflectance rates of red clay tile and red 
bitumen shingle are considered. 
 
Environmental Protection Agency (EPA) had described the reflective roofing materials 
according to their application on low-sloped or steep roofs. Based on EPA, for instance, the 
red clay tile can be considered as reflective roof covering while red bitumen shingle as 
absorptive material. 
 
Field measurements will be conducted for 1-year in order to evaluate effect of weathering on 
the solar reflectance performance. Then, the long-term solar reflectance performance results 
of laboratory and field measurements will be compared. 
 
Results of this paper will enable designers to choose the roof covering appropriate for 
reflective roofs that can be used to rehabilitate existing roof coverings or to design new roofs, 
which in return will provide cooling energy savings and hence sustainable development of 
Turkey. 
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Abstract: The hydrogen economy is a proposition for the distribution of energy by using hydrogen, in order to 
potentially eliminate carbon emissions and end our reliance on fossil fuels. Some futuristic forecasters view the 
hydrogen economy as the ultimate carbon free economy. Hydrogen operated vehicles are on trial in many 
countries. The use of hydrogen as an energy source for buildings is in its infancy, but research and development 
is evolving. Hydrogen is generally fed into devices called fuel cells, to produce energy.  
A fuel cell is an electrochemical device that produces electricity and heat from a fuel (often hydrogen) and 
oxygen. Fuel cells have a number of advantages over other technologies for power generation. When fed with 
clean hydrogen, they have the potential to use less fuel than competing technologies and to emit no pollution (the 
only bi-product being water). 
However, hydrogen has to be produced and stored in the first instance. It is possible to generate hydrogen from 
renewable sources, but the technology is still immature and the transformation is wasteful. The creation of a 
clean hydrogen production and distribution economy, at a global level is very costly.   
Proponents of a world-scale hydrogen economy argue that hydrogen can be an environmentally cleaner source of 
energy to end-users, particularly in transportation applications, without release of pollutants (such as particulate 
matter) or greenhouse gases at the point of end use. Critics of a hydrogen economy argue that for many planned 
applications of hydrogen, direct use of electricity, or  production of liquid synthetic fuels from locally-produced 
hydrogen and CO2 (e.g. methanol economy), might accomplish many of the same net goals of a hydrogen 
economy while requiring only a small fraction of the investment in new infrastructure. 
This paper reviews the hydrogen economy, how it is produced, and distributed. It then investigates the different 
types of fuel cells and identifies which types are relevant to the built environment, both in residential and non-
residential sections. It concludes by examining what are the future plans in terms of implementing fuel cells in 
the built environment, and discussing  some of the needs of built environment sector. 
 
Keywords: Hydrogen, Fuel cells, Hydrogen economy, PEM Fuel Cells 

1. Introduction- Hydrogen 

1.1. The Hydrogen economy 

A "Hydrogen Economy" is proposed as an ultimate solution for clean energy and the 
environment. Hydrogen communities have been formed for the promotion of this goal. They 
produce publications  and organise meetings and exhibitions. The excitement is mainly about 
having a carbon free world. Electricity is considered one of the main CO2 emission sources 
relying on burning fossil fuels. A change in the production sources of energy is essential. 
Hydrogen is seen as a potential electricity carrier which is 100% clean and natural, but the 
challenge remains in its production, storage and distribution processes. Hydrogen is not found 
on its own in the globe, so it needs to be extracted from other elements that contain it. A key 
question is: is mass production of hydrogen physically possible? Similarly one needs to pose 
the question of: are the costs of producing, storing and distributing hydrogen affordable? 

Hydrogen is not a natural fuel, but a synthetic energy carrier. It only carries energy generated 
by other processes. For example, hydrogen may be produced from electricity by electrolysis 
of water. In addition, high-grade electrical energy is also required to compress or liquefy it, 
and to transport, transfer, and store it [1]. Without question, the technology for a hydrogen 
economy exists or can be developed. In fact, vast amounts of hydrogen are generated, 
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handled, transported and used in the chemical industry today. But this hydrogen is used as a 
chemical substance, not an energy source. Hydrogen production and transportation costs are 
absorbed in the price of the synthesized chemicals. The cost of hydrogen remains irrelevant as 
long as the final products find markets. However, today’s debate for the use of hydrogen as an 
energy source is governed by economic arguments and not merely theoretical considerations. 

In the academic literature, the production and the use of hydrogen have attracted significant 
attention, while the practical aspects of a hydrogen economy are rarely addressed. Fig.1 below 
shows that like any other product, hydrogen must be packaged, transported, stored, and 
transferred to bring it from production to final use. These common market processes require 
energy [1]. Can we justify the transition to a hydrogen economy, based on practical and 
financial considerations? Some authors believe not! 

 

 

 

 

 

Figure 1: Schematic Representation of an elemental "Hydrogen Economy [1]  

On the other hand, some scientists argue that novel energies need long, and sometimes very 
long periods of time; typically many decades to find their way onto the market. It may require 
up to half a century in order to establish of a novel energy regime in an irrevocable fashion. 
Hydrogen is no different. It is the right time to start the implementation of the hydrogen 
energy economy and see it through [2]. Winter [2] argues that Hydrogen is on track, because 
sustainable energy without the hydrogen economy is difficult to achieve, although there are 
still many milestones ahead.  

Currently one needs to increase awareness amongst professionals and scientists around new 
technologies so that further development into realistic solutions becomes possible. “It takes 
about 50 years for a new idea to break through and become vogue; no one likes an intruder, 
particularly when he is upsetting the commonplace”[2].This paper provides some background 
to the hydrogen economy. 

1.2. Sources of Hydrogen 

Dunn [3] pointed that Hydrogen is hard to find on Earth as a separate element. Instead, it is 
primarily found in combination with oxygen in water, in combination with carbon in a range 
of hydrocarbon fuels, and in combination with carbon in plants, animals, and other forms of 
life. Once it is extracted, this colourless, odourless, and tasteless element becomes a useful 
“feedstock”, or input, to a variety of industrial activities and a potentially ubiquitous fuel 
sufficient to energize virtually all aspects of society, from homes to electric utilities to 
business and industry to transportation. Therefore, hydrogen production means extracting and 
isolating hydrogen in the form of independent molecules, at the level of purity required for a 
given application [4]. 
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Hydrogen is not widely used today in the Built environment sector, but has been tested on 
vehicles as exemplars and showcases. Winter [2] stated three main sources of Hydrogen, 
mentioning some of each source requirements and obstacles. He stated that Hydrogen can be 
produced from fossil fuels, renewable sources, or nuclear fission. (1) From fossil fuels via 
reformation or partial oxidation or gasification, preferably from natural gas, like today, or 
from coal, in the future, with capture and sequestration of coproduced carbon dioxide in order 
to prevent its release into the atmosphere. (2) From renewable electricity via electrolysis, but 
not before a number of further decades of development and in competition with the direct use 
of renewable electricity in the power market; or (3) From nuclear fission, if society accepts it. 

Hydrogen production systems using renewable energy sources have been developed mostly in 
the United States (US) [5]. Example of that is the Telonicher Marine Lab in Trindad, 
California where they have installed the first solar hydrogen-Fuel cell system. The three major 
renewable hydrogen projects that have been completed in Europe are the Utsira hydrogen 
project, launched in July 2004 in Norway, the HARI project at West Beacon Farm, 
Leicestershire, UK, and PURE project in Unst (Shetland), opened in May 2005.  

According to the DTI report Meeting, The Energy Challenge [6], Hydrogen and fuel cells are 
linked technologies with significant carbon-saving potential where the hydrogen is produced 
from renewable or low carbon sources.  Furthermore, Hydrogen would facilitate the shift from 
limited non-renewable stocks of fossil fuels to unlimited flows of renewable sources, playing 
an important role in reducing and eliminating Carbon dioxide (decarbonisation) in the global 
energy system needed to avoid the most severe effects of climate change. Replacement of oil 
and other fossil fuels with hydrogen would achieve reductions in carbon emissions and avoid 
a doubling of pre-industrial carbon dioxide (CO2) concentrations in the atmosphere [3].  

Total’s company publication [7] on hydrogen and fuel cells indicates that hydrogen can be 
produced through two broad process technologies: 

1. By reforming or gasification of fossil fuels (e.g., natural gas, petroleum, coal) or 
products derived from the biomass (e.g., ethanol); 

2. Alternatively, by electrolysis of water (using electricity generated by nuclear, wind, 
solar or other power). 

According to Pant and Gupta [8], the current global hydrogen production is 48% from natural 
gas, 30% from petroleum, 18% from coal, and 4% from electrolysis. 

1.3. Hydrogen Production in Reality 

Hydrogen is a fascinating energy carrier. It can be produced from electricity and water. Its 
conversion to heat or power is simple and clean. Hydrogen forms water when combusted with 
oxygen. No pollutants are generated or emitted. The water is then returned to nature where it 
originally came from. But hydrogen, the most common chemical element on the planet, does 
not exist in nature in its pure form. 

Hydrogen has to be separated from chemical compounds by electrolysis from water or by 
chemical processes from hydrocarbons or other hydrogen carriers. The electricity for the 
electrolysis may eventually come from clean renewable sources such as solar radiation, 
kinetic energy of wind and water or geothermal heat. Therefore, hydrogen may become an 
important link between renewable physical energy and chemical energy carriers [1]. 
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Hydrogen is considered the “forever fuel”, since, like electricity, it can be produced from any 
primary energy fuel: coal, oil, natural gas, nuclear, all sorts of renewable energies, and from 
grid electricity. Certainly, because of its environmental and climatic cleanness, hydrogen 
made from renewable energies is the ultimate aspiration. This is, however, not a pre-requisite 
for building a hydrogen energy economy.  

Dunn [3], stated that about 99 % of the hydrogen produced today comes from fossil fuels. 
Over the long run, this proportion needs to be shifted towards renewable sources, for 
hydrogen production to be sustainable. Hydrogen, produced from renewable energy (e.g., 
Solar) sources, would result in a permanent energy system, which will not need to be changed 
[9].  

Bossel [10] believes that electrolysis may be the only practical link between renewable energy 
and hydrogen. Although solar or nuclear heat can also be used for high-temperature cyclic 
processes, it is unlikely that a recognisable fraction of the global energy demand can be 
served with hydrogen from solar concentrators or high-temperature reactors. Local wind 
farms are likely to deliver energy at lower costs than distant solar or nuclear installations. 

Winter [2] argues that the future of electrolytic hydrogen depends clearly on the price of 
electricity. If the price of the electrolysis process for the production of hydrogen is high, the 
production will become harder, and vice versa. He notes that in all likelihood  the future 
average electricity price will increase rather than decrease (at least in industrialized countries), 
electrolytic hydrogen may get its market only where the electricity demand is temporarily 
low, e.g., at night, or where base load (nuclear) power station has been underused.  

A case study by Bossel in 2006 [10] finds interesting questions and indicates major 
challenges. He states that if about 50 jumbo jets leave Frankfurt Airport every day, each 
loaded with 130 tons of kerosene, to replace the energy by hydrogen, 50 tons of liquid 
hydrogen are needed per plane.  The daily needs would be 2500 tons or 36 000 m3 of the 
cryogenic liquid, enough to fill 18 Olympic-size swimming pools. Every day 22 500 tons of 
water would have to be electrolyzed. The continuous output of eight 1-GW power plants 
would be required for electrolysis, liquefaction, and transport of hydrogen. If all 50 planes 
leaving the airport were converted to hydrogen, the entire water consumption of Frankfurt and 
the output of 25 full-size power plants would be needed to meet the hydrogen demand of air 
planes leaving just one airport in Germany. This case study demonstrates that the hydrogen 
economy is not a panacea and more effort in understanding the cost and the effort is required.  

This doesn’t prove that hydrogen is not the ideal solution. It does indicate that electrolysis 
(depending on water and electricity) is not the right solution at least for now, and an 
alternative should be studied before rising the issue of producing hydrogen from renewable 
sources. This indicates that current studies could be seen as misleading, from the point of 
view that they are just seeing and arguing about the benefits of using hydrogen for energy 
generating, which is true. Yet, more studies about the real life possible applications with all 
disadvantages must be considered as well. As mentioned before, the development and storage 
costs of hydrogen are to be explored before committing to using it. 

1.4. Storing and transporting Hydrogen  

Hydrogen seems to have some difficulties in storing and transporting. Some researchers have 
made remarkable points about this subject as hydrogen molecules are extremely tiny and will 
leak from almost any container or pipe, meaning that it needs to be liquefied at temperatures 
near absolute zero. Compressed hydrogen, at very best, would take up at least 4 times as much 
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space in a tank as gasoline for the same amount of energy. Plus the storage tanks for 
compressed hydrogen cost 100 times the cost of a gas tank. Also, stronger materials, like 
steel, are more likely to react with hydrogen and become brittle. Combined with the high 
pressure, this makes the tanks susceptible to bursting [11]. 

Winter [2] added a few words on storage, he stated that: stationary hydrogen storage is at 
hand, both for gaseous and liquid hydrogen in high pressure steel flasks or cryogenic dewars*.  

Large capacity underground storage for gaseous hydrogen in leached salt domes may build on 
what has been learned from operational underground air or natural gas storage, though special 
care needs to be taken to prevent leakage of the smallest element of the periodic table of 
elements: hydrogen! The most challenging venture is the tank onboard motor vehicles. For a 
usual vehicle range of, say, 500 km, the tank for gaseous hydrogen requires an inner pressure 
of 700 bar, which from a manufacturing and lifelong safety standpoint, is not at all trivial to 
achieve and maintain. 

2. Fuel Cells 

2.1. Main characteristics of Fuel Cells 

Stambouli and Traversa [12] stated that, a Fuel Cell is an energy conversion device that 
produces electricity by electrochemically combining fuel (hydrogen) and oxidant (oxygen 
from the air) gases through electrodes and across an ion conducting electrolyte. According to 
the DTI report, Meeting the Energy Challenge [6], the fuel cell does not run down or require 
any recharging; unlike a battery, it will produce energy as long as fuel is supplied. The battery 
is an energy storage device where all energy available is stored within the battery itself [13]. 
According to the European commission summary report [14], because of fuel cells’ low noise 
and high power quality, fuel cells systems are ideal for use in hospitals or IT-centres, or for 
mobile applications. 

Fuel cells generally have a heat to power ratio of roughly 1:1 with overall efficiencies of 
around 80% when fired on hydrogen. Fuel cells powered with pure hydrogen have potential 
power efficiencies of up to 45% i.e. 45% of the hydrogen is converted into electrical energy. 
However, when we add a reformer to convert other fuels to hydrogen, this can drop 
significantly [15].  

Neef [16] argues that hydrogen and fuel cells are technologies that still need to prove their 
capability in order to produce marketable products. 

Three application areas for fuel cells are emerging: (1) In portable electronics fuelled with the 
help of hydrogen or methanol cartridges (e.g. laptops and mobile phones) (2) in stationary 
applications, (e.g. buildings) and (3) in the transportation sector in busses, passenger and light 
duty vehicles, later in heavy duty trucks, in aviation and at sea [2]. 

*Dewar: a double-walled flask of metal or silvered glass with a vacuum between the walls, used to hold liquids 
at well below ambient temperature. 
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2.2. Fuel Cells types for buildings 

Stambouli and Traversa [12] explain that there are many types of fuel cells, which are 
normally sorted by either by their operating temperature or by their classification. The latter is 
generally done according to the nature of electrolyte. The basic differences in the different 
types of fuel cells are: 

 The electrolytes used; 

 The operating temperature of the device; 

 The design, and their fields of applications, bearing in mind that each fuel cell type has 
specific fuel requirements [17].  

Operating temperatures of fuel cells vary depending on their type. There are two main 
categories for classification:  

Firstly, the low temperature fuel cells with operating temperatures as low as 80°C. These can 
be installed in private households, light commercial operations, and large industrial 
operations. An examples of this type is the Proton exchange membrane fuel cell (PAFC). In 
low-temperature fuel cells, all the fuel must be converted to hydrogen prior to entering the 
fuel cell.  

Secondly, the high temperature fuel cells, such as molten carbonate (MCFC) and solid oxide 
(SOFC), may be adapted for larger industrial applications. With operating temperatures 
between 600-1100°C these high temperature cells can tolerate a contaminated source of 
hydrogen and hence can use unreformed natural gas, diesel or gasoline. Furthermore, the heat 
generated can be used to produce electricity by driving steam turbines.  

Fuel cells in the stationary sector, i.e. for residential energy and for industrial application, will 
use different fuels and convert them into hydrogen as long as there is no hydrogen 
infrastructure in place. In the case of low temperature fuel cells, a reformer is used that 
converts natural gas into hydrogen and CO2, for example. High temperature fuel cells can 
convert the fuel, e.g. biogas, internally. Once again, the advantages of such stationary fuel cell 
systems compared to the competing condensing boilers or conventional heat and power plants 
consist of higher efficiencies and reduced emissions, but also of a contribution to the 
decentralised electricity production and to stability of the electric grid [16]. 

The most common fuel cells types found in the literature today and suitable for buildings are: 

 Proton Electrolyte Membrane Fuel Cells (PEMF   C),  

 Alkaline Fuel Cells (AFC),  

 Phosphoric Acid Fuel Cells (PAFC),  

 Molten Carbonate Fuel Cells (MCFC) and  

 Solid Oxide Fuel Cells (SOFC)  

listed in the ascending order of their operating temperature, where the most electrical efficient 
of them is found to be the SOFC which has a high operating temperature. Lipman et al., [18], 
explain that low temperature PEM fuel cells are considered the leading contenders for 
automotive and small stationary applications. SOFC, PAFC, and MCFC operate at higher 
temperatures (from 2001C to 10001C) and are expected to be used for larger stationary 
applications. Regarding efficiency, generally fuel cells have high efficiency, where they 
convert up to 50–70% of available fuel to electricity (90% with heat recovery ) [12].  
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Winter [2] stated that depending on the type of fuel cell, it provides the right temperature for 
heat applications in stationary use: 100 C for proton exchange membrane (PEM) fuel cells 
(FCs), around 200 C for high-temperature PEMs or phosphoric acid FCs (PAFCs), 600–650 
_C for molten carbonate FCs (MCFCs), and 700–900 _C for solid oxide fuel cells (SOFCs).  

Low to high temperature PEMs are exactly what is needed for homes or buildings or 
hospitals, depending under which climate and weather conditions they serve; MCFCs fit the 
exigencies of many small-to-medium size industries, hospitals and large laboratories, and 
SOFCs are an excellent topping technology for gas turbine/steam turbine combined cycles [2]. 

But to be more precise the types we are concerned with in this project, are the types that rely 
on hydrogen only as their fuel, and from the existing applications. Table 1 below shows that 
PEM and PAFC are the two fuel cells types that could generate electricity for buildings with 
the use of hydrogen as their fuel.  According to Lidderdale and Jones [15] PAFC type is the 
most successful technology, in terms of numbers deployed above 200 kWe, where it is used 
primarily for large back-up and remote power applications in hospitals, schools, and other 
locations where an engine generator would traditionally be used. Increasingly being used in 
environments where high availability of either electrical or thermal power is a criterion. 

 

 

 

 

 

 

 

Table 1: fuel cells types and main characteristics [16] 
 
Realistically speaking and because the technology (Fuel cells) is still newly introduced to the 
built environment, a definite answer about the most appropriate type for buildings cannot be 
stated yet, it will take several years and many real life pilots to proove what is and what is not 
suitable for buildings. 
 
2.3. Future plans for Fuel Cells implementations 

Winter [2] stated that like any other energy, hydrogen energy has to meet a range of criteria 
before successfully entering the market. The two major, perhaps dominating criteria are costs 
and CO2 emissions. Of course, costs are the key for the entry of any energy into a competitive 
large scale market, and hydrogen energy is not different.  

Same is applicable for fuel cells technology; cost, reliability and lack of experience are the 
major issues. To resolve these problems and to answer all unclear questions, implementing the 
technology in several projects is a necessity and this should be supported by the government 
and large private energy companies as a start, because like any other technology the cost of it 
at present is considerably high which makes it hard for the end users to even consider 
installing such technology in their houses or projects, especially that sustainable and clean 
hydrogen sources are not readily available as yet. Therefore, support is required at this stage 
to implement the technology for a small community and learn from the experiences. 
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According the Fuel cells handbook 2004 [13], for a fuel cell to compete with other generation 
sources, its price must be reduced dramatically and research and development is required to 
improve the performance and reduce the cost of renewables, storage, and fuel cell 
technologies. Technologies are needed that can produce hydrogen for the same price as 
gasoline. Storage technologies must be developed to allow cheap, safe hydrogen storage. 
Finally, fuel cell technology must advance to improve efficiency. 

In addition, Safety is seen as a prime consideration for stationary fuel cells. As fuel cells come 
closer to the customer, codes must be written and building inspectors educated to allow the 
introduction of fuel cell power systems.  

Another interesting point to be taken care of for moving forward with fuel cells technologies 
is obtaining insurance for hydrogen projects. This needs to be undertaken by the government 
to provide a layer of insurance coverage. In addition, insurance companies must be educated 
as to the proper handling of hydrogen and the associated risks. This would allow for property, 
liability, and efficacy insurance to be offered at reasonable rates. 

3. Future directions and future research needs 
Renewbles are one of the few rapidly growing business sectors, and developers are working 
hard to forge a link between renewable and fuel cell technology in order to put power 
generation on a sustainable basis. In the next five to ten years biogas fuel cells are supposed to 
operate worldwide, and active research will take place on wood and biomass gasifiers for 
hydrogen production. Wind power will be used to generate hydrogen in some locations, while 
solar hydrogen will be produced in others to power a small fleet vehicles [19].  

The fuel cell industry itself is in its infancy. The early products have problems with reliability 
and affordability. It is as yet unclear which types of fuel cells will prove more appropriate for 
the different types of buildings and usage. Early piloting of the technology must be facilitated 
by government organisations and major corporations. 

The construction industry is still not prepared for the introduction and maintenance of such 
eventual novel technologies. The design, implementation, and maintenance of them require 
specialist knowledge, which is still non-existent within the industry. 

Future research needs to be collaborative, including stakeholders from the construction 
industry, the energy sector and the fuel cell technology sector (i.e. chemical engineers). 
Possible research areas include: 

 Potential solutions for hydrogen production on site; 

 Hydrogen harvesting, i.e. the best sustainable source for hydrogen production with the 
least cost; 

 A critical analysis of the different types of fuel cells for different building types; 

 Hydrogen onsite storage mechanism; 

 Legislative barriers and enablers. 
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Abstract: The effect of projected climate change on building performance is currently a growing research area. 
Building designers and architects are becoming more concerned that buildings designed for the current climate 
might not provide adequate working and living environments in the coming decades. Advice is needed to guide 
how existing buildings might be adapted to cope with this future climate, as well as guidance for new building 
design to reduce the chances of the building failing in the future. The Low Carbon Futures Project, as part of the 
Adaptation and Resilience to Climate Change (ARCC) programme in the UK, is looking at methods of 
integrating the latest climate projections from the UK Climate Impact Programme (UKCIP) into building 
simulation procedures. The main obstacle to this objective is that these projections are probabilistic in nature; 
potentially thousands of equally-probably climate-years can be constructed that describe just a single scenario. 
The project is therefore developing a surrogate procedure that will use regression techniques to assimilate this 
breadth of climate information into the building simulation process. 
 
Keywords: Climate change, Building simulation, Overheating 

Nomenclature 

To(t) internal air temperature at hour t ........... °C 
θ0 regression constants ...................................  
mj regression coefficients ................................  
χj(t) hourly climate parameter ...........................  
 
1. Introduction 

In the UK, for both new build and building refurbishment sectors, legislation is currently 
being discussed to achieve low-carbon buildings through the use of new design and 
technologies [1]. It is therefore inevitable that a level of uncertainty exists with regards to the 
future energy performance of such buildings. In addition to this, with future climate warming 
being predicted over the coming decades for the UK, there is an uncertainty with regards to 
the comfort performance of such buildings – will future climate warming negate certain 
design assumptions for buildings designed or retrofitted for a current climate? For a naturally 
ventilated building this might mean internal temperatures exceeding design thresholds for 
significant periods of the year, whereas a mechanically cooled building might be operating 
with an under-sized cooling plant. This describes the problem that the concept of “adaptation” 
is trying to solve; what changes to our current approach should be taken now to ensure a 
building will maintain adequate levels of thermal comfort in the future? Such an analysis 
requires a suitable form of future climate projections, which themselves are inherently 
uncertain. Previous approaches to climate projections have been deterministic [2], in that they 
specify an estimated value of expected climate change for a specific scenario. The most recent 
UK Climate Projections (UKCP’09[3]) from the UK Climate Impact Programme (UKCIP) 
takes a different approach, with climate projections provided in a probabilistic form. These 
have been constructed from multiple iterations of climate models, which have undergone a 
degree of downscaling by geography and temporal resolution. The result of this can be many 
thousands of possible climate files describing just a single future scenario (see section 2). If 
such information is to be incorporated into building design approaches, it is clear that an 
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additional step is required which can either simplify this climate information or provide an 
algorithm which processes this data in a way that might be useful for a building designer. If 
this goal can be achieved, then the result will be a method for incorporating the uncertainty of 
climate projections into building design and allowing the designer to choose adaptation 
options (such as shading or ventilation techniques) which will give a high probability of 
adequate thermal comfort in that building for a future climate. This work forms part of the 
Low Carbon Futures project, sponsored by the Adaptation and Resilience in a Changing 
Climate (ARCC) Programme [4].  
 
2. Methodology 

The following section will describe the approach being taken by the Low Carbon Futures 
project, which includes obtaining weather data, carrying out extensive building simulation 
and then using the obtained relationships to construct a regression relationship between 
climate and internal temperatures of a building. 
  
2.1. Weather Generator 
The Low Carbon Futures project [5] obtains future climate projections from the UKCP’09 
Weather Generator. This can provide a number of statistically equivalent 30-year time series 
projections which describe a specific future scenario (e.g. low-emission, 2020-2049) for a 
specific location (based on a grid map of the UK). The weather variables can be generated at 
monthly, daily or hourly scales and include: total hourly precipitation (mm), mean hourly 
temperature (ºC), vapour pressure (hPA), relative humidity (%), sunshine fraction (of an 
hour), downward diffuse radiation and direct radiation (both W/m2). If the user is 
downloading 100 time-series (the maximum allowed for each iteration), each run will produce 
3000 (30years x 100 files) equally probable climate years at an hourly resolution. The 
resulting climate information can therefore be vast in scale. If using building simulation, the 
options might be to either i) choose just one (or a small number) of these representative 
climate-years to simulate a building with or ii) provide a short-cut or emulation step to make 
the building simulation process itself, over many climates, more efficient. The Low Carbon 
Futures project is investigating the latter approach. The timelines looked at for this study will 
be 2020-2049, 2040-2069 and 2060-2089 (referred to as “2030s”, “2050s” and “2080s” 
respectively). The Weather Generator provides three future emission scenarios, namely “low”, 
“medium” and “high” (as defined by UKCP’09), all of which will be included in the analysis. 
With two locations currently being investigated by the project (Edinburgh and London), this 
provides a total of 20 climate scenarios, including a baseline “current” climate (from 1960-
1990 data) in both locations. 
 
2.2. Building Simulation 
While the described approach could be used with any building simulation software, the 
project uses ESP-r, an open-source package. To adequately describe internal temperature 
profiles (and therefore provide useful information with regards to overheating metrics), it is 
important to carry out these simulations with dynamic simulation software and at a suitable 
temporal resolution (in this case hourly). Such software will allow for the thermal response of 
the building over time to be suitably expressed, as well as providing a method for defining 
various adaptation scenarios. A range of buildings are being simulated by the project, some 
taken from real case-studies while others are adopted from previous simulation studies such 
as the Tarbase project [6]. This paper overviews two of these buildings: a standard dwelling 
[7] and a primary school [8], both of which are naturally ventilated. Different buildings have 
different overheating definitions and might have specific adaptation options that are related to 
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the occupancy and construction characteristics. It is therefore important, when assessing 
overheating risks through simulation, to have a method that can be used for a range of 
buildings and a range of overheating metrics. The hypothesis of the project is that one initial 
simulation can identify the relationship between an hourly climate file and hourly internal 
temperatures of a building, summarised by an appropriate regression equation. This 
regression equation can then be used for a vast array of climates, without the designer having 
to resort back to full building simulations for all the other climates. This methodology is seen 
as an acceptable compromise between maintaining the detailed calculation of dynamic 
simulation software (as such a calculation will be required to start the process), while 
providing a means to achieving the equivalent of (up to) thousands of climate inputs through a 
given building model. 
 
For validation purposes, each building in the project is simulated for a total of 2000 climate-
years, encompassing the described range of emission scenarios, timelines and locations. A 
script has been developed for the project (by University of Strathclyde, who develop ESP-r) 
that allows many climates to be simulated in succession. While this is still a time-consuming 
process (and would not be practical for use in industry), it allows the project team to carry out 
a validation exercise across a large number of climates. For each iteration, the hourly internal 
temperature profile for the entire year is recorded for use in the regression exercise.   
 
2.3. Validation of regression analysis 
Following the building simulations, a large database of hourly climate metrics and hourly 
internal temperatures (by zone in the building, where the user may choose to focus on the area 
of the building that is most prone to overheating or has the highest occupancy) is created. The 
next step is to demonstrate a statistical relationship between the climate projections and the 
resulting building temperatures. A regression equation can be formulated describing this that 
is calibrated using just one climate, i.e. calculating the appropriate regression coefficients, and 
this same relationship can be used for all the other climates to investigate whether the same 
relationship will hold for that building. A simple regression equation will have a large number 
of terms; not only should the range of influential climate metrics be included (listed in section 
2.1) for a given hour, but also the same metrics for previous hours, due to the dynamic 
thermal response of a building to such changes over time. It is found that the regression 
equation can emulate simulation results if climate information from the previous 72 hours is 
included. Taken across seven different climate metrics this potentially provides 504 terms in 
the regression equation (i.e. 72 x 7 = 504). However, using the established statistical 
technique of Principal Component Analysis (PCA), these terms can be reduced to just 33 (this 
is discussed in detail elsewhere [9]). The resulting regression equation is then of the form: 
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For adaptation scenarios (e.g. a physical change to the building that might combat 
overheating), Eqn. (1) can either be recalibrated following another simulation or a series of 
correction equations applied that are specific to those adaptation choices [9]. 
 
The results of the validation exercise, comparing hourly internal temperatures from the 
calibrated regression equation to that of ESP-r simulation, are demonstrated in Fig. 1. This is 
for the case of a domestic building, without any adaptation measures and with 100 climate-
years representing a London 2030, medium emission scenario (though similar results have 
been obtained from other buildings and adaptation and climate scenarios).   
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Fig. 1.  Comparison of ESP-r and regression equation hourly temperatures scenarios for “no 
adaptation”, London 2030 Medium emission scenario 
 
In summary, Fig. 1 presents (top graph) over 400,000 data points between April and October 
for the specific scenario, where “residual” is the difference between the internal hourly 
temperature of ESP-r and the regression equation (in degrees). Due to the large amount of 
data, it is difficult to discern a typical error from this graph alone, hence the use of the left 
graph which shows that the majority of the “error” between ESP-r and the regression equation 
is ±1°C – deemed an acceptable error over such a vast amount of data and for an hourly 
resolution. The right graph demonstrates that almost 80% of the data is within this error. The 
validation exercise provides an indication that an appropriately calibrated regression equation 
can be used to emulate a dynamic simulation over a large number of climates, providing an 
initial simulation has been carried out to establish the relationship in the first place. 
 
2.4. Design approach 
The integration of any future-climate design tool into the building design process involves an 
understanding of existing design practices. To investigate this, the project is running several 
focus groups to obtain feedback from a wide range of design professionals in the UK. These 
focus groups will discuss how current overheating analyses are carried out for domestic and 
non-domestic buildings, and how low-energy buildings might be more susceptible to future 
overheating for certain scenarios.  
 
In summary, it is imagined that the methodology discussed in sections 2.1 to 2.3 might be 
used as follows:  

1. A building is designed to current building regulations with an overheating analysis 
based on dynamic simulation of, nominally, a current hourly climate file  

2. The proposed regression tool, working in parallel with the simulation engine for step 
1, generates a series of regression coefficients based on the documented principal 
component analysis framework (see section 2.3) 
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3. A random selection of 100 climate years for a specific future scenario can be selected 
from the UKCP’09 database (e.g. the user would choose: London, medium emission, 
2020-2049) – this can be integrated into the tool so that the user would not need to 
access the climate information separately. These climates will not need to be 
simulated through the dynamic building software 

4. The user chooses an overheating metric, such as the percentage of hours over 28°C or 
another defined threshold, that is suitable for that building type  

5. The regression tool provides an overheating risk output, demonstrating the probability 
of different scales of overheating for that building in a future climate (see section 3 for 
examples) 

 
If a building is designed to achieve adequate thermal comfort for a current climate, the above 
methodology can estimate whether that same building will meet thermal comfort criteria for 
chosen future climates.  
 
3. Results 

The project is looking at a selection of buildings, two of which will be used below to 
demonstrate the way that the analysis described in section 2 can be used to quantify the effect 
of adaptation scenarios to prevent overheating in a naturally ventilated building. The 
technique is also being applied to mechanically cooled buildings, with results forthcoming.  
 
3.1. Domestic building 
The domestic building case study is designed to represent a typical UK 3-bedroom dwelling, 
with infiltration rate of 0.7ac/h, with wall U-value of 0.37W/m2K. Detail of the construction 
and internal activity can be found in previous publications [7]. Fig. 2 shows the simulation 
diagram used by ESP-r. 

 
Fig. 2.  ESP-r diagram of ground floor (left) and first floor (right) of modelled dwelling 
 
While a large range of overheating criteria could be specified for this building type, the 
chosen metric for this paper is the number of hours in the bedroom that exceed 23.9°C at 
night. This definition, justified elsewhere [7], proposes that the lack of options to adapt to 
overheating at night may cause an occupant to take other measures (e.g. purchase a domestic 
air-conditioning unit) to provide an improved level of thermal comfort. The building is 
simulated for all the climate scenarios identified in section 2.1, and for three adaptation 
scenarios, applied cumulatively: i) “no adaptation”, where the occupant does not react to 
overheating at all; ii) “window opening”, where windows are opened in the bedroom zones if 
that zone exceeds 23.9°C (and closed if the temperature then drops below); iii) “external 
shading and reduced internal gains”, where horizontal slats are placed above every window to 

 N 

1 
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reduce solar gain, while internal heat gains (from appliances and lighting) are reduced by 25% 
to represent more efficient technologies. For simplicity, Fig. 3 only shows the results for the 
2030s medium emission scenario for a London location, though the same format can be 
applied to any climate scenario. The x-axis of the graph shows relative change in the 
overheating metric (i.e. number of hours above the 23.9°C threshold at night) against a 1960-
1990 baseline. With 100 equally probable climate-years used for this future climate scenario, 
it is possible to construct a cumulative frequency plot that suggests the probability of different 
levels of overheating occurring. The effect of the adaptation scenarios is clear, with the 
overheating risk curves being morphed in the negative direction on the x-axis – representing 
reduced overheating risk. Such a graph could be used to design a building to be sensitive to a 
future climate: for example, the “no adaptation” scenario estimates a 96% probability of more 
overheating (i.e. the part of the cumulative curve that is to the right of the “zero” dotted line 
representing no change) for the future climate used. Applying both adaptation scenarios 
reduces this to just 14%; i.e. the building now has just a 14% chance of being warmer in the 
future. This may be a suitably low future overheating risk, providing the client with the 
confidence that their building should provide adequate thermal comfort in the future. 

 
Fig. 3.  P redicted increase in dwelling overheating for 100 r andom climates for London, Medium 
Emission, 2030 scenario  
 
3.2. Primary School 
The exercise is repeated for a primary school building, previously analysed with deterministic 
climates in the Tarbase project [8]. The construction and internal activity is specified in detail 
in this aforementioned reference and relates to UK Building Regulations for the assumed 
build date of 2000. The overheating criterion used for this building is the percentage of hours 
above 28°C in teaching areas, as suggested by UK building guides [10]. As with the previous 
case-study, the methodology of section 2 is carried out to assess future overheating risks. 
Fig.4 summarises the floor plan and building design. 
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Fig. 4.  Layout and plan of primary school case-study 
 
Fig. 5 demonstrates the predicted overheating curves, again for the 2030s medium emission 
scenario for a London location. The adaptation scenarios are: i) “no adaptation”; ii) “Increase 
Vent”, where maximum ventilation rates are increased from 8l/s/person to 12l/s/person; iii) 
“Reduced gains”, for energy-efficient appliances and lighting that reduce internal heat gains 
(as quantified elsewhere [8]); iv) “External shading”, with simple horizontal shades added 
above each window. As with the domestic case study (Fig. 3), a substantial improvement is 
made as a result of the adaptations – ranging from a 96% chance of increased overheating for 
“no adaptation” to a 0% chance once all adaptations have been applied. 

 
Fig. 5.  Predicted increase in school overheating for 100 random climates for London, Medium 
Emission, 2030 scenario 
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4. Discussion and Conclusions 

The Low Carbon Futures project aims to provide guidance for designing buildings, or 
retrofitting existing buildings, so that they will provide adequate thermal comfort for a future 
climate. There are essentially two problems to be addressed: i) how can designers be 
encouraged to design for a future climate, rather than just using existing climate definitions 
and ii) if future climates are presented in a probabilistic form (as with UKCP’09), can this be 
integrated into the design process in an efficient way? If this latter problem provides an 
additional barrier to building design, then it will not be adopted in practice. However, if this 
form of climate projection can be linked to an overheating “risk analysis”, which might have 
parallels with existing risk assessments that the building industry are required to carry out, 
then the described method might be seen as attractive to both building professional and their 
client. The methodology described in this paper, which produces probabilistic overheating 
curves for a specific building once that building has undergone a single simulation, is suitable 
for use in a design tool that would not require a dramatic increase in building simulation time, 
despite the use of hundreds of climate-years from the UKCP’09 database. The results suggest 
that it should be possible to find a compromise between an efficient calculation method and a 
reliable output that maintains the detail from the probabilistic climate projections used, 
though it should be stressed that the proposed tool emulates building simulation output, not 
empirical data. The project will subsequently be testing this approach against a wider 
selection of buildings and adaptation scenarios to determine if the described methodology is 
truly universal for future overheating analyses of buildings in the UK. 
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Abstract: The aim of the study is to develop a model for the energy balance of buildings that includes the effect 
from the radiation properties of interior and exterior surfaces of the building envelope. As a first step we have 
used ice arenas as case study objects to investigate the importance of interior low emissivity surfaces. 
Measurements have been done in two ice arenas in the north part of Sweden, one with lower and one with higher 
ceiling emissivity. The results show that the low emissivity ceiling gives a much lower radiation temperature 
interacting with the ice under similar conditions. The dynamic modelling of the roof in ice arenas shows a 
similar dependence of the roof-to-ice heat flux and the ceiling emissivity. 
A second part of the study focus on how to realise paints with very low thermal emissivity to be used on interior 
building surfaces. 
 
Keywords: Energy balance, Low emissivity, Radiation properties 

1. Introduction 

The need for buildings to be highly energy efficient requires that a building envelope must be 
air tight and well insulated. It is also important that both interior and exterior surfaces has 
appropriate optical functions. The exterior surfaces (roof and facades) should in a hot climate 
have high solar reflectance and high infrared emissivity in order to reduce space-cooling 
loads. Buildings in colder climates should have exterior surfaces with high solar absorptance 
and low thermal emissivity to reduce space-heating loads. Buildings in all types of climates 
should have interior walls and ceilings with low thermal emissivity which will reduce the 
radiation exchange between persons and interior surfaces and thereby the need for 
decrease/increase the air temperature in order to compensate for too high/low interior 
radiation temperature.  
 
The research has been extensive in finding solutions for hot climates to prevent over heating 
and one concept here is the so called cool roof, works from Synnefa et al [1] and Levinson et 
al [2] shows that it is a large potential for reducing energy use for cooling by use of near 
infrared high reflectance exterior paints. There has not been as much focus on interior 
surfaces and how functional optical properties can influence the energy demand in hot or cold 
climates. Development in paint formulation has made it possible to produce coating with 
higher reflectance in the long wave radiation spectra. This kind of coatings has been found 
mainly useful for interior coatings where it is expected to act like a thermal barrier for the 
radiation energy potentially emitted or absorbed by the surface when the radiation 
temperature differs significantly from the panel surface temperature. For instance, Daoud et al 
[3] has shown that low emissive interior coatings can contribute to the energy savings in an in 
doors ice rink. 
 
In a previous work by Joudi et al [4] introduces a model for calculating the effect of both 
interior and exterior optical properties of a horizontal roof sandwich panel in terms of net 
energy flux per unit area. Sandwich panels usually consist of two coil coated steel sheet 
profiles, which are tightly pressed and glued to an insulation core. They can be manufactured 
even without trans-sectional supports to avoid thermal bridges. The results from the study 
indicate potential energy saving by the smart choice of optical properties of interior and 
exterior surfaces. In the present report we introduce a model that includes a roof panel and a 
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floor and vertical heat exchange. The model is applied on indoor ice rinks as a case study 
where it has been performed measurements. 
 
Due to the importance of having low thermal emissivity of the interior surfaces a part of the 
study was devoted to investigate the potential to further reduce the thermal emissivity in low 
emitting paints for interior use applied on coil coated stainless steel in sandwich panes. The 
main components of the paint counted from the steel surface are the primer, and the paint 
layer comprising the binder, pigment and aluminium flakes. The aluminium flakes are used 
for enhancing the infrared reflectance and by that reduce the thermal emissivity.  
 
2. Methodology 

As a first step we have used two ice rinks situated in the north of Sweden (Luleå) as case 
study objects to investigate the importance of the emissivity of the ceiling for the ice 
conditions. One of the ice-rinks has a highly emissive coil-coated steel sheet interior roof 
whereas the other ice-rink has a low emissive galvanized steel sheet interior roof. These 
buildings are of comparable design with similar roof heat transfer values.  In order to study 
the dependence of the radiation heat flux on the interior surface thermal emissivity in building 
interior spaces with considerable surface temperature differences, continuous measurements 
of surface-, air-, and radiation temperatures in the two different indoor ice-rinks were made. 
Surface- and air temperatures were measured using T-type thermocouples and radiation 
temperatures were measured using pyrometers facing the ceiling and the ice floor 
respectively. The measurement data were collected using Intab loggers. 
 
To investigate the flux of thermal radiation from the ceiling to the ice in indoor ice rinks with 
both low and high emissive interior roofs surfaces, the simulation environments IDA SE and 
IDA ICE 4.0 are used to solve a system of non-linear equations simultaneously, based on the 
work presented in [4]. In this model both interior and exterior surface temperatures, as well as 
discrete cell temperatures through the roof panel are simultaneously solved and coupled in an 
hourly dynamic simulation with varying outdoor conditions (i.e. solar irradiance, ambient and 
sky temperature) and different inside air and interior radiation temperatures (i.e. a radiation 
temperature as seen by the interior roof surface). Table 1 shows the model input parameters. 
Note that the location in the simulation is Stockholm, due to presently lack of data for Luleå. 
 
Table 1. Model input parameters 
Location Stockholm  

Insulation 

thickness 0.3 m 
Thermal conductivity 0.036 Wm-1K-1 
Density 20 Kgm-3 

Specific heat 750 Jkg-1K-1 

Exterior roof  
optical properties 

Total Solar Reflectance 0.3 - 

Thermal Emittance 0.9 - 
Ground reflectance 0.7 - 
Air temperature under the ceiling 12 °C 
Ice surface Temperature -4 °C 

 
Effective emittance, εeff with embodied view factor, fci are calculated from Eq. (1) where ε 
and A  are long wavelength emittance and area in m2 and subscript c and i represent ceiling 
and ice, respectively [5] 

2005



 

 

εeff =
1

fci
+

1

εc
−1

 

 
 
 

 

 
 
 +

Ac
Ai

1

εi
−1

 

 
 
 

 

 
 
 

 

 
 
 

 

 
 
 

−1

   (1) 
 
The emittance of the low emissivity interior paint and its main components were determined 
from optical measurements of reflectance in the infrared wavelength range. For the primer, 
binder and the full paint formulation a Bruker Tensor 27 FTIR with gold-coated integrated 
sphere was used to measure in the wavelength range 2.5 to 20 µm. The flakes could be 
measured individually using a Hyperion microscope attached to the Technor FTIR. The 
thermal emissivity is calculated as an average emittance weighted by the black body radiation 
distribution for room temperature. 
 
The binder was applied with a metal roll stick on optically smooth aluminium substrates. The 
thickness of the coatings was varied using different applicator rods. The primer was also 
applied on the same type of aluminium substrate and roll technique. The whole paint 
formulation was applied on stainless steel in a full-scale roll coating industrial process. 
 
3. Results 

Surface- and radiation temperatures measured in the two ice-rinks during a couple of warm 
summer days clearly indicate a reduced radiation heat flux from the ceiling to the ice floor in 
the low emissivity interior roof ice-rink compared to that in the ice-rink with the highly 
emissive interior roof surface. In Fig. 1a, it can be seen that the radiation temperature seen by 
the upwards looking pyrometer in the highly emissive interior roof surface ice-rink is very 
close to the interior roof surface temperature measured by a thermocouple mounted in contact 
with the surface. In contrast, as shown in Fig. 1b, in the ice-rink with the low emissive interior 
roof surface the corresponding radiation temperature is much lower and closer to the ice-
temperature. 
 

a)   
Fig. 1. The interior roof surface temperature, the radiation temperature measured by the upwards 
viewing pyrometer facing the interior roof surface and the radiation temperature measured by the 
downwards viewing pyrometer facing the ice are given vs. time during a series of summer days in a) 
the highly emissive interior roof surface ice-rink. 
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b)  
    b) The low emissive interior roof surface ice-rink. 
 
Calculations with the dynamic model show in Fig. 2 the thermal radiation to the ice surface, 
on monthly basis, for three different sets of effective emittance values of the ceiling. It shows 
that using low emissive coating on the roof interior decreases the radiative heat dissipation to 
the ice surface, resulting in less cooling load to maintain the ice surface at desired 
temperature. On the other hand, the monthly variation in the low emissive ceiling are almost 
negligible, arguably as the interior air temperature is maintained constant. 

 

 

Fig. 2. Thermal radiation to the ice surface for each month for a ceiling for Stockholm climate. 

Combining a high TSR (total solar reflectance) exterior roof coating and low emissive interior 
can reduce the total heat flux into the building; increasing the total solar reflection, TSR of the 
exterior coating reduces the solar gain, thus total heat flux into the building (heat surplus) will 
decrease. Further more, low emissive interior, reduces the radiation heat dissipation to the 
interior surfaces as demonstrated in the Fig 3. 
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Fig. 3. The effect of combined different infrared emittance interior and high TSR exterior coatings on 
the heat surplus (cooling load) per roof area for Stockholm climate. 

The reflectance measurements of the paint components are shown Fig. 4. The reflectance of 
the flakes cannot be measured for the longest recorded wavelengths due to the limited flake 
size (about 50 µm on average). It is notable that the flake reflectance is about 0.90 (emittance 
0.10) as the best case for the shorter wavelength, which is considerable lower than for a 
smooth aluminium surface (0.05). It is seen by visible inspection in the FTIR-microscope that 
the flakes have surface defects that will cause a reduced reflectance. The binder, which is a 3-
micrometer thick polyester shows a thermal emittance of 0.4. Results from optimization of the 
paint system shows an emittance of about 0.35 for an optimized paint layer. The optimised 
paint contains 25 % volume fraction of flakes and is about 7 µm thick. The quality of the 
aluminium flakes that are used in the paints as emissivity-reducing components has also been 
studied. It was found that the paint with non-leafing type of flakes had lower emissivity than 
paints with leafing type. 

     
a)                b) 
Fig. 4. The reflectance measured on a) the main paint components: a single non-leafing aluminium 
flake, polyester binder on optical smooth aluminium and primer on the same substrate and b) a 
complete paint with the same types of components on galvanised steel. 
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4. Discussion and Conclusions 

The results show the importance of using low-emitting interior surfaces in such applications 
as indoor ice-rinks. The ice-rink measurements have so far only been presented for a few 
summer days but are now continuously being measured in order to cover a whole year. The  
dynamic model of the roof for vertical heat transfer gives an estimate of the amount of energy 
involved in the radiant transfer from ceiling to ice and also the amount of saved energy on an 
annual basis. The model will be further developed in order to account for dynamic effects 
from the convection in the interior space and how it relates to the emissivity of the ceiling. 
There is obviously a potential to save energy in ice-rinks using low-emissivity paints instead 
of ordinary paints and it is therefore important to continue the work on paints to reach as low 
emissivity as possible. However the low-emissivity paints developed so far has about twice 
the emissivity of a pristine galvanised steel surface and work is needed to develop binders 
with weaker infrared absorption (especially in the range 8 to 10 µm) and flakes with higher 
reflectance.  
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Abstract: The paper presents a tool for defining the most appropriate energy and environmental retrofit on 
cultural heritage, to enhance the historical value of a building, to preserve the surrounding landscape, to reduce 
energy consumption and to improve human comfort, health and safety. It allowed the evaluation of the 
conservation risks, energy consumption, spatial layout and maintenance procedures and also led to a proposal on 
the most appropriate energy actions. The tool examines the synergies and difficulties of integrating green 
practices with historic preservation, and offers recommendations for ways in which sustainable standards could 
be more accommodating for historic and bounded buildings. The approach was used in the Renaissance building 
of Sant’Alessandro University located in the centre of Milan (Italy).  
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1. Introduction 

The architectural heritage is a capital of irreplaceable spiritual, cultural, social and economic 
value. Old buildings help to understand the past and the concerns of the society that created 
them. The interplay between historic buildings, energy efficiency and sustainability is a topic 
of great importance. Environmental sustainable and energy savings measurements can be 
considered as a means of protecting real estate, not necessarily in contrast with conservation 
policies. There are numerous compelling reasons to believe that preservation concerns with 
environmentally sustainable development. Historic buildings are often located in densely 
populated urban areas, where infrastructure and mass transit already exists, thereby 
eliminating the need for new infrastructure and encouraging alternative models of 
transportation. Historic buildings are also typically constructed with durable and local 
materials, and are often sited for having full advantage of their surrounding environment. 
Furthermore, there is high embodied energy in ancient patrimony, which is defined as the sum 
of energy required to extract or harvest a raw material, manufacture and fabricate that material 
into a useful form, and transport it to the place of use. Heritage conservation is also a key 
component for economic revitalization of cities’ centre. Often, historic buildings serve as 
small business incubators. Finally, to increase the preservation of cultural heritage is an 
important component of social sustainability. 
 
1.1. Energy efficiency policies 
Energy efficiency is a cen tral theme in the European policies. The Directive on energy 
performance (2002/91/EC) requires minimum energy standards for new and existing 
buildings that undergo major renovation. Despite the Directive admits a few exception for 
listed buildings, the International Energy Standards cannot be completely waived. Energy 
performance requirements can be excluded only “(…) where compliance with requirements 
would unacceptably alter their character or appearance” (Art. 43). At the same time, recent 
European policy officially introduces the concept of energy balance towards nearly zero-
energy buildings and incentives the decreasing of 20% of environmental emissions and the 
increasing of 20% of renewable energy technologies within 2020 (2010/31/EU Directive). To 
achieve these goals, it is necessary to reduce user demand as well as to improve the efficiency 
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of energy systems and to use renewable sources. Heritage must adapt to changes, physical and 
intellectual, within its environment. The decision, inevitably, must be faced with the energy 
efficiency of existent buildings, independently by local bounds. Therefore we should develop 
techniques to maintain, refurbish and adapt the existing buildings to new requirements. 
 
1.2. Environmental sustainability policies 
Preservation-based sustainability is offered as a m ore comprehensive approach to 
development, as it takes into consideration environmental, economic, social, and cultural 
implications of buildings. These principles constitute the basis of the more important 
sustainable tools (1). These programs emphasize design, construction and operation for 
obtaining a “high green performance” building to reduce environmental impacts through 
energy efficiency, use of recycled materials, storm water management, and other innovations.  
 
1.3. Sustainable conservation principles 
High energy and environmental performances may lead the preservation of a building, but 
each action on historic and listed heritage gives attention to the matter of vulnerability, 
physical alteration, and decreasing of immaterial and material value. The most important 
principles for sustainable conservation regard:  
- Compatibility: modern materials tend to be harder, less flexible, and less moisture 

permeable than traditional ones. For these reasons when are used in direct conjunction with 
historic fabric can greatly accelerate decay in the original work;  

- Aesthetic integration: history and authenticity of historic building should be respected as 
essential to its significance;  

- Reversibility: the unavoidable changes of the building should wherever possible be made 
to be fully reversible. Adopting this principle, the valuable historic fabric can be returned 
to its original state without damaging the building; 

- Emphasis on effective maintenance: care, planned conservation, and management should 
include regular inspections so that defects can be discovered whilst still small and easily 
fixable. This permits to preserve historic fabric, minimize cost and disruption to the 
building’s owners and users. 

The retention of older buildings or the re-using of components in-situ and allowing for their 
energy upgrading in benign and sympathetic ways, can provide excellent finished results 
which are fully in accordance with the principles of building conservation and sustainability.  
 
2. Methodology 

Energy efficiency and environmental sustainable programs should be developed on the basis 
of a thorough knowledge of the property, blending technological and landscape requirements. 
This means understanding original construction, alterations, actual conditions, qualities, 
material and immaterial values, lacks, and retrofitting opportunities. The tool is structured in 
the following phases: 
- Historical analysis of city, urban site and heritage building; 
- Analysis of functions, performance and needs of users;  
- Building energy audit;  
- Evaluation of environmental performance;  
- Individualization of energy and environmental lacks; 
- Definition of possible retrofitting actions; 
- Evaluation of the compatibility, the integration and the reversibility of each action.  
                                                           
1) See: U.S. Green Building Council’s “Leadership in Energy and Environmental Design” (LEED), “Building Research Establishment 
Environmental Assessment Method” (BREAM), “Comprehensive Assessment System for Building Environmental Efficiency” (CASBEE), 
Green Star, Minergie and Ecolabe programs. 
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The tool allowed the evaluation of the conservation risks, energy consumption, spatial layout 
and maintenance procedures and led to propose the most appropriate actions (Fig. 1).  
 

 
Fig. 1.  Method for analyzing energy and environmental performance of historic building. 
 
3. The case study: Sant’Alessandro University in Milan 

The tool was used in the Renaissance building of Sant’Alessandro University located in the 
centre of Milan (Italy). The construction has been modified during the centuries. The most 
important projects regard the addition of a Baroque Church and the transformation into a 
Public University in XXTH Century.  
 
3.1. Historical analysis  
Technical compatibility and aesthetical integrations are guarantee only by a deep knowledge 
of history, dimensions, structures, original and restoration materials, and management 
procedures. Also, it is important to comprehend how modern materials and technical 
approaches impact on ancient buildings. Failure to understand the nature of the building being 
inspected can have serious technical consequences, physical damage and possible legal 
claims. The historical analysis comprehend the physical relief, the study of traditional 
construction and local techniques, the instrumental tests of original and restoration materials. 
Cartographic map, land registry, cadastral map, historical and construction drawings permit to 
reconstruct the original form, the spatial relation and the history of the building. First of all, 
the original drawings, the construction documents and the restoration projects were collected. 
The geometric relief was made to verify dimensions, performances, and damage of structures. 
It was conducted using linear meter, photogrammetry and laser scanner, in order to 
reconstruct the morphology, the form, the dimensions, the spatial layout, the external and 
internal features. Final result after processing of the raw data produced drawings, CAD 
models, 3D surface models and video animations. Particularly, the analyses permitted to 
verify the reliability of historical documentation and to comprehend the constructive phases 
and the modifications realized in different ages.  
 
3.2. Performance and functional analysis  
First of all, it is important to define the meaning of “high performances” in historic building 
through the right balance with requirements, rules, norms, physical and legal bonds that 
condition the quality of life for occupancies. The international literature (ASHRAE, English 
Heritage) proposes to provide specific “classes of performance” for satisfying needs of access, 
comfort and security. For this purpose, all activities made by the users (students, teachers, 
staff, stakeholders) were investigated during different hours and periods of the year. In this 
way, a specific knowledge of the real requests was obtained. 
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3.3. Energy audit 
Building audit is a process to evaluate the energy consumption of the building in order to 
identify the opportunities for retrofit actions (2). This means to effect inspection, analysis and 
survey of energy flow, for reducing energy inputs, improving comfort, health and safety. 
Energy performance of envelope, functioning of mechanical systems, and management data 
are necessary to realize the audit. Particularly, the following data was obtained: 
- Location, urban planning, orientation and environmental context; 
- Dimensions of the buildings; 
- Construction features of building envelope;  
- Efficiency, functioning and maintenance of mechanical and electric systems; 
- Leakage rate or infiltration of air; 
- Energy consumption. 
 
3.4. Evaluation of environmental performance 
Environmental evaluation considers the opposite exigencies for caring and valorizing the 
cultural heritage. The balance for conservation and human comfort was defined through the 
confront among environmental, caretaker and management standards. The evaluation 
regarded the following analyses:  
- Microclimate monitoring of light (illumination level, luminance, UV and IR radiance), 

temperature (external and internal temperature, daily and seasonal gradient), relative 
humidity (external and internal relative humidity, daily and seasonal gradient) and air (air 
change rate, indoor air movement, CO2 concentration, and pollutants dissemination);  

- Thermal, visual and acoustic comfort of users;  
- Maintenance procedures and operating data (opening times, operation hours, number and 

frequency of the visitors). 
 
4. Results: energy and environmental performance 

In Sant’Alessandro University was particularly difficult to find information about the 
technological characteristics because of the lack of original plans and of the alterations of the 
original asset. In order to individualize the original structure, destructive testing, such as 
coring or endoscope techniques, were excluded because the methods are not suitable for the 
architectonic values of the building. For this reason, technological data were estimated 
comparing handbooks, regulations, heat flowmeter measurements, infrared thermography and 
computations of energy performances.  
 
4.1. Evaluation of energy performance 
Non-destructive testing gave a p recise recognition of constructive phases, authentic parts, 
original and restoration materials, constructive techniques, decay, durability and resistance of 
the structure. Particularly, infrared thermography verified the historical data and 
individualized the most important energy problems. IR inspection evidenced the presence of 
thermal bridges, low U-value of envelope, heat gradient through the walls, internal moisture, 
mould and air leakage at windows, joints and junctions of the building envelope. Sonic trial 
proved the presence of some mechanical anomalies and confirmed the real composition of the 
envelope realized by double masonry in bricks and rubble mix. Heat flowmeter measurement 
calculated the thermal conductance of the walls (Fig. 2).  
 

                                                           
2) The European Directive 2006/32/CE related to energy efficiency in final users defines energy audit as a «[…] systematic procedure to 
obtain adequate knowledge of the energy consumption profile of a building or group of buildings, an activity and/or industrial facility or 
public or private services, to identify and quantify energy saving opportunities from a cost-effectiveness profile and to report the results». 
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Fig. 2.  Confront among visual test, infrared thermography and sonic trial of opaque envelope. 
 
On plants, infrared thermography showed the high temperature of radiators (80°C) and of 
artificial lighting (60°C) and the functioning of plant in unused ambient. Visual test and 
environmental monitoring illustrated the low energy performance of HVAC, the incorrect 
energy management relating to the continual opening of windows and doors, the internal high 
temperature of air and ignition of lighting during all the day (Fig. 3).  
 

 
Fig. 3.  Environmental monitoring and infrared thermography showed the high temperature of air. 
 
Energy monitoring confirmed the low performance of HVAC and the high fuel bills of the 
last five years. Energy opportunities of the building regard the thermal mass of envelope, the 
breathable, and the natural moisture management. Energy performances were evaluated using 
static and dynamic simulations. The building was in the lower class of energy label with high 
annual energy consumption.  
 
4.2. Evaluation of environmental performance 
Environmental tests verified the presence of damage due to great flux of people and of 
incompatibility of the protecting policies. Users comfort was appraised with questionnaires 
and interviews conducted using the Post Occupancy Evaluation method. The analyses were 
realized on t hree categories of users: students, teachers and staff. The comparison between 
discomfort problems and environmental conditions showed the malfunctioning of mechanical 
systems and the use of incorrect management procedures. Particularly, environmental treats 
regarded high temperature and heat gain in the attics (mean temperature: 24°C in winter and 
33°C in summer), high value of relative humidity in the laid undergrounds (60-65%), 
temperature fluctuation, low light level (200-300lux), discomfort glare and inadequate 
lighting (Fig. 4).  
 

 
Fig. 4.  Monitoring of light level, temperature and relative humidity of air in a room. 
 

Comfort analysis demonstrated the abuse of artificial lighting and the use of wrong light 
sources (neon light). There is a direct relationship between environmental condition and 
surface decay. Damage regards cracks, surface breaking, moisture sources, water absorption, 
and percolation (Fig. 5). 
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Fig. 5.  Decay problems are directly related to environmental condition and regard cracks, surface 
breaking, moisture sources, water absorption, and percolation. 
 
5. Retrofit actions 

The integration of conservation, design and operation is a radical approach to future-proofing 
historic buildings. Compatibility, integration and reversibility of retrofit actions are the 
principal items involved in the study of historic buildings. The lack of compatibility may 
cause serious long term problems of decay, such as bacteriological germination due to air 
permeability of windows or cracking in masonry due to low mechanical performance, water 
absorption, percolation and internal moisture. The lack of integration could have a negative 
effect on the physical composition and static resistance of the structure.  
 
First of all, in Sant’Alessandro University was necessary to understand how traditional 
buildings behave as environmental systems. Non-destructive testing shows that the envelope 
didn’t require insulation systems because the walls guarantee good thermal and hygrometric 
performances, both in winter and in summer. However, the invasiveness of internal or 
External Thermal Insulation Composite Systems (ETICS) or double façades may erase the 
historical traces and artistic value of the heritage. On the laid undergrounds it is possible to 
insulate with thermal plaster or internal rigid insulation in transpiring materials, because of 
the absence of historic traces. The basement and the roof have high energy losses due to the 
missing of insulation. To insulate the lower insole preserving the original floor, it is possible 
to add rigid or sprayed foam insulation on the internal surface. To insulate the roof could be 
installed underside insulation or insulated ceiling characterized by mechanical, chemical and 
physical compatibility with the original roof. Transparent envelope has high thermal losses 
and air infiltrations. For this reason, it i s necessary to evaluate the replacement of existent 
glasses and frames with new windows (low-e glasses and wooden frames) having better 
performances of thermal insulation, air permeability, water resistance and UV protection. The 
PVC cover on the roof presents convection, air leakage, water adsorption and solar gain. It is 
necessary to study the replacement with Transparent Insulating Materials, solar control or 
selective glasses. For protecting the office from solar gain and discomfort glare can be 
installed internal shading devices and curtain (Table 1).  
 
The main problem is caused by mechanical plants. The existent boilers have very low thermal 
performance. May be evaluated the replacement with an innovative heat pump, that balances 
heating and cooling needs. The low performance of radiators and fan-coil get worse by the 
absence of insulation on thermal distribution, climatic control and heat accounting systems. 
Furthermore, air-conditioning systems damages the artifacts and the buildings because the 
movement of air masses soils and dusts the walls, the frescoes, the inlays and the decorations. 
The intervention requires the evaluation of the insertion of radiant panels on e xisting floor 
(not characterized by particular historic value). Instead, it is  necessary to insert thermostatic 
valves on existing radiators and heat accounting systems. The electric system not always is 
safety from risks. The lighting has discrete energy performances, guaranteed by the 
integration with daylight, halogen lamps and periodic maintenance on inefficient devices. To 
increase the level of light can be installed diffusers on existent glasses of the office and high 
efficiency sources. Solar energy technologies must be integrated within buildings and their 
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surrounding landscapes, in order to obtain financial support and to increase their efficiency. 
The use of photovoltaic panels is recommended for decreasing the high electric consumption 
(Table 2).  
 
Table 1. Definition of possible retrofit actions for the building envelope. 

Measurements  Compatibility Integration Reversibility 
Roofs 

Add rigid insulation on the top surface ■ ■■ ■ 
Apply sprayed foam insulation to the top ■ ■■ - 

Install underside insulation ■ ■ ■ 
Install insulated ceiling ■■ ■ ■ 

Walls 
Insulate with thermal plaster or wall ■ ■ - 

Basement 
Install underside insulation ■ ■ ■ 

Windows and doors 
Install high-efficiency doors and windows ■ ■ - 

Install low-e glasses on existing frames ■ ■■ - 
Transparent Insulating Materials ■ ■ - 

Install selective materials  ■ ■ - 
Install weather-stripping on windows ■ ■■ ■■ 

Shading devices 
Install internal shading devices ■ ■ ■ 

Day lighting systems 
Install diffusers on existent glasses  ■ ■ - 

Install interior curtain ■■ ■■ ■ 
Incompatible actions: replace with insulated or green roof; insert ETICS or double façades; install 
storm windows, films or supplemental glazing; add veranda or solar greenhouse; maintain fit, 
closure and sealing of windows; install external shading devices, skylights, light pipes or light 
shelves; painting for minimizing the sunlight absorption 
Note:    ■■ = Yes     - = No     ■ = Specific project is required 
 
Table 2. Definition of possible retrofitting actions for plants and renewable technologies. 

Measurements  Compatibility Integration Reversibility 
Boiler plants 

Test boiler efficiency ■■ ■■ ■■ 
Optimize the air-fuel ratio ■■ ■■ ■■ 

Install air conditioning units and heat pumps ■■ ■ - 
Install an exhaust air heat recovery system ■■ ■ ■ 
Clean and repair radiators and convectors ■■ ■■ ■■ 

Replace exiting systems with radiant panel  ■ ■ - 
Install single-zone systems ■■ ■ ■ 
Install thermostatic controls ■■ ■■ ■ 

Optimize the operating temperatures ■■ ■■ ■■ 
Electric systems and artificial lighting 

Install the most efficient lamps and ballast ■ ■ ■■ 
Install dimmers ■■ ■ ■ 

Maintenance of lamps ■■ ■■ ■■ 
Solar energy technologies 

Install photovoltaic panels ■ ■ ■ 
Install solar heating panels ■ ■ ■ 

Incompatible actions: install mechanical ventilation pant; insulate the distribution system; insert 
wind technology systems 
Note:    ■■ = Yes     - = No     ■ = Specific project is required 
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A software simulation with Design Builder allowed to verify the energy benefit related to 
various retrofit actions. In this way, the proper interventions have been selected in order to 
improve energy and environmental efficiency of the building (Table 3).  
 
Table 3. Retrofitting actions to be realized in Sant’Alessandro University . 

Measurements  Reduce of 
Thermal 

loss 
Thermal 

gain 
Air 

infiltrations 

A Roofs Add insulation on the top surface 70-80 % - - 
Install insulated ceiling 60-70 % - - 

B Walls Insulate with thermal plaster 30 % - - 
Insulate with thermal wall 50 % - - 

C Basement Install underside insulation 50-60 % - - 
D Doors Install high-efficiency 10-20 % - 70 % 

E Windows 
Install high-efficiency windows 50-70 % 25-40 % 90 % 
Install low-e glasses on frames 30-40 % 25-40 % 60 % 

Install weather-stripping  - - 40 % 

F Curtain Roof 
Transparent Insulating Materials 50-80 % 30-40 % 50 % 

Install selective materials 50-60 % 50-60 % 50 % 
Install internal shading devices - 20-30 % - 

G Boiler plants 
Test boiler efficiency - - - 

Optimize the air-fuel ratio 20 % - - 
H Install thermostatic controls 30 % - - 
I Electric 

systems 
Install the most efficient lamps 30 % - - 

L Maintenance  - - - 
Note:    ■ = Most efficiency action 
 
The most important problem regards the education of staff and stakeholder to a correct 
thermal and light management of rooms, corridors and foyers. The building can save up to 
35% energy, without compromising heritage value and occupancies comfort, by 
implementing the mentioned ECMs. 
 
6. Conclusion 

The objective of energy end environmental quality in historic building can only be achieved 
by combining a diversification of energy production from various renewable sources together 
with cutting greenhouse gas emissions. The goal may be obtained only by an integrate 
analysis of historic, dimensional, functional, energy and environmental matter. A deep 
knowledge of a real need permits to propose the most appropriate retrofit actions. On the 
contrary, non-critical application of energy standards and general models disadvantage the 
existing building or its parts, without getting a real advantage in the overall energy balance.  
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Abstract: All dwellings in the UK are required to have an Energy Performance Certificate (EPC) when sold or 
let, giving potential owners or tenants information on the cost and associated CO2 emissions of heat and power. 
The Scottish traditional construction of solid stone walls tends to get unfavourable EPC ratings, leading to a 
perception that ‘old is cold’: this paper uses alternative calculation methods to question that perception. 
 
The difference in results from steady-state and dynamic energy assessment methods is investigated for a 
dwelling with high thermal mass. The study focuses on modelled data and concludes that SAP 2009’s monthly 
assessment estimates lower energy use and therefore gives a more favourable EPC rating than the annually based 
RdSAP 2005; and further that the application of dynamic simulation models may not be the optimum solution to 
further understanding energy efficiency of this type of dwelling. 
 
Keywords: Energy assessment, Behaviour, Thermal mass, Heritage, Dynamic simulation 

1. Purpose of the research 

1.1. Introduction 
In Scotland, nearly 20% of the housing stock was built pre-1919[1], and is considered to be of 
traditional construction. For the purpose of this research, traditional construction is defined as 
a dwelling with solid stone walls, although it is worth noting that other construction types 
were used in this pre-1919 era. For many people there is a perception that these types of 
dwellings are draughty, cold, and expensive to heat. The introduction of EPCs has tended to 
affirm that perception, with very low ratings for larger dwellings of this construction. 
However, work by Historic Scotland, the Government department responsible for the historic 
environment in Scotland, and others, is starting to question this perception. The perception of 
“old is cold” can be viewed from many angles, as different variables are important to different 
groups. For example, a government may look at statistics provided via EPCs, a homeowner 
may consider fuel bills, a tenant whose rent includes bills (and therefore has little concept of 
the cost of heating) may purely consider the temperature of surfaces (stone walls feel cooler to 
the touch) or the feel of draughts. If the relationship between thermal inertia, occupancy and 
energy use can be better understood, energy modelling can be instrumental in changing 
people’s perceptions of energy use within dwellings, better educating them towards reducing 
energy use.  
 
This research sets out to compare three energy assessment methods for a case study dwelling 
– a traditional mid-terrace, mid-floor, tenement flat in Edinburgh. It aimed to investigate how 
well the models predict energy demand, and how they assimilate the high levels of thermal 
mass seen in solid wall construction throughout the model, including feedbacks.  
 
2. Approach and methodology 

2.1. Dwelling types 
The research aimed to be relevant to as many stakeholders as possible. Therefore, the most 
recent Scottish House Condition Survey (SHCS) report data from 2009 is used to assess the 
Scottish housing profile. Direct comparison can be made between just the pre-1919 dwellings 
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using detailed data - Table 1 shows the dwelling types and which are most prevalent within 
the age band, hence the choice of tenement flat as the case study dwelling, being a 
considerable proportion of the pre-1919 housing stock[1]. 
 
Table 1. Housing split across pre-1919 housing stock in Scotland[1]. 

House type Number Percentage of pre-1919 stock 
Detached 109,000 24 

Semi-detached 68,000 15 
Mid-terrace 53,000 12 

Tenement flat 180,000 40 
Other flats 39,000 9 

Total 449,000 100 
  
2.2. Models 
There are a number of building performance simulation models available globally and in the 
UK. To maintain relevance for the widest audience, the project uses models that are 
accredited in the UK to produce energy performance certificates and carry out Building 
Standards compliance checks.  
 
Standard Assessment Procedure (SAP)[2] is used for new-build dwellings, Reduced Data 
SAP (RdSAP) is used for existing dwellings[3], and IES<VE> is a dynamic simulation 
software used for non-domestic buildings. The background to each model used is explained, 
with a summary of how the model was used and the assumptions made. 
 
2.2.1. SAP 2009 
The primary purpose of energy assessment in the UK is producing Energy Performance 
Certificates (EPCs) for both domestic and non-domestic buildings, at the point of sale or rent.  
 
Standard Assessment Procedure (SAP) began in 1993, with a number of both major and minor 
alterations to the methodology since[2]. The largest overhaul was following the introduction 
of the Energy Performance of Buildings Directive (EPBD) in 2002: an update to SAP was 
needed to ensure it was consistent with energy assessment methods across the EU. 
 
The latest update to SAP came in April 2010, as the Government released SAP 2009, v9.90, 
to be used from October 2010[2]. This new model has updated carbon emission factors, fuel 
prices, climate information, and also now includes space cooling. The biggest difference to 
v9.90 is that it has moved from an annual calculation to a monthly calculation. SAP uses a 
steady-state calculation, in that it assumes that variables are constant within each time step, 
implying that the method has become more detailed and aims to be more accurate, however, it 
does not include feedbacks within the system. 
 
While the technical guide and calculation methodology for SAP are open to anyone to view 
and download, the majority of software providers allow access to their SAP programmes only 
to qualified assessors. A minority allow unlimited or academic access. The defined SAP 
methodology[2] has therefore been put into a bespoke spreadsheet model to enable detailed 
examination of the calculations and relationship between variables.  
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2.2.2. RdSAP 2005[3] 
The most significant change to SAP has been the introduction of RdSAP in 2007, used solely 
for predicting the energy demand in existing dwellings. It does this by providing a database of 
information to be used in the calculation where an assessor finds information unobtainable 
(such as wall construction, thickness, U-values) as the dwelling is already built. For dwellings 
built in the 20th century the system is relatively fair, creating age bands of dwellings. For 
example all housing post-1984 will have the same characteristics. However for dwellings built 
prior to 1919, the focus of this research, there is a single age band, which may lead to 
unrepresentative information being used in the model, affecting the modelling result[4]. 
 
Figure 1 shows that the frequency of updates to SAP and RdSAP has increased, but also 
shows that the model used for RdSAP is consistently behind SAP which is used for new-
builds. Since October 2010, new-build dwellings are required to use SAP 2009, v9.90, whilst 
existing buildings continue to use SAP 2005, v9.83, using the previous set of carbon factors 
and out of date fuel prices. 
 

Model 1993 … 1998 … 2001 … 2005 2006 2007 2008 2009 2010 2011 
                
SAP               
Introduced                           
Ratings changed                          
SAP 2001                           
SAP 2005       2005 v9.80      
                    2005 v9.81     
SAP 2009                       2009 v9.90 
                
RdSAP               
Introduced                 2005 v9.80       
Updated                     2005 v9.82   
Updated                     2005 v9.83 

Fig 1. Changes to SAP since its introduction in 1993[2] 
 
Similarly to the method used for SAP, the defined RdSAP methodology[3] has been put into a 
bespoke spreadsheet model, enabling in-depth examination of the calculations and 
relationships between variables. This method also allows direct comparison between entering 
known values and those from the construction database. 
 
2.2.3. Dynamic Simulation Models 
There may be scope for non-domestic models, their principles or methods to be included 
within domestic models, or to replace them. In addition to the standard domestic (SAP and 
RdSAP) and non-domestic methods, the UK National Calculation Methodology (NCM) 
includes Dynamic Simulation Models (DSMs). These DSMs look at both high spatial 
resolution as well as high temporal resolution to model the changes that occur over time using 
fundamental mathematics of the heat transfer processes that occur both inside and around a 
building.  
 
As well as the basic heat gains and losses calculations, DSMs also include convection, heat 
transfer by air movement, thermal radiation transmitted by surfaces, solar transmission, and 
absorption and reflection by any glazing. The heat gains utilised are both sensible heat (the 
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temperature change in the air of the room) and latent heat (the change in humidity in the 
room). Dynamic models require the building to be divided into multiple zones, and use much 
more detailed weather data than in SAP and RdSAP, from the Chartered Institute of Building 
Services Engineers (CIBSE)[5]. 
 
In the UK, there are two DSMs accredited to produce EPCs for non-domestic buildings: this 
research uses IES<VE>, or Virtual Environment. IES originated from academic research, but 
became commercial in 1994 with a user-friendly interface[6], and by using the same user-
interface as professionals in the construction sector it is believed that the conclusions of this 
research will be accessible to a larger number of readers. 
 
2.3. Occupancy 
The SHCS provides information on the demographics of occupants in dwelling types within 
the pre-1919 age band of housing[1]. Using this data three occupancy profiles were produced, 
summarised in Table 2. These are expanded upon using studies by the Energy Saving Trust 
and reasonable assumptions (by the authors), to provide a list of appliances used in each 
occupancy profile, and assumptions are made with respect to use of heating and behaviour 
towards ventilation and heating where possible within the models used. 
 
Table 2. Summary of occupancy profiles to be assumed in the research.  
 Occupancy Profile 

1 2 3 
Description Single adult Small family Older smaller 
Number of adults 1 2 2 
      Age of adults 16-34 45-54 70-80 
Number of children 0 2 0 
      Age of children - 14-17 - 
 
To assess the effect of occupancy on energy use in dwellings of traditional construction, 
IES<VE> is used, as neither SAP or RdSAP include appliance use in energy consumption 
calculations. During the initial model runs when comparing IES<VE> and the two SAP 
methods, occupancy profiles from the NCM are used, to ensure that as many variables as 
possible are the same in the DSM as in SAP 2009 and RdSAP 2005. However, to assess 
occupancy effects, the profiles from Table 2 are used, with tailor-made equipment, lighting, 
appliances and occupant activity profiles defined within the DSM. 
 
2.4. Data Collection 
For any type of building performance simulation, certain basic details are required, such as 
dimensions, heating system information, and constructions. Depending on the model used and 
therefore level of information required, additional details are sometimes required. A complete 
data set for the Case Study dwelling was collected by the author, through consulting with 
architectural plans and discussions with the homeowner/occupant. Typically, however, 
assessments of existing dwellings are done by site visits and physical measurements made. 
For this case study, architectural plans were available following work carried out on the flat in 
1992. 
 
By collecting sufficient data for a DSM, certain variables are known in greater detail than are 
needed for SAP and certainly for RdSAP. The methodology within RdSAP requires that 
certain variables are entered as defaults, and others are entered in more detail.  
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3. Results 

3.1. SAP 2009 vs RdSAP 2005 
When comparing the two domestic energy assessment methods, the variables that differ 
greatly are solar gains, fuel for space heating, and CO2 emissions from space heating (see 
Table 3). The factors contributing to these variables can be traced back through the 
calculation to further understand the differences. 
 
3.1.1. Solar gains 
The method used to calculate solar gains in RdSAP 2005 uses a UK average vertical solar 
flux for the year, applied to each area of glazing. The SAP 2009 method is far more detailed, 
doing a monthly calculation using the mean global solar radiation on the horizontal for 
latitude 53.4° (approximately Manchester, UK), then calculating the vertical solar flux from 
that using orientation, and then calculating solar gain, again applied to each area of glazing. 
 
3.1.2. Fuel for space heating 
The fuel used for space heating is a factor of the heating system efficiency (identical in both 
SAP 2009 and RdSAP 2005 and therefore negligible) and the heating requirement – the 
kWh/year needed to heat the dwelling to the required internal temperature. This heating 
requirement is where the difference between the methods lies. 
 
In SAP 2009, the heating requirement is a factor of the Heat Loss Coefficient, the total 
internal gains, the average external temperature, and the average internal temperature. In 
RdSAP 2005 the heating requirement is a factor of just the internal gains and the Heat Loss 
Coefficient. The SAP 2009 calculation is therefore more detailed and is also monthly. In both 
methods, the solar gains are a direct factor towards calculating heating demand, so any errors 
or differences in calculating solar gains will feed through and enhance the differences in fuel 
used for space heating. 
 
3.1.3. CO2 emissions for space heating 
These are a direct function of the fuel used for space heating, and will always be different 
between models where the fuel demand is different. Additionally, the CO2 emissions are 
calculated using emission factors (kgCO2/kWh) which were updated in 2009 and for mains 
gas are now 2% higher.  
 
3.2. SAP 2009 vs IES<VE> 
The results that can be analysed from IES<VE> are similar to those from SAP 2009, as they 
are both in monthly formats. However, IES<VE> allows the user to go into more detail down 
to hourly level, and view in graphical format the energy use, emissions, and internal variables 
such as temperature. 
 
Table 3 compares the key variables from SAP 2009 with those from IES<VE>. IES includes 
equipment in its total electricity figures while SAP and RdSAP do not, therefore only 
electricity for lighting is shown here for more accurate comparison.  
 
It is obvious from Table 3 that IES<VE> is the most onerous method of assessing energy and 
emissions from this tenement flat. Additional analysis may assess whether the reason is 
inaccuracies in the database’s default values, the calculation method, or inconsistencies in 
data entry across all three models due to the inputs required.  
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Table 3. Summary of key variables across the three models.  
Variable Units RdSAP 2005 SAP 2009 IES<VE> 
Space heating demand kWh/year 6813 3366 13,067 
DHW demand kWh/year 2791 2371 161 
Lighting electricity demand kWh/year 317 298 1457 
Total energy demand kWh/year 10,052 6165 15,900 
     
Space heating emissions kgCO2/year 1322 666 } 

2566 
DHW emissions kgCO2/year 542 469 } 
Lighting emissions kgCO2/year 134 154 615 
Total emissions kgCO2/year 2052 1357 3674 
     
SAP rating n/a 78 87 * 
EPC rating n/a C B * 

Notes: * = Not calculated within IES<VE> for this dwelling. 
 
3.3. Occupancy effects 
Both SAP 2009 and RdSAP 2005 use a standard assumption of the number of occupants in a 
dwelling. The equations used differ but both are factors of the total floor area. In this case 
study the results are the same, assuming occupancy of 2.13 people, while in reality the flat is 
home to 2 adults. Consequently, in this case study it can be suggested that the energy 
requirements for domestic hot water, heating and lighting may not differ wildly when using 
the exact figure of 2 people. However, as mentioned in 3.2, SAP does not include the energy 
for equipment and appliances. By including these, it is suggested that the total energy demand 
and total emissions will both increase. This case study has two bedrooms, and could 
potentially also house two young children in the second bedroom, increasing the equipment 
use with additional televisions etc, but also increasing all other loads within the dwelling, as 
more showers are taken, more food is prepared, and more rooms require heating and lighting. 
 
4. Discussion 

Energy assessment in the domestic sector has one main purpose – the production of EPCs. 
With new-build dwellings, energy assessment methods can be used during the design phase to 
reach a particular level of design and CO2 and energy savings as required by planning 
conditions, by suggesting constructions, insulation levels, and low or zero carbon 
technologies. For existing dwellings, energy assessment can also be used for this, but if the 
assessment is inaccurate, it may result in inadequate, deficient or inefficient retrofits.  
 
While the EPC system is designed to be standardised across the UK, with standardised 
occupancy and location information used (in RdSAP at least), it only serves its purpose truly 
for sale and rentals, as it informs the new occupier of suggested costs. The methodology as it 
is cannot identify areas of high energy use or optimum areas for retrofit for a particular 
occupancy. For example, in a large house with occupancy profile 3, greater emissions savings 
may be made with retrofit options that favour reduced heating thereby reducing bills and 
raising quality of life as the occupants regain use of rooms previously cut off as ‘too cold’. In 
a small flat with occupancy profile 2 where appliance and equipment use is heavy, it may be 
wiser to reduce electrical demand through efficient appliances, or introduce renewable 
electricity supply. 
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In terms of the human impact on energy assessment and on the occupant’s energy use the 
second biggest factor is the way the assessor carries out the data collection and RdSAP 
calculation. There are a number of areas within RdSAP where detailed information can be 
found if the assessor has the time or inclination to find it, but due to time constraints on a 
project they may use more default information from the database than is ideal. While 
assessors undergo training and examination, there is currently no quality control stipulated in 
the Building Standards for Scotland [7]. Only if an assessor is accredited through an English-
based company will they undergo recurrent checks on their assessments. It is suggested that 
these assessor errors could be significant, and further research on this is in progress. 
 
As outlined earlier, energy assessment needs to be as accurate as possible for informed 
decision making, but there are varying levels of complexity of models, and balance is needed 
between simplicity and complexity. DSMs use detailed input data and are time intensive, 
whereas simplified steady state methods use a less accurate approach in a faster time. It 
remains to be seen whether a single optimal method can be found that combines improved 
levels of detail with short timescales. To combine accuracy and speed, a statistical approach 
could be used to define polynomial functions from the DSM to provide statistical methods 
that in essence are a simplified dynamic approach [8,9]. Table 4 outlines the main differences 
between the types of model looked at within this research.  
 
Table 4. Summary of main variables and differences between assessment methods 
 SAP RdSAP Dynamic 
UK Accredited for: New-build Domestic Existing Domestic Non-domestic 

Construction details Exact, from plans 
Database unless 

known 
Database unless 

known 
Thermal Mass Limited   

Include heat gains    

Overheating risk  
(as standard) 

   

Climate variables Monthly Annual Hourly 

Time to assess 1-2hrs 
1-2hrs 

+ site visit 
1-2 days 

+ site visit 
Cost to assess ££ ££ £££ upwards 
 
RdSAP and SAP both require a number of simplifications in the data input. In both methods, 
a default database U-value for solid sandstone walls was used; however work is ongoing at 
Historic Scotland to measure U-values in-situ. It may be possible in future to use measured U-
values to better represent a particular dwelling’s heat loss. 
 
The research in this paper could be compared to real energy bills in an attempt to validate the 
analysis, but there will still be inconsistencies, as so many aspects of the SAP and RdSAP 
methodologies are standardised and fail to include equipment and appliances. An energy 
assessment was carried out on this property in 2009, but comparisons between the assessment 
here and the EPC are difficult for three main reasons: the EPC assessor assumed no flats on 
the ground floor, substantially increasing the area of heat loss; the EPC assessor used a 
different floor area (75m2 to the 65m2 used from plans); a new boiler was installed in 2010, 
improving the space and water heating efficiency and therefore energy demand. The first two 
points here are indicative of the human error aspect explored in Section 4. 
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Rapid changes within the construction industry and Building Standards equally past, present 
and future, combined with updates to the energy assessment methodology, mean that energy 
assessment stakeholders work in a rapidly changing arena. Updates to Building Standards are 
expected in 2013 and beyond, and changes in the EPBD cannot be ruled out. Future Standards 
may require different things of existing buildings, and energy assessment may have a different 
purpose. Therefore, while the outcomes of this research are relevant in 2011, their relevance 
in the future cannot be predicted. 
 
5. Conclusions 

It can be seen here that the models disagree on key variables. Where SAP 2009 and RdSAP 
agree quite well as to the energy required for DHW and lighting, IES predicts a far higher 
lighting demand, but a much lower DHW demand. Similarly to the lighting, IES predicts far 
higher space heating demand than the domestic models. If comparing just the domestic 
models, SAP 2009 predicts lower energy use for all variables than RdSAP 2005. Further work 
will be carried out into the variations in energy demand predicted by the models used.  
 
This work shows there is still potential for improving energy assessment, and the complexity 
of precise energy assessment does not necessarily lead to accurate energy assessment. 
 
References 

[1] SHCS. 2010. Scottish House Condition Survey: Key findings for 2009. 
http://www.scotland.gov.uk/Topics/Statistics/SHCS/Downloads Accessed 14 December 
2010 

[2] BRE, 2010a. The Government’s Standard Assessment Procedure for Energy Rating of 
Dwellings. 2009 Edition. Available at http://www.bre.co.uk/sap2009/page.jsp?id=1642 
Accessed 3 May 2010 

[3] BRE. 2009. Standard Assessment Procedure 2005 v9.83. Available at 
www.bre.co.uk/sap2005 Accessed 12 March 2010 

[4] Barnham, B., Heath, N., Pearson, G. 2008. Energy modelling analysis of a traditionally 
built Scottish tenement flat. Edinburgh, Changeworks 

[5] IES. 2009. ApacheSim Calculation Methods <Virtual Environment> 5.9. Integrated 
Environmental Solutions Limited 

[6] IES. 2010. About Us [online content]. Available at http://www.iesve.com/About-us 
Accessed 14 December 2010 

[7] Hughes, A.M. 2010. Discussion on QA/Audit process for Scottish energy assessments. 
[Telephone conversation] (Personal communication, 05 May 2010) 

[8] Caldera, M., Corgnati, S.P., Filippi, M. 2008. Energy demand for space heating through a 
statistical approach: application to residential buildings. Energy & Buildings 40(11) 
pp1972-1983 

[9] Jaffal, I., Inard, C., Ghiaus, C. 2009. Fast method to predict building heating demand 
based on the design of experiments. Energy & Buildings 41(6) pp669-677. 

2025



Climate control in historic buildings in Denmark    

Poul Klenz Larsen1,*, Tor Broström2 

1 The National Museum, Department of Conservation, Copenhagen, Denmark 
2 Gotland University, Visby, Sweden 

* Corresponding author. Tel: +45 33473533, Fax: +45 33473327, E-mail: poul.klenz.larsen@natmus.dk 

Abstract: In many historic buildings, conservation heating has been used to control the RH in winter. Heat 
pumps are much more energy efficient than direct electric heating, so this technology may be adapted for climate 
control. Dehumidification has not been regarded as appropriate for historic buildings due to poor regulation, but 
recent development in electronic hygrostats makes this technology an attractive alternative. The annual energy 
consumption for both control strategies was calculated from statistical meteorological data for Denmark. The 
most energy efficient control strategy is determined by the U-value of the building, the air exchange rate and the 
volume. For large buildings conservation heating with heat pump technology seems to be the most energy 
efficient, unless the thermal insulation is very poor. For small buildings dehumidification is more efficient unless 
the building is very leaky. The two strategies for climate control were tested in historic houses owned by the 
National Museum in Denmark and used for exhibition only in the summer season. Kommandørgården has an 
uncontrolled climate in summer due to open doors in the opening hours. In winter the RH is controlled to 60-
70% by hygrostatic heating. Liselund is an 18th century mansion located in a romantic garden on the island Møn 
at the Baltic Sea. The house is open only for guided tours in the summer, and the RH is controlled all year by 
dehumidification.  
 
Keywords: Dehumidification, conservation heating, air infiltration, historic building, climate control 

1. Introduction 

Denmark has a mild and humid coastal climate due to the influence of the Atlantic Ocean and 
the Gulf Stream. The average relative humidity is high, and frequent rainfall and mist from 
the sea is a source of humidity to any building. An ordinary house usually has a moderate RH 
inside due to heating and ventilation. But a historic building, which is not used for living or 
working anymore, has a high RH even if there is no human activity. The humidity comes 
from the outside air and in some cases also from rising damp or rain penetrating the walls. A 
permanent high RH has dramatic consequences for preservation of the interiors. Woodworms 
may eat up the furniture and moth will feed on the textiles if nothing is done to reduce the 
RH. There are two options for a simple humidity control strategy in historic houses which are 
not permanently occupied by humans: Conservation heating or mechanical dehumidification. 
The question is which of the two strategies is the most energy efficient, and how to decide for 
the one or the other. In the present paper the question is dealt with through energy calculation 
of a generic building and a case study of two Danish buildings: Kommandørgården is a 
traditional farmhouse on the island Rømø, and Liselund is a mansion located on the island 
Møn. 
 
Conservation heating is a well established practice to control the relative humidity for 
preservation purposes [Staniforth et al 1994]. It is a simple and robust method, but the 
stability of RH depends on the air infiltration rate and the temperature control. A leaky house 
with a thermostatic control will experience large variations in RH. Hygrostatic control is more 
flexible, but may suffer the problem of positive feedback due to evaporation from damp walls 
or floors. Another peculiar aspect of conservation heating is that heating is required also in 
summer to maintain a moderate RH. The summer heating may be avoided if the house has 
large south facing windows [Rademacher 2010]. As energy conservation becomes more and 
more important, heating all year is less attractive for climate control. The heat loss is much 
larger from historic buildings than from modern houses due to poor thermal insulation of 
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walls and ceilings. Leaky doors and windows further increase the heat loss. In a historic 
house, the potential to improve the thermal performance is limited. Instead, the source of 
energy must be efficient. Electric heaters are frequently used because they need little 
installation work. Heat pumps are much more energy efficient, so this technology might be 
adapted for use in historic buildings [Brostrom and Leijonhuvud, 2008].  
 
Dehumidification has until recently not been regarded as an appropriate control method due to 
the risk of damage caused by too much drying. Surely old fashioned dehumidifiers without 
proper RH control used in buildings sites were not suitable for historic houses. But the 
development of electronic hygrostatic control has made dehumidifiers an attractive alternative 
for historic buildings, where heating is not needed for human comfort. There are two methods 
for dehumidification of atmospheric air; absorption and condensing. The condensing 
dehumidifier contains the same elements as a refrigerator, but in a different combination: A 
fan drags the air through the cooling unit to extract the moisture, which drips into a bucket or 
to a drain. The cooled air then passes through the heating unit and back into the room a little 
warmer than before. This method works well in heated buildings but is less efficient below 
8˚C. The absorption dehumidifier passes the air through a desiccant, usually silica gel, which 
absorbs the water vapour from the air. When the desiccant is full, a supply of warm air 
removes the moisture to the outside. The advantage of this method is that it works at low 
temperatures, even below zero degrees. The humidity is not transformed into a liquid, so the 
device does not need a drain or a bucked to be emptied. However, the device requires ducts 
for the release of the warm humid air to the outside. 
 
2. Theory 

A model building with a total volume of 500 m3 was used for the calculation of energy 
efficiency. The building had one level with a rectangular plan of 10 x 17 m2 and 3 m to the 
ceiling. The U-value of the ceiling and the walls was 1.0 W/m2K, which equals 50 cm solid 
brick masonry or 5 cm wood planks. The model did not take into account heat loss or gain 
from the floor. Solar radiation to the building and heat radiation to the open sky was not 
considered. The building was empty and had no internal sources of humidity. The only source 
of moisture into and out of the building was the outside air, which would enter at a constant 
rate. If nothing was done, the inside climate of the building would be almost the same as 
outside. But the RH was to be maintained constant at 60% all year, either by heating or by 
dehumidification. The calculation used the monthly averages of temperature and relative 
humidity in Denmark. For every month the appropriate temperature for conservation heating 
and the excess moisture to be removed by a dehumidifier was determined. These data are 
presented in table 1.  
 
The energy needed for conservation heating and dehumidification as a function of the Air 
Exchange Rate (AER) is shown in Fig. 1. In the case of dehumidification (blue line) the 
energy demand depends only on the AER. It was assumed that an absorption dehumidifier 
would use 1 kWh to remove one kg of water from the air. The energy was used to heat up the 
air stream that evaporated the moisture from the adsorbent. In the case of conservation heating 
(red line) the energy needed to achieve the target RH depends on the temperature difference 
between inside and outside. It is assumed that the heat pump gives of 3 kWh of heat for each 
kWh of electric power (COP = 3). As for dehumidification, the energy demand increases 
proportional to the AER. But even an airtight structure needs heating due to the heat loss by 
transmission thought the walls and ceiling. This depends on the U-value and defines the 
intersection with the Y-axis. The crossing point of the two straight lines divides the diagram 
into two segments. Dehumidification is more energy efficient than heating with a heat pump if 
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the air exchange rate is lower than 1 per hour. At higher air exchange rates heating becomes 
more favorable. The heat loss from a highly insulated building (U = 0.1 W/m2K) and a very 
lightly build house (U = 2.0 W/m2K) is shown for comparison. A heat pump is more energy 
efficient for climate control in a well insulated building if the AER is higher than 0.1 per hour, 
whereas dehumidification is favorable in a building with little thermal insulation if the AER is 
below 2 times per hour.  
 
Table 1. Monthly average for outside temperature (Out T), relative humidity (Out RH) and outside 
absolute humidity (Out AH) for Denmark. Estimated inside temperature (In T ) and temperature 
difference (T dif) for conservation heating to a constant RH at 60%. Estimated inside absolute 
humidity (In AH) and difference in absolute humidity (AH dif) for dehumidification to a constant 60% 
RH. 

Month Out T Out RH Out AH In T T dif In AH AH dif

(°C) (%) (g/m3) (°C) (°C) (g/m3) (g/m3)
Jan 0 87 4.2 5.5 5.5 2.9 1.3
Feb 0 85 4.1 5.0 5.0 2.9 1.2
Mar 2 83 4.6 7.0 5.0 3.4 1.2
Apr 7 76 5.9 10.5 3.5 4.7 1.2
May 12 68 7.2 14.0 2.0 6.4 0.8
Jun 16 68 9.2 18.0 2.0 8.2 1.0
Jul 18 71 10.8 21.0 3.0 9.1 1.7
Aug 17 74 12,0 22.5 5.5 8.7 3.3
Sep 14 78 9.4 18.5 4.5 7.2 2.2
Oct 9 83 7.3 14.0 5.0 5.3 2.0
Nov 5 87 5.9 11.0 6.0 4.1 1.8
Dec 3 88 5.2 9.0 6.0 3.6 1.6

DehumidificationMeteorological data Conservation heat

 
 
For every U-value there is an AER, at which heating and dehumidification is equally efficient. 
The relation between AER and U-value is linear as shown in Fig. 2. If a building with 500 m3 
volume has a combination of AER and U-value above the blue line, then dehumidification is 
the most efficient way to control the RH to 60% over the year. This is typical for historic 
buildings which are not used for living or working. If the combination of AER and U-value is 
below the blue line, then a heat pump is more efficient for climate control. Modern buildings 
which are ventilated for human comfort are in this segment. Similar lines for equal energy 
efficiency is shown for a large building (2000 m3) and a small building (100 m3). Heating is 
favorable for most combinations in a large building, whereas dehumidification is more 
efficient in small buildings for most combinations of AER and U-value. 
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Fig. 1. The energy used per year by two different strategies to control the relative humidity to 60% in 
a 500m3 building. The calculations were based on monthly statistic data presented in tab. 1. The star 
represents Kommandørgården and the heart represents Liselund. 
 
 

                
 
Fig. 2. Lines of equal energy efficiency with dehumidification and heating by a heat pump for 
controlling the RH to 60%. The size of the building is indicated for each line. The star represents 
Kommandørgården and the heart represents Liselund. 
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3. Conservation heating at Kommandørgården 

The concept of conservation heating was implemented in Kommandørgården (Fig.3). The 
traditional farmhouse is located on the island Rømø at the west coast of Jylland, exposed to 
the strong winds from the North Sea. The building has solid walls of brick masonry with 
wooden panels or glazed tiles on the inside. The floors and ceilings are wooden planks and the 
roof is thatched. The average U-value of the walls and ceiling is 1.0 W/m2K. The volume of 
the ground floor is 250 m3. It is used as an open air museum in summer, and climate control is 
not possible due to the many visitors during the day. In the winter 2006 conservation heating 
was introduced with portable heating fans in the three main rooms. Each heater was controlled 
by a hygrostatic switch placed in some distance from the warm air stream. Climate records for 
1 January to 1 July 2006 shows that the temperature was raised from 2-3 ˚C to 8-12 ˚C, and 
the RH dropped from 90% to 65 – 55 % (Fig. 4). The heating was stopped when the museum 
opened at the end of March, and the RH soon rose back above 80%. The RH dropped to 60-
70% again in the two first weeks of May, when the house was heated due to conservation 
works. This episode shows that conservation heating would be feasible also in the spring.  
 
The air exchange rate in winter was measured by the PerFlour-Tracergas method (PFT) in 
collaboration with the Building Research Institute (Bergsøe). An inert fluorcarbon gas was 
emitted at a constant rate to the interior from metal tubes distributed in the rooms. The gas 
was collected by glass tube samplers mounted in distance from the emission tubes. The 
amount of gas collected over a 4 weeks period was a measure of the average concentration, 
which depended on the infiltration of outside air. Usually the procedure should be repeated 
both in summer and winter to account for the different outside conditions, but in this case the 
measurement was done only in February, where the AER was 0.5 h-1. This result is plotted 
with a star in the diagrams in Fig. 1 and 2. From Fig. 2 it seems that dehumidification would 
be more energy efficient for controlling the RH in winter, and perhaps also in summer if an 
air lock was installed at the entrance. 
 
4. Dehumidification at Liselund Mansion 

Dehumidification has been used for climate control in Liselund mansion, which dates back to 
1800. The building is situated at a small pond in a romantic park on the island Møn at the 
Baltic Sea (Fig. 5). The walls are 50 cm solid masonry and the roof is thatched. The floors are 
wooden planks and the ceiling is gypsum plaster. The building has large single glazed 
windows and doors, which take up 25% of the wall surface area. The volume of the basement 
and the ground floor is 650 m3 and the average U-value is 1.5 W/m2K. In summer there are 
guided tours, but apart from that it remains closed all year.  
 
The RH is controlled by an absorption dehumidifier (Munters) located in the basement. The 
dry air is distributed with ducts into each room through small grills in the floor. The air is 
returned though the staircase to the basement. The desiccant is embedded in a revolving unit, 
which enables the dehumidifier to work continuously. Absorption and evaporation takes place 
simultaneously from separate segments of the unit. The RH was 55-65% all year, whereas the 
temperature was drifting from around 0 ˚C in winter to 20 ˚C in summer (Fig. 6). The annual 
energy consumption for dehumidification was 13 MWH or 20 kWh per m3 per year. The Air 
Exchange Rate was not measured, but can be estimated to 1.5 h-1 from Fig. 1. The doors and 
windows are indeed rather leaky, and much energy would be saved by improving the air 
tightness of these components. 
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Fig. 3. View of Kommandørgården from the southeast. The traditional farmhouse is located on the 
island Rømø at the West coast of Jylland close to the North Sea.  
 
 
.              

 
 
Fig. 4. Indoor climate records from Kommandørgården over six months in the winter and spring 2006. 
Conservation heating with hygrostatic control to 60% was started in mid January and terminated at 
the end of March when the museum opened for the Easter holidays. 
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Fig. 5. View of Liselund Mansion from the southwest. The building is located in a romantic garden on 
the island Møn close to the Baltic Sea.  
 
               

 
 
Fig. 6. Indoor climate records from Liselund Mansion in 2009. The relative humidity (RH) was 
controlled to 55- 65 %RH by dehumidification. The indoor natural temperature variation was 0 – 20 
°C due to the influence of the outside temperature. 
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The combination of U-value and estimated AER is plotted in Fig. 2 with a heart. According to 
this, conservation heating with a heat pump would be more energy efficient if nothing is done 
to reduce air infiltration. Another reason for the high energy consumption could be 
evaporation of moisture from the ground. The basement floor is only slightly above the water 
level of the pond outside. Such external sources of moisture are not included in the 
calculations and are a potential source of error. 
 
5. Conclusion 

The strategy for climate control in historic buildings depends on whether the house is 
occupied by humans or not. In many historic buildings, conservation heating has been used to 
control the RH in winter. But the heat loss is usually large, because historic buildings are 
leaky and have poor thermal insulation. It is difficult to improve the performance of the 
building envelope, so the energy source must be efficient. Heat pumps are much more energy 
efficient than direct electric heating, so this technology may be adapted for climate control. 
Dehumidification has not been regarded as appropriate for historic building, but better 
regulation makes this technology an attractive alternative. The paper gives a general method 
to determine the most energy efficient strategy for humidity control in relation to buildings 
characteristics. The most energy efficient control strategy is determined by the U-value of the 
building, the air exchange rate (AER) and the volume. For large buildings, conservation 
heating with heat pump technology seems to be the most energy efficient, unless the thermal 
insulation is very poor. For small buildings dehumidification is more efficient unless the 
building is very leaky. The results are only valid for locations with natural climatic conditions 
similar to Denmark. Further research will generalize the method and also take into account 
internal moisture sources as well as other types of dehumidifiers. 
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Abstract: The use of solar energy in a building of cultural-heritage value is an issue that brings the trade-off 
between aspects of use and preservation to a head. A sustainable use and preservation of historic buildings 
requires broad and long term compromises between social, economic and environmental aspects. The objective 
of the present paper is to present and discuss a decision framework for such compromises regarding the use of 
solar energy in historic buildings. 
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1. Introduction 

The heavier demands that society now places on the efficient management of finite resources 
in general and energy in particular is bound to have consequences for our ability to use and 
thus preserve the built cultural heritage. When rising energy prices coincide with people’s 
greater insistence on indoor comfort, all the more historically valuable buildings stand the risk 
of being insufficiently heated and, ultimately, either abandoned or vulnerable to damp, mould 
and vermin. Such a trend runs diametrically counter to the goal of long-term use and 
preservation of these buildings.  

The use of solar energy in a building of cultural-heritage value is an issue that brings the 
trade-off between aspects of use and preservation to a head. On the one hand, solar energy 
facilitates long-term use as it makes it possible for buildings to be heated with renewable 
energy at a lower running cost; on the other hand, the visible installations – the solar 
collectors or solar cells – have a marked impact on their appearance and cultural heritage 
value. Conversely, while non-installation protects the buildings’ cultural-heritage values, in 
the short term, there is a danger that such a decision will make them less attractive for long-
term use and thus limit opportunities for their preservation. Economically and ecologically 
sustainable heating solutions must therefore be found that make it possible to use the 
buildings without jeopardising their cultural heritage value. 

There is a general agreement that the use of solar energy in historic buildings must be 
considered carefully. The problem today is that decisions too often are based on relatively 
short term techno-economic and ecological considerations on one hand and considerations of 
vaguely defined cultural  heritage values, with a focus on aesthetics, on the other hand.  

A sustainable use and preservation of historic buildings requires broad and long term 
compromises between social, economic and environmental aspects. The decision context is 
multi-disciplinary and decisions are elaborated on the basis of both qualitative and 
quantitative data. There is therefore clearly a need for a structured approach to the decision-
making which minimizes the risk for arbitrary and ad-hoc decisions which will have negative 
long-term impact on energy use, preservation or, in the worst case, both. The objective of the 
present paper is to present and discuss a simple decision framework for such compromises 
regarding the use of solar energy in historic buildings.  

The cultural heritage can be seen as a cultural capital not unlike other forms of capital, with 
the important differences that it is possibly irreplaceable and its societal value is likely to be 
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higher than its market value1. Given this irreplacability, the cultural heritage should be 
considered a non-renewable national resource that demands efficient and careful management 
with a long time perspective.  

A fundamental consideration when taking a decision on energy saving or energy transition, 
such as the introduction of solar energy, should thus be whether it will facilitate the 
sustainable management of the building, taking into account both long-term use and 
preservation. To achieve this, as with all other aspects of sustainable development, one must 
act from a perspective that aims to satisfy today’s needs without it compromising the 
opportunities for future generations to satisfy theirs.  

This fundamental tenet of the sustainability discourse is, not new. A similar philosophy was 
espoused by John Ruskin back in 1849 in his The Seven Lamps of Architecture, in which he 
describes older buildings thus: “They are not ours. They belong partly to those who built them 
and partly to all the generations of mankind who are to follow us.”2 

2. Sustainability in cultural heritage buildings 

2.1. A model 
The following is a development of  Kohler’s3  model  for sustainability in the built 
environment, based on the three general dimensions of sustainability. Ecological values 
comprise embedded energy and the resource use of the building. Economic values are market 
value, running costs and revenues.  Social values are functional values and cultural values.  
Cultural values are referred to as cultural heritage values which in turn are divided into 
documentary values and experiential values. The objective is not to add to the scientific 
discussion of these value categories, but rather position them in the overall context of the 
present paper. 

 
Fig 1: Conditions for sustainable cultural heritage buildings 

If we are to achieve a truly sustainable management of buildings, we must take all three 
categories of values into account. A sustainable approach to the built heritage thus requires 
showing far-sighted consideration for all value categories, seeking balance between them, and 
understanding that they are mutually dependent rather than isolated quantities.1 Such 
management demands the identification of the built environment’s values in order to ascertain 
how they are affected by change. In the following section the three value categories are 
discussed in a generic way, with a focus on the dependency between cultural heritage values 
and the two other value categories. 
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2.2. Social values 
Social values help to promote human wellbeing and can be broken down into functional and 
cultural-heritage values. All building types embody functional values, which is to say values 
that help to fulfil people’s practical, aesthetic and symbolic needs.  

The built heritage also contains cultural values, which, like their functional counterparts, 
contribute to human wellbeing. However, these latter values can also be of more overarching 
significance to sustainable development. The Faro Convention defines European cultural 
heritage as a resource for memory, understanding and identity.  

The functional value of a building would generally increase with the use of solar energy. In 
some building where there are no viable options, for example unheated buildings with 
moisture problems, the use of solar energy can have a strong positive effect. 

Cultural-heritage values can be divided into documentary and experiential values.  The 
documentary value is associated with the building’s function as source material – which on 
examination and analysis can yield information about the past – and chiefly comprises 
traditional value criteria based on historical knowledge (e.g. architectural-historical and 
personal-historical value). Estimating the documentary value of a building or built 
environment requires a degree of prior knowledge of the observer.  

Experiential values are, by definition, more subjective than documentary values, and focus on 
the architectonic  and aesthetic expression of a building or built environment. Experiential 
values are based mainly on immediately perceivable properties and qualities that thus require 
no prior knowledge to appreciate. Experiential values include architectonic value, artistic 
value, patina, environmental value and continuity value.   

In the short term, the use of solar energy would have a negative effect on cultural heritage 
values. It is important to differentiate between irreversible effects on documentary values and 
reversible effects on experiential values. Ultimately, the fundamental cultural heritage values 
are dependent on the long term use and preservation of the building and thus on all other 
values. 

2.3. Economic values 
The economic aspects that are to be considered for a sustainable building management  are 
market value, running cost and revenue. In addition to that we need to consider communal 
values related to the building in its context. 

The market value of the building depends, of course, on running costs and revenues. Culture  
heritage values generally have a positive effect on the market value, even though this relation 
hardly lends itself to be quantified. 

Revenue values, through direct utilisation (e.g. entrance fees) or indirect utilisation 
(restaurants, hotels and dwelling),  are affected by culture heritage value in the same way as 
market values  are.  

Running costs are usually the main driving force when it comes to energy efficiency 
measures. High running costs can jeopardise the building’s use or maintenance, which can 
lead to disrepair and dilapidation. This can reduce its value as a building as both its functional 
and market value are brought down, which, in the long run, will impact on its cultural-
heritage value.  
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On being classified as “cultural heritage”, a building undergoes a process of commoditisation 
to become a product, by which is meant an item or phenomenon possessing economic value. 
The “cultural capital” of a town or region has become an important resource in the scramble 
to attract desirable businesses and consumers with purchasing power, competition in which 
cultural heritage is exploited as a product around which the image and character of the area 
can be assembled. Such marketing also enables a property owner to use a building’s cultural-
heritage values in order to offer business and residential space that appear more attractive than 
offices and houses lacking such value.4 Cultural-heritage values can thus be a factor that 
boosts the market value of a building, but if the building, by virtue of such a classification, is 
granted legal protection, the effect can be the opposite in that its market value drops.5 It is not 
only the owner of such a building who can profit from its cultural heritage status; since 
property prices are location-bound and thus determined, for example, by the qualities of the 
cultural heritage environment, neighbouring buildings can also benefit. A change in the 
qualities that characterise an environment can thus impact upon the market value of other 
buildings in the vicinity. 

That the market value of a built environment increases by virtue of the experiential values to 
which other buildings of cultural-heritage value give rise can therefore be seen as an 
externality, i.e. a side-effect that is of benefit to a third party.  The built heritage can also 
generate other kinds of externalities, such as tourism, jobs and regional development5, and in 
so doing contribute to national economic growth. In this way, the building, even if privately 
owned, can serve as a kind of collective utility and thus as something that benefits the wider 
community.6 

2.4. Ecological values 
Part of the ecological value is the embedded energy. The building  is a non-renewable 
resource that, like other non-renewable resources, should be managed efficiently and 
carefully. Existing buildings can be seen as ecological capital comprising different type of 
construction materials, the consumption needs of which can be limited by their preservation, 
maintenance and continuing use. This also reduces the need for energy-demanding newbuilds.  

The other part of the ecological values is related to the use of energy and other resources. 
Prudent energy efficiency measures can make this kind of building more energy efficient as 
well, and thus increase its value as a resource for sustainable development.  

The use of non-renewable resources would in most cases decrease with use of solar energy, 
adding to the ecological value. More importantly, a sustained use of the building would make 
a continued use of the energy embedded in the building. 

3. The impact of solar energy installations on a buildings values 

A decision to introduce solar energy is usually motivated with an expected increase  in the 
building’s economical, ecological or functional value. At the same time, the installations risk 
damaging the cultural-heritage value of the building and/or its surroundings which in turn 
could have an effect on the other values. 

A decision not to introduce solar energy has the least impact on the cultural heritage value, in 
the short term. However it will reduce the ecological values. More important is that a non-
decision in the long term may reduce economic and functional values even to the point where 
it might eventually threaten the use and condition of the building and thus also more 
fundamental cultural-heritage value.  

2037



This line of reasoning sheds light on two aspects of the point at issue: firstly, the various value 
categories are, in different ways and to different degrees, interdependent, which means that 
the preservation or reinforcement of all value categories is a decisive factor in achieving the 
goal of long-term use and preservation of the built heritage. Secondly, it shows how 
vulnerable the value categories are to mutual conflict. The decision-making process therefore 
demands of the various actors involved an ability to take judicious decisions that can help to 
optimise the preservation of the different values of the building or the built environment. 
Looking solely to the cultural-heritage values in such a situation, for example, can ultimately 
damage opportunities for a building’s long-term use and preservation, which can have a 
knock-back effect on its cultural-heritage value. Decisions on energy measures for buildings 
of cultural-heritage value therefore require a conscious and insightful balance of priorities 
between the various value categories of the building in question.  

4. Risk assessment 

Having identified the various values of a building, a risk analysis can be made in order to 
assess the short and long-term effects of a proposed change on all the value categories. A 
similar analysis should also be conducted on the basis of a no-installation scenario in which 
no change is made.   

A simple risk-benefit matrix, see Fig 2,  can be used to identify different types of problems. In 
cases with a low benefit or a high risk, marked in red, one should be restrictive. Low risk and 
high benefit, marked in green, is generally a win-win situation. Cases involving medium risk 
and medium to high benefit, marked in yellow, would probably need more attention. 

 
Fig 2: A matrix for a risk – benefit analysis 

 

5. Two generic examples 

5.1. A medieval church. 
From a technical point of view, the steep and large south facing roof  are a good place for 
solar collectors or solar cells, see fig 3. Depending in the alternatives, the use of solar energy 
adds to the ecological value in most cases. Depending on the investment, there might also be 
an economic value added in a lower energy cost. The visible impact would be considerable 
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and, for most people, have a negative effect on the experiential cultural heritage value of the 
church as well as its surroundings. The document value of the building need not necessarily 
be affected, if installations are made in a careful and reversible manner. 

If solar cells are used to produce electricity for the grid, one should consider the option of 
producing electricity somewhere else. If this is an option, the only benefit of installing solar 
cells on the church roof  would be an added symbolic value, allowing the church to make a 
green statement. Thus there is a low or medium risk and small benefit. 

In the case of a church with moisture problems, mould is a common, solar panels could be 
used for conservation heating.  This would add to, or at least secure, the functional value as 
mould may render a building unfit for use. In the long term, the use of the building is the most 
important factor for a sustained preservation of the building and it’s cultural heritage values.  
Here, the use of solar heating would have a positive and maybe decisive effect on the 
functional and cultural heritage values of the building. Thus there would a high benefit, and a 
low to medium risk. 

   
Fig 3 An illustration of the examples, a medieval church and the roofscape of Visby 

5.2. A hotel in a World Heritage town. 
The Hanseatic town of Visby on the island of Gotland is a world heritage site: 

“A former Viking site on the island of Gotland, Visby was the main centre of the 
Hanseatic League in the Baltic from the 12th to the 14th century. Its 13th-century 
ramparts and more than 200 warehouses and wealthy merchants' dwellings from 
the same period make it the best-preserved fortified commercial city in northern 
Europe.”7 

A small family hotel situated in the Visby wants to use solar energy to produce hot water in 
the tourist season. The main building has a large south facing roof well suited for solar 
collectors, but it is also well visible to the public. The use of solar energy would add to the 
ecological value in most cases. The added economic value is significant  since any other 
option would give a high investment in relation to the short period of use. The  building itself 
is ordinary, the risk is associated with the visible impact on the roofscape of the city, se fig 3. 
As the installation would be visible Visby has a lot of visitors, the overall effect on the 
experiential value would be high. In the long term, extensive solar energy installation could 
have a negative effect on tourism, thus reducing the economic viability of both the hotel and 
the city. Thus we have both a high risk and high benefit. A more depth investigation of this 
case should focus on optional solutions, either finding a less visible location for the solar 
collectors or another source of energy. 

2039



6. Closing discussion 

The management of the built cultural heritage should strive to ensure its posterity to future 
generations. Since the value categories of buildings are mutually dependent, long-term use 
and preservation require a management process that takes their economic, ecological and 
social values into consideration.  

It is thus impossible to provide a general answer to the question of whether the installation of 
solar energy technology should be considered a measure that contributes to the long-term use 
and preservation of a building of cultural-heritage value, or whether it constitutes a threat to 
the cultural-heritage values that make the building or the built environment worth preserving 
in the first place. This is a judgement call that must be made on a case-by-case basis by 
weighing the potential risks and benefits (fig. 4). Should the risks be deemed relatively high, 
installation should not proceed. Conversely, if the benefits are relatively high, installation can 
be considered appropriate. However, the most problematic cases arise when both the risks and 
benefits of solar energy are equally high. These cases require a thorough impact analysis to 
ascertain the best action to take in the interests of long-term use and preservation.  

Much of the debate around solar energy and built heritage concerns individual cases. A 
challenge for the future is to seek a more coordinated, inter-sector planning and decision-
making process based on a holistic view of the built environment. Such a process should take 
account of all the value categories represented in the building in question and the environment 
in which it stands. Involving all concerned parties at an early stage of the process and 
identifying all values makes it possible to create a planning and decision-making process with 
clear allocations of rights and responsibilities. This, in its turn, will enable an assessment of 
the positive and negative consequences an installation might have for the various value 
categories, and thus of which decision creates the most favourable opportunities for the 
sustained use and preservation of the building and the built environment.  
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Abstract: Energy use in the building stock represents a major contribution to the total energy use in developed 
countries. Increasing limitations to the energy demand of the new buildings have been imposed by the building 
codes in the last decades, which resulted in improved building envelopes. 
Yet, in many cases it is not either technically or economically feasible to improve the existing building shells. A 
typical example is represented by historical buildings, such churches and old buildings, which often may not be 
improved for aesthetical or economic reasons. Often poorly insulated, such buildings would require a high 
energy demand to keep them at the preferable hygro-thermal conditions. As a consequence they are often left 
unheated, which also affects the usability of these buildings. However, the risk of moisture damage often 
requires them to be slightly heated to a certain temperature. 
As the energy demand is linked to the possibility of improving the building shell, for instance by adding 
insulation or making it more airtight, the exergy approach gives interesting insights on the problem. Exergy 
analysis emphasizes the thermodynamic valuable part of the energy demand in the building and 
straightforwardly defines the minimum energy demand for a certain process. The energy demand being equal, it 
is still possible to lower the exergy demand and consumption. A lower exergy demand paves the way to the 
exploitation of renewable sources, such as solar power. 
Often the main task is to keep the RH humidity within a certain range. Aim of this paper is to perform a 
theoretical exergy analysis of three different solutions for lowering the RH in the building. The basic approach 
keeps the temperature of the indoor space at a constant level. A second approach-the so-called conservation 
heating- consists in letting the temperature vary according to the maximum allowed indoor relative humidity. In 
the third case the target is reached by means of a dehumidification process. Advantages and disadvantages of the 
different approaches are shown under the energy and exergy points of view.  
The present research is done within the framework of the “Spara och bevara” project, which targets cost-efficient 
solutions for the conservation and the use of heritage buildings in Sweden and the IEA Annex49 and ESF 
COSTexergy projects, which aim at energy-efficient buildings and communities through the application of the 
low-exergy approach. 
 
Keywords: Exergy analysis, Energy efficient buildings, Heritage buildings, Renewable energy. 

Nomenclature  
Exs,th thermal specific exergy ....................... J/kg 
Exs,th chemical specific exergy ...................... J/kg 
Ra  ideal gas constant for air ............... J/(kgK) 
Ti  room temperature .................................... K 
T0  environment temperature ......................... K 

RH  relative humidity ...................................... - 
ω i  room humidity ratio ....................... kgw/kga 
ωo  environment humidity ratio ............ kgw/kga 
∆v humidity added from the building 

structure ............................................... g/m3 
  
1. Introduction 
In European countries, residential and commercial buildings are the sector with the largest 
share of primary energy use, 25% (1) and a relevant share of that is supplied by fossil fuels. 
The reduction of the energy demand and the exploitation of renewable energy sources has 
then become a priority in the EU political agenda. A widely used approach to reduce the 
energy demand in buildings is to improve their thermal insulation. While cost-effective during 
the construction phase of the building, this approach is expensive in existing buildings and 
alternative strategies should then be applied. The reduction of the quality of the energy supply 
in buildings is recognized as beneficial to reduce the environmental impact due to the energy 
use in buildings. An effective tool to quantify the quality of energy is exergy. 
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The IEA ECBCS Annex 37 (2) and the IEA ECBCS Annex 49 (3) showed that a g reat 
potential for improving the energy use in buildings resides in lowering the energy quality, i.e. 
the exergy, in buildings. A relevant share of the energy demand is represented by space 
heating and domestic hot water, (4) and (5), which is energy with low quality; buildings have 
a high energy demand but a low exergy demand. In contrast to this they are often supplied 
with valuable energy sources, such as direct electricity heating and gas. The exergy analysis 
applied to buildings explains how to use the energy in a more rational way by reducing the 
exergy losses, i.e. the energy quality mismatch between sources and end-use energy. This 
reduction can be obtained by supplying the building demand with degraded forms of energy, 
such as waste and low-temperature heat, that would be unsuitable for high-exergy processes, 
which occur for example in industry and transportation. 

The application of the low exergy approach benefits also the exploitation of renewable 
sources. Renewable energy supplies have often low specific power. So-called low-exergy 
systems are systems with low temperatures and therefore low specific power. A floor heating, 
for instance, has low emission temperatures and lower emission power per unit area than 
radiators. It is therefore suitable for low supply temperatures, i.e. low exergy supply, such as 
energy from ground heat storages or from solar panels. 

Optimized low-exergy systems need to be integrated and require a holistic approach. A 
prerequisite to an improved use of energy is to perform an exergy analysis of the system 
demand to highlight what is the potential for improving the overall system. In the present 
paper, exergy analysis was applied to the specific case of the historical buildings. 

In such buildings the control of the relative humidity, RH, is important to decrease the risk of 
formation of mould and condensation. The lowering of RH can be obtained by heating, i.e. 
increasing the temperature of the air, or by dehumidifying, i.e. decreasing the water vapor 
contained in the unit mass of air. A common process in dehumidification consists in 
decreasing the air temperature needs below the dew-point, to condense the water vapor, and 
then to reheat it, thus making the process energy demanding. 

Aim of this paper is to explore the potential for the reduction of the relative humidity. Three 
different approaches have been chosen and analyzed exergy-wise in two different Swedish 
locations. 

2. Methodology 
Exergy is defined as the maximum work that can theoretically be extracted by a d evice 
working between two states in non-equilibrium. When temperature, pressure and chemical 
composition are the same as the surroundings, thermodynamic equilibrium is reached and no 
more work can be extracted. These conditions are called dead-state. For buildings, the 
surroundings are represented by the environment and the dead-state conditions, often called 
reference conditions, are represented by environment temperature, pressure and chemical 
composition. In buildings exergy analysis the chemical composition regards the moisture 
content of the air, which some studies have shown to affect in a relevant way the exergy 
calculation, especially in warm and humid climates, (6) and(7). 

In the present paper, exergy analysis has been applied to the three strategies for reducing the 
risks of condensation in historical buildings. An upper limit of 70% RH has been considered 
safe in this paper, following the approach used in (8). The building has been modeled into 
indoor room space and outdoor environment, whose conditions represent the so-called 
reference state.  

2042



 

To reach certain set-point conditions of the indoor air, a flow of exergy has to be supplied. 
The minimum flow needed is determined by the physical conditions of the unit air, i.e. the 
exergy content per unit mass. The minimization of the exergy content is the necessary 
prerequisite to the decrease of the exergy demand. The air exergy content resulting from the 
different strategies to lower the RH has then been compared. This approach allows to keep a 
general approach that can be applied to several types of buildings and also to benchmark the 
expected performance of the different strategies in terms of exergy.  

Two different Swedish locations have been simulated, Gothenburg and Östersund. 
Gothenburg is located on the southwest coast of Sweden (latitude 57º43´) and it has a coastal 
climate with high RH most of the year. Östersund is located in the middle of Sweden (latitude 
63º) and it has an inland climate, considerably colder than Gothenburg. 

The first strategy is the background heating, which consists in keeping the indoor temperature 
at 12 ˚C by providing heat to the room. If the ambient temperature is higher than this set-point 
temperature, the building is left unheated. 

The second strategy is the so-called conservation heating, which consists in the use of heating 
to keep the internal humidity under a certain level above which the risk of mould formation is 
considered to increase consistently. This target relative humidity, which in this paper is set to 
70% (8), is kept by raising the indoor temperature. As the temperature increases, the 
saturation pressure of the water vapor decreases, i.e. the air is capable to dilute more vapor, 
and so does the relative humidity decreases. When the indoor RH was higher than the 70% 
set-point, then the indoor temperature was set to the value corresponding to this RH set-point, 
by calculating the saturation pressure of the vapor. When the RH was lower than the RH set-
point, no change in the indoor temperature took place.  

In the third case, the target relative humidity is kept to 70% by dehumidification. This process 
is usually done by decreasing the temperature of the air under the dew-point, condition at 
which the water contained in the air starts to condense. By removing it and post-reheating it 
the air becomes drier. The exergy content in an ideal dehumidification process (9) was 
calculated when the RH was higher than the 70% set-point.  

In the second and the third strategy, indoor thermo-hygrometric conditions have also been 
investigated for two different levels of internal moiσturε generαtion, ∆v=1 g/m3 αnd ∆v=2 
g/m3, with ∆v (gvapor/m3

air) being the humidity added from the building structure.  

In the Table 1 a summary of the set-points for RH and temperatures are shown for the 
different strategies. 
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Table 1: Summary of temperature and RH set-points in the different strategies. The temperature in the 
constant temperature heating is kept at 12˚C or higher in warmer seasons. In the conservation heating 
strategy, the values of the internal temperature depends on the relative humidity. In the 
dehumidification strategy, the temperature in the room is the same as the environment. 

Strategy Room set-point tεmperαturε [˚C] Room set-point RH [%] 
Constant temperature 

heating 12 - 

Conservation heating Dependent on RH 70 
Dehumidification - 70 

The expressions for the calculations of the specific exergy have been derived from (7) and (9): 
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In the equation (1) Exs,th is the thermal specific exergy, Ti is the ambient temperature, T0 is 
the environment temperature and cp is the specific heat capacity of the air. In the equation (2) 
Exs,ch is the chemical specific exergy, Ra is the ideal gas constant for air, T0 is the 
environment temperature, 1.608 represents the molar mass of air to that of water vapor, ωi is 
the humidity ratio of the room and ω0 is the humidity ratio of the environment. The air exergy 
content of the three different strategies have been calculated with time-steps of 1 hour for a 
whole year. This simplified model doesn’t take into account the moisture storage in the 
structure; the structure itself acts as α constαnt moiσturε gεnerαtor (∆v=1 αnd ∆v=2 g/m3). The 
exergy calculated in each time-step is then the exergy needed to keep the air in conditions of 
temperature and humidity considered safe to avoid condensation and mould growth.     

3. Results 
In Figure 1, the average monthly values of the temperature and the relative humidity, derived 
from the hourly calculations, are displayed. The temperatures are plotted for all the analyzed 
cases; the simulαtions of the consεrvαtion heαting σtrαtεgy αrε σhown for the diffεrεnt ∆v 
(cases 2a, 2b and 2c). The RH is the same in all the simulations of the case 2 due to the RH 
control strategy. The environment RH is above the 70% limit for most of the year. The 
constant temperature heating strategy (Case 1) has an indoor temperature constantly set to 12 
˚C, εxcεpt in σummεrtimε, when it iσ higher. This strategy decreases the moisture to very low 
levels in winter time, which is not a favorable condition for artworks possibly present in this 
type of buildings. In the conservation heating strategy (Case 2) and dehumidification (Case 3) 
the RH indoors is in the range between 60 and 70% during the whole year, due to the control 
of the humidity. The indoor temperature of the dehumidifying case is the same as the outdoor 
temperature, while the case of the conservation heating case it is slightly higher when a 
decrease of the RH is needed.  
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Figure 1: Monthly temperature distribution (left) and relative humidity RH (right) in the three cases in 
the Gothenburg simulations. Case 1 is the constant temperature heating, Case 2a is the conservation 
heating for ∆v=0 g/m3, Case 2b for ∆v=1 g/m3, Case 2c for ∆v=2 g/m3 and Case 3 i s the 
dehumidification.  

In the Figure 2 results from the calculations for Gothenburg are presented. The exergy content 
for three different cases, sum of the time-steps for εαch month, iσ σhown. For ∆v=0 g/m3, the 
exergy content in the air is significantly lower for the conservation heating and 
dehumidification strategies in the cold period of the year, when compared to the constant 
temperature strategy. In fact, in the January average conditions with an environment 
temperature of -1.9 ˚C and RH of 89 %, the temperature necessary to keep the RH under 70% 
is 1.5 ˚C. By hεαting up to 12 ˚C the RH falls to 34%, which is a low level of moisture in the 
air at the expense of a great exergy content. 

The exergy content increases for both constant heating and dehumidification strategies ασ ∆v 
increases, due to the higher temperatures that must be reached in the room to decrease the 
relative humidity for the conservation heating and to the greater potential of chemical exergy 
in the dehumidification case. Yet, in the period between December and February the exergy 
content of the constant temperature heating is the double of the conservation heating with 
∆v=2 g/m3. 

In the warm season, i.e. from May until September, the exergy content of the constant heating 
gradually decreases, due to the increasing environment temperatures, but the relative humidity 
of the room in these conditions is higher than the limit value of 70%. 

In the warm season the exergy content of the conservation heating and the dehumidification 
αpproach iσ comparαblε for the diffεrεnt valueσ of ∆v. Howεver, the εxεrgy contεnt of the αir 
in the conservation heating cases becomes remarkably higher in the cold months, from 
December to March, when the environment relative humidity has the highest yearly peaks. 
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Figure 2: Comparison of the minimum exergy expenditure per kg of indoor air, in the Gothenburg 
climate. The air exergy content is the sum of the values calculated for each time-step. Case 1 is the 
constant temperature heating, Case 2a is the conservation heating for ∆v=0 g/m3, Case 2b for ∆v=1 
g/m3, Case 2c for ∆v=2 g/m3, Case 3a is the dehumidification for ∆v=0 g/m3, Case 3b for ∆v=1 g/m3, 
and Case 3c for ∆v=2 g/m3.  

In Figure 3, average monthly temperatures are shown for Östersund, together with the average 
values for the monthly temperatures for RH. The temperature patterns are similar to the ones 
obtained for the Gothenburg climate, but the minimum average temperature is lower (-5.9 in 
February) than in Gothenburg (-1.9 in January). The relative humidity is also lower: the 
yearly average RH in Östersund is 74.8% while in Gothenburg is 79.9%. This makes it 
possible that all the three approaches keep the average value of the RH under the 70% limit 
value. The temperature difference between environment and room in the cold period is greater 
than 15 ˚C in four months for the constant temperature heating case, causing the RH of the 
room to drop down to values in the range of 20-30%. The range of RH for the conservation 
heating and the dehumidification are within 60% and 70% during the whole year, which is an 
ideal condition.  

  
Figure 3: Monthly temperature distribution (left) and relative humidity RH (right) in the three cases in 
the Östersund simulations. Case 1 i s the constant temperature heating, Case 2a is the conservation 
heating for ∆v=0 g/m3, Case 2b f or ∆v=1 g/m3, Case 2c for ∆v=2 g/m3 and Case 3 i s the 
dehumidification. 
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In Figure 4, the exergy content of the room air in the different cases is shown for Östersund. 
In the cold season from October to March, the constant temperature heating approach has an 
exergy content three times higher than the conservation heating and ten times higher than the 
dehumidificαtion with ∆v=2 g/m3. The incrεασε of ∆v haσ a rεlεvαnt effεct on the increment of 
exergy content both for the conservation heating and dehumidification strategies. Similarly to 
the Figure 2, the exergy content is significantly lower in the cold season in the 
dehumidification when compared to the conservation heating, while in warmer season there is 
little difference between the two strategies. 

 
Figure 4: Comparison of the minimum exergy expenditure per kg of indoor air, in the Östersund 
climate simulation. The air exergy content is the sum of the values calculated for each time-step. Case 
1 is the constant temperature heating, Case 2a is the conservation heating for ∆v=0 g/m3, Case 2b for 
∆v=1 g/m3, Case 2c for ∆v=2 g/m3, Case 3a is the dehumidification for ∆v=0 g/m3, Case 3b for ∆v=1 
g/m3, and Case 3c for ∆v=2 g/m3. 

4. Discussion 
For both Gothenburg and Östersund, some general trends can be highlighted.  

• In the cold season the temperatures reached in the constant temperature approach are 
too high, causing both the RH to decrease too much, and at the same time the exergy 
content to increase significantly. In the warmer period it is ineffective in maintaining 
the RH under the 70% limit in one of the two cases analyzed (Gothenburg). 

• The increase of the internal moisture generation ∆v decreases the advantage of the 
conservation heating and dehumidification strategies on t he constant temperature 
heating, due to the higher temperatures that must be reached in the room to decrease 
the RH and the higher moisture exergy content.  

• The dehumidification approach has a s ignificantly lower exergy content in the cold 
months, when compared to the constant temperature and the conservation heating 
approach. 

• In warmer months, the difference of the exergy content between conservation heating 
and dehumidification is minimal 
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5. Conclusions 
In the present paper the exergy concept has been applied to explore the potential energy 
savings to limit th e relative humidity of the air, which plays an important role in the 
preservation of historical buildings. Three different strategies have been simulated in two 
different locations in Sweden, Gothenburg and Östersund. 

Constant temperature heating has proved to be inefficient and not efficacious at the same 
time. This strategy is not able to limit the RH under the target values and it consumes 
unnecessary exergy in cold periods due to the large temperature difference between the 
environment and the room.  

In the conservation heating approach, the temperature differences between environment and 
room are approximately constant during the year, also with increasing ∆v. Thiσ fεαturε iσ very 
important when a heat pump is used. The coefficient of performance (COP) of a heat pump is 
highly dependent on the difference of temperature between condenser and evαporαtor, ∆Tc-ev. 
The σmaller the ∆Tc-ev, the higher is the COP of the heat pump, which makes this strategy 
attractive for the building heritage. 
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Abstract: The correct selecting of typical meteorological year is an important factor for accurate building energy 
simulation. In this study, the Sandia method has been applied to prepare the new TmyCreator software for selecting 
the proper data as the typical meteorological year (Tmy2). Also, the results of this new software have been compared 
with the available Tmy2 weather data file for two cities. It is found that, the results of TmyCreator software have 
good agreement with the old created Tmy2 weather data file for these cities.      
 
Keywords: Typical meteorological year; Building energy simulations; Finkelstein–Schafer statistics 

1. 0BIntroduction 

The weather data is the most important factor for building energy simulation software. The 
hourly data of meteorological parameters such as solar radiation, dry bulb temperature, relative 
humidity, wind speed, atmospheric pressure and etc are usually needed to simulate building 
energy. 
 
Many methods have been suggested to provide the typical meteorological year. Typical 
meteorological year has been presented in different types for examples Tmy2 (NREL 1995) and 
WYEC2 (ASHRAE 1997) in the United States and Canada and TRY (CEC 1985) in the Europe. 
The Tmy2 and WYEC2 typical weather years contain more solar radiation and illumination data 
than older formats such as Tmy (NCDC 1983), WYEC (ASHRAE 1985) and TRY (NCDC 
1981).  
 
From 1970 to 1983, Ashrae commissioned three research projects to represent weather year data 
for energy calculations (WYEC), which used the TRY format but included solar data (measured 
data, if available or calculated based on cloud cover and type). In the early 1990s, Ashrae began 
to update the WYEC data set. New WYEC data sets were listed in Tmy format, and calculated 
hourly illuminance data, data quality as well as source flags, were included [1]. 
 
Typical meteorological year has been obtained in various types and for different cities in the 
earth's surface. Apple L.S. Chan [2] reviewed various types of typical weather data sets in a paper 
and then the Finkelstein–Schafer statistical method applied to analyze the hourly measured 
weather data of a 25-year period (1979–2003) in Hong Kong. A. Kalogirou [3] presented the 
generation of a type 2 typical meteorological year (Tmy2) for Nicosia, Cyprus. Also, Joseph. C. 
Lam [4], Zhang Qingyuan[5] and T. N. Anderson[6] in the different researches, provide d the 
various typical meteorological years based on different year periods and in many places of the 
Earth’s surface. The author (A. Ebrahimpour[7]) in previous research, created the typical 
meteorological year data from the measured weather data of a 14-year period (1992–2005) in 
Bandarabass using Sandia method [8]. 
 

In spite of this fact, the majority energy simulation softwares use typical Meteorological Year, so 
the exact values are necessary in order to correct estimation of the building energy consumption 
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at the year. In this study, the Sandia method [8] has been used to create the TmyCreator software.  
Using the TmyCreator software,   the typical meteorological year can be select from the 
measured weather data of a available year period (such as 1961–2010) in a city. The result of 
TmyCreator software has been compared with the available Tmy2 weather data file for various 
cities such as Salt Lake City. 

2. Sandia method 

The Sandia method is an empirical approach that selects individual months from different years 
of the period of record. For example, in the case that contains 30 years of data, all 30 Januarys are 
examined and the one judged most typical is selected to be included in the Tmy. The other 
months of the year are treated in a similar manner, and then the 12 selected typical months are 
concatenated to form a complete year. Because adjacent months in the Tmy may be selected from 
different years, discontinuities at the month interfaces are smoothed for 6 hours on each side. The 
Sandia method selects a typical month based on nine daily indices consisting of the maximum, 
minimum, and means dry bulb and dew point temperatures; the maximum and mean wind 
velocity; and the total global horizontal solar radiation. For each month of the calendar year, five 
candidate months with cumulative distribution functions (CDFs) for the daily indices that are the 
closest to the long-term CDFs are selected. The CDF gives the proportion of values that are less 
than or equal to a specified value of an index. Candidate monthly CDFs are compared to the 
long-term CDFs by using the following Finkelstein-Schafer (FS) statistics for each index. 

( )∑
=

=
n

i
inFS

1

1 δ           (1) 

 Where, δi is absolute difference between the long-term CDF and the candidate month CDF at xi 
and n is the number of daily readings in a month. 
  Because some of the indices are judged more important than others, a weighted sum (WS) of the 
FS statistics is used to select the 5 candidate months that have the lowest weighted sums. The 
weighting factors listed in Table 1 for Tmy type. 

ii FSwWS ∑=           (2) 

Where, wi is weighting for index and Fsi is FS statistic for index. 
  All individual months are ranked in ascending order of the WS values. A typical month is then 
selected by choosing from among the five months with the lowest WS values the one with the 
smallest deviation from the long-term CDF. In Hall's original method, persistence structures 
characterized by frequency and run length of days are included. The persistence of mean dry bulb 
temperature and daily global horizontal radiation are evaluated by determining the frequency and 
run length above and below fixed long-term percentiles. For mean daily dry bulb temperature, the 
frequency and run length above the 67th percentile and below the 33rd percentile are determined. 
For global horizontal radiation, the frequency and run length below the 33rd percentile are also 
determined. The persistence data are used to select, from the five candidate months, the month to 
be used in the Tmy. The highest ranked candidate month in ascending order of the WS values 
that meet the persistence criterion is used in the TMY. Then, the 12 selected months were 
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concatenated to make a complete year and smooth discontinuities at the month interfaces for 6 
hours each side using curve-fitting techniques. [9 & 10] 
 

Table 1: The weighting factors in Sandia method 
weighting factor Wearher index 

1/24 Maximum dry bulb temperature 
1/24 Minimum dry bulb temperature 
2/24 Mean dry bulb temperature 
1/24 Maximum dew bulb temperature 
1/24 Minimum dew bulb temperature 
2/24 Mean dew bulb temperature 
2/24 Maximum wind speed 
2/24 Mean wind speed 
12/24 Total horizontal solar radiation 

-- Direct normal solar radiation 

3. 2BTmy2 selection procedure in TmyCreator software 

 For using the TmyCreator software, The hourly measured weather data of Dry Bulb Temperature 
{C}, Dew Point Temperature {C}, Relative Humidity {%}, Atmospheric Pressure {Pa}, Wind 
Direction {deg}, Wind Speed {m/s}, Global Horizontal Radiation {Wh/m2},Direct Normal 
Radiation {Wh/m2} and Diffuse Horizontal Radiation {Wh/m2} have been prepared.  
 
In Sandia method, the hourly measured data of dry bulb temperature, dew point temperature and 
wind speed have been used to select the Tmy2. So, calculating the maximum, minimum, and 
mean dry bulb and dew point temperatures and the maximum and mean wind velocity during a 
day and total global horizontal solar radiation during a day have been based on hourly measured 
data in TmyCreator software.  
 
Other remained data in the Tmy2 weather file has not been calculated and the default values of 
Energyplus document software have been used [11].  

4. 3BThe TmyCreator software 

To use the TmyCreator software (Figure 1) the hourly measured weather data must be prepared 
for the desired period (such as 1990-2010). Also, the hourly measured weather data are the Dry 
Bulb Temperature {C},Dew Point Temperature{C}, Relative Humidity{%}, Atmospheric 
Pressure{Pa}, Wind Direction {deg},Wind Speed {m/s}, Global Horizontal 
Radiation{Wh/m2},Direct Normal Radiation{Wh/m2} and Diffuse Horizontal 
Radiation{Wh/m2}. 
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Figure 1: The TmyCreator software 

4.1.  Correct Missing Data 
The TmyCreator software corrects the missing data using other available data as following 
method:   
The missed data = (the amount of after three hour+ the amount of before three hour)/2  

5. Validating the TmyCreator software 

To validating of the TmyCreator software two methods have been used. In the first method, the 
Tmy2 weather data for the two city of the USA have been created by TmyCreator software from 
hourly weather data and the created Tmy2 file have been compared with the created Tmy2 
weather data by NREL1. 

5.1. Comparing the Tmy2 Weather file 
In the first stage, the 30 year period (1961-1990) hourly weather data for two city of the USA 
have been provided from the NCDC P1F

2
P and NSRDBP2F

3
P (for solar radiation data) and using this data 

the Tmy2 weather file have been created by TmyCreator software . Then the information about of 
selected year in the Tmy2 weather file created by TmyCreator software and NREL has been 
compared. 
 
The Table 2 and 3 shows the number of not available hourly weather data for Abilene and Salt 
Lake City in USA in the year. It can be seen that the missing data for Abilene City is more than 
Salt Lake City. 
 
The result of running the TmyCreator software using this hourly weather data for mentioned 
cities have been displayed in the Table 4 and 5. 
 
                                                 
1 National Renewable Energy Laboratory 
2  http://www1.ncdc.noaa.gov 
3  http://rredc.nrel.gov 
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Table 2: number of not available hourly weather data for Abilene in the year 
Wind Wind Dry Bulb Wet bulb Dew Point Relative Atmospheric Global Horizontal Direct Normal Diffuse Horizontal

Year Direction{deg} Speed{m/s} Temperature{C}  Temparature{C} Temperature{C} Humidity{%}  Pressure{Pa}  Radiation  Radiation  Radiation
1961 981 2 2 2 2 2     
1962 665 2 2 2 2 3     
1963 702   1 1 1     
1964 227 4 4 4 4 4     
1965 5883 5836 5836 5837 5837 5836     
1966 5914 5840 5840 5840 5840 5840     
1967 5888 5840 5840 5841 5841 5840     
1968 5880 5840 5840 5840 5840 5840     
1969 5864 5840 5840 5840 5840 5840     
1970 5854 5840 5840 5841 5841 5840     
1971 5854 5840 5840 5840 5840 5840     
1972 5845 5840 5840 5840 5840 5840     
1973 166 149 151 156 157 2501     
1974 156 92 97 99 100 601     
1975 286 209 203 216 219 246     
1976 280 208 210 222 225 703     
1977 240 165 159 165 168 179     
1978 245 203 197 205 206 213     
1979 308 205 205 204 206 229     
1980 224 147 146 150 150 159     
1981 217 99 106 107 108 113     
1982 92 2 2 2 2 2     
1983 263 1 1 1 1 1     
1984 84 1  1 1 1     
1985 108   1 1      
1986 186          
1987 233 1 1 1 1 2     
1988 209          
1989 140 1         
1990 171           

 
Table 3: number of not available hourly weather data for Salt Lake City in the year 

Wind Wind Dry Bulb Wet bulb Dew Point Relative Atmospheric Global Horizontal Direct Normal Diffuse Horizontal
Year Direction{deg} Speed{m/s} Temperature{C}  Temparature{C} Temperature{C} Humidity{%}  Pressure{Pa}  Radiation  Radiation  Radiation
1961 387 1 1 1 1 1     
1962 322          
1963 296   2 5      
1964 363 1         
1965 320          
1966 190  1  1      
1967 186     1     
1968 421    8      
1969 318   1 3      
1970 301   12 12 12     
1971 159   1 1      
1972 201          
1973 210 1 1 1 1 1     
1974 195 1  1 2      
1975 309 1         
1976 350 6 2 2 7 1     
1977 301 91 78 75 91 80     
1978 285 13 7 3 14 6     
1979 269  1  2      
1980 359          
1981 258          
1982 193          
1983 217   1 1      
1984 284    2      
1985 323 1 1 1 1 1     
1986 323 2 2 3 3 2     
1987 216   1 1      
1988 179          
1989 274   1 1      
1990 409   1 1       

Table 4: Compared result of TmyCreator software and available Tmy2 data by NREL for Salt Lake City  
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City Name Salt Lake 
Name of years used by NREL Name of years used by TmyCreator software

1 JANUARY 1976 1976
2 FEBRUARY 1971 1973
3 MARCH 1967 1987
4 APRIL 1976 1976
5 MAY 1989 1988
6 JUNE 1968 1968
7 JULY 1976 1976
8 AUGUST 1973 1989
9 SEPTEMBER 1972 1972

10 OCTOBER 1967 1968
11 NOVEMBER 1962 1962
12 DECEMBER 1965 1965  

 
Table 5: Compared result of TmyCreator software and available Tmy2 data by NREL for Abilene City 

City Name Abilene TX
Name of years used by NREL Name of years used by TmyCreator software

1 JANUARY 1974 1974
2 FEBRUARY 1980 1961
3 MARCH 1961 1961
4 APRIL 1969 1969
5 MAY 1981 1981
6 JUNE 1979 1979
7 JULY 1974 1988
8 AUGUST 1981 1970
9 SEPTEMBER 1962 1970

10 OCTOBER 1980 1980
11 NOVEMBER 1977 1971
12 DECEMBER 1967 1979  

 
In these tables the selected year for each month of the year by TmyCreator software and NREL 
have been showed. It can be seen that the TmyCreator software selected the years for 7 month 
like as selected year in NREL weather data for Salt Lake City and also selected the years for 6 
month like as selected year in  NREL weather data for Abilene City. Complete dissimilarity years 
selected for each month in the NREL file and the file produced by TmyCreator software is the 
following reasons: 
1- As shows in Table 2 and 3, the missing data for these cities is more and not known that NREL 

How corrected the missing data when created the Tmy2 weather data file. The TmyCreator 
software corrects the missing data using other available data as following method :   

The missed data = (the amount of after three hour+ the amount of before three hour)/2 
2- Because the solar radiation data have important role in selecting the year of the Sandia method, 

it not known that NREL used of hourly measured radiation data or predicted data.   
So, we can say that the TmyCreator software is acceptable. 

6. 5BConclusions 

In this study, the Sandia method has been applied to prepare the new TmyCreator software for 
selecting the proper data as the typical meteorological year (Tmy2). Also, the results of this new 
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software have been compared and it is found that, the results of TmyCreator software have good 
agreement with the old created Tmy2 weather data file. Using this software the Tmy2 weather 
file can be prepared for anywhere of the earth. The Tmy2 weather data file have been prepared 
for 6 city of IRAN (Tehran, Tabriz, Esfahan, BandarAbass, Shiraz, Boshehr and Yazd).  
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Abstract: Compliance with building codes in many countries requires energy simulation of designs in local 
climate conditions.  However, over a building’s lifespan, weather conditions may alter considerably due to 
climate change.  There is a risk therefore that a future climate may alter lifecycle heating and cooling demands 
from those experienced today.  The development of ‘stochastic weather generators’ provides an opportunity to 
produce synthetic weather data representative of a future climate.  These models are calibrated against observed 
data, before being refitted to the climate change projections of global circulation models.  The generator’s output 
is thousands of years of weather data for a particular future time period.  Theoretically these outputs would be 
appropriate for building energy demand simulation, although analysis of such a high number of projected years 
would be impractical.  This research has developed a method whereby a unique energy “fingerprint” is created 
for a building and used to estimate heating and cooling demands without the requirement for hours of 
computation.  Energy demand estimates from the fingerprint have been crosschecked with dynamic simulation, 
indicating a high degree of correlation.  The weather generator utilised in this study has been produced by the 
UK Climate Impact Programme (UKCIP) and is freely available on-line. 
 
Keywords: Climate change, building energy demand 

1. Introduction 

The 2008 Climate Change Act commits the UK to a challenging 80% reduction in greenhouse 
gas (GHG) emissions from a 1990 baseline by 2050 [1].  With buildings responsible for 
almost half of UK emissions [2], the construction industry will play a significant role in 
achieving this aim. 
 
To drive reductions in GHG emissions, many countries have adopted energy benchmarking 
processes that require calculation of building energy demand over a single year [3].  For 
example, the Energy Performance of Buildings Directive (EPBD) in Europe requires member 
states to develop calculation methodologies to allow building energy demand to be 
determined [4].  These calculations are required to account for the fabric and systems 
proposed within a design, as well as the outdoor climate conditions typically found at the 
location of the building.   
 
Measures such as the EPBD may be effective in reducing GHG emissions assuming steady 
climate conditions.  However, evidence suggests that significant changes to the climate in 
recent years have already altered the energy performance of buildings.  Wright [5] was able to 
demonstrate changes in heating degree-days over the period 1976-2000 consistent with a 
warming climate.  Similarly Jenkins et al. [6] indicated an 18% reduction in heating degree-
days, along with a 32% increase in cooling degree-days in London over the period 1961-2006. 
 
Given the long lifespan of many buildings, it is reasonable to assume the climate a building is 
exposed to over its life could be different to that assumed during the design stage.  This could 
influence the heating and cooling loads of the building, and potentially increase the GHG 
emissions beyond those expected.  To ensure GHG emissions resulting from energy demand 
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are limited across the lifecycle, a method of analysing the possible influences of climate 
change is required.  This paper describes how hourly weather sequences representative of a 
range of possible future climate alternatives may be produced in a format suitable for routine 
building energy analysis.  The following section outlines work previously completed by 
others in this field. 
 
1.1. Background 
Hundreds of software applications have been developed for the estimation of building energy 
demands [7].  The most advanced of these tools simulate the performance of designs against 
hourly (or even sub-hourly) inputs.  Weather sequences representative of the proposed 
building site are therefore required at this hourly resolution.  However, there is a lack of data 
at this level of detail that accounts of the influence of climate change in the future. 
 
1.1.1. Building analysis and climate change 
Cole and Kernan [8] first identified the need to consider the influence of a changing climate 
on building lifecycle energy demands in 1996.  However, at the time no suitable weather data 
were available to undertake such a study.  Since then various methods have been developed to 
address the problem.  The most simplistic approach has been to substitute weather data local 
to the site for that of a remote location that may be representative of a changed future climate. 
Gatrell and McEvoy [9] used this approach by using weather data from Rome and Milan as an 
approximation of London’s possible future climate.  The drawback of this method is that the 
relative humidity and diurnal temperature range of the substitute location may be quite 
different to that of the present site, even if the temperatures are similar to those expected for 
the future.  In addition, the hours of sunlight and solar inclination may be unrealistic and 
would clearly not be subject to variation, even considering climate change. 
 
1.1.2. Morphed weather data 
In an effort to produce more suitable weather data accounting for future climate change, 
Belcher [10] developed an approach whereby the weather conditions of a given site are 
“morphed” inline with the projections of large scale climate models.  In this work, Belcher 
used the Global Circulation Models completed by the United Kingdom Meteorological Office 
Hadley Centre and presented by the UK Climate Impacts Programme (UKCIP) in 2002 [11].  
The process provided an estimate of possible future conditions by “shifting and stretching” 
hourly recorded weather data.  This created a new annual sequence with monthly average 
conditions equal to those projected by climate models.  The morphed data produced by this 
process have been applied by many researchers [12] [13] [14], although it does suffer from 
two potential drawbacks.  Firstly, only one year of data can be produced for a given time 
period in the future, so the uncertainty in the projection cannot be satisfactorily addressed.  
Secondly, the morphing technique relies on the baseline recorded weather being from the 
same time period as the baseline in the climate model.  This is not always possible. 
 
1.1.3. Weather generators 
More recently a new method has been made generally available that offers an alternative form 
of ‘future’ hourly climate data – stochastic weather generators.  In 2009 the UKCIP produced 
an on-line user interface that allows generation of hourly synthesised weather data for any 
decade up to 2080 at any location following a 5km grid [15].  A full technical description of 
the weather generator and reference to the underlying scientific papers is provided by Murphy 
and Jones [16] [17].  A simplified description of the workings of the weather generator is 
however now provided by way of introduction. 
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The main difference between the 2002 and 2009 projections presented by the UKCIP is that a 
spread of probabilistic climate change is presented rather than one prediction.  UKCIP have 
achieved this by simulating a number of subtly different, but equally plausible, models that all 
represent the climate in a slightly different way.  From each of these models, “change factors” 
are produced that provide an indication of possible variation in weather variables at a monthly 
time scale.  The weather generator is then used to downscale the monthly projections into a 
synthesised daily, and finally hourly, time step.  Jones et al. [17] describe that like most 
weather generators a stochastic rainfall model is used to synthesise other weather variables 
based on the rainfall state.  To achieve this, the weather generator is first calibrated using 
observed rainfall data and other weather conditions to produce relationships between the 
variables.  The monthly change factors from the probabilistic models are then used to produce 
a future rainfall condition, which in turn is used to generate other future weather variables 
including temperature, humidity and cloud cover.  To ensure that a wide range of plausible 
climate models are applied, a minimum of 100 sequences of data are produced by the weather 
generator.  In addition to this, to ensure that a future climate can be well defined from the 
synthesised weather, each sequence is 30 years in length.  This means that the weather 
generator produces at least 3,000 years of possible future weather data for any future decade.   
 
The challenge for building energy modelling is how to apply such a vast quantity of data to 
assess the probabilistic performance of buildings in the future.  Some progress has been made 
by Smith et al. [18] in the application of the new data.  However in this study all 3,000 years 
were applied to a specific case study requiring specialised batch simulation and advanced 
processor power.  The work discussed here aims to simplify the process so that analysis can 
be completed quickly as a routine activity within building design. 
 
2. Methodology 

The objective of simulating building energy performance against future weather conditions is 
to determine the sensitivity of the design against a range of future scenarios.  In doing so, the 
energy required over a lifecycle may be reduced.  However, the energy required by one 
building in the future may be different to that of another.  For example, a heated and naturally 
ventilated building may use less energy in a ‘warm future’, as no air-conditioning system is 
present.  Conversely, a building with high casual heat gains and a full air-conditioning system 
may require much more energy in a warmer climate.  Many buildings may fall between these 
extremes.  The method adopted therefore first tests a building’s response to different weather 
conditions to define a unique ‘fingerprint’.  The fingerprint is then used to estimate energy 
demand (in the form of equivalent carbon dioxide, CO2eq, emissions) from all 3,000 years of 
data.  The following sections outline how this has been achieved. 
 
2.1. Selection of example weather years 
To understand how a building responds to differing climate conditions, a range of example 
years are required to define a suitable profile.  In this analysis, dry-bulb temperature is used to 
differentiate between the years and indicate the potential energy demand of the building. 
However, taking a simple average of annual temperature does not indicate how much energy a 
building may require for heating and cooling.  This is because it is the variation of hour-by-
hour temperature either side of the average that indicates energy demand.  For example, if an 
annual average temperature is 14°C, it is not known if the temperature spends a long time 
around this value, therefore requiring little heating or cooling energy in the building, or if 
wide extremes are experienced over the course of the year leading to high energy loads.  
Therefore, to indicate the amount of time in a year when temperature is at a particular value, a 
Cumulative Distribution Function (CDF) is produced for each of the 3,000 years.   
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When these CDFs are plotted and overlaid, a complete ‘envelope’ is created.  Fig. 1 shows a 
hypothetical example of CDF plots of temperature.  Example years are then chosen from 
across the full range of the envelope to test the building against a wide range of conditions.  
These are selected by plotting percentile positions across the envelope, then selecting the year 
which has the closest fit to the percentile points.  To achieve this, a “goodness of fit” test is 
applied in a similar way to that used in the development of Test Reference Years (TRYs) for 
the UK Chartered Institute of Building Services Engineers (CIBSE) [19] [20]. 
 

 
Fig. 1. Hypothetical example of Cumulative Distribution plots from UKCIP Weather Generator 
output.  Each line represents a single synthesised year. In practice the generator would produce at 
least 3,000 years, each with equal probability of occurring.  
 
In total, nine years are selected from the envelope at a spread of 10 percentile intervals.  These 
years are then used as the external weather conditions in a thermal simulation of a building.  
To illustrate the process, an example building is described in the next section. 
 
2.2. Testing of building performance 
The building used to create an example fingerprint is a small Police Station in the south of the 
UK.  It consists mainly of offices and meeting rooms, but also includes a relatively large 
computer server room.  To complete the dynamic thermal simulation of the nine weather 
years, Integrated Environmental Solutions1 (IES) v5.9 has been used.  The outputs of heating 
and cooling energy demand are converted to CO2eq values using a conversion factor typical 
to the UK [22] (0.198 kgCO2eq/kWh for natural gas and 0.517 kgCO2eq/kWh for grid 
supplied electricity).  The hourly values are then aggregated into daily totals and a 
corresponding average daily temperature is calculated. 
 
A binned frequency approach is then applied, where frequency of occurrence of daily average 
temperature in 1°C bins is determined.  Using the same bins, the corresponding heating and 

                                                           
1 The IES software determines annual building energy demands by modelling heat transfer processes 
at an hourly, or sub-hourly, time step.  It is approved for use in building regulations compliance in the 
UK [21]. 
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cooling energy demand (in CO2eq) is summated.  An example of the output of this process is 
shown in Fig. 2.  Unsurprisingly, most building heating load occurs at low external 
temperatures and more cooling demand is found at higher temperatures.  In addition to this, it 
is seen that of temperature frequency shows some correlation with the emissions, particularly 
cooling.  This indicates some consistency between average daily dry bulb temperature and 
total heating and cooling load.  The final stage is to use this profile to define a unique building 
energy fingerprint. 
 

 
Fig. 2. Total CO2eq emissions from example building heating and cooling demands and temperature 
frequency of occurrence in daily average temperature bins of 1°C 
 
2.3. Production of unique fingerprint 
To produce the fingerprint, the heating and cooling emissions are simply divided by the 
frequency of temperature occurrence.  This gives a varying heating and cooling coefficient at 
each of the temperature bins with units of kgCO2eq/day.  Fig. 3 shows the unique fingerprint 
for the example police station building.  In this particular case a minimal year round heating 
demand can be seen regardless of external temperature.  This is due to a continual 
requirement for domestic hot water.  Similarly a continual baseline load is also present for 
cooling as a result of the computer server room air conditioning equipment.  In this case 
CO2eq emissions are clearly dominated by cooling demand. 
 
Once the fingerprint is created, annual CO2eq emissions can be determined for any year with 
no need for further dynamic thermal simulation.  This is achieved by simply multiplying the 
coefficient by the frequency of temperature occurrence for a given year, which can be readily 
achieved using a spreadsheet application.  
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Fig. 3. Unique fingerprint of example building built from heating and cooling coefficients  
 
3. Results of validation 

To check the validity of the developed approach, the accuracy of the fingerprint at estimating 
building energy demand has been crosschecked using dynamic thermal simulation.  To 
complete this, a number of years have been selected from the UKCIP weather generator and 
energy demand for heating and cooling has been determined in the example building using 
both methods.  The years chosen for this process did not include those used to produce the 
fingerprint.  Figure 4 shows the correlation between total (heating plus cooling) CO2eq 
emissions for the example building against fourteen different years of weather. 
 

 
Fig. 4. Comparison of CO2eq emissions between estimated figures using fingerprint method and 
dynamic thermal simulation 
  
An r2 value of 0.94 has been found between the two methods, indicating a high degree of 
correlation.  This would suggest that for the case study examined, the fingerprint method is an 
acceptable way of estimating building energy demand for multiple years of data without 
requiring thermal simulation of each year. 
 
4. Discussion and conclusions 

The process developed here allows building CO2eq emissions to be estimated directly from 
probabilistic climate change projections with minimal computation.  The degree of correlation 
of the ‘fingerprint’ estimate to that determined by dynamic thermal simulation is very high, 
and greater than anticipated.  It was previously assumed that a lower correlation may have 
been found, as the fingerprint method does not consider varying solar radiation and 
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(de)humidification requirements, focusing instead only on external dry-bulb temperature.  It is 
however well known that these weather variables may affect building energy demand 
separately form dry-bulb temperature.  It is assumed that as the weather data are produced by 
a ‘generator’, there may be a stronger link between the variables than experienced in reality.  
For example, in the generator it may be that warm days are generally also sunny and that cool 
days are frequently cloudy.  This is not always true in reality.  It may therefore be that the 
Weather Generator produces weather sequences where the variables are more correlated than 
reality (due to the known link to the stochastic rainfall state) and therefore particularly 
suitable for building energy estimation.  However, as the method described in this paper is 
only applicable to generated weather sequences, this limitation is not a primary concern.  
Despite this, the issue is recommended for investigation in future work. 
 
The method developed in this study allows any building design to be tested against possible 
future climate conditions.  The advantage of using a weather generator as the basis of this 
work is that a wider range of climate conditions can be investigated than previous methods 
allowed.  This will allow a design to be checked in multiple scenarios, allowing poor 
performing systems to be focused on for improvement.  The main benefit of the approach is 
that a wide range of weather conditions can be explored without excessive levels of thermal 
simulation.  It is hoped that this approach will be applicable to the routine thermal analysis of 
buildings.  Further work is however required to investigate the accuracy of the fingerprint 
method in different building types in different locations to fully validate the method. 
 
Ultimately, by investigating building energy demand performance over a range of possible 
weather conditions a better insight is provided into possible CO2eq emissions that may be 
released as a result of heating and cooling a building over its operational lifecycle.  The 
situation to be avoided is one where emissions in the future increase as a result of increases in 
cooling demand due to a warmer climate.  This would be counterproductive to the UK 
achieving its target reduction of 80%. 
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Abstract: Indoor Ecology (IE) is an emerging research field that aims to develop new approaches and 
technologies which allow indoor environments and occupants to dynamically co-adapt to each other in order to 
enhance human wellbeing and productivity while simultaneously optimizing energy efficiency. The central idea 
in IE is that humans, building systems and the interior environment form a single, integrated complex 
‘ecosystem’. One way to IE optimization is though lighting, especially daylighting and daylight simulation. 
Current approaches to energy-efficient buildings emphasize only limited aspects of interior lighting, such as the 
carbon footprint, without regard to the multiple effects lighting has on human health, wellbeing and productivity 
which must be considered if truly sustainable interior spaces are to be designed. This paper documents five on-
going investigations which study various aspects of the lighting-human interaction in a variety of circumstances. 
For example, students in the classroom setting are exposed to wide changes in lighting as well as inadequate light 
during early classes, likely affecting attention, retention and performance. Subjects displayed a marked 
preference for natural lighting when given the option; supporting a general hypothesis that daylighting might be 
a solution to the twin problems of promoting health and productivity while decreasing energy use.  
 
Keywords: Daylighting, Low-energy lighting, Visual acuity, Health, Wellbeing 

1. Introduction 

The emerging discipline of Indoor Ecology seeks to develop the theories, methodologies and 
technologies needed to recast building design and architectural space in terms of flexible, 
sustainable and evolving human-building ecosystems. As part of this larger initiative, the 
effects of environmental lighting on human physiology and behavior must be investigated 
alongside the physical parameters of architectural space. The objective of the current research 
initiative into the effects of lighting on vision/visual acuity and health/wellbeing is to establish 
guidelines that can assist in the development of sustainable lighting solutions to promote the 
health and wellbeing of building occupants. This process-based research investigation looks to 
nature as a way of remodeling the built environment by considering the human-building 
relationship as a complex, evolving ecological network. Such an approach requires that 
environmental lighting be viewed from multiple perspectives – visual acuity, mood, 
chronobiology, health, energy efficiency, etc. – in order to inform the technological 
development of sustainable interior lighting systems [1]. Sustainable in this sense is broader 
that typically used in architectural design and includes the effects of light on human health 
and productivity as well as energy-efficient lighting design. The overall on-going research 
objective is to develop design criteria, guidelines and parameters to support the development 
of low-energy sustainable architecture at the nexus of health, energy and technology.  
 
1.1. Background 
Recent research indicates that lighting has increasingly become a public health issue [2]. 
These studies have shown that individuals working in natural sunlight are more productive, 
more effective, and happier than those who work under traditional artificial light. In addition, 
several studies have demonstrated a connection between environmental lighting levels and 
higher productivity and better performance from building occupants [6, 7]. Natural changes in 
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daylight balance the body’s circadian rhythm, which determines sleeping and eating patterns, 
cognitive activity, heart rate, hormone levels – in fact, virtually all physiological and 
behavioral parameters. Circadian phase shift and transmeridian travel have been shown to 
contribute to jetlag, seasonal affective disorder (SAD), delayed sleep phase syndrome (DSPS), 
and is implicated in more various diseases and disorders, including cancer [3]. In 
industrialized nations it is estimated that up to 20% of the workforce are involved in some 
kind of shift work [4] which is associated with exposure to unusual or abnormal levels and/or 
patterns of light and dark. Studies have associated these unusual levels and patterns with 
higher incidences of breast cancer and colorectal cancers [1]. Thus, the sustainability of 
human productivity and well-being, even life itself, is directly tied to environmental lighting. 
 
Lighting is also a sustainability issue in terms of energy use. Buildings consume 39% of the 
primary energy in the United States—on average 18% is used by lighting systems alone [5]. 
Also, the heat produced by a lighting system can generate up to 24% of the total building 
cooling load [6]. Proper lighting utilization using low-energy systems that generate little heat 
could result in significant cooling energy savings for buildings and a smaller carbon footprint.  
 
The twin requirements of promoting human health and productivity and designing energy 
efficient lighting systems appear to be at odds. How can lighting be designed sufficiently 
bright enough to sustain human health and productivity while suitably energy efficient enough 
to sustain the planet? One possibility is the creative use of natural daylight. Daylight brings 
enough light to meet lighting needs of 50 to 70% of the occupancy period in the temperate 
zone of the earth while saving energy up to 50% of the gross full yearly use of light [8, 9]. 
 
For proper health and energy savings it is important to understand how light affects 
physiology and behavior. Ocular light, or light reaching the eye, serves two major functions: 
vision and control of circadian rhythm [10]. Daylighting provides the quality light necessary 
for maximum vision and visual acuity [11] and provides the full spectrum of light needed for 
health and wellbeing [3]. Circadian rhythm is regulated by changes in visible light from the 
sun throughout the day [12] and is controlled daily by the full spectrum of natural light 
together with darkness in the environment [10]. 
 
1.2. Physiology and Daylight 
Natural daylight is crucial to promote productivity, health and wellbeing due to light’s visual 
and non-visual effects.  In addition to object recognition or visual information, light provides 
data on the timing and intensity of light and dark to synchronize the body’s biological 
rhythms. Photonic information (non-visual effects of light) is transmitted from the eye to the 
suprachiasmatic nucleus (SCN) located in the hypothalamic region in the center of the brain, 
leading to a cascade of hormonal changes in the pituitary, pineal, adrenal and thyroid glands. 
 
The SCN serves as master pacemaker or biological clock in humans, synchronizing the 
circadian rhythms that regulate and modify virtually every physiological and behavioral 
process in the human body. The human SCN displays a natural period slightly longer than 24 
hours and must be reset by light of the appropriate spectrum and intensity, at the proper time, 
to provide a consistent temporal order. When this temporal order is significantly disrupted – 
through inappropriate interior lighting, for example – it can lead to damaging emotional and 
physiological effects such as those associated with seasonal affective disorder, jet lag, delayed 
sleep phase syndrome, and may exacerbate serious conditions such as cancer. These effects 
are especially evidenced by people involved in shift work [13, 14, 15], such as the doctors and 
staff working in the Emergency Department at Hahnemann who are part of this research. 
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Fig. 1.  Plan of the Hahnemann Emergency 
Department Waiting Room (north side top of 
drawing). 

The hominid ancestors of humans did not live in buildings and evolved their circadian system 
– which present humans have inherited – exposed to the natural day/night cycle. The full 
spectrum of light available in this cycle includes UVA, UVB and visible light: at noon there is 
high intensity in the blue light region, in the late afternoon blue light is preferentially scattered 
out of (removed from) incoming sunlight so that the late afternoon sun provides red and 
orange light, and when the sun sets it becomes dark. Circadian rhythms are controlled 
primarily by daily exposure to levels of light in the blue-green spectrum together with 
alternating darkness in the environment. Blue light triggers the production of serotonin in the 
body, which enhances alertness and cognitive performance, while red or amber light signals 
the onset of dusk; the absence of light encourages melatonin secretion [16, 17]. Returning 
buildings to a natural light environment through the use of daylighting or mimicking the full 
spectrum of natural light using energy-efficient artificial lighting would both conserve energy 
and promote the wellbeing of building occupants [18]. 
 
2. Methodology 

There are five on-going investigations to determine the effects of a variety of lighting options 
in different architectural settings. These studies are designed to test environmental preference 
for natural light, artificial light effects on human health and productivity, different artificial 
light sources effects on vision and visual acuity with respect to energy use, and the effects of 
light shelves on indoor illumination levels. Preliminary results are documented in this paper. 
 
3. Results 

3.1. Hahnemann Hospital Emergency Department Waiting Room Daylighting Study 
The waiting room of the Hahnemann Hospital Emergency Department is a poorly monitored 
space: patients suffering from an accident, illness or even fear, are also unsure as to how long 
they may be waiting or what will happen once they see the doctor. After the recent death of a 
Philadelphia man waiting for care, attention has been refocused to emergency department 
waiting rooms. While it is not clear what led to his death, the event does suggest that health 
care providers should know more about what is happening to patients, both in the short and 
long term, while they are in the waiting room of emergency departments. 
 
Although the effects of the environmental 
lighting should influence designs for 
healthcare spaces, this is rarely the case. Light 
exposure of specific frequencies and 
intensities has been shown to affect mood and 
performance [20, 21, 22] and even treat 
certain aspects of depression [23]. Not known 
is whether lighting can affect a person’s health 
and wellbeing over short and irregular time 
periods such as while waiting for care at 
emergency departments. Waiting durations 
vary from less than a minute to as much as 12 
hours – longer wait times are associated with 
increasing levels of impatience and agitation. 
In addition to effects of lighting on patient attitude and mood, lighting may also affect the 
underlying health problem that brought the patient to the hospital in the first place. The 
current lighting of the Emergency Department waiting room at Hahnemann Medical Center 
was analyzed as a first step in assessing effects of lighting on waiting patients (Fig. 1). 
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Fig. 2. Actogram from wrist 
actigraph demonstrating 
ambient light exposure, sleep, 
rest, and activity periods for an 
average subject over 21 days. 

The next step is to determine the effects of the current lighting on patients. The initial 
hypothesis is that patients will aggregate in areas of high light intensity or natural lighting. In 
the daytime, the seats adjacent to the north windows receive the most natural daylight. The 
prediction is there will be a natural gradient of persons within the waiting room tending to sit 
near the windows. However, at night there is little difference in lighting (all artificial lighting) 
and no gradient of persons is expected as a result of lighting conditions. The artificially-lit 
waiting room of the evening hours will be used as a control to determine if there is a 
preference to sit near the windows. Other factors must be considered such as location relative 
to televisions, where other persons have already occupied a seat or even proximity to 
bathrooms or vending machines. The lighting measurements will be correlated to seat 
positions in another series of measurements. Data is presently being gathered; initial results 
support the hypothesis suggesting a trend to prefer sitting near the windows in daylight hours. 
 
3.2. Hahnemann Emergency Department Baseline Staff Productivity Study 
Another aspect of patient care is the performance of the health care providers. Given the well 
known performance deficits associated with circadian disruption and sleep deprivation, is it 
possible for environmental lighting to act as a counter agent to these effects? Current practice 
for emergency room service delivery involves doctors participating in schedules that involve 
8- or 10-hour shifts of two days of daytime, two days of afternoon/evening, two days of 
overnight and two days off. An initial staff productivity study will serve as a baseline 
inventory of sleep, self reported quality of wellbeing, burnout, sleepiness and preferred phase 
of circadian activity as well as the Emergency Department (ED) lighting environment. In this 
second ED study, resident physicians will wear light sensing wrist actigraphs that measure 
movement to assess objective sleep-wake activity patterns in different lighting conditions for 
one work cycle. Within the ED, lighting apparently varies little and there is no natural lighting 
once inside the patient treatment areas. However, lighting conditions may change based upon 
specific tasks being undertaken and/or the influence of lighting on performance may be task 
dependent. Lighting levels will be measured and correlated to tasks to assess how the 
Emergency Department lighting could be better designed to support ED staff performance.  
 
3.3. Lighting and the Educational Environment 
It is well known that time of day affects performance and 
learning. Sleep deprivation and fatigue are detrimental to an 
array of neurocognitive functions and, by extension, decrease 
learning. However, these observations have not been 
systematically applied to scheduling classes with the goal of 
enhancing a student’s learning experience. 
 
Lighting levels are being documented in several Drexel 
University classrooms and show significant variation from 
room to room and at different times of day in the same room. 
In fact, the lighting levels have been found to vary 
significantly from desk to desk within a single room even 
when the room is artificially illuminated. The discrepancy in 
lighting levels is even more pronounced when the room also 
has access to natural daylight, compounded with orientation to 
the sun (whether east, west, north or south orientation). To 
determine how these varying lighting conditions effect 
learning, students are being monitored for activity and light 
exposure using wrist actigraphy (Fig. 2). The data will be 
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Fig. 3. Light Boxes, from left to 
right: LED, Phillips incandescent, 
CFL, GE incandescent 

 

 

Fig. 4. Light Source Preference 

cross-referenced with the student’s performance to determine the effects of lighting and 
sleep/wake cycles on academic achievement. Further studies will evaluate classroom seating 
position with respect to lighting and effects of lighting on mood, sleepiness and performance. 
 
Preliminary investigations consist of data collection using wrist actigraphy for 2 weeks during 
a school term. Weekdays were analyzed to determine the average light exposure students 
received during the day. Light was recorded in 60 second epochs. 180 epochs were averaged 
to create six, 3 hour bins from 06:00-24:00. Average light exposure (lux) was compared 
across the bins. While previous analysis failed to reveal a significant exposure to ambient 
light during the night (24:00-06:00), daytime exposure was shown to vary significantly by 
time of day. A one-way ANOVA was used to test for differences in average light exposure in 
3 hour bins from 06:00-24:00. Exposure differed significantly across the six time bins, F (5, 
102) = 3.78, p = .003. Also, a trend toward increasing light exposure was seen as a result of 
time of day with the hours of 12:00-14:00 showing the highest average lux per subject. 
Additionally, during students’ earliest waking hours, from 06:00-09:00, analysis revealed 
significantly reduced light levels, equivalent to the sleeping environment, despite student's 
schedules and activity measurements correlating this time period as active class time. 
 
3.4. Light Source, Vision and Visual Acuity 
Not only are lighting levels, light with respect to time of day, and physiologically 
experiencing the full spectrum of natural daylight important for the work environment, but 
also the quality of the light can be crucial—especially in an emergency medicine situation 
when the attending physician may be tired and yet responsible for completing tasks that 
require precise visual acuity, such as making incisions and stitching wounds. 
 
During the summer 2010, five lighting experiments were 
set up to compare and contrast five different light sources 
for visual acuity and comfort, which were cross-
referenced with age, gender and whether or not corrective 
lenses were used. Each lighting experiment had an eye 
chart with verse from Ralph Waldo Emerson’s The 
Conduct of Life, with point sizes varying from 1pt to 7pt, 
each illuminated by a different light source. The test 
subject looked through goggles to ensure the same focal 
distance from the eye chart and selected the smallest point 
size that could be read. The lighting level was been set at 
+/- 530-650 lux for each of the four artificial light 
sources: LED, Phillips incandescent, compact fluorescent 
and GE incandescent (Fig. 3). The fifth lighting 
experiment used available natural daylight and the test 
subject noted the lighting level at the time of the test; 
daylighting levels tended to vary within the range set up 
for the artificial lighting sources at +/- 530-650 lux. The 
test subject was requested to indicate which one of the 
light sources was the most comfortable (Fig. 4). Sixty-
five people were surveyed with ages ranging from 9 to 77 
years. While the use of corrective lenses did not seem to 
affect the study, the daylight source was overwhelmingly 
preferred. However, this was not the case during the 
spring when daylighting levels varied 200-500 lux.
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Fig. 5. Office 
(oriented north up). 

Determining quality of light with respect to light source and energy consumption is critical to 
meet today’s energy conservation needs. Daylighting is ideal because it consumes no energy 
and is cost-free. On the other hand, radiant energy from light results in heat gain; potentially 
in the winter a reduction in heating costs, while in the summer an increase in cooling loads. 
Indirect daylight is ideal because of lowered radiant heat gains. A comparison of the artificial 
light sources used in this experiment reveals that although users indicated little preference 
between the artificial light sources, while the LED (light emitting diode) light source is 
considerably more sustainable, it costs nearly double the CFL (compact Fluorescent); 
however, both use considerably less energy than either incandescent (Table 1). Additionally, 
while not measured in this study, both the LED and CFL also generate less heat. 
 
Table 1. Artificial light sources. 

LED: Pharox 40 
Warm White Light 

Incandescent: Philips 
Duramax R20 

Compact 
Fluorescent: 

Ecosmart Soft White 
Cold Cathode 

Incandescent: GE 
Soft White 25 

230 
lumens 

5W 36K 
hours 

205 
lumens 

30W 2.5K 
hours 

200 
lumens 

5W 20K 
hours 

210 
lumens 

25W 2.5K 
hours 

No mercury, no UV, 
100% recyclable 

 contains mercury  

cost over 36,500 
hours = $76.38 

Cost over 36,500 
hours = $219.15 

Cost over 36,500 
hours = $39.35 

Cost over 36,500 
hours = $159.15 

 
3.5. Natural Daylighting and Light Shelf Efficacy 
Lighting energy accounts for a large portion (30-50%) of total energy consumption of typical 
commercial buildings [l9], and about 15% percent of residential consumption in the U.S. [5]. 
Daylight generates enough light to meet lighting requirements of 50 to 70% of the occupancy 
period in the temperate zone of the earth. Energy savings by using daylighting can be up to 
50% of the gross full yearly use of light for interior conditions [8, 9]. For these reasons, 
techniques that can maximize daylight use in indoor spaces while minimizing heat gain would 
be useful to ensure both quality light and energy savings in buildings.  
 
A south-facing room was used as a test site. It is a typical office plan 
illuminated by windows all along the south wall from about 42” 
above the floor to the ceiling at ten feet above the floor. The 
orientation is skewed from true south as indicated in the plan (Fig. 5). 
Light shelves were installed along the central horizontal dividing 
mullion at approximately six feet above the floor level. A 99.7% 
reflective coating provided by 3M Corporation was installed on the 
top surface of the light shelf and on the ceiling above to redirect the 
reflected sunlight back down into the room. Lighting levels were 
documented at one hour intervals from 10:00-15:00. It was noted 
whether or not it was Sunny (Clear Sky), Partly Cloudy, Cloudy, or 
Rainy. Three separate readings were taken each hour: no light shelf, 
light shelf horizontal to the floor, and light shelf inclined at 10o below 
the horizontal. Readings were taken on twenty separate days over a 
period of six weeks at three locations as indicated on the plan (Fig. 6).  
 
Preliminary results suggest that light shelves help to evenly distribute interior lighting levels 
across the room when located on south-facing windows; glare is reduced at the window due to 
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Fig. 6. Section through office 
showing light shelf and locations 
of daylight readings. 

 

Fig. 7. Light distribution. 

the shelf shading adjacent work surfaces while lighting levels are increased at work surfaces 
within five to eight feet from the window (Fig. 7).  Surfaces beyond eight feet receive much 
less benefit. Daylighting is most effective when the sun is perpendicular to the window, 
explaining why illumination levels for this test location were highest at 14:00 instead of noon. 
 
4. Conclusions 

While human behavior is occasionally considered in 
the design of low-energy architecture, energy use and 
efficiency can often take precedence over human 
comfort, performance and/or wellbeing. Buildings 
have been designed to efficiently use energy while 
illuminating building interiors. However, rarely is 
visual acuity a consideration in lighting design nor are 
the effects of lighting on physiology and behavior. As 
a result, lighting is often energy-efficient while 
building occupants have difficulty succeeding in tasks 
requiring keen vision, such as suturing a wound or 
reading fine-print text. Additionally, buildings with 24 
hour illumination generally produce the same intensity 
and wavelengths throughout the period, increasing 
chances for circadian disruptions with consequent 
health and performance decrements. The quality and 
timing of light should be controlled to ensure the 
physical and mental wellbeing of building occupants. 
Future areas for research include: 1) evaluating the 
feasibility of artificially mimicking the full spectrum 
of light by phase-shifting the day of night-shift 
workers to reset their biological clocks to be in sync 
with their natural circadian rhythms; 2) optimizing the 
educational environment by coordinating course 
schedules with time of day and classroom lighting 
levels to enhance student academic performance and 
alertness; and 3) developing criteria for sustainable 
architectural design at the nexus of health, energy and 
technology. 
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Abstract: Passive Houses have gained popularity the last ten years as a way of improving the energy efficiency 
in the housing stock. The challenge of avoiding external heating during the cold winter climate in Sweden has 
pushed the design of a Passive House in a direction where problems with excessive temperatures might occur 
summertime. The aim of this paper is to evaluate comfort cooling strategies for attaining good indoor climate 
summertime while maintaining good energy efficiency. Also, to add knowledge of comfort cooling strategies for 
Swedish conditions as the summer season is short and comfort cooling is normally not installed. The studied 
strategies include: airing, shading, increased ventilation, cooling machine and evaporative cooling. Additionally, 
combinations of these methods are studied. To evaluate the cooling strategies and their impact on the indoor 
temperature and the amount of electricity needed for their operation, computer simulations have been made 
using the simulation tool IDA Indoor climate and energy. The building model is based on an existing Passive 
House in the district Lambohov in Linköping, Sweden, where continuous logging of temperatures are available. 
Without comfort cooling the simulations show excessive temperatures summertime which is consistent with the 
field measurements from the real house. The overall judgement is that passive cooling strategies can provide 
sufficient cooling during the hottest part of the summer and that both shading and airing strategies should be 
used for a maximum cooling effect.  
 
Keywords: Building simulation, Comfort Cooling, Passive House  

1. Introduction 

Passive Houses have gained popularity the last ten years as a way of improving the energy 
efficiency in the housing stock. A Passive House uses only the internal heat gains from 
lighting, equipment, humans and the incoming solar radiation to heat the building. This is 
possible through a combination of a highly insulated building envelope and a heat exchanger 
that heats the incoming air with the exhaust air. A Passive House has therefore no need for a 
traditional heating system, but occasionally, when the temperature drops fast during a cold 
period, there might still be a need for additional heating. The challenge of avoiding external 
heating during the cold winter climate in Sweden has pushed the design of a Passive House in 
a direction where problems with excessive temperatures might occur summertime. 
 
The aim of this paper is to evaluate comfort cooling strategies in order to attain good indoor 
climate summertime while maintaining good energy efficiency. Can a clever use of shading, 
airing and ventilation provide enough cooling to avoid an installation of comfort cooling 
equipment. Moreover, the use of a cooling machine as well as evaporative cooling is also 
evaluated. 
 
Socialstyrelsen (The Swedish National Board of Health and Welfare) recommends that the 
indoor temperature does not exceed 24 and 26 °C wintertime and summertime respectively 
(Socialstyrelsen 2005). Further, Boverket (The Swedish National Board of Housing Building 
and Planning) recommends an indoor temperature between 23 and 25 °C summertime 
(Boverket 2007) and FEBY(Forum for Energy Efficient Buildings) recommends that the 
indoor temperature does not exceed 26 °C more than 10 % of the time summertime in the 
hottest part of the building (FEBY 2009).  
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A study by SP (Technical Research Institute of Sweden) with temperature loggings from 20 
terraced house apartments in 4 Passive Houses in Lindås, Sweden, show a mean indoor 
temperature of 25.2 °C summertime (Ruud and Lundin 2004). Some of these apartments have 
temperatures within good levels throughout the summer but others have periods with 
temperatures between 25 and 30 °C and there are occasions when the indoor temperature 
reaches 30 °C. Dwellers in Passive Houses in the districts of Oxtorget, Glumslöv and Frillesås 
responded to a questionnaire study about their indoor temperature summertime. The outcome 
of the questionnaire gave the result that in Oxtorget 31 %, in Glumslöv 56 % and in Frillesås 
11 %, respectively, claimed it was too warm during this period (Samuelsson and Lüddeckens 
2009). More reports of excessive temperatures summertime have been made from dwellers in 
a two-storey Passive House in Lidköping and from dwellers living on the top floor in a three-
storey apartment building in Brogården, Alingsås (Janson 2010). In Lambohov, Linköping, 
temperature measurements from two Passive Houses also show excessive temperatures 
summertime. During the month of July 2010, the mean value of the exhaust air temperatures 
from these two apartments were 27.3 °C. Further, the exhaust air temperatures from these two 
apartments were 26 °C or higher during 60 % of this time (KTC 2010).  
 
In contrast to warmer countries, comfort cooling equipment is normally not installed in 
Swedish dwellings. However, the combination of the isolating capacity of a Passive House 
and the large solar gains summertime could result in excessive temperatures even in this cold 
climate. Methods for comfort cooling in warmer countries are normally: shading, ventilation, 
cooling machines, evaporative cooling, solar chimneys, earth tubes, reflectors and night-time 
radiation cooling. 
 
2. Methodology 

With the use of computer simulations this paper investigates strategies for comfort cooling for 
a Passive House in a Swedish climate. The simulations have been carried out using the 
software IDA Indoor climate and energy (ICE), a software that since its release in 1998 has 
grown to become one of the leading international tools (U.S. Department of Energy 2009). 
The input data representing the human presence, the use of electricity and domestic hot water 
are based on a collection of user related data from Boverket (2007). Applied to this household 
it results in the internal gains of 4.6 W/m2. The building model in the IDA ICE-simulations is 
based on an existing Passive House apartment in Lambohov, Linköping, Sweden, where 
continuous logging of temperatures are available, see Fig. 1. It is one of two 4-room 
apartments in a Passive House building, both with two floors and an area of 105 m2. The 
ground floor has a ceiling height of 2.5 meters and the second floor has a ceiling height of 2.4 
meters. The apartment is equipped with an FTX-system that recovers the heat in the exhaust 
air to heat the incoming air and a constant air volume (CAV) ventilation system with two 
temperature meters controlling the ventilation. Further, a climate file from Meteonorm is used 
in IDA ICE to simulate the climate in Linköping. More details are presented in Appendix. 

In order to evaluate the different comfort cooling strategies, the first ten days in the month of 
July, a period with excessive temperatures in the real Passive House are simulated. The 
reference case without different measures to cool the apartment is compared with 
implementations of different strategies for comfort cooling. Their individual cooling 
performances as well as the combinations of these are then evaluated. 
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Fig. 1.  Temperature loggings during July 2010 from the real Passive House in Lambohov, to the right 
presented in a duration diagram. 
 
3. Comfort cooling strategies 

The simulated comfort cooling strategies and their implementations in IDA ICE are here 
presented.  
 
3.1. Integrated and external window shading 
Integrated and external window shadings of separate types are used. In the simulations the 
integrated window shading is controlled by the solar radiation, the time of the day and the 
indoor temperature. It is activated if the direct normal radiation exceeds 100 W/m2 and if the 
room temperature is higher than 22 °C. For the integrated shading the solar gains factor (g-
value) equals 0.14, the short-wave shading coefficient (T-value) equals 0.09 and the U-value 
equals 1.0. Moreover, the integrated window shading is not used on the east façade since it 
could make the apartment too dark inside. This restriction is not made on the use of the 
external window shading, where an awning is implemented on every window at all times of 
the day.  
 
3.2. Airing with windows 
In contrast to shading, airing with windows is due to safety reasons only allowed certain hours 
of the day and only with the windows on the second floor. The hours for airing are set to 
18:00-22:00 but only if the room temperature is higher than 22 °C and higher than the outdoor 
temperature. In that case the windows will be 25 % opened. 
 
3.3. Increased ventilation 
When the ventilation system is used as a mean to remove excess heat, the ground state of the 
CAV-ventilation and its airflow of 45 l/s is increased to 90 l/s.  
 
3.4. Airing with a roof hatch 
As an option for airing with windows which is only allowed daytime, a roof hatch is 
implemented in order to investigate how much night-time airing can lower the temperature. It 
is assumed that security measures are taken in order to keep it open night-time. The roof hatch 
has an area of 0.7 m2 and is located in the upper hall. It is intended to be open between  
18:00–08:00 but only if the indoor temperature in the room is higher than 22 °C and higher 
than the outdoor temperature.  
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3.5. Cooling machine 
The cooling machine is connected to the FTX-system which distributes the cooling to the 
building. The set-point for the exhaust air temperature is 24 °C and the minimum allowed 
supply air temperature is set to 15 °C.  
 
3.6. Evaporative cooling 
Evaporative cooling is investigated as an alternative to the cooling machine. It is connected to 
the FTX-system and has an efficiency of 80 %. The set-point for the exhaust air temperature 
is 24 °C and the minimum allowed supply air temperature is set to 15 °C. 
 
4. Results 

The simulation results in Fig. 2 show that passive cooling can provide sufficient cooling 
during the hottest part of the summer. The best cooling result is obtained when both shading 
and airing strategies are used. Here, the most effective strategy is the combination of the 
external window shading and the roof hatch. The roof hatch proves to be the best single way 
to lower the temperature in the apartment. Fig. 3 shows that the combination of the increased 
ventilation with window shading also can provide a satisfactory cooling result. If the cooling 
machine or the evaporative cooling is used, the best combination are in both cases either with 
the external window shading or with the increased ventilation as can be seen in Fig. 4 and  
Fig. 5. The cooling machine has a better cooling performance than the evaporative cooling but 
with the standard ventilation airflow none of them can lower the temperature to a comfortable 
level. Higher ventilation or lower supply temperature than 15 °C is required.  
 
The electricity use of the fans during the ten simulated days is 14.4 kWh/10 days with the 
standard flow of 45 l/s. The extra power demand for the doubled ventilation is 100 kWh/10 
days. In comparison the power demand of the cooling machine for reducing the supply air 
temperature to 15 °C is about 30 kWh/10 days (cooling demand 100 kWh /10 days) but the 
temperature reduction is less. 
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Fig. 2.  Simulation results with passive cooling methods. The period is 1 – 10 of July. 
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Fig. 3.  Simulation results with an increased airflow in the ventilation system, with and without 
window shading. The period is 1 – 10 of July.  
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Fig. 4.  Simulation results with the cooling machine, with and without passive cooling methods or an 
increased airflow in the ventilation system. The period is 1 – 10 of July. 
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Fig. 5.  Simulation results with evaporative cooling, with and without passive cooling methods or an 
increased airflow in the ventilation system. The period is 1 – 10 of July. 
 
5. Conclusions 

The simulation for the reference case agrees well with the practical experiences of excessive 
summer temperatures in Passive Houses. It seems likely that passive cooling strategies can 
provide sufficient cooling during the warmest part of the summer. A combination of shading 
and airing strategies should be used for the maximum cooling effect. However, in these 
simulations it is assumed that sophisticated devices are controlling the airing and shading 
based on the indoor and outdoor temperature and the solar radiation. Such devices are 
normally not yet installed in Passive Houses but nevertheless, the results demonstrate the 
potential with the use of passive cooling. On the other hand Fig. 2 illustrates that the best 
result of the passive cooling strategies is obtained with the roof hatch and the external 
window shading, two strategies that necessarily do not need any controlling devices.  
Instead of using a roof hatch, an already existing window could be kept open night-time, this 
would also require that security measures are taken but the installation of a roof hatch would 
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not be needed. In addition, since an increased airflow in the ventilation system appears as an 
effective tool for lowering the indoor temperature, it should be made possible for the dwellers 
to control the airflow after their needs. Neither the cooling machine nor the evaporative 
cooling can by itself lower the temperature to a comfortable level, it has to be combined with 
higher ventilation or the supply temperature must be allowed to be lower than 15 °C.   
 
The outcome of these results shows that options for passive cooling should be applied before 
any cooling machine or such equipment is installed. Since Passive Houses can contribute to 
increased energy efficiency in the housing stock, it is of great importance that they are well 
adapted to the summer climate, ensuring a comfortable living.  
 
The outcome of simulations of this sort is highly depending on the implementation of the 
internal gains and the compilation of user related data used for this in this paper only offers an 
indication of these amounts. Furthermore, the amount of solar gains summertime is 
responsible for the excessive temperatures and different simulation software will differ in this 
result (Lundh and Wäckelgård 2009). Other sources of error come from the software’s 
limitation in computational accuracy. Additionally, a more exact study of the ventilating 
capacity of a single roof hatch or window could be made using CFD-tools (Computational 
Fluid Dynamics). In our case the simulated reference case agrees very well with the actual 
temperature loggings in the house as can be seen by comparing Fig. 1 and 2. 
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Appendix 

 Simulation input data 
 
Building envelope            m2 W/m2K 
Apartment area 105  
External wall  0.1073 
Internal wall  0.6162 
Internal floors  0.2259 
Roof  0.08735 
External floor  0.1289 
Glazing  0.8800 
Outer door, front  0.7500 
Outer door, back  0.9000 

 
 

Thermal bridges m W/mK 
Edge beam 54 0.094 
Wall corner 45 0.027 
Windows & Doors 120 0.041 
Wall/Joists 63 0.025 
      
   
Ventilation  
Air leakage (at +/- 50 Pa) 0.24 l/s,m2 
Mechanical ventilation 45  l/s 
Fan pressure 488 Pa 
Fan power 60  W 
Efficiency of ventilation fan 73  % 
Efficiency of heat exchanger* 87  % 
* During the cooling season the heat exchanger is only used if the outdoor temperature 
exceeds the indoor temperature         
            
Ground reflection   20 %  
Internal gains    4.6 W/m2     
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Abstract: Climate change made governments introduce energy performance regulations like the Energy 
Performance of Buildings Directive (EPBD) and these regulations will be tightened in the future. However, the 
real performance of current low energy dwellings does not always match the theoretical expected performance 
and therefore lessons can be learned from the real performance of these houses for future low energy houses.  
For four low energy houses, energy consumption and indoor climate have been analyzed through calculations, 
monitoring and occupant surveys. All houses appeared to be more energy saving in theory and practice than the 
current Flemish building standard, but with large differences between the houses and with still a large potential 
for improvement, especially the heating systems. Also the measured CO2 concentrations in winter strongly 
differed between the houses and the occupants’ perception of indoor air quality did not always match the 
measured quality. The weakest point according to the surveys was summer comfort, especially in the sleeping 
rooms, but this was not always confirmed by measurements and calculations. This shows that common comfort 
theories are not adapted to dwellings and that summer comfort should be evaluated in detail during design. These 
lessons should be taken into account when designing and evaluating future low energy houses. 
 
Keywords: Post-occupancy evaluation, Energy, Thermal comfort, Indoor air quality, Occupant behavior 

1. Introduction 

The challenges of climate change and the exhaustibility of natural resources made 
governments all over the world introduce energy performance regulations in order to avoid 
the construction of energy devouring buildings. These regulations will be tightened in the 
future, as is already the case with the recent recast of the EU EPBD. Architects and building 
occupants however do not wait for the tightening to build dwellings that performa better than 
the legal standard. In Flanders, Belgium, in 2006 at the introduction of the Flemish EPBD 
version (called EPB), only 2.5% of all new dwellings performed at least 40% better than the 
legal standard (according to the theoretical calculated energy performance level) whereas in 
2009 already 11% of all new dwellings performed at least 40% better than the legal standard 
[1]. Weak point is that these are theoretical performances and that there often is a discrepancy 
between theory and practice [2,3]. In order to improve the real performance of future low 
energy houses, the knowledge of real energy and comfort performance of present low energy 
houses should be increased. In this research the post-occupancy performance of four low 
energy houses has been analyzed for the aspects of energy consumption and indoor climate 
(thermal comfort and relative humidity (RH) in winter and summer, and indoor air quality 
(IAQ) in winter). Underlying to the analysis were following questions: (1) are these houses as 
energy saving in practice as calculated in theory? and (2) is the indoor climate satisfactory in 
these houses, both in winter and summer? In this paper, first, the methodology is presented 
with a description of the four houses and the calculation method for energy consumption and 
summer comfort. Also the monitoring campaign is described as well as the survey and the 
evaluation criteria for energy and indoor climate. Then, the main results of this evaluation are 
presented and discussed. Finally conclusions are formulated on lessons to learn from this 
post-occupancy evaluation for the design of future low energy houses. 
 

2080



2. Methodology 

2.1. Description of the low energy houses 
The dwellings are all located in the province of Limburg, Flanders, near the border with The 
Netherlands and Germany. Three dwellings are newly constructed and one old dwelling is 
thoroughly renovated. House 1, 2 and 3 are designed (or renovated)  by the same architect, 
chosen by the occupants for her expertise with energy saving dwellings, whereas for the 
architect of house 4, it was his first low energy house and also the occupants were not familiar 
with low energy concepts. The main characteristics of the dwellings are given in Table 1. 
 
Table 1. Characteristics of the dwellings 

 House 1 

 

House 2 

 

House 3 

 

House 4 

 
Construction 

year 
2005 2004 1830, renovated in 

2002 
2007 

Typology Detached Detached Detached Semi-detached 
# occupants 6 5 5 3 

Volume 687 m³ 952 m³ 770 m³ 629 m³ 
Floor area 294 m² 333 m² 278 m² 252 m² 

Heat loss area 549 m² 549 m² 530 m² 419 m² 
Umean 0.30 W/m²K 0.28 W/m²K 0.50 W/m²K 0.30 W/m²K 

Glass to floor 
ratio 

24% 18% 28% 14% 

Heat 
production 

system 

Soapstone wood 
stove + backup 
boiler on gas 

Condensing boiler 
on gas + wood 

stove 

Soapstone wood 
stove + electrical 

heater in bathroom 

Condensing 
boiler on gas 

Domestic hot 
water system 

Storage tank 
connected to 
wood stove + 
boiler backup 

Storage tank 
connected to  
boiler on gas 

Storage tank 
connected to wood 
stove + electrical 

backup 

Storage tank 
connected to 
boiler on gas 

Heat emission 
system 

Floor and wall 
heating 

Floor heating and 
radiators 

Stove Floor heating 

Ventilation 
system 

Balanced 
ventilation with  
ground pipe and 
heat recovery, 

summer bypass 

Balanced 
ventilation with 
ground pipe and 
heat recovery, no 
summer bypass 

Mechanical supply, 
connected to 
ground pipe, 

natural exhaust 

Balanced 
ventilation with 
ground pipe (not 

yet installed) 

Renewable 
solar energy 

10m² thermal 
collectors 

4.7m² thermal 
collectors 

4.14m² thermal 
collectors 

4.8m² thermal 
collectors 

 
2.2. Calculation of energy consumption and summer comfort 
Both the calculation method for energy consumption and the assessment method for summer 
comfort, applied in this research, form part of the Flemish version of the EPBD (further called 
EPB). The main principles of these calculation procedures are described below. 
 

2081



2.2.1. Calculated energy consumption 
The end energy and primary energy consumption for heating and domestic hot water are 
calculated with the calculation procedure for the EPB. The procedure is mainly based on the 
EN ISO 13790(2004). It is a steady state monthly based one-zone model, taking into account 
the insulation quality of the building envelope, useful internal and solar heat gains, 
performance of ventilation system and heating system and presence of renewable energy 
systems. Despite the simplifications, the energy consumption calculated with a monthly based 
steady state one-zone model is very comparable with the energy consumption calculated with 
a dynamic multi-zone model [5]. The average indoor temperature is 18°C for heating. The 
outdoor climate is the Test Reference Year of Brussels, Belgium. In the calculation procedure, 
the volume of domestic hot water used depends on the building volume and the energy 
consumption for domestic hot water depends on the performance of the heat production 
system, presence of a storage tank and a solar collector and length of pipes. Also the auxiliary 
electricity consumption for pumps and fans is calculated. The EPB considers a primary 
energy conversion factor for electricity of 2.5.  
 
2.2.2. Calculated risk for summery overheating 
In the EPB for dwellings, also the risk for summery overheating is assessed, through the 
overheating indicator. The indicator is calculated based on the yearly surplus heat gains 
compared to the set point temperature of 18°C. The surplus gains depend on the overall 
monthly heat gains (internal and solar), the thermal capacity of the building and the 
proportion of heat losses to heat gains. For the overheating indicator a threshold value of 
8000Kh and a maximum value of 17500Kh is set. Below the threshold value, no risk for 
summery overheating is expected, above the maximum value the summer comfort is totally 
unacceptable and the designer is obliged to take measures to improve the summer comfort. 
Between threshold and maximum value, a real risk for summery overheating is assumed, 
linearly depending on the distance to the threshold value. This means that it is assumed that in 
practice, there is a real risk that the occupant will install an active cooling system after the 
house is built, thus increasing his energy consumption significantly. Weakness of this steady 
state one-zone model is that summer comfort is evaluated at the level of the overall building, 
whereas overheating typically is a local and dynamic problem that not necessarily occurs in 
all rooms of a dwelling. But since this method, as part of the EPB method, is used in Flanders 
to enhance the awareness of architects for summery overheating, it also has been used within 
this research to roughly assess the summer comfort.  
 
2.3. Monitoring of energy consumption and indoor climate 
In the dwellings, indoor climate and energy consumption are monitored from March 2009 
until February 2010. The indoor temperature and RH are measured every 15 minutes with an 
ONSET HOBO H8 logger in the living room and in a north oriented and a south oriented 
sleeping room. During the winter (November 2009 till January 2010) also the CO2 
concentration in the living room is measured every 5 minutes with a Telaire 7001, coupled 
with a HOBO H8 logger. With a maximum distance of 30km between the dwellings, the 
outdoor temperature and RH are only measured at one location. The energy consumption of 
natural gas, electricity and wood have been noted by the occupants on at least a weekly basis. 
 
2.4. Survey of the building occupants 
Apart from calculations and monitoring, also the occupants are surveyed. Their behavior as 
well as their perception of the indoor climate is analyzed through a survey on the winter and 
summer situation. Questions are asked on their presence in the house during daytime, on their 
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habits of opening windows, setting off the heating system during absence and taking measures 
against summery overheating during absence. Also occupants have to evaluate their 
perception of thermal comfort, draft and IAQ through a scale of [-3,-2,-1,0,1,2,3] for thermal 
comfort, a scale of [0,1,2,3] for draft and [-3,-2,-1,0] for IAQ, for winter and summer for the 
rooms that are monitored. Also questions are asked on the adaptation of the heating system to 
fluctuating indoor temperatures (eg. due to change in solar irradiation) and whether any room 
is uncomfortably warm or cold at a certain time of the day. 
 
2.5. Evaluation criteria for energy consumption and indoor climate 
To assess the real performance of the low energy houses and to compare the theoretical 
performance with the real performance, the following evaluation criteria have been used.  
 
For energy consumption, the monitored consumption of all energy carriers (gas, electricity, 
wood) in each house is normalized into an end energy consumption in kWh/year per m² floor 
area and a primary energy consumption in kWh/(m².year). Gas and wood consumption are 
first normalized for a standard year by means of the degree day method (1800 degree days 
during monitoring and 2087 degree days in a standard year in Brussels). This is compared 
with the theoretical energy consumption according to the EPB. Since electricity for household 
appliances and lighting is included in the monitored electricity consumption, but not in the 
EPB, both the primary energy consumption with and without electricity is given as a result. 
However, by excluding the electricity consumption, also the electricity for pumps, fans and 
eventually electrical backup for domestic hot water is excluded. As the results will show, this 
makes it difficult to mutually compare the houses. 
 
For thermal comfort, the mean indoor temperature and standard deviation are calculated from 
the monitored data for winter and summer for the different rooms. Also the percentage of 
time, the temperature in the different rooms is below, in or above the comfort zone is 
calculated. For the winter situation a comfort zone of 20°C - 24°C is set for the living room 
and 18°C - 22°C for the sleeping rooms; for the summer a comfort zone of 23°C - 26°C is set 
for all rooms. This is based on ISO 7730:1994 [4] for a maximum PPD (Predicted percentage 
of dissatisfied) of 20%. Weak point is that this comfort theory is developed for office 
buildings. In fact, none of the current comfort theories (Fanger, adaptive model, weighted 
temperature exceedings,…) is adapted to assess thermal comfort in dwellings and certainly 
not in sleeping rooms. The measured results for thermal comfort are compared with the 
perceived thermal comfort by the occupants and with the calculated overheating indicator.  
 
The IAQ is assessed by means of the RH and the CO2 concentration. The comfort zone for 
RH is 30-70%. For CO2 concentration, four IAQ-levels are considered: IDA1 (< 400ppm 
above outdoor level), IDA2 (400-600ppm above outdoor level), IDA3 (600-1000ppm above 
outdoor level) and IDA4 (> 1000ppm above outdoor level). An outdoor level of 400ppm is 
assumed. For a good IAQ normally at least an IDA2 level has to be aimed for. The results are 
compared with the perceived IAQ by the occupants. 
 
3. Results 

3.1. Energy consumption 
Table 2 presents the monitored energy consumption for the four houses, with a distinction 
between yearly consumption of gas and wood for space heating and domestic hot water (row 
1 and 2) and yearly electricity consumption for household, lighting, fans and pumps (row 3). 
In case of house 3, this includes also backup heating for domestic hot water.  
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Table 2. Monitored yearly energy consumption in all four houses, normalized for outdoor climate 
 House 1 House 2 House 3 House 4 

Gas [kWh/yr]  3.201 5.577 - 9.301 
Wood [kWh/yr] 16.036 1.053  8.992 - 
Electricity [kWh/yr]  3.881 5.768 10.188 2.970 
Total end energy [kWh/yr] 23.118 12.398 19.180 12.271 
 
Based on these data, the total end energy consumption per year and per m² floor area is 
calculated, as well as the total primary energy consumption, including and excluding the 
electricity consumption. Also the energy consumption according to the EPB is calculated, 
representing the energy consumption for space heating, domestic hot water and auxiliary 
electrical energy for pumps and fans. Also here the total end energy consumption per year and 
per m² floor area is calculated, as well as the total primary energy consumption, including and 
excluding the electricity consumption (here for fans and pumps). These results are shown in 
figure 1, with the light grey bars representing the monitoring results and the dark grey bars the 
theoretical consumption. The black bar represents the maximum allowable energy 
consumption for these houses (in kWh/m²) according to the current Flemish regulation for 
new dwellings. Although house 3 is renovated and not obliged to meet the regulation for new 
dwellings, here it is treated as if it were a new dwelling. Results are discussed in section 4. 
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Fig. 1.  Comparison of monitored and calculated primary energy consumption (in kWh/m²,year) for all 
four houses, with distinction between energy consumption with and without electricity consumption. 
 
3.2. Indoor temperature and thermal comfort 
Table 3 gives for each house the mean temperature ± standard deviation in the three 
monitored rooms during the months November 2009 till January 2010 and during the months 
June till August 2009. For each room also the percentage of time that the indoor temperature 
lies in the comfort zone is given. For the remaining time in winter, the temperature is nearly 
always below the comfort zone. For the summer also the percentage of time the temperature is 
above the comfort zone is presented, as it is an indication for summery overheating. 
 
Table 4 presents the overheating indicator for all houses, calculated as described in section 
2.2.2. Based on the threshold and maximum allowable value also the risk that an active 
cooling installation will be installed afterwards is calculated and presented in table 4. 
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Table 3. Indoor temperature in winter and summer in living room, sleeping room north and south in 
all houses  
November 2009 – January 2010 House 1 House 2 House 3 House 4 

Living room 
Mean temp ± stand.deviation [°C] 22,2 ± 0,7 21,4 ± 0,6 20,2 ± 2,1 20,7 ± 0,5 
% time in comfort zone 100% 98% 72% 91% 

Sleeping room north 
Mean temp ± stand.deviation [°C] 18,0 ± 1,3 14,8 ± 2,0 18,6 ± 1,7 19,3 ± 0,6 
% time in comfort zone 41% 13% 68% 99% 

Sleeping room south 
Mean temp ± stand.deviation [°C] 17,3 ± 1,3 15,7 ± 1,7 17,7 ± 1,6 20,3 ± 0,5 
% time in comfort zone 25% 8% 31% 100% 
June 2009 – August 2009 House 1 House 2 House 3 House 4 

Living room 
Mean temp ± stand.deviation [°C] 24,9 ± 1,0 24,0 ± 1,0 24,3 ± 1,8 24,1 ± 1,1 
% time in comfort zone 88% 78% 80% 81% 
% time above comfort zone 11% 1% 5% 6% 

Sleeping room north 
Mean temp ± stand.deviation [°C] 24,6 ± 1,2 23,9 ± 1,2 24,4 ± 1,1 24,5 ± 1,0 
% time in comfort zone 81% 72% 82% 87% 
% time above comfort zone 10% 3% 4% 8% 

Sleeping room south 
Mean temp ± stand.deviation [°C] 24,3 ± 1,4 24,1 ± 1,1 24,8 ± 1,6 24,8 ± 1,3 
% time in comfort zone 70% 77% 63% 78% 
% time above comfort zone 15% 2% 22% 16% 
 
Table 4.Overheating indicator and risk for active cooling for all houses  

 House 1 House 2 House 3 House 4 

Overheating indicator [Kh] 13.494 11.548 6.118 8.945 
Risk for active cooling system [%] 58% 37% 0% 10% 
 
3.3. Relative humidity, CO2 concentration and indoor air quality 
The RH was within the comfort zone of 30-70% for most of the time. In winter in house 1 and 
3, the RH was below 30% during 1% of the time and in house 2 during 5% of the time, but 
only 0,5% of the time below 25%. In summer only in house 3, the RH was above 70% during 
1% of the time. Since human beings are very insensitive for RH and problems with RH are 
more related to high RH levels (due to risk for moisture damage), these results are very 
satisfactory, there will be no further discussion on the RH. 
 
Figure 2 shows for each house the percentage of time the different IAQ levels were reached in 
the living room during the months November 2009 till January 2010. 
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Fig. 2. Percentage of time IAQ levels are reached in each living room during Nov. 2009 till Jan. 2010. 
 
4. Discussion 

4.1. Energy consumption 
As figure 1 shows, the monitored primary energy consumption is lower than the maximum 
allowable for all houses, except for the renovated house 3. However, the monitored 
consumption includes also the electricity for household and lighting, which is not included in 
the maximum allowable value. Furthermore, the calculated energy consumption assumes a 
mean indoor temperature of 18°C, whereas the monitored rooms in house 1, 3 and 4 have an 
overall mean indoor temperature higher than 18°C, except for house 2. This way, it can be 
concluded that all houses perform better than the current legal standard. The results also show 
that the houses with condensing boiler (house 2 and 4) perform best and better than calculated 
in theory. In house 1 the wood consumption is very high, with an energy consumption for 
heating, higher than the calculated energy consumption (bar 2 vs. bar 4 in figure 1), whereas 
in house 3 the electricity consumption is very high. For house 1 this might be explained by the 
higher indoor temperature in the living room, and for house 3 by the electrical backup heating 
of domestic hot water and the electrical heater in the bathroom. Remarkably, none of the 
houses has temperature setback during night or absence, probably due to the high inertia of 
the installed system (soapstone wood stoves and/or floor heating). The occupants with 
soapstone stove slightly complain about the fact that the massive heating system is not easily 
adaptable to changing temperatures, thus causing overheating in winter at some moments. 
 
4.2. Thermal comfort 
The measured temperature in winter in the living room remains in the comfort zone for all 
houses, except for house 3, where the temperature slightly decreases during cold days. 
However, for the occupants the indoor temperature is never too cold, only sometimes slightly 
too warm. For the sleeping rooms, only the occupants of house 2 complain about the cold 
temperature in the north oriented sleeping room, but they never choose to put on the radiators 
in this room. For the other sleeping rooms of all houses, there were no complaints, although 
the measurements showed lower mean temperatures. This is probably due to the fact that 
these rooms are only used for sleeping and not for studying. 
 
For the summer, the calculations showed a risk for overheating in house 1 and 2, but hardly 
any risk for house 3 and 4. However, in house 1, despite temperatures > 26°C during 10-15% 
of the time in all rooms, the occupants only had small complaints of overheating in the living 
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room and the south oriented sleeping room. In house 2, the monitoring did not show any 
overheating, although the occupants complained of overheating in the living room and the 
south oriented sleeping room and the overheating indicator indicates a 37% change that active 
cooling will be installed. The occupants of house 3 and 4 strongly complained of overheating 
in the south oriented sleeping room, which was confirmed by the measurements, but not 
predicted by the overheating indicator, that only assesses the overall thermal comfort. 
 
4.3. Indoor air quality 
Concerning IAQ, the monitoring showed a satisfactory IAQ in the living room of house 2 and 
3 during more than 90% of the time. However, the occupants of house 3 were not totally 
satisfied with the IAQ and also had complaints about draft. The occupants of house 2 had no 
complaints on the IAQ. The IAQ was worst in house 1 and this was also confirmed by the 
occupants. In despite of the presence of a balanced ventilation system, they ventilate the 
sleeping rooms by opening windows and the living room by opening the door between sun 
porch and living room. They also confessed to adapt their behavior depending on the CO2 
value on the monitoring equipment. In house 4, the moderate IAQ can be explained by the 
fact that the balanced ventilation system was not yet installed. The occupants only ventilated 
by opening windows in the north oriented sleeping room in the morning. 
 
5. Conclusions 

This research shows that although the four houses are performing better than the current legal 
standard, there still is quite some potential for improvement. Especially the choice and use of 
the heating system can be improved. The soapstone wood stove has been chosen for its 
environmental friendliness, but practice shows that control of the system is very difficult. A 
robust and simple system like the condensing boiler shows to be a more energy saving 
solution. Furthermore, it can be concluded that there is no adequate comfort theory to assess 
the thermal comfort in dwellings, as the existing theories are developed for office buildings. 
Finally, design of low energy houses should not only focus on low energy consumption 
during winter, but also on good summer comfort to avoid installation of cooling afterwards by 
less environmentally conscious occupants. To assess the summer performance of a dwelling, 
summer comfort should be evaluated in detail during design and on room or zone level, based 
on an appropriate comfort theory. 
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Abstract: In a research collaboration between the National Institute of Advanced Industrial Science and 
Technology (AIST) in Japan and Uppsala University switchable mirrors have been evaluated from an energy 
perspective using energy simulations for smart windows based on gasochromic switchable mirrors. Optical 
properties and U values for the transparent and reflectivestates are used as input for the energy simulations. A 
test room has been built and is located in Nagoya, Japan. Simulations on energy use for smart windows based on 
switchable mirrors have been compared between three energy simulation tools. The simulations show good 
agreement and the simulation results also address the importance of a good control strategy for the smart 
windows. 
 
Keywords: Switchable Mirrors, Smart Windows, Energy Simulations, Gasochromic windows 

1. Introduction 

A step towards a society not based on fossil fuels might be to use more renewable energy. 
Another step is energy conservation. Smart or switchable mirrors can be one way to conserve 
energy within buildings. They can reduce cooling needs in warm and/or varying climates 
since the transmittance of light and hence the solar heat gain factor can be reduced. This 
reduction can be achieved  when people are present to give a comfortable level of daylight 
and when people are not present adapted to a level which leads to the lowest energy need for 
the building. The control strategy of such windows is important for their energy 
performance [1, 2]. 
 
In this study the focus has been on smart windows based on gasochromic switchable mirrors 
based on metal hydrides [3]. The state of the window is changed using a gas mixture with 
argon and hydrogen to turn the window to a transparent state and using a gas mixture with 
oxygen to revert the window back to a reflective state. This means that it is necessary to 
combine a switchable glass in a window of at least two panes and control the window by 
letting in either gas mixture in between the panes. 
 
2. Methodology 

2.1. Energy simulations 

Proper energy simulations on smart windows require that the simulation tool can handle 
building components with varied properties over time. In this project three simulation tools 
were used. WinSel is a static window simulation tool developed at Uppsala University, VIP 
Energy [4] is a commercial dynamic building simulation tool and eQuest [5], which is also  a 
dynamic building simulation tool developed by Lawrence Berkeley National Laboratory. 
Meteorological input data have been obtained from the software tool Meteonorm [6]. 
 
2.1.1. WinSel 

WinSel is a software tool for evaluating and comparing windows. The software calculates the 
energy for heating and cooling caused by the windows as a building component. The purpose 
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is to be a simple tool for selecting windows. Using the window properties solar gain and U 
value, different windows can be compared for a building located in a specific climate using 
just balance temperature and a climate data file as input. The WinSel simulation parameters 
can be found in table 1. Due to the simplicity of the program, it is suitable as a tool for 
selecting the right type of window for a certain building. The result achieved from the 
program is the energy balance for the heating season and the cooling season. The energy 
balance is calculated per square meter glazing area from the equation: 
Energy balance = Solar heat gain - Thermal losses 
  
Table 1. WinSel simulation parameters. 

Parameter Value 

Climate (from Meteonorm 5.0): Nagoya 
Ground reflection 20% 

  
Building balance temperature 12°C 

Allowed temperatures 20-26°C 
  

U value, transparent state 2,40 W/m2K 
g-value, transparent state 50% 
T_vis, transparent state 35% 

  
U value, reflective state 1,67 W/m2K 
g-value, reflective state 6% 
T_vis, reflective state 5% 

  
 
WinSel can simulate smart windows with variable solar gain, g-value, and variable thermal 
performance, U value. In the software the g-value and the U value can be time dependent and 
are regulated using different control strategies. Six different control strategies have been 
developed to exemplify different approaches for controlling smart windows: 
 
EO – “Energy optimization” means that the windows are always kept in the state which is 

best from an energy perspective. In the simulations the windows are kept in mirror 
state whenever there is a cooling need and in a transparent state whenever there is a 
heating need. 

DO – “Daylight optimization” means that the windows are in a state which is optimized from 
a daylight perspective. The perpendicular component of the transmitted direct solar 
radiation was thus regulated by the switchable mirror in the window to a maximum of 
200W/m2. This mode of the control mechanism reduces annoying glare when the sun 
is low in the sky and when the solar irradiation is close to perpendicular to the 
window. Solar radiation at glancing incidence angles does not turn the window into a 
reflective state. 

O1 – “Office 1” mode corresponds to having the window in “daylight optimization” mode 
between 7:00 a.m. and 6:00 p.m. and otherwise in “energy optimization” mode. 

O2 – “Office 2” mode corresponds to having the window in “daylight optimization” mode 
during half of the time between 7:00 a.m. and 6:00 p.m. and otherwise in “energy 
optimization” mode. This is a simplified way of simulating that the office is occupied 
only during half of the time. 
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R1 – “Residential 1” mode corresponds to having the window in “daylight optimization” 
mode between 6:00 a.m. and 8:00 a.m. and also between 4:00 p.m. and 10:00 p.m. and 
otherwise in “energy optimization” mode. 

R2 – “Residential 2” mode corresponds to having the window in “daylight optimization” 
mode during half of the time between 6:00 a.m. and 8:00 a.m. and also between 4:00 
p.m. and 10:00 p.m. and otherwise in “energy optimization” mode. This is a simplified 
way of simulating that rooms in the building are only occupied during half of the time. 

 
The different control strategies can easily be modified. Over a year the time resolution of an 
hour is assumed to be averaged and the simplifications of the strategies is a way to make the 
results more comprehendible. Switchable windows can then be evaluated and compared to 
static windows at different locations and in different buildings. 
 
2.1.2. VIP Energy and eQuest 

VIP Energy is a commercial software simulation tool for whole building simulations and 
eQuest has been developed by the Lawrence Berkeley National Laboratory and is based on 
DOE2.2. These software tools are based on dynamic simulation models and thus take the heat 
storage in the building structure into account. They also take the air flows in the ventilation 
system and leakage in other building components into account. 
Since user precence is assumed to be time dependent and this controls the window state, it is  
desirable if the software tool can handle time dependent building components. Unfortunately 
this is not the case for VIP Energy. Instead separate simulations were made for transparent 
and reflecting states and the energy needs were summarized hour by hour manually. To be 
able to do this we had to set the indoor temperature to a constant 22°C for the whole year. For 
eQuest the indoor temperature were allowed to vary between 20-26°C. Other simulation 
parameters were kept as similar as possible and a list of the most important can be found in 
table 2. 
 
Table 2. Common building parameters used in VIP Energy and in eQuest. 

Parameter Value 

Climate (from Meteonorm 5.0): Nagoya 
Ground reflection 20% 

  
Ventilation volume 14 m2

Floor area 5.75 m2

  
U value, roof 0.49 W/m2K 

U value, south/west wall 0.33 W/m2K 
U value, window 2.40/1.67 W/m2K 

 
 
3. Results and Discussion 

3.1. WinSel 

The results from the WinSel simulations show the importance of the control strategy. For a 
south facing window for example the energy balance of the window switches from negative to 
positive with more advanced control strategies for the Nagoya climate as can be seen in 
figure 1. The energy balance results are presented per square meter window area. 
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Fig. 1.  Simulated energy balance for the test building located in Nagoya using WinSel. 
 
3.2. VIP Energy 

The whole building simulations made in VIP energy show similar results, found in figure 2, 
but are presented as energy use per square meter floor area. Comparisons are also made with 
static windows having g values equal to 30 and 70 % respectively showing that the switchable 
windows outperform the static windows if using control strategies “O2” (office with presence 
detectors) or “EO” (switchable window always controlled for a low heating and cooling 
need.) 
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Fig. 2.  Simulated energy balance for the test building located in Nagoya using VIP Energy. 
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3.3. Comparisons between three simulation softwares 

Comparisons between simulations made in VIP Energy, eQuest and WinSel show differences 
of about 20% for the total energy need. Unfortunately the building models in the simulation 
softwares cannot be set up in exactly the same way. In VIP Energy there is no built in support 
for time dependent components. Therefore the indoor temperature had to be set to a constant 
value at 22°C and two separate simulations for transparent and reflective state were made and 
the results from these simulations were summed up manually. It is reasonable that this leads 
to a higher than expected energy need, as also can be seen in figure 3. 
 
The results for WinSel and eQuest are lower but an explanation to the somewhat higher 
energy need given by the WinSel simulation software might be that the balance temperature is 
assumed constant over the entire year. One should also remember that this is a static 
simulation tool and has a very simplified way of handling heat storage within the building. 
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Fig. 3.  Simulated energy balances for “O2” optimization mode (office with presence detectors) for 
three different simulation software tools for the test room located in Nagoya. 
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Abstract: The population and urbanization growth will lead to more dependency on mechanical cooling which 
is not a long term sustainable strategy.  Therefore, it is important to ensure all elements involved in urban 
sustainable developments are well performing. Of these elements, building materials have an essential role to 
adjusting outdoor heat environment transfer to the indoors.  As part of the research society work in Cairo 
towards minimizing the "black cloud" generated due to burning rice roots and straw after cultivation, this paper 
studies the thermal performance of a novel manufactured brick using rice straw fibbers on a cement-aggregate 
mixture basis. It has been designed to provide a recycled constructional biomaterial, to help healthy urban 
environment and reduce cooling energy demands.  ENVI-met BETA5 numerical simulations were held for an 
existing microclimatic area to assess the impact of this brick on outdoor comfort in terms of Predicted Mean 
Vote, PMV, as well as for indoor conditions in terms of ambient air temperature.  Among the many mixtures to 
produce the least bricks number suitable for transportation (1000 bricks), only two were optimum for cost, 
mechanical and thermal properties. In comparison with normal cement brick, PMV records showed fixed values 
using the selected rice-straw based cement brick mixture.  In evening, it recorded less mean outdoor air 
temperature as different wall heat interaction occurred due to the new brick k-value.   This suggests that the new 
brick balances between indoor and outdoor needs and contributes to further investigations in terms of energy 
conscious urban planning. 
 
Keywords: Rice-straw cement brick, thermal impact assessment. 

1. Introduction 

Cooling energy consumption increase due to climate change [1-5] and due to unsustainable 
urban developments [6-8] has motivated research society in Egypt towards urban planning 
applied solutions by urban form design [9-12]. And despite the initiative building construction 
energy code [13] to legislate energy saving conscious materials for single building, there still 
no consideration for the recycled materials and biomaterials specially with regard to the large 
urban development movements around major cities of  Egypt.  From this standing point, rice 
crop is considered one of the major agriculture products in the world and in Egypt as a food 
supplementary as well as many by-products using its remnants and residuals after cultivation.  
Agriculture by-products are acknowledged as biomass energy source [14], as low cost 
building materials [15] and as reinforcing materials [16], whereas all these approaches stand 
as recycling strategies to reduce environmental impacts such as increase of CO2 emissions 
[15, 17].   
 
Rice-straw based brick is one of the agriculture by-products internationally acknowledged 
such as through the development of either clay sand or cement mixtures with rice-straw [18]. 
In India,   [19] presented the rice-straw based cement panel but didn't consider the commercial 
sizes of brick, or its thermal properties on a neighborhood scale which is considered a local 
scale from a climatology point of view.  
 
In Egypt what is so called a black cloud is basically attributed to two reasons; burning the 
remnants of rice straw and the brick industrial pollution. Rice straw residuals per year is 
around 3.5 million tons, of which about 1.5 m illion tons is used in production of organic 
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fertilizers, to be used with storage of some crops (onions - potatoes), plantation of non-
traditional crops (mushrooms) and to feed farm animals instead of hay [20].    
 
A wasted amount  2: 2.5 tons per year of rice straw are disposed of burning which has a big 
share in the formation of the black cloud specially in southern delta governorates and almost 
whole Greater Cairo specially in winter when humidity settles the suspended smog [19] which 
causes a serious health problem.   The ministry of state for environmental affairs, MSEA, in 
cooperation with many sectors started establishing factories in delta for composting and 
converting rice-straw to other forms such as untraditional fertilizers, thermal gas and bio fuels 
but a recycling towards involvement in construction industry such as low-cost housing 
materials hasn't been approached yet [17].   
  
2. Methodology 

The main objective of the research is to preserve the environment benefit from rice straw 
recycling so that a low cost building material is produced and sustainable implications on a 
neighborhood scale can be achieved in terms of energy saving and thermal comfort.  T he 
Egyptian standards for the concrete work was the base of the brick sample and then some 
differentiations in the components were done [21, 22].   
 
2.1. Field work 
The starting blend idea was the addition ratio of rice straw to mix the concrete bricks to 
replace the aggregates (Haswa) part as filler and for non-loaded bearing brick to achieve less 
dense as possible to save the cost of the structure of the building, less cost as possible to 
achieve an economic retrofit, and enough coherent brick for the trading and handling with 
minimum damage. Research was conducted with more than 250 di fferent mixtures divided 
into three main groups based on t he ratios of sand to aggregates of 2:1, 4:3 and 1:1 with 
varying amounts of rice straw and cement in kilograms with each ratio as fiber filler, fig. 1. A 
mixture without using aggregates to reduce the weight and increase the amount of straw was 
also prepared.  The parameters of the density-price were initially compared with its 
corresponding normal cement bricks (1880:1720 Kg/m3) manufactured by the National 
Company of Cement and then on a l ocal scale thermal performance basis to assess their 
impacts on the pedestrian comfort as well as on the ambient air temperature which is 
associated with specific indoor climate conditions, comfort, cooling energy demand and green 
house gases emissions. 
 

    
 
Fig. 1: Instrumentations used to prepare the different mixtures’ samples. 
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2.2.  Measuring brick properties 
In order to assure the strength of each brick sample from each mixture, solid and hollow 
bricks were produced for the common size 25 × 12 × 13cm, fig. 2.  The first set of samples 
were manufactured on the basis of 4 cm3 aggregate + 4 cm3 Sand + s traw + C ement. By 
gradually increasing the amount of straw to a range of mixtures ranging from 2 kg to 7 kg 
straw for the same mixture with the change in the percentage of cement added to the mixture 
from 10: 30 ki lograms cement as the volume of the mixture increases with the amount of 
straw added. Samples with the first increase in the proportion of straw had been inconsistent, 
even with the increase in the proportion of cement; therefore, according to the mechanical 
pressure test, other groups of samples have been fixed of sand to aggregate to be 4: 3, 2: 1 and 
new 15 samples designed to produce only solid brick with a size of 25 × 12 × 6 cm. The most 
successful mixtures with respect to cost were of the brick blend no.1 and no.4 as fig. 2 and 
table 1 indicate. Measures were done for samples in the Housing and Building Research 
Centre in Cairo and in the main laboratories of Major Projects Corp of the Egyptian Armed 
forces.  Results of measure show that all samples of both solid and hollow bricks don’t have 
any color change due to chemical salts’ residuals from hydration process. Water absorption 
factor varied from 4-21% of the brick weight for 25 × 12 × 13cm, 25 × 12 × 6cm and 25 × 12 
× 13cm solid, solid, hollow bricks respectively. Adding coloring powders didn’t affect any of 
the mechanical or physical properties of any sample.  The most important factor was the brick 
breaking stress which was best for the mixtures no. 1 and 4 as highlighted in table 1. Samples 
of each brick mixture have been produces for measurements and analysis purposes with ratios 
of sand : aggregates and by increasing the amounts of cement and rice-straw in 15 steps, table 
1.  To produce (1000) bricks of both these two bricks, unlike the samples components 
amounts produced just for measurements, amount of materials of the brick mixture were for 
mix. no. 1; 8.5cm3  sand, 8.5cm3  aggregate, 42kg straw, 180kg cement and its properties for 
the less cost of 46.8EGP were 1545kg/m3 density, and 18.7kg/m2 stress.  M ix. no. 4 w as  
8.0cm3  sand, no  aggregate, 100kg straw, 350kg cement and its properties for the less cost of 
48.4EGP were 884kg/m3 density, and 4.4kg/m2 stress.  The later mixture had to have a 
compression of about 15% of its height due to the more straw. Cost (on 2005) was calculated 
according to about 270EGP/tone cement, 10EGP/m3 of Sand, 25EGP/m3 of aggregate 50 
EGP/tone of rice straw  a nd 80 E GP/tone of stone powder.  Despite brick stress varied 
between 4-20 kg/m2 which is not compared with the stress of the brick used as bearing walls, 
but this brick is designed for non-loaded walls usage.   
  

    

Fig. 2: Unsuccessful hollow and successful solid rice-straw based brick. 
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2.3.  Numerical simulation: 
As the main idea of this paper is to study how biomaterial such as rice-straw based cement 
brick can modify outdoor-indoor climate in terms of pedestrian comfort and outdoor air 
temperature Ta, ENVI-met BETA5 urban climate numerical package has been used.  
Numerical simulations were held to easily simulate neighborhood complexities to help 
providing design and planning decision support [23].   ENVI-met [24]  is a three-dimensional 
numerical model that can simulate the surface-plant-air interactions of urban environments 
with a typical resolution of 0.5 to 10m in space from a single building up to neighborhood.  It 
is CFD based but with much improvements than only a package for fluid dynamics' 
simulations [25].  Simulations using the k-value of the rice-straw based cement brick in 
comparison with normal cement brick were applied on the 1st of July which is the extreme 
summer hot day analyzed by ECOTECT2010 [26].   
 
Table 2 show the data input for simulations for brick mixture no. 4 which has the less density 
and hence the less k-value.  Nevertheless, first parameter assessed is the PMV at 1.2m above 
ground level to represent outdoor conditions modifications in terms of pedestrian comfort. 
Second is the ambient temperature Ta also at 1.2m above ground level to represent the site air 
temperature modified after the new brick which gives impression about reductions of indoor 
cooling demand in comparison of that of using normal cement brick.  For these purposes, a 
case study in Cairo, latitude of 30° 7'N and longitude of 31° 23'E, is a semi-arid mid-latitude 
climate zone [27], is examined.   The case study is part of the Fifth community which is built 
in late 20th century, as one of New Cairo communities.  It lies to the east of the 1st Greater 
Cairo's ring road, fig. 3.   
 

  
 

Fig. 3: Location of the case study area on the layout of the neighbourhood located in New Cairo. 
 

Table.2: Inputs used in simulations for both rice-straw and normal cement brick [13, 24, 28]. 
No.  Parameter  Value  
1 Ta 301.95˚ K  
2 RH 59%  
3 V  3.5 m/s at 10m height 
4 k-value Walls             0.41 and 1.25 watt/m.K for rice-straw and normal cement 

brick respectively 
6 Albedo Walls                                    0.25  
8 Human walking speed 1.1 m/s 
9 Pedestrian Clo. 0.50 
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3. Results implications 

Basically, as ENVI-met model considers the fabric as heat sink for the outdoor environment, a 
heat exchange should have generated the shift in air temperature as shown if fig. 4.  A ir 
temperature using the normal cement brick Tn is less than its corresponding of the Rice-Straw 
based brick by about 0.1 ◦C early simulation time and the opposite at evening time.   
Outdoor temperature was less than indoors attributed to the less k-value of the Rice-straw 
brick of 0.41 which intercept more outdoor heat compared with 1.25 k-value for the normal 
cement brick.  This clarifies why pedestrian comfort in terms of PMV hasn't any change in its 
values which can be attributed to the holistic nature of PMV as it considers all environmental 
and personal aspects which haven't been changed except the air temperature, therefore there 
was no need to add PMV figure.  Just to mention not to list these factors affecting PMV; the 
outdoor radiation environment and the walls reflectivity factor stayed fixed in both 
simulations and in turn PMV stayed as it is using both the thermal conductivity k-values for 
of both brick types.  
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Fig. 4. 
 
4. Discussion and conclusion 

Studied in this paper, a new brick type based on the recycled rice-straw was innovated. The 
rice-straw has replaced part of the aggregates used in the normal cement brick by the try and 
error to generate a stable blend after which mechanical and thermal experiments have been 
conducted.  Among the many mixtures examined, both mixtures highlighted in table 1 were 
only the stable but the mixture of 1 sand: 0 aggregate with 2kg cement and 10 s traw and a 
pressure of 0.15 from the brick height, was the most efficient in terms of cost.  Eventually, to 
examine its environmental thermal impact, ENVI-met BETA5 numerical simulations were 
held to generate pedestrian comfort levels and ambient air temperature.   
 
The fist parameter hasn't been changed due to the fixation of the many environmental and 
personal factors affecting PMV. The later parameter showed promising changes and in turn a 
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promising energy savings in the cooling demand especially with respect to the time 
simulations were held in at which electricity used in mechanical cooling in Egypt suffers 
many cut off. Moreover, this recycled bio-brick not only helps in decreasing air pollution, but 
also reduces construction cost and indicate a maximized cost reductions if added to energy 
reductions. However, further simulations can be on larger scales and different cases' climate 
conditions to ensure quantitevily such numerical simulation findings in this work. 
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Comparative survey on using two passive cooling systems, solar chimney- 
earth to air heat exchanger and solar chimney-evaporative cooling cavity   

Amin Haghighi Poshtiri1,*, Neda Gilani2, Farshad Zamiri3 

1 Guilan University, Rasht, Iran 
2 Tarbiat modares University, Tehran, Iran 

3 Mapna Company, Tehran, Iran 
* Corresponding author. Tel: +98 1316690273, Fax: +98 1316690271, E-mail: aminhaghighi_p@yahoo.com 

Abstract: In this study using two low-energy systems to enhance passive cooling and natural ventilation in a 
solar room have been compared. First system consists of a Solar Chimney (SC) and an Evaporative Cooling 
Cavity (ECC) and the second one includes a Solar Chimney (SC) and an Earth-to-Air Heat exchanger (EAHE). 
To determine the heat and mass transfer characteristics of the systems, a mathematical model based on 
conservation equations of mass and energy has been developed and solved by an iterative method. The findings 
show that when the cooling demand of the room is 116W and the relative humidity is lower than 50%, the SC-
ECC system can make acceptable indoor air conditioning even at ambient 40oC, with weak solar intensity of 200 
W/m2. It is also found that, the proposed system can provide thermal comfort conditions even during the night 
with zero solar radiation. The results about SC-EAHE system show that when the ambient temperature and 
cooling demand are high (1500W), proper configurations could provide good indoor condition even at poor solar 
intensity of 100 W/m2 and high ambient air temperature of 50oC. Comparative survey shows the SC-EAHE 
system is the best choice for buildings with poor insulation at day time, but SC-ECC system is better for night 
ventilation and cooling purposes especially in arid climates. 
 
Keywords: Comparative survey, Passive cooling, SC-EAHE, SC-ECC. 

Nomenclature 

A area ......................................................... m2 
ACH air change per hour ............................... h-1 

b width of cooling cavity ............................. m 
C specific heat of air ............................. J/kgK 
c pressure loss coefficient of fittings ............ - 
d air gap depth, diameter ........................... m 
f wettability percent ................................... % 
fre frequency of temperature oscillation .. rad/s 
g gravitational constant .......................... m/s2 
H distance .................................................... m 
h convective heat transfer coefficient W/m2.K 
hr radiative heat transfer coefficient ... W/m2.K 
k thermal conductivity ........................ W/m.K 
L length ....................................................... m 
m mass flow rate of air ............................. kg/s 
Q heat transfer to air stream .................. W/m2 
R thermal resistance ........................... m2.K/W 
RH relative humidity ...................................... % 
r radius ....................................................... m 
S solar radiation absorbed by plate....... W/m2 
T temperature ............................................... K 
t thickness................................................... m 
U overall heat transfer coefficient ...... W/m2.K 
u air velocity ............................................. m/s 
V volume of room ......................................  m3 

x coordinate system ..................................... m 
 
Greek symbols 
γ constant in Eq.(2) ...................................... - 
δ heat penetration depth .............................. m 
λ thermal diffusivity ................................. m2/s 
ξ friction factor ............................................. - 
ρ density.................................................kg/m3 
ω humidity ratio ............................kgwater/kgair 
 
Subscripts 
a ambient ........................................................ 
abs absorber wall ............................................... 
cc cooling cavity .............................................. 
f air flow ........................................................ 
g glass ............................................................. 
hyd hydraulic ...................................................... 
i internal ........................................................ 
in inlet .............................................................. 
r room ............................................................ 
su undisturbed soil ........................................... 
s soil ............................................................... 
t pipe .............................................................. 
o outlet ............................................................ 
w water ............................................................ 
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  Fig. 1.  Schematic diagram of SC-ECC system.          Fig. 2.  Schematic diagram of SC-EAHE system.                                                                                                 
 
1. Introduction 

In order to reduce global warming and to reduce electricity peak demands during summer 
time low or zero energy cooling systems are required. passive cooling applications shall offer 
great advantage and it is growing at an increasing rate worldwide. These systems had attracted 
much attention of investigators and researchers. Giabaklou and Ballinger [1] presented a 
method of passive cooling in low-rise multi-storey buildings through a simple water cascade 
associated with openings and balconies of individual. This system applies the evaporative 
cooling technique to reduce ambient air temperature by passing air over the water falling film. 
Manzan and Saro [2] studied a system consisting of a ventilated roof with a wet lower surface 
of the cavity which flows the external air. They investigated thermal performance of the 
system by numerical modeling of evaporative cooling process through the chimney. Dai et al. 
[3] presented a new passive cooling system for humid climate using the solar chimney and 
adsorption cooling system. They showed that the system increases the rate of ventilation and 
provides the cooling without increasing humidity of the room. Chungloo and 
Limmeechokchai [4] experimentally investigated the performance of a system consisting of a 
solar chimney and water spraying system that was placed on the roof under hot and humid 
climate. They reported that the system performed well in high ambient temperature. Maerefat 
and Haghighi [5] presented another technique, using a system consisting of a SC and an ECC. 
The capability of the system to meet the required thermal needs of individuals, the effects of 
main geometric parameters on the system performance and the dependence of the system 
performance on outdoor air temperature was also studied. Maerefat and Haghighi [6] 
introduced and investigated integrated EAHE-SC system. They showed that the SC can be 
perfectly used to power the underground cooling system during the daytime, without any need 
for electricity.  
 
Here, using SC-ECC and SC-EAHE systems to enhance passive cooling and natural 
ventilation in a solar room have been compared together. Figs.1 and 2 illustrates a schematic 
plan of the two systems. The SC consists of a glass-made surface faced to the south and an 
absorber wall. EAHE consists of horizontal long pipe placed underground. The air gets 
warmed in SC, and by natural convection mechanism, the outside air is sucked-in through the 
pipe or ECC. It will be shown that these systems can provide good indoor condition in 
accordance with the Adapted Comfort Standard (ACS) (Fig. 3). ACS does not recommend the 
ventilation rate. Therefore, the minimum ventilation rate is set around 3 ACH [7].  

2. Problem formulation 

The modeling includes models of SC (Fig. 4), ECC (Fig. 5) and EAHE (Fig. 6). The 
following assumptions are made in this analysis. 
1. The air temperature at the room is uniform. 
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               Fig. 3. Adaptive Comfort standard.                  Fig. 4.  Diagram of the heat transfer in the SC.       
 
2. Only buoyancy force is considered and wind induced natural ventilation is not included. 
3. The flows in the channels are laminar and hydro dynamically and thermally fully 
developed. 
4. The glass cover is opaque for infrared radiation. 
5. Thermal capacities of glass and wall are negligible. 
6. The air flow in the channel is radiative non-participating medium. 
7. The soil is homogeneous and the soil type does not change along the channel. 
8. Thermal resistance of water film is negligible. 
9. The spray enthalpy is negligible. 
10. The air enthalpy is expressed as linear function of wet bulb temperature. 
11. The Lewis number correlating heat and mass transfer is 1.0. 
12. All thermo physical properties are all evaluated at average temperature. 
13. The system is at steady-state condition. 
 
2.1. Mathematical modeling of SC-ECC  
An element of the model for SC is shown in Fig. 4. In principle and based on the energy 
conservation law, a set of differential equations are obtained along the length of SC [5]. 

( ) ( ) ( )fscggagfscggggabsabsgabsgg TTAUTTAhTTAhrAS −+−=−+ −−   (1) 

( ) ( ) ( ) γ/rfscfscfscgggfscabsabsabs TTmCTTAhTTAh −−=−+−   (2) 

( ) ( ) ( )aabsabsaabsgabsabsgabsfscabsabsabsabsabs TTAUTTAhrTTAhAS −+−+−= −−   (3) 

All of coefficients and the overall heat transfer coefficients are obtained from Ref. [5]. 

An element of the model for ECC is shown in Fig. 5. For the energy and mass conservation 
law a set of differential equations are to be considered along the length of the cooling cavity.  
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The required boundary conditions for solving Eq. 4-6 in a cocurrent type air flow 
configuration are:  
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Fig. 5.  Diagram of heat and mass transfer in the ECC.           Fig. 6.  Cross section of an EAHE. 

 
( ) afcc TT =0.0 , ( ) ( )0.0ww TLT =   (7) 

( ) afcc RHRH =0.0   (8) 

A mathematical model based on Bernoulli’s equation is used to estimate the system flow rate. 
The air velocity in the SC can be obtained as [5]: 
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TermsBouyancyu fsc =     (9) 
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The coupled governing equations (1)-(3), (4)-(6) and (9) are the full description of the system. 
The governing equations have to be solved iteratively until convergence of the results. 
The ACH is calculated under steady-state conditions by the following equation: 

( )V/m3600ACH fscρ=  (12) 

The room air temperature which depends on room heat gain ( rQ ) is given by: 

( )frrfscoutr mCQTT /−=  (13) 

2.2. Mathematical modeling of SC-EAHE 
The cross section of EAHE used in the model is shown in Fig. 6. In order to impose the 
ground thermal loads as boundary conditions at the EAHE wall, the undisturbed soil 
temperature ( suT ) has been applied in the equations as well. The soil temperature is nearly 

constant at the penetration depth. It is defined when the surface of the soil is subject to 
periodic temperature [6].  

fres /2λδ =   (14) 

The air temperature through the EAHE is calculated by the following equation [6]. 

( ) ( ) ( )( )totalftftsuasuft RCmxTTTxT /exp −−+=    (15) 
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Where totalR  represents the overall thermal resistance and is given by [6]: 

 
Table 1. Thermophysical properties. 

Parameter Value 
Absorptivity of the glass 0.06 
Emissivity of the glass 0.90 
Transmissivity of the glass 0.84 
Absorptivity of the absorber wall 0.95 
Emissivity of the absorber wall 0.95 
Thermal conductivity of the break wall 0.72 (Wm-1 K-1) 
Thickness of break wall 0.10 (m) 
Thermal conductivity of SC and ECC insulation 0.16 (Wm-1 K-1) 
Thickness of SC and ECC insulation 0.002 (m) 
Thermal conductivity of the pipe (PVC) 0.23 (Wm-1 K-1) 
Soil density 2050 (kg m-3) 
Thermal conductivity of the Soil 0.52 (Wm-1 K-1) 
Specific heat of soil 1840 (J kg-1 K-1) 
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The air velocity in the SC based on Bernoulli’s equation can be obtained by the Eq.9 [6].  
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All of coefficients and the overall heat transfer coefficients are obtained from Ref. [6]. The 
coupled governing equations have to be solved iteratively until convergence of the results. 
 
3. Methodology 

Two systems are located in Tehran, having 35.44oN latitude position. A south-facing solar 
chimney with the length of 4.0 m, air gap depth of 0.2 m and inlet dimensions of 0.4 ×0.4 m is 
assumed for analysis. The outlet dimensions of SC and room are 0.2 m×1.0 m and 0.1 m×4.0 
m respectively. A detailed study on solar chimney found the optimum angle of 50o to capture 
more radiation [5].  

The ECC is a Cubic channel with the height of 2.0 m and 2.0 m×0.05 m inside cross section. 
The wettability percent of wetted wall is 0.7. The calculations are carried out for a room, 
having a size of 4.0 m×4.0 m× 3.125 m without air infiltration. The ECC outlet is lowered 2.0 
m below the SC inlet (Fig.1). 
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The cooling pipe of EAHE is a PVC pipe with 25.0 m length, 0.002 m thickness, and inside 
diameter of 0.5 m and is buried 3.0 m below the soil surface. The initial soil temperature at 
surrounding is approximated to be 19°C and it is considered to be the heat source temperature. 
It should be noted that the SC inlet is lowered 0.5 m below the EAHE outlet (Fig.2). The 
cooling demand is assumed to change within the range of 0.0-1000W in the calculations.  

Table 2. Performance of the SC-ECC system at different indoor and outdoor conditions. 
Cooling 

demand (W) 
Ambient air 

RH. (%) 
Ambient air 
temp. (oC) 

Solar radiation 
(W/m2) 

ACH 
(h-1) 

Room air 
temp. (oC) 

116 

30 
40 100 2.12 31.18 
42 500 3.76 31.34 
43 900 4.76 31.92 

50 
40 200 2.23 31.45 
41 500 3.78 31.58 
42 900 4.85 32.00 

70 
35 300 3.10 31.28 
36 500 3.82 31.57 
37 900 4.83 31.92 

500 

30 
34 300 3.55 32.00 
35 500 4.23 31.57 
37 900 5.13 31.88 

50 
31 400 4.00 31.40 
32 500 4.28 31.70 
34 900 5.18 32.00 

70 
28 400 4.00 31.35 
29 500 4.34 31.67 
31 900 5.23 32.00 

1000 Thermal comfort cannot be provided. 
 
The indoor room air temperature is kept in the thermal comfort range (Fig. 3) to secure the 
desired condition inside the room space. The ambient air temperature, relative humidity and 
wind velocity are 34oC, 30% and 1.0 m/s, respectively. The thermo physical properties of the 
materials included in the modeling are given in Table 1. The values of the properties specified 
in the table are kept constant in the computation unless specifically noted otherwise.  
 
4. Result and discussion 

4.1. Effects of environmental conditions on the performance of SC-ECC system 
The influence of solar radiation and humidity on ACH and room air temperature is 
investigated herein. The ACH depends on the density difference between ambient air and SC 
outlet air. This difference is more highlighted when the solar radiation rises therefore leading 
to higher ACH as shown in Table 2. Comparison of the results which are obtained for one SC 
and ECC shows that the variation of ACH due to the variation of ambient RH is not 
significant. However, the applicability of system to provide thermal comfort conditions is 
reduced at higher ambient air RH. At low ambient air temperatures, good indoor condition 
can be achieved in a wide range of the ambient air humidity. The results also shows that when 
ambient R.H. and temperature are less or equal to 50% and 40oC, respectively, room air 
temperature and ACH would remain in the desired range of thermal comfort. It means that 
when air temperature rises, thermal comfort can be achieved in lower humidity. It is found 
that the proposed system can provide thermal comfort conditions even during the night with 
zero solar radiation (Table 3). It is due to the buoyancy effect in the cooling cavity which can 
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draw the cooled air into the room. At night, the chimney effect is non-existant. Therefore, the 
buoyancy effect of the ECC will be the dominant. Anyhow, to reduce the pressure losses of 
the air flow during the night, the discharged air may leave the room through an opened 
window. 

Table 3. Performance of the system at zero solar radiation (cocurrent type) 
Cooling  

demand (W) 
Ambient air 
temp. (oC) 

Ambient air 
RH. (%) 

ACH 
(h-1) 

Room air 
temp. (oC) 

Number of  
SC & ECC 

116 

35 
30 1.71 28.80 1 
50 1.63 31.77 1 
70 Thermal comfort cannot be provided. 

40 
30 2.21 31.72 1 
50 

Thermal comfort cannot be provided. 
70 

 
Table 4. Performance of the SC-EAHE system at different indoor and outdoor conditions. 

Cooling 
demand (W) 

Ambient air 
temp. (oC) 

Solar radiation 
(W/m2) 

ACH 
(h-1) 

Room air 
temp. (oC) 

Number 
of SC 

Number 
of  EAHE 

500 

40 
100 3.28 29.61 5 3 
500 5.16 31.13 3 3 
900 4.14 28.06 1 1 

45 
100 3.01 30.92 6 4 
500 4.30 31.12 3 4 
900 4.02 31.27 2 4 

50 
100 3.05 31.02 6 6 
500 3.45 31.62 3 5 
900 3.06 31.52 2 5 

1000 

40 
100 4.98 30.51 8 6 
500 4.10 31.95 2 2 
900 3.63 30.69 2 4 

45 
100 4.15 30.00 8 6 
500 3.27 31.15 3 5 
900 3.00 30.90 2 5 

50 
100 4.18 31.95 8 7 
500 3.05 31.98 3 6 
900 3.15 31.53 3 12 

1500 

40 
100 5.20 31.36 8 4 
500 3.29 30.61 3 5 
900 3.00 30.35 2 5 

45 
100 3.95 31.00 9 9 
500 3.62 31.70 4 9 
900 3.17 31.60 3 12 

50 
100 

Thermal comfort cannot be provided. 500 
900 

 
4.2. Effects of environmental conditions on the performance of SC-EAHE system 
In the present study, the environmental conditions are referred to as solar radiation and 
outdoor ambient temperature. Table 4 shows the summary of results pertinent to theoretical 
calculations for different environmental conditions related to SC-EAHE system. The 
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buoyancy driving force increases directly with increment of solar intensity and it causes 
higher ACH. Thus, less number of SCs are required to drive the cool and heavy air through 
the EAHEs and to compensate the pressure drops. The results of calculations also show that 
the required number of EAHEs should be increased to retain the thermal comfort condition 
when the number of ACH and indoor air temperature are increased at high solar radiation. 
The effect of ambient air temperature on stack effect of SC is vice versa. The stack effect 
decreases when the ambient outdoor temperature rises. Under these conditions, more number 
of SCs will be required to suitably ventilate the room. The results show that the system can 
provide the required indoor temperature and ACH number even at harsh environmental 
conditions i.e. high temperature of 45oC and low solar radiation of 100 W/m2. If the 
temperature is higher than 45oC, the SC won’t be able to provide the stack effect and the use 
of a small fan can help the cool air to flow from EAHE into the room in order to provide 
thermal comfort conditions.  

5. Conclusions 

In this paper using two solar systems (SC-EAHE and SC-ECC) to meet the cooling load of 
buildings and thermal needs of inhabitants were compared. The numerical experiments 
showed that, although the performance strongly depends on the indoor air heat gain and 
ambient air conditions; the SC-ECC system can prepare good indoor thermal conditions when 
both cooling demand of the room and the relative humidity of ambient air are low. It was also 
revealed that, this system can provide thermal comfort conditions even during the night with 
zero solar radiation. The results about SC-EAHE system show that when both the ambient 
temperature and cooling demand are high, proper configurations could provide good indoor 
condition even at poor solar intensity and high ambient air temperature. It should be noted 
that proper insulation is useful for reducing the number of required SCs and buried pipes and 
consequently the total initial cost. Comparative survey shows that the SC-EAHE system is the 
best choice for buildings with poor insulation, but SC-ECC system is better for well insulated 
building, especially in dry and arid climates and also for low cost night ventilation. 
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Abstract: An experimental study to determine the net flux of long wave radiation from the earth’s surface to the 
atmosphere in Owerri, south east Nigeria for passive cooling applications is presented. The values of the 
effective sky temperatures are also determined. The experimental rig which is a thermal radiator consists of a flat 
mild steel plate of dimensions 152.2cm x 38.1cm x 0.3cm coated with high emissivity black paint. A copper tube 
was used to form five turns and then soldered to the steel plate. Water from a well insulated tank placed at about 
0.8 m above the surface of the thermal radiator flowed through the radiator. Thermocouples were strategically 
inserted on the radiator assembly to measure the plate temperature and water temperature as it flowed along the 
copper tube. The tests were conducted under the meteorological conditions of Federal University of Technology, 
Owerri for the period covering March to May; a period often free from the harmattan dust haze. The results 
revealed that a net long-wave nocturnal cooling power of 66.1 W/m2 is possible. These results are in the same 
order of magnitude with those obtained elsewhere with similar climatic condition as Owerri, Nigeria. 
 
Keywords: Nocturnal cooling, Experimental, Long wave, Passive cooling, Radiation 

Nomenclature   

Ap Plate area …………………………….m2 
cwater Specific heat capacity of water…J/kgK     
Fp Plate view factor     
h Convection heat transfer coefficient 

between air and plate ………….W/m2K     
waterm  Mass flow rate of water …………kg/s 

netq  Net outgoing radiation …………..W/m2    
Qcond Heat transferred by conduction….…W       
Qconv Heat transferred by natural convection 

………….……………………………….W 
Qnet Net thermal radiation from plate …..W      
Qwater  Heat transferred from water …..……W     
Tamb Ambient temperature …………………K     
Tin Water inlet temperature………………K    

 
 
    
Tout Outlet water temperature.................K     
Tp Plate temperature …………………….K     
Tpwb Temperature of the underside of 

plywood ………………………………..K      
Tsky Sky temperature ………………………K      
Uins Overall heat transfer coefficient of the 

combined plywood and cotton wool 
………………………………………W/m2     

dϕ   Downwards radiation …………..W/m2   

uϕ  Upward radiation ………………..W/m2    

pε  Emissivity of plate      
σ  Stefan-Boltzmann constant ….W/m2K4 

1. Introduction 

There is a growing demand for space cooling in hot climates resulting from increasingly 
harsher climatic conditions as a result of global warming and climate change. This has resulted 
to an increase in demand for grid connected electrical energy, hence reducing the available 
energy for other services. Countries with such climates like Nigeria therefore face serious 
peak energy demand problems. Interestingly, the sky is known to be very cold and as such it 
can be used as a heat sink for radiating bodies on the earth’s surface. This is because the 
atmospheric temperature decreases with elevation and the atmosphere is partly transparent to 
some radiation within the infrared region of the spectrum. This concept, which requires a good 
knowledge of atmospheric radiation flux at the earth’s surface, if effectively harnessed could 
be used significantly to reduce the demand placed on grid connected electricity from air 
conditioning as well as reduce the energy bills resulting from it. Apart from air condition for 
comfort, it can also be used for agricultural studies and solar collector analysis [1]. 
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Ordinarily if the emitted radiation from a surface exceeds its absorbed radiation, cooling will 
result. Thus it is possible to cool hotter surfaces and objects on the ground by radiation to the 
night sky; a concept called nocturnal (night sky) radiation. The cooling resulting from it is 
called radiative cooling. Rate and degree of radiative cooling achieved depend on the intensity 
of the nocturnal radiation. Many factor affect nocturnal radiation intensity; they include 
weather condition as well as the nature of the radiating surface. Some works have been 
reported on efforts to measure nocturnal radiation intensity in different locations. Angstrom 
[2] and Maurer [3] investigated the nocturnal cooling of bodies exposed to the sky, Ezekwe 
[1] carried out nocturnal radiation measurements in Nsukka, Nigeria while Armenta-Déu et al 
[4] carried out a thermal analysis of a prototype to determine radiative cooling thermal 
balance.  More recently, knowledge of availability of nocturnal radiation in some regions have 
been used to design and construct nocturnal radiators for space cooling. These include the 
works of Cheikh and Bouchair [5], Khedari et al [6], Bagiorgas and Mihalakakou [7] and 
Dimoudi and Androutsopoulos [8]. Results obtained from these indicate the possibility of 
significant space cooling by effectively harnessing the nocturnal radiation available in a 
particular locality.  

 
This work therefore deals with an experimental investigation of the nocturnal radiation 
intensity in Owerri, a tropical south eastern town in Nigeria. It has three major seasons in a 
year (rainy, dry and harmattan seasons) with an average day time temperature for all the 
seasons being in the range of 31 – 35oC. At night these temperatures scarcely come down, 
especially during the dry seasons, thus there is the need to artificially drop them to fairly 
comfortable values, particularly within a building envelope.  
 
2. Description of the Thermal Radiator. 

The experimental rig is a thermal radiator consisting of an unglazed mild steel plate of 
dimensions 152.20 cm x 38.10 cm x 3.30 cm. Copper tube of outer diameter 12.20 cm was 
curled into five equal turns covering the plate area and then soldered to the mild steel plate 
such that a perfect thermal contact was achieved between the plate and the tube. The radiator 
assembly was mounted on a ply wood base 1 cm thick with  an insulation material (cotton 
wool) 1 cm thick placed between the thermal radiator and the ply wood base to further reduce  
heat transfer by conduction. The mild steel plate of the radiator assembly was painted black to 
increase its emissivity. Water is made to flow through the radiator by gravity by connecting it 
to a water tank (using an insulated flexible hose) placed on a wooden stand higher than the 
height of the thermal radiator. Water was continuously circulated through the array of copper 
tubing. The tank is made of galvanized steel drum and perfectly insulated using fibre glass 
insulation. The insulation was subsequently wrapped in an aluminium foil; all to reduce heat 
transfer to the ambient air. Two manual valves were installed on the tank; a wedge valve 
(inner valve) which was used to start up or stop the process and a parallel gate valve (outer 
valve) used to control the mass flow rate of water through the thermal radiator assembly. The 
tank was kept about three metres away from the thermal radiator assembly to avoid 
obstruction of long-wave radiation. Five K-type thermocouples were inserted at equal 
distances each on the thermal radiator to measure the temperature of water along the various 
points on the mild steel plate and hence, determine the average temperature of the radiator. 
Other parameters monitored are the water tank temperature, ambient temperature and exit 
water temperature from the thermal radiator. Figs 1a and 1b show the schematic diagram of 
the thermal radiator and a picture of the experimental rig used for the experiment while Fig. 2 
shows the sectional view of the radiator assembly. 
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 (a)    (b) 
Fig 1 (a): Schematic diagram of the thermal radiator  and (b): the pictorial diagram of the 
experimental rig.  

 
Fig. 2 Sectional view of the radiator assembly 
 
3. Experimental Tests and Analysis 

Experiments using the thermal radiator were conducted in Owerri, a city in south eastern 
Nigeria with three major climatic conditions namely; wet, dry and harmattan seasons. During 
the experimentation, the following parameters were measured: temperature of water at five 
different points on the mild steel plate, plate temperature, water tank temperature, ambient 
temperature and exit water temperature from the thermal radiator. The readings were taken at 
intervals of 30 mins, beginning from 19:00 hrs to 06:00 hrs the following day. These 
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temperatures were determined with a K-type thermocouple connected to a 10 – channel 
Comark electronic thermometer with an accuracy of ±0.1oC. Data collected were analysed as 
given below. 

 
 
 
 
 
 
 
 
 

 
Fig. 3 An energy balance on the nocturnal radiator. 

 
Considering an energy balance on the nocturnal radiator as shown above, the following eqn. 
(1) results, which enables the determination of the effective sky temperature as well as the 
downward atmospheric radiation and hence the net outgoing radiation from the plate to the 
night sky. 

netcondconvwater QQQQ =++     (1) 

netQ  is the net thermal radiation from the plate to the sky and it is obtained from 

( )44
skyppppnet TTFAQ −= σε      (2) 

The heat transferred from the water flowing through the tubes to the plate, waterQ  is obtained 

from eqn. (3) below 

( )outinwaterwaterwater TTcmQ −=      (3)  

while the natural convection heat transfer to the plate is obtained from 

( )pambpconv TThAQ −=      (4) 

The heat transfer by conduction through the plywood and insulation to the plate, condQ  is 

obtained from the relation; 

( )ppwbinspcond TTUAQ −=      (5) 

Eqn. (1) was solved using the data collected from various experimental measurements to 
obtain the only unknown parameter, the effective sky temperature. Assuming the sky to be a 
black body at an effective temperature Tsky, the downward long-wave sky radiation was 
computed with the Stefan-Boltzmann law using the sky temperature. This is given as eqn. (6). 

4
skyd Tσϕ =       (6) 

Qconv 

Qwater 

Qnet 

Qcond 
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Similarly, the upward long-wave sky radiation flux was obtained from eqn. (7) by using the 
ambient air temperature. 

4
ambu Tσϕ =       (7) 

Consequently the net outgoing radiation flux from the earth’s surface was obtained using eqn. 
(8) below. 

dunetq ϕϕ −=      (8) 

4. Results and Discussion 

Readings were taken between March and May, a period often free from the harmattan dust 
haze and enough to give considerable insight into the night sky radiation pattern during the dry 
season. The month of May however, marks the outset of rainy season. Based on data collected, 
values of the night sky temperature, downward long wave sky radiation, upward long wave 
sky radiation and the net long wave sky radiation were determined using eqns. 1, 6 – 8. Figs. 4 
and 5 show the hourly variation of the night sky temperature and its depression below that of 
the ambient for the dry and rainy seasons while Figs. 6 and 7 show the hourly variation of the 
upward and downward long wave radiation as well as their net long wave radiation.  
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Fig. 4 The night sky temperature and its depression below ambient temperature during the dry season. 

It can be seen from these figures that the dry season (characterized by high dry bulb 
temperature and sometimes a low relative humidity) has lower sky temperatures and higher 
net long wave radiation than the rainy (wet) season though the variation pattern showed more 
strong dependence on time of day. The rainy season, with much lower dry bulb temperature 
and high relative humidity, on the other hand, has more steady sky temperature with a 
minimum value of about 12oC. Its net long wave radiation was mostly below 70 W/m2. These 
results show that net log wave radiation is higher during the dry than in the rainy season. This 
may be as a result of a combination of the following factors; clear night sky and lower relative 
humidity than the rainy season. The rainy season is characterized by overcast sky and high 
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relative humidity, hence the lower values recorded. However ambient temperatures are 
generally lower within this period, thus less cooling is required in order to achieve comfort. In 
general the net long wave radiation is highest between 22:00 hours – 5:00 hours of the 
following day with the values ranging between 50 – 130 W/m2. These values are well in the 
same order of magnitude with those obtained for similar climatic conditions and if properly 
harnessed could provide cooling; enough to provide reasonable comfort during the night 
times, especially during the dry season when high ambient temperatures make sleeping 
difficult. 
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Fig. 5 The night sky temperature and its depression below ambient temperature during the rainy 
season. 

5. Conclusion 

Measurements to experimentally determine the long wave night sky radiation in Owerri, a 
tropical south eastern city in Nigeria, have been conducted. Measurements were taken at 
periods of the year representative of the three major climatic conditions of this city. Based on 
the results obtained after analysis of data collected, the following conclusions may be drawn. 
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Fig. 6 The night sky radiation at the location during the dry season. 
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Fig. 7 The night sky radiation at the location during the rainy season. 

i.) The net radiation to sky of up to 130 W/m2 is possible depending on time of day and 
period of the year. Overall, an average value of about 66 W/m2 is possible. 

ii.) The dry season presented better potential for space cooling using the night sky 
radiation. Fortunately, this is the period of year when comfort is desired most. 
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Abstract: Green Building is a philosophy aiming to maintain a high quality of the built environment while 
optimizing the use of resources, both materials and energy. Related to green building, sustainable construction 
consists in the creation and operation of a healthy built environment giving rise to high-performance green 
buildings. 
These building concepts have already been taken into account by the European Union (EU) that has promoted 
the use of alternative energies, thermal insulation and responsible consumption programs, among others. The 
Directive 2002/91/EC came into force to regulate energy efficiency in new buildings. Member States transposed 
this text to their legal systems, considering the particularities of to their territories, geography, economy and 
society. In Spain, the Spanish Technical Building Code (CTE- Código Técnico de Edificación) promotes 
sustainable building. Other regulations regarding energy buildings certification, energy efficiency or renewable 
energy promotion have already been adopted. 
This work presents a house designed taking into account some aspects of the sustainable house design, and 
compares it with a reference house. These aspects include the thermal requirements of the house following a 
simplified option established in the basic documents HE1 (Limitation of the energetic demand) and HE4 
(Minimal solar contribution for heating domestic water) of the Spanish Building Technical Code  
 
Keywords: Sustainable construction, Thermal insulation, CTE, Energetic demand 

1. Introduction 

Almost 30% of world’s energy is used in housing (40% in Europe [1]) and the 50% of this 
energy is used in building for the weather conditioning systems [2] (heating or cooling), and 
lighting. Energy consumption for housing and services was 371.4 Mtoe (millions tons of oil 
equivalent) in 2000 [3], which is higher than for other sectors such as transport and industry. 
 
Due to the figures of the increased CO2 emission levels associated with this energy 
production, the EU has decided to harden the standards for building and their heating and hot 
water systems in order to reduce the amount of energy consumed [4]. Simultaneously to these 
new standards a new philosophy, Green Building, has emerged, with the aim of maintaining 
high quality of the built environment while optimizing the use of resources, both materials 
and energy. On the topic of green building, sustainable construction is about the creation and 
operation of a healthy built environment based on ecological principles and resource 
efficiency [5], giving rise to “high-performance green buildings”. The main characteristics of 
these constructions are [6]: significantly less energy, materials and water consumption; 
healthy living and working atmosphere; and great improvements on the quality of the built 
environment. The control of natural lighting and ventilation as well as better insulation also 
help, not only reducing energy consumption but also increasing safety and security, 
promoting welfare and helping assisted living [7]. 
 
Housing energy use has been a concern for the European institutions, which have promoted 
the application of alternative energies, thermal insulation and responsible energy usage 
campaigns by developing a specific legal framework. Accordingly, the European building 
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sector has provided itself with the Directive 2002/91/EC [1], which aims to control the energy 
efficiency in buildings, and the Directive 2006/32/EC [8], whose purpose is to enhance the 
cost-effective improvement of energy end-use efficiency. Several Member States have 
transposed these European directives to their own legal systems, trying to adapt them to their 
geographic, economic and social characteristics. That is the case of Spain, where the 
European directives have been adapted to the national legal framework by Royal Decree 
1027/2007 [9], on Thermal Installations in Buildings (RITE –Reglamento de Instalaciones 
Térmicas en los Edificios), that controls heating systems and hot sanitary water in buildings in 
order to reach a good comfort level and an optimal energy use, and Royal Decree 1675/2008 
[10], the Spanish Technical Building Code (CTE – Código Técnico de Edificación), that came 
into force to promote sustainable building. 
 
This work presents the energy-related considerations taken into account during the design of a 
sustainable house intended to be energy efficient, including the requisites of the Spanish 
Building Technical Code (CTE). The energy parameters of this house will be compared with a 
reference house designed under conventional criteria. 
 
2. Methodology 

This work compares energetic parameters of two houses intended to be in the same location 
and with the same space distribution, but that have been designed under different building 
criteria. The first one is the “reference house” (RH), designed using conventional building 
criteria. The second house, the “sustainable” one, is the so called “insulated house” (IH), 
which applies the CTE, specifically the simplified option established in the basic document 
HE1 about Limitation of the energetic demand, as well as the guidelines set by the basic 
document HE4 about Minimal solar contribution for heating domestic water. This calculation 
option is based on the indirect control of the building energetic demand, limited by the 
characteristic parameters of the internal and external walls (thermal envelope). Accordingly, 
the methodology includes the following steps: 
 
- Definition of the climatic area. 
- Classification of the spaces of the building. 
- Thermal isolation. 
- Analysis of the thermal requirements of the house. 
- Air infiltrations. 
- Underfloor heating system. 
- Boiler selection. 
- Solar collectors for hot water production. 
- Materials selection. 
 
Finally the energetic parameters proposed in the CTE are compared for both houses, showing 
the benefits of the “sustainable” design. 
 
3. Characterization of the houses 

3.1. Definition of the climatic area 

The proposed houses will be located in Lugo (Galicia), in the northwest of Spain. Lugo is 
classified by the CTE climate severity criteria as a D1 region, which means that the Winter 
Climate Severity (WSC) is high (D in a scale from A to E), and the Summer Climate Severity 
(SCS) is low (1 in a scale from 1 to 4). 
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3.2. Classification of the spaces of the building 

Both the RH and the IH are intended to be located in a North-South oriented rectangular 
parcel with a 20% slope, which is not affected by any shadowing element in its environment. 
The houses will have four levels: the underground level, where the garage is located; the 
ground floor, with the kitchen, living-room, one bedroom and the access to the house; the first 
level, which is the dormitories area; and finally the top floor, which is really a terrace where 
the collectors and control devices will be located. 
 
3.3. Thermal isolation 

In the RH the external walls will be conformed by external plasterwork (25 mm), a double 
brick layer and an internal layer of plasterwork (25mm). The 290 mm width structure will be 
protected by both internal and external painting. 
 
In the IH external walls are conformed by external plasterwork of 25 mm, a layer of light 
thermo-clay of 190 mm followed by another concrete layer. Insulation is provided by two 
layers: 20 mm of expanded polystyrene and an air chamber of 20 mm. Finally it is an internal 
brick layer covered by plasterwork. The 370 mm width structured is protected both internally 
and externally by painting. The formation of thermal bridges has also been considered, owing 
to the energy losses they involve. 
 
3.4. Thermal requirements 

The study of the thermal requirements will be based in the indirect control of heat demand as 
required in the CTE. This estimation method uses the characteristic parameters of the thermal 
envelop or U-values. Thermal transmittance U (W/m2·K) is defined by Eq. (1), where RT is 
the total thermal resistance for the constructive component. 
 
In the case of associations of materials in homogeneous thermal layers, total resistance could 
be calculated by Eq. (2), where R1, R2 are the thermal resistances of the n layer conforming 
the wall, and Rsi, Rse are the superficial thermal resistances corresponding to the internal and 
external air, considering the wall situation in the building and the direction of the heat flow. 
 
The last consideration is the calculation of the thermal resistance in a thermal homogeneous 
layer provided by Eq. (3), where e is the thickness of the layer (m) and k the thermal 
conductivity of the material (W/m·K). 
 
Global transmission coefficient for the building also has been calculated, Eq. (4), in order to 
collect the previous parameters in a more representative figure, where sub-index w, s, r and h 
refer to walls, soil, roofing and holes respectively, and A is the area of each layer. 
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3.5. Air infiltrations 

Air renewal by infiltrations is an important parameter affecting both the hygienic conditions 
and the overall heating demand, as the incoming air must be conditioned. Air renewal takes 
place by infiltration through carpentries and by ventilation. Infiltration can be quantified by 
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permeability, defined by Eq. (5), where Cv is the window coefficient (specific for the 
woodwork, dimensionless), ΔP is the pressure difference between indoors and outdoors (mm 
H2O) and Sh is the total surface of the hollow (m2). Ventilation is mainly controlled by the 
inhabitants except for the kitchen and the bathrooms, both having independent mechanical 
ventilation systems. 
 

hv SpC ··  (5) 

 
3.6. Heating System Design 

Aiming to determine the heating requirements of the building, specific studies of every single 
space of the house have been carried out, considering heat losses by transmission and air 
renewal in each one of the spaces. Heating system, by underfloor heating, was designed 
considering that indoor temperature is set at 20 ºC and that the system must face up minimal 
temperatures of -5 °C during winter time.  
 
Heating system design is based on the results obtained for the heat losses. Design parameters 
considered were water flow and water temperature, which can be calculated by Eq. (6) since 
Q is the known total heat losses, where Tma is the average water temperature (ºC), Tobj is the 
objective temperature set in 20 ºC and U is the global thermal transmission coefficient, 
considering heat flow will occur by conduction and convection. 
 
Water flow for heating system is calculated by Eq. (7), where C is the mass flow rate (kg/h), 
Cp is specific heat of the water (kJ/kg·K)  and ΔT is the difference between inlet and outlet 
water in the system, considered to be 10 ºC. 
 

 objma TTUQ  ·  (6) TCCQ p  ··  (7) 

 
3.7. Boiler Selection 

The installation of efficient boilers is promoted by the RITE to reduce pollutant emissions and 
improve energy savings. In this case study a condensation boiler has been selected because it 
can be adapted to the thermal needs of an underfloor heating, providing hot water at 60 ºC. 
Moreover a 30% energy saving and a 70% NOx y CO2 emissions reduction is expected. 
 
3.8. Sanitary Hot Water Installation 

The sustainable design also includes a solar thermal installation able to provide a great 
percentage of the total hot water demand for the house, exceeding the 30 percent required by 
the CTE for this kind of houses. 
 
Initial data needed for the design and calculation of this installation, will be the use conditions 
of the Sanitary Hot Water (SHW) and weather specifications of local region. Energetic 
demand is determined by the monthly hot water consumption rate and the temperature set for 
the SHW, while climatic specifications are obtained by the global radiation in the collecting 
field, average day temperature and network water temperature. 
 
Calculation method was the f-chart method. This method allows the assessment of the solar 
device coverage as well as its average performance in an amount of time. 
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3.9. Fuel consumption 

It is nearly impossible to estimate fuel consumption in heating systems, since it heavily 
depends in variable conditions such as weather, user needs or control systems. However, it is 
possible to perform yearly estimations by using a method that can be found in UNE 100002 
[11] regulations. It can be done by using Eq. (8), where G stands for HDD (ºC), P for 
consumed power (kcal/h), U is the use coefficient (dimensionless), I is the intermittence 
coefficient (dimensionless), η is the boiler performance, LCP is the Lower Calorific Power of 
the natural gas (kcal/m3N), (Ti-Te) relates to the difference of temperatures between the inside 
and outside of the house. For this case, Ti is set as 20 ºC and Te as 2 ºC. 
 

)T-·LCP·(T

G·24·P·I·U
=C

ei
 (8) 

 
4. Results 

This section presents the results obtained after applying the aforementioned equations to the 
proposed case studies. The limit values set by the CTE for the proper design of the IH are: 20 
ºC indoors temperature, 55% indoors relative humidity, 273 m3/h·m2 woodwork permeability 
for a D1 zone, and 30% of annual minimal solar contribution for fossil energy source at 60 ºC. 
 
According to Eq. (1-3) and following the layer schema described in the previous section, 
calculations of the U-values have been done. The results obtained are presented in Tables 1 and 
2, where sub-index W, S, R and H refer to walls, soil, roofing and holes respectively. Next sub-
index are: IH: Insulated House, LV: Limit value set by the CTE, RH: Reference House. 
 
Table 1. U-values comparison for the insulated house and the reference house with the limit values 
established by CTE. 

Orientation 
UWIH 

(W/m2 K) 
UWLV 

(W/m2 K) 
UWRH 

(W/m2 K) 
UHIH 

(W/m2 K) 
UHLV 

(W/m2 K) 
UHRH 

(W/m2 K) 
N 0.46 0.66 1.57 2.23 2.50 3.8 
E 0.49 0.66 1.69 2.10 2.90 3.68 
O 0.48 0.66 1.57 2.18 2.90 3.25 
S 0.52 0.66 1.63 2.18 3.50 3.68 

 
Table 2. U-values comparison between the insulated house and the reference one with the limit values 
established by CTE. 

USIH 
(W/m2 K) 

USLV 
(W/m2 K) 

USRH 
(W/m2 K) 

URIH 
 (W/m2 K) 

URLV 
(W/m2 K) 

URRH 
(W/m2 K) 

0.33 0.49 1.70 0.33 0.38 0.62 
 
Fig. 1 represents the comparison of the U-values for the considered elements (walls, soil, 
roofing and holes) for the IH, LV and RH. The U-values selected for walls and holes 
correspond to the north orientation. 
 

2122



 
Fig. 1. Comparison of U-values for the walls, soil, roof and holes in the IH and the RH regarding the 
limit values set by the CTE. 
 
The air renewal parameters have resulted in the data displayed in Table 3, whereas Table 4 
shows the results obtained after calculating the thermal requirements for both houses. Heating 
system design results are included in Table 5. 
 
Table 3. Calculations to establish the total ventilation of the buildings. 

Air renewal Reference house Insulated house 
Permeability (m3/h) 1263,14 248,14 

Mechanical Ventilation (m3/h) 114,55 114,55 
Natural ventilation (m3/h) 97,52 97,52 

TOTAL (m3/h) 1475,21 460,21 
 
Table 4. Thermal Requirements in the building. 
 Reference House Insulated House 
Total Area (m2) 204.91 204.91 
Heat losses by transmission (W) 16,528.30 6,378.13 
Heat losses by air renewal (W) 11,956.38 5,640.01 
Total Heat losses (W) 28,484.68 12,018.14 
 
Table 5. Resulting heating system parameters. 
 Water temperature (ºC) Flow rate (l/s) 

Insulated House 30 0,267 
Reference House 47 0,658 

 
To calculate the SHW installation it is necessary to consider some additional factors. Hot 
water consumption is estimated to be 30 liters/inhabitant each day at 60 ºC. Concerning 
weather conditions, Lugo is located 465 meters high and in 43 º latitude. The house is placed 
in a flat ground with little vegetation, and atmosphere is considered clean since the house 
location is within a rural zone. 
 
A Buderus Logasol SKN 3.0 is chosen as the collector. This device has an open surface of 
2.25 m2 and its efficiency slope parameters are η0=0.775, k1=3.599 W/m2·K and k2=0.008 
W/m2·K2. Table 6 contains the results obtained for an installation comprising 3 collectors and 
an accumulator of 400 liters. 
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Table 6. Results for SHW installation calculations. 
Parameter Value 

Total thermal load (MJ) 13,658.0 
Net energy collected (MJ) 10,413.1 
Yearly Solar Coverage (%) 76.2 

Yearly Average Performance (%) 33.7 
 
Finally, fuel consumption and CO2 emissions were calculated to complete the analysis and 
comparison between both houses (Table 7). 
 
Table 7. Fuel consumption estimation for each house and related economic costs and CO2 emissions. 
 Fuel consumption 

(m3/year) 
Economic costs 

(€/year) 
CO2 emissions 

(ton/year) 
Insulated house 1,759 1372.20 4.00 
Reference house 4,169 3252.17 9.60 

 
5. Discussion 

The comparison of both houses, RH and IH, leads to some obvious conclusions. First of all, 
when selecting building materials the priority has been their insulating capacity, but keeping 
also in mind their environmental impact and life-cycle. In fact, thermo-clay is a recyclable 
ceramic material with really good chemical, mechanical, thermal and acoustic properties. 
Expanded polystyrene is an excellent insulating material, also recyclable, and the woodwork 
employed is made of PVC with thermal break, with a Climalit glass of 9 mm thickness. 
Besides, aiming to reduce thermal gains through the windows in summer, eaves have been 
installed to reduce solar radiation penetration in the south faced windows and the balcony. 
This measure is expected to cause a 50% reduction in radiation depth for these rooms. 
 
Concerning U-values for the thermal envelope (Tables 1 and 2), it is observed that the 
insulating measures used in the design of the IH make it possible to comply with the CTE 
requirements. More detailed analysis of these data reveals that U-values for the IH are about 
24% lower than the limit values whereas the results for the RH are much higher in each part 
of the thermal envelope. For the global transmission coefficient, results are UGIH=0.51 
W/m2·K and UGRH=1.61 W/m2·K. Coefficient value for the RH is about 3 times the insulated 
coefficient value. 
 
The results obtained for air renewal show that, in the IH, the total air renovation is roughly the 
same as the volume of the house, as demanded in the CTE (Table 3). Concerning the RH, air 
renovation is 3 times the volume of the house, which is excessive and will lead to extra fuel 
consumption. 
 
According to results shown in Table 4 for thermal requirements, it is possible to assess that 
total heat losses for the IH are only the third part of the RH. This fact leads to the reduction of 
the fuel oil consumption, and therefore the reduction of CO2 emissions to the atmosphere. 
 
Regarding the heating system design, results show that for the same heating system, water 
temperature and flow rate are lower in a well insulated house (Table 5). Consequently both 
the energy needed for water heating and electrical energy to drive the pump will be lower. 
The fulfilling of the conditions of the CTE is proved, since the SHW installation provides a 
solar contribution of 76% of the total energetic needs in the house with a yearly average 
performance above 30%, as requested in the CTE (Table 6). 
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Finally, the application of constructive solutions in the IH project means saving around 5.5 
ton CO2/year emissions (Table 7). 
 
Therefore it can be concluded that taking into account energy efficiency criteria during 
building design can result in important savings in energy consumptions, as heat losses are 
highly reduced (even three times shorter in the IH than in the RH) and hot water requirements 
are much lower than in a typical house. The application of the CTE not only limits the energy 
demand in buildings on the basis of U-values for thermal envelope, but it also avoids surface 
condensations inside the enclosure or the woodwork, limits energy loses by air infiltrations 
and minimizes solar contribution for sanitary hot water. 
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Abstract: Before 1930, most houses in the UK were built with solid brick walls, which have high heat losses 
and are difficult to insulate. These homes represent nearly one-quarter of the UK housing stock. This paper 
covers a case-study that shows some of the difficulties to meet the UK government’s target to reduce carbon 
emissions by 80% by 2050. Such a target can only be met with refurbishment of all older properties and even 
then, energy-savings initiatives are probably not sufficient; integration of renewable energy sources is also 
necessary. Comparison with refurbishment initiatives in Germany demonstrates the massive investment that 
needs to take place, and some of the practical limitations. Strategies to limit increasing demand for energy use 
will be required in order to meet these ambitious targets. The case-study demonstrates the types of practical 
problems likely to be encountered, but also shows the importance of disseminating the experience gained by 
pioneers of refurbishing older homes in the UK. 
 
Keywords: Energy Efficiency, Refurbishment, Carbon Saving 

1 Introduction 

In northern Europe, the energy use in residential buildings is largely associated with space 
heating and hot water provision as well as lights and appliances. Reducing energy 
consumption in residential buildings has the potential to help countries meet their targets to 
reduce carbon emissions. Approximately 30% of carbon emissions in the European Union are 
due to energy use in residential buildings, of which around 50% is used for space heating [1]. 
Significant reduction in these carbon emissions can be made by three methods – firstly, 
demolishing old homes and replacing them with new “low-carbon” dwellings; secondly, 
switching to energy sources that do not rely on fossil fuels; thirdly, making existing homes 
more energy efficient. In many parts of Europe, including the UK, the demand for new homes 
is high because the number of households is increasing. Apart from energy use, older houses 
have many attractive features, so demolition occurs at a very slow rate [2]. The second of 
these options requires investment in alternative energy infrastructure, which is occurring, but 
not fast enough to impact significantly yet on carbon emissions. The third of these options, i.e. 
refurbishment of existing buildings for improved energy efficiency, has other public benefits 
such as employment opportunities, increasing the aesthetic quality of existing housing stock 
and reducing the number of families suffering from fuel poverty. For the occupants, energy 
efficiency measures can lead to improved indoor comfort, lower running costs and a healthier 
indoor environment. 
 
Government housing data shows approximately 23% of the UK housing stock is comprised of 
houses built between 1800 and 1930, of which over 70% are owner occupied. These houses 
are highly inefficient in their use of heating energy, contributing a disproportionate fraction of 
UK carbon emissions. It is logical that these should be a prime focus of energy efficiency 
improvements but there are significant barriers to implementing such changes. Before 1930, 
most UK houses were built without cavity walls and with other design features that make their 
energy performance difficult to improve. Much of the heat loss is through the walls of the 
house, which can only be reduced by applying internal or external insulation. External 
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insulation has the advantage of retaining the thermal mass of the building within the insulated 
envelope. It has been applied within a number of social housing projects in the UK, but so far 
has been rarely used in owner occupied houses, which is the focus of this paper. 
 
The case-study energy use data has been analysed to find the contribution of the energy 
improvements to a reduced carbon footprint. Data from other examples has also been 
compared in order to identify the practical limitations to reducing the carbon footprint of older 
residential buildings. Carbon emissions for the UK have been calculated using data for 2007 
published by the Carbon Trust: electricity: 0.544 kg CO2/kWh; gas: 0.184 kg CO2/kWh. 
 
2 Refurbishment Case-study 

The study analyses energy savings in a detached family house of 98 m2 built in 1910 using 
225 mm solid brick walls, some of which were rendered on the outside. This house is of 
typical construction for its era, with slated roof and originally with single-glazed windows. It 
is heated by a gas-fired central heating system and also had an open gas heater in the living 
room. The house has been refurbished since 2001 in two phases. In the first phase, 
improvements were made through installation of double glazing, replacement of an inefficient 
gas boiler by a Worcester Greenstar combi condensing boiler, which has a SEDBUK 
efficiency of 90.3% (previously water was heated by an electric immersion heater). The loft 
insulation was topped up to 200 mm using Warmcel recycled paper insulation.  Energy 
efficient lighting, mainly compact fluorescent, was installed throughout the property. 
Draught-proofing was carried out and both external doors were replaced, as the original doors 
were ill-fitting. The energy savings from these improvements have been estimated using 
values from similar properties given by Lomas [3], which suggest that the energy use for 
space heating was reduced by 30% and energy use for lighting by 65%. Using the figures 
above, the resulting CO2 emissions reduced from 7.8 to 4.4 tonne/year. One problem that was 
made worse by these initial improvements (apparently common in houses of similar 
construction, after fitting draught-proofing and double glazing [4]) was the incidence of 
mildew growth in poorly ventilated areas of external wall, due to condensation. 
 

Figure 1. View of house from south side, before and after external insulation. 
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In the second phase, insulation has been applied to the walls of the house, internally where 
limited by the architecture of the building, but mainly externally. This has the advantage (in 
winter) that internal temperatures drop less when the heating is off during the night time. The 
external insulation is 60 mm of phenolic board with a protective cement render, which 
achieves a total U-value of 0.32 W/m2K [5]. This is very close to current UK standard for new 
dwellings of 0.30 W/m2K. Equivalent internal insulation would also have had the 
disadvantage of reducing the usable floor area by around 2%. The appearance of the property 
was not significantly altered by the application of the insulation, as seen in Figure 1.  A line of 
“brick slips” was applied to replicate the original features of the house.  
 

Figure 2. Thermal images of NW corner before and after insulation (and part of neighbouring house). 
 
Thermal images of the house were taken before and after insulation, as seen in Figure 2. Both 
images were taken on a cold day, with the house heated to 18C, but the quantitative results are 
not directly comparable. Unfortunately, it was not possible to match the temperature scales 
exactly as a different camera was used for the second image. However, a qualitative 
comparison shows how the leakage of heat from the corners of the frontage has been reduced. 
On the end wall, no significant temperature difference now exists between the heated part of 
the house and the unheated loft (above the loft insulation, where the internal temperature is 
below +5 C). Where possible, at the top of the first floor the external insulation was brought 
above the level of the loft insulation in order to reduce thermal bridging.  
 

 

Figure 3. Mean daily gas usage plotted against heating degree-days on a monthly basis. 
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Evidence of the effectiveness of the insulation is shown better by looking at data for gas 
usage. Figure 3 shows the correlation between gas usage and degree-day values (taken on a 
monthly basis using values from Vesma [6]). An open gas heater in the living room was 
removed and replaced by a wood-burning stove. Although this was only used for 
supplementary heating (as there is a radiator in the room) it made up about 8% of the original 
gas use. Since applying external insulation, the appearance of mildew has been significantly 
reduced as internal wall temperatures are generally above the dew point. 
 
Electricity use in the house is significantly below the national average. This is partly due to 
reduced use of electrical appliances – e.g. a kettle is used on the gas hob in preference to an 
electrical kettle and there is no TV, video recorder, etc. Plotting electricity use against day 
length shows a clear correlation due to lighting use (see Figure 4) which is estimated to be 
750 kWh per year, 25% of the total. The increase in electricity consumption shown at the time 
of insulating the property is due to the installation of a dishwasher at around the same time. 
The graph shows a reduction in the minimum gas usage per day, due to less use for heating 
washing-up water. This contributes around 4% to the saving in gas.  When this and the change 
to wood-burning in the living room is taken into account, the reduction in gas usage due to the 
insulation is 35 %, representing a carbon saving of almost 1 tonne/year based on the 20-year 
average temperature.  The overall reduction in CO2 emissions relative to the unimproved state 
of the house is approximately 60 %. 
 

 
Figure 4. Electricity usage, showing the changing lighting load. 
 
The amount of energy used for the wood-burning stove is difficult to assess, but is reckoned 
to be 200 kg of wood with an average energy content of 12 MJ/kg. This represents 6% of the 
total energy use in the home. This not only reduces carbon emissions, but so far has also 
reduced costs, as the wood used has been obtained free of charge. It is possible to extrapolate 
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the number of households that could use such free sources of wood – much of it from 
builders’ skips. According to the UK Government department Defra, the amount of waste 
wood from construction industry is 5 million tonne/year [7]. Just 10% of this would be 
enough for 1 million homes to provide a similar level of wood heating. 
 
The overall energy use after refurbishment, corrected to average 2203 degree-days per year, is 
125 kWh/m2 of which 71% is from gas and 23% electric.  
 
3 Comparison with other data 

3.1 Scottish case-study 
A refurbishment case-study of three types of dwelling in Scotland by Jenkins [8] includes a 
stone-built house of a similar age. The comparison is useful because the house is also 
detached and occupied by a family of four, with the same floor area of 98 m2. However, in the 
Scottish house the window area is approximately 30% less, and the walls are much thicker. 
Without wall insulation but with other energy-saving interventions, Jenkins predicted a 
reduction from 327 kWh/m2 to around 200 kWh/m2 after refurbishment. Further Carbon 
savings (down to 4 tonne CO2 per year) could be achieved using solar thermal, solar PV and 
wind energy. 
 
The figures can be usefully compared with figures for different house types and ages given in 
another report on Scottish Housing [9]. Although similar data for England was not easily 
available, the Scottish data gives a useful comparison. Degree-day data for Scotland shows 
that energy demand for heating is likely to be 10 – 15% higher than in Nottingham. The 
Scottish data show mean CO2 emissions of 17.5 tonne/year for pre-1919 detached houses. 
 
3.2 Data from Germany 
Most of the technologies for external insulation available in the UK are adapted from a system 
developed in Germany, known as Wärmedämmverbundsystem (WDVS). In general, German 
residential buildings are much more energy efficient than those in the UK. They use, on 
average, less energy per unit floor area, despite colder winter temperatures. Energy efficiency 
standards have been stringent since 1977 (similar to UK 2001 standards) and current 
minimum standards are still higher than in the UK. When houses are refurbished, they tend to 
be fitted with higher levels of insulation - 160 mm is the current recommendation for external 
insulation on solid walls in Germany. 
 
In 2009, the German “Bank for Reconstruction” (KfW) provided loans of €8.9 bn toward the 
energy refurbishment of 620,000 homes, estimated to reduce carbon emissions by an average 
of 2.4 tonne/year/dwelling. Germany has fewer older houses than the UK – about 75% were 
built after 1945. A study [10] of multiple flats in larger houses in Germany 
(Mehrfamilienhäuser) – comparable in format to Scottish tenement housing - shows how 
older buildings have little capacity for energy improvement and predicted energy savings are 
often not achieved. In Figure 5 the data has been converted from kWh/m2 using German 
emissions data (from UmweltBundesAmt) and taking an average floor area of 90 m2.  
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Figure 5. Comparison of CO2 emissions per dwelling for different ages of houses and flats. 
 
3.3 Other UK data 
The previous UK government’s main domestic energy efficiency programme was CERT 
(Carbon Emissions Reduction Target) which has been implemented through Energy Supply 
Companies. In contrast to the German investment, in 2009 around £400m (€0.45 bn) was 
invested, mostly in loft insulation (616,000 homes) and cavity wall insulation (500,000 
homes); only 17,700 homes were fitted with solid wall insulation. A recent study published by 
the Department of Energy and Climate Change suggests that even homes in the UK with 
cavity walls cannot all be insulated easily. Although there are now around 5 million homes 
with unfilled cavities, most of these will be “hard to fill” because of the nature of the cavity 
walls and the materials used [11]. 
 
A portfolio of houses that have been refurbished to achieve at least 60% carbon reduction is 
presented by the Sustainable Energy Academy [12] under the slogan “Old Home, 
Superhome”. This includes 39 case studies of houses built between 1800 and 1930, of which 
22 were treated mainly with internal insulation and 17 with external insulation. To achieve 
this level of carbon reduction, very few houses rely on insulation alone: 36 of the 39 cases 
have at least one renewable energy source. The most common is solar thermal, but 40% have 
solar PV, 45% have wood stoves/boilers and 10% have ground source heat pumps. More than 
half have some form of underfloor insulation in addition to solid wall insulation. For the case 
study house, installation of 3.8 kW of PV is planned for 2011 at a cost of £13,700, with a 
predicted further saving of 1.7 tonnes of CO2, approximately half of the 2010 emissions. 
 
Lectures about existing local examples of refurbished homes gave information and inspiration 
before implementing the case study described in section 2.  Among these were a Nottingham 
“Eco-home” included in the Sustainable Energy Academy portfolio and a refurbished home 
owned by a local Member of Parliament described in [13]. The importance of occupier 
behaviour is also critical to the success of such energy improvement schemes. Hence, the E-
On house project at University of Nottingham, which will demonstrate the process of 
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converting a typical 1930’s house to a zero-carbon home, incorporates a sophisticated array of 
monitoring equipment to learn more about this aspect [13]. 
 
4 Conclusions 

The energy-saving measures in the Case Study have been effective in reducing the carbon 
footprint of the house. However, it is clear that the main reduction in carbon emissions was 
made by the first stage of improvements, which were more cost-effective. The greatest 
contribution to carbon reduction probably came from two changes which did not affect heat 
loss from the house: (i) installation of a condensing boiler; (ii) changing from electricity to 
gas for domestic hot water. Changes in carbon emissions are highly dependent on fuel choice 
because currently CO2 emissions per unit of energy are three times higher for electricity than 
for gas. However, the combination of energy-saving measures employed in the case study 
make internal temperatures much more even, reduce condensation and contribute significantly 
to reduction in use of fuel for heating. Nevertheless, it is clear that one reason for the low final 
carbon footprint is the behaviour of the house occupants. Typical room temperature in living 
areas is 18 C, 3.5 degrees less than the temperatures considered as normal by the Tarbase 
study [8].  
 
The external insulation cost £9000, which at current gas prices will take more than 20 years to 
payback financially. However, it has probably enhanced the overall property value, 
particularly with the current requirement for Energy Performance Certificates. Nevertheless, 
depending on interest rates, this length of payback could mean that such improvement would 
not meet the requirements of the new UK government’s proposed Green Deal, as costs might 
be greater than current fuel savings. Also, if Energy Performance Certificates are dropped, as 
some sources have indicated, the property value incentive would reduce. 
 
From this case study, it is possible to extrapolate that 60% carbon savings could be made by 
implementing similar improvements throughout the 5 m older housing stock and 5 m “hard-
to-fill” cavity homes. However, to reach this target by 2040, the number of homes treated 
needs to increase (from the current level of approx. 18,000) at a rate of 20% per year until 
2027, by which time the level of refurbishment would be 600,000 homes per year (as 
currently in Germany). This level of growth cannot be envisaged without a coherent policy for 
incentives and appropriate dissemination of information to home owners. Some of the likely 
policies are set out by Boardman in [2]. 
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Abstract: Split air conditioning units are usually used for small and medium scale residential buildings. 
Therefore, more energy efficiency and lower cost are needed along with reliable control for the air conditioning 
units. An experimental investigation has been carried out to study the performance of a direct expansion air 
conditioning (A/C) unit having a variable speed condenser fan. The modulation of heat rejection airflow has 
been controlled with the outdoor air temperature via a Proportional Integral Differential (PID) controller. The 
control algorithm allows increasing the speed of condenser fan with the increase of outdoor air temperature and 
vice verse. The maximum rated air flow of the fan is 0.43 m3/s at 42ºC outdoor air temperature and the 
minimum is 0.28m3/s. To facilitate variation of refrigerant flow rate according to the evaporator load, the 
traditional capillary tube was replaced with a suitable thermostatic expansion valve and liquid refrigerant 
reserve. The influence of condenser airflow and its temperature on the A/C unit performance and compressor 
power consumption has been investigated and presented at different evaporator cooling load. It has been found 
that a 10 % reduction in compressor power consumption is achieved by increasing the condenser air flow by 
about 50%. 
 
Keywords: Split air conditioners, A/C unit performance, Variable speed condenser fan. 

Nomenclature 

COP  coefficient of performance 
h  refrigerant enthalpy….….…...kJ.kg-1 
mref  refrigerant flow rate……….…. kg.s-1 
P  pressure………………………….kPa 
Tev evaporation temperature….…… °C 

 Tcond   condensation temperature...….…°C 
 Qev   evaporator cooling capacity...... kW 
Wcomp  compressor power consumption...kW 
WFan condenser fan power…………….kW  

1.  Introduction 
Energy saving is the practice of decreasing the quantity of energy used. It may be achieved 
through efficient energy use or by reducing the consumption of energy services [e.g. 1-3]. Air 
conditioning units are usually used for small and medium scale residential buildings. The 
amount of energy consumed by air conditioners, refrigerators and water heaters is increasing 
rapidly, since the consumed power by air conditioners occupies about 20% of the total power 
consumption. The improvement of refrigeration cycle performance can be done by lowering 
the compressor power consumption, increasing the condenser heat rejection capacity or 
reducing the difference between condenser and evaporator pressures. 

A. Benamer and D. Clodic [4] offered a method for the comparison of energy consumption of 
variable and fixed speed scroll compressor in a refrigeration system. They showed that the 
lower the heat load, the higher the energy savings associated with variable speed. Also, 
variable speed compressor generates up to 40% savings in power consumption. S. Hu and B. 
Huang [5] presented a high efficiency split residential water-cooled air conditioner that 
utilizes cellulose pads as a filling material of the cooling tower. They showed that the water 
cooled condenser results in decreasing the compressor power consumption from 1.189 to 1.02 
kW and the cycle COP is improved from 2.96 to 3.45. S. Wang et al. [6] presented a split air 
conditioner with a hybrid equipment of energy storage and water heater all year around. In 
summer, ice storage coils work as evaporator. In winter, energy storage tank absorbs the 
condenser heat to store heat during the heating process. They obtained around 28% increase 
in cooling capacity and 21.5% improvement in the COP. F. Yu and K. Chan [7] showed how 
the COP of air-cooled chillers can be improved by modulating heat rejection airflow via 
variable speed condenser fans. They introduced an algorithm that makes use of a set point of 

2134



condensing temperature to determine the number and speed of condenser fans staged to 
provide the airflow required for any given heat rejection. Also, in order to achieve maximum 
COP under condensing temperature control with variable speed condenser fans, the set point 
of condensing temperature should be adjusted based on the chiller load together with the 
outdoor temperature. Potential energy saving for using water cooled air conditioner in 
residential building has been illustrated by H. Chen et al. [8]. A split air conditioner with air 
and water cooled options was set up for experimental study at different indoor and outdoor 
conditions. The overall energy saving were estimated to be around 8.7% of the total electricity 
consumption. 

Recently, T. Mahlia and R. Saidur [9] reviewed requirements and specifications of various 
international test standards for testing and rating of room air conditioners and refrigerators 
sacking for efficiency improvement of these appliances. Also, M. Jiang et al [10] evaluated 
the influence of condensing heat recovery on the dynamic behavior and performance of air 
conditioners. They showed that the condensing heat recovery has a negative effect on the 
cooling capacity at the start of the heat recovery process, while the average COP of the 
system is improved. 

As shown in the previous literature, variable speed condenser fans have been handled for a 
large scale (i.e. chiller). The main objective of this study is to investigate the effect of 
condenser heat rejection modulation, via a variable speed fan, on the energy consumption and 
on the performance of a residential air conditioner. The speed of condenser fan is 
simultaneously controlled with the outdoor air temperature. The characteristics of 
refrigeration cycle that served by a thermostatic expansion valve will be presented at different 
indoor and outdoor temperatures at the steady state operation condition. 

2. Experimental apparatus and procedure 
A split type, 2.64 kW nominal capacity, air conditioner using R-22 was employed to exam the 
modulation of condenser heat rejection and its effect on the conditioner performance. The 
conditioner contains the basic components of a vapor compression system: a compressor, a 
condenser, a capillary tube, an evaporator and such attachments as filter/dryer and fans. The 
indoor unit includes a DX evaporator with copper tubes and aluminum fins, a fan and a 
capillary tube. The outdoor unit includes a constant speed rotary compressor and an aluminum 
finned-plate condenser that is provided with a constant speed propeller fan. The cooling 
output has ON/OFF control in accordance with the indoor set point temperature. 

The normal method of adjusting the refrigerant mass flow in the evaporator is to add an 
expansion valve and an accumulator to the system. Therefore, a thermostatic expansion valve 
(with 0-1 orifice) and 1 kg liquid refrigerant accumulator have been installed in the 
refrigeration cycle. The condenser fan was employed to extract the room air through a foam 
duct and discharge it outside the room as shown in Photo 1, where Photo 2 shows the 
evaporating unit. Electric heaters were installed in the path of entering air to evaporator and 
condenser. Each heater was connected with a variable capacity transformer to control the 
heater power.  

The refrigeration cycle of the conditioner was provided with controlling and measuring 
devices at the key locations of cycle. A schematic diagram of the experimental apparatus is 
shown in Fig. 1. 
 
 
 
 
 

Photo 1: Condensing unit  Photo 2: Evaporating unit 
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Fig. 1 A schematic view of the experimental apparatus 
The temperature was measured via a type-T thermocouple with a maximum uncertainty of ± 
0.2ºC. Thermocouples were placed at the inlet and outlet of the evaporator and condenser. 
Also, thermocouples were installed along the tube length of the evaporator and condenser to 
determine the condensation and evaporation temperatures. The thermocouple junctions were 
soldered at the outer surface of the tubes and the thermocouple wires were connected to a 
digital thermometer. The condition of air at the inlet and outlet of each of evaporator and 
condenser was measured by means of a digital humidity/temperature meter with 1% accuracy 
of relative humidity and ±0.1 accuracy of dry bulb temperature. The liquid refrigerant mass 
flow rate was measured by a calibrated flowmeter with a maximum uncertainty of ±0.5 kg/hr. 
A digital wattmeter with ±1% reading uncertainty was provided to measure the compressor 
power consumption. 

A Proportional Integral Derivative (PID) controller was used to control the speed of 
condenser fan. The controller had been connected with a temperature sensor, thermistor 
(LM35), which was positioned inside the foam duct at the front of condenser. When the 
condenser inlet air temperature is increased above the desired set point, the condenser fan 
speed is increased and vice verse. The velocity of air at the inlet condenser coil was measured 
via a digital vane anemometer with 0.1 m/s accuracy, where the air velocity inside the 
condenser duct was ranged from 1.25 to 1.9 m/s. 

It is worth mentioning that the room temperature was maintained at 24-26 ºC during the 
experiments. All test runs were performed in an identical manner and at the steady state 
condition.  

3. Data reduction  

As mentioned, the air velocity (m/s) inside the condenser duct is measured via a vane 
anemometer and the rate of air flow (m3/s) is calculated by multiplying the duct cross section 
into the average air velocity. The evaporator cooling capacity, Qev, can be calculated as: 

Qev = mref (h1-h4)     (1) 

Where: h1, h4 are enthalpies of the refrigerant at evaporator inlet and outlet, respectively 
(kJ/kg). The common approach in determining the refrigeration cycle performance is to use 
the coefficient of performance, COP, depending on the compressor power consumption as; 

COP = Qev / Wcomp    (2) 
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4. Results and discussion 

The performance of the refrigeration cycle is a result of the balance between the four essential 
cycle components. When the outside ambient temperature varies, it affects the performance of 
the condenser, which in turn, affects the performance of the evaporator, expansion device and 
the compressor. The affecting parameters that influence the conditioner performance have 
been considered for illustration. Also, the modulation of condenser heat rejection airflow and 
its effect on the conditioner performance has been presented.  

4.1. Effect of evaporator inlet air temperature 
The refrigeration load of indoor unit may vary due to several reasons, such as the variation of 
ambient temperature. The influence of evaporator entering air temperature (return air 
temperature) on the evaporating temperature and evaporator cooling capacity, Qev, is 
presented in Fig. 2. It is observed in this figure that higher cooling capacity is achieved at 
26ºC which is the design operation condition recommended by manufacturers. As the inlet air 
temperature increases the evaporating temperature increases and the cooling capacity 
decrease.
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The reduction of Qev is about 25%, when the inlet air temperature increased from 26 to 35ºC. 
This reduction in Qev is referred to the evaporator starving which reduces the heat transfer 
coefficient in evaporator, since there is no sufficient refrigerant to accommodate the heat load. 
Here, it should be mentioned that the degree of superheating was varying from 5 to 9 ºC and 
the corresponding mass flow rate of the refrigerant varied from 0.0106 to 0.0133 kg/s. Also, 
the degree of subcooling was varying from 2 to 3 ºC. Fig. 3 reveals that when the inlet air 
temperature increases the compressor power consumption increases causing a reduction in the 
coefficient of performance of the cycle. The increase of power consumption is about 12%, 
while the reduction of COP is about 35%. 

4.2. Effect of condenser inlet air temperature  
The effect of condenser inlet air temperature on the cycle performance is shown in figures 4 
and 5.The temperature of air entering the condenser was varied by heating the supply air to 
the desired temperature. During these experiments, the ambient temperature was kept constant 
at 26 ºC and the speed of condenser fan was constant which gives 0.28m3/s of air. It is seen 
from Fig. 4 that the condensation temperature increases as the inlet air temperature increases, 

2137



as expected, and the cooling capacity decreases with the increase of condenser temperature. 
This reduction in cooling capacity is due to the increase of evaporation temperature which is 
accompanied with the condenser temperature, since the compressor has a constant speed. The 
reduction of cooling capacity is about 32% as the condensing temperature increased by 17%. 
Fig.5 shows the variation of compressor power consumption and the cycle COP with the 
condensation temperature. The increase in condensing temperature, so thus the condenser 
pressure and the pressure ratio, leads to an increase in power consumption and a decrease in 
the cycle COP. The power consumption is increased by 36% and the reduction in COP is 
about 45% as shown in the figure. 
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Fig.4 Variation of condenser entering air 
temperature with condensing temperature 
and evaporator cooling capacity  

 

Fig.5 Effect of condensation temperature 
on compressor power consumption and 
cycle COP 

4.3. Modulation of condenser air flow at constant inlet air temperature 
During these experiments, the temperature of air, which cools the condenser, was kept 
constant at 36ºC and the airflow through the condenser was varied by controlling the speed of 
fan manually. Although the increased heat rejection airflow causes the additional fan electric 
demand, the decreased condensing temperature results in a considerable reduction in 
compressor electric demand. This is shown in Fig.6, as the rate of air flow increases from 0.28 
to 0.43 m3/s the condensing temperature decreased by about 8% and the corresponding 
reduction in compressor power consumption is about 10%. These findings indicate that the 
compressor power depends on how condenser fan is controlled to provide the heat rejection 
airflow required for any given cooling capacity. 

4.4. Modulation of condenser air flow at different inlet air temperature 
The condensing temperature can be controlled at a minimum point by modulating the heat 
rejection airflow continuously. During these experiments, the condenser fan speed was varied 
according to the condenser inlet air temperature that represents outdoor air temperature. To 
show the effect of variable air flow for improving condenser heat rejection, a comparison 
between constant and variable fan speed has been presented in Figs. 7-9. Fig.7 illustrates the 
variation of condensing temperature with the inlet air temperature for constant and variable 
airflow.  
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Fig.6 Variation of condenser airflow with condensation temperature and compressor power 
consumption 
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Fig.7 Variation of condensing temperature with condenser inlet air temperature for constant and 
variable airflow 
 
As expected, by increasing the rate of airflow an improvement in condenser heat rejection is 
observed during which the condensing temperature has been reduced by 7% at 42ºC inlet air 
temperature as shown in figure. The corresponding reduction in compressor power 
consumption is recorded in Fig.8. It is seen from this figure that at 42ºC inlet air temperature 
the power consumption has been reduced by about 15%, while at 36ºC inlet air temperature 
the reduction is about 9%. As mentioned earlier, the increase of heat rejection airflow needs 
an additional fan electric demand; however, this demand is small compared with the energy 
saved by the compressor. In addition, the max power required for condenser fan is only used 
at the peak of outdoor air. 
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Fig.8 Variation of compressor power 
consumption with condenser inlet air 
temperature for constant and variable airflow 
 

Fig.9 Variation of cycle COP with 
condenser inlet air temperature for 
constant and variable airflow 

Fig.9 reveals the coefficient of performance of the conditioner during constant and variable 
airflow for condenser cooling. It is seen in this figure that, the COP of the cycle decreases as 
the condenser inlet air temperature increases for both constant and variable airflow. Since the 
increase in compressor power consumption is higher than the increase of the evaporator 
cooling capacity, so the COP of the cycle decreases. On the other hand, an improvement, 
about 28%, in the cycle COP is observed for variable condenser airflow due to the lower 
compressor power consumption. 
 

To evaluate the energy saving due to the improvement of COP, shown in Fig. 9, the unit 
coefficient of performance is presented in Fig. 10. This performance coefficient includes the 
power consumption of the condenser fan and is defined as: 

COPU = Qev / (Wcomp + WFan)    (3) 

As Fig. 10 shows, the unit COPU for variable condenser fan is greater than that for constant 
speed fan. The profit payback of the present energy saving method can be calculated by the 
economic analysis. The retrofitting of the present conditioner will be handled in a future work 
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Fig.10 Variation of unit COP with condenser 
inlet air temperature 
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Fig.11 Comparison between the COP of the 
present conditioner and water cooled high 
performance conditioner in Ref [5]   

The study is conducted to compare the present conditioner performance with the performance 
of water-cooled air conditioner in Ref [5]. As shown in Fig. 11, the COP of the water-cooled 
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air conditioner is higher by about 35% than that for the present conditioner. This is due to the 
high heat capacity of water compared with the air.  

5. Conclusions  
From the above findings, it can be concluded that: 

- The power consumption of the compressor was increased by 12% and the cooling capacity 
was decreased by 25%, when rising the evaporator inlet air temperature from 26 to 35 ºC. 

- The cooling capacity of the evaporator was decreased by 32% when rising the condenser 
entering air temperature from 30 to 42ºC, while the compressor power consumption was 
increased by about 36 %. 

- At constant inlet air temperature, a 10 % reduction in compressor power consumption has 
been obtained when increasing the condenser cooling air flow by about 1.5 times. 

- For variable speed condenser fan, it is found that the compressor power requirement has 
been reduced by 15% at 42ºC condenser entering air temperature; while at 36ºC the 
reduction is about 9%. 

- The use of variable speed condenser fan causes an increase in the COP of the conditioner 
by 28% at 42ºC condenser entering air temperature. 

Variable speed motor is recommended for the condenser fan with advanced control to 
accommodate the variation of outdoor air temperature for tracking and adjusting the 
condensing temperature.  
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Abstract: Fabriconda is an attenuating wave energy device constructed from inelastic fabric. It is a flooded 
distensible tube constructed from a series of smaller flooded tubes, called cells, joined longitudinally. This paper 
presents a t heory to predict the shape a F abriconda forms at different tube and cell pressures and shows it 
successfully predicts the shape of a model Fabriconda. A 1D linear finite difference simulation based on the 
conservation of fluid momentum and mass in both the central tube and cells provides a p rediction of the free 
bulge wave speed along the device. Experiments using a piston to artificially generate a bulge wave within the 
central tube of a model Fabriconda have produced bulge speeds that demonstrate good agreement with these 
predictions. 
 
Keywords: Wave energy, Wave power device, Finite difference model 

Nomenclature 

θ half-vertex angle 
n number of cells 
s cell arc-length  ......................................... m 
pt tube pressure .......................................... Pa 
pc cell pressure ............................................ Pa 
r radius of curvature of cell ....................... m 

T1 fabric tension of cell – external interface . N 
T2 fabric tension of cell – tube interface  ...... N 

x cell horizontal chord length ..................... m 
R central tube radius ................................... m 
At central tube cross-sectional area…….…m2 

Ac cell cross-sectional area………………….m2 

A0  initial, static cross-sectional area ……..m2 

ρo density................................................ kg⋅m-3 

 

 
1. Introduction  

The Anaconda wave energy converter [1], [2] consists of a submerged and flooded rubber 
distensible tube lying perpendicular to incoming wave fronts. As the waves pass over, they 
induce a series of travelling bulges in the tube, and an internal oscillatory flow. If the speed of 
free bulge waves is close to that of the external water waves, energy is progressively 
transferred to the flow inside the tube, terminating in a power take-off system. 

The purpose of this paper is to outline initial work on a  fabric version of the Anaconda, 
named the Fabriconda [3], [4]. In the Fabriconda, distensibility is provided not by the 
elasticity of the walls (as in the Anaconda), but by the form of construction of the tube. A 
number of tubes (or ‘cells’) made of inelastic fabric are joined together longitudinally to form 
a larger central tube (Fig.1). The tube and the cells are separately flooded. Local changes in 
the cross-sectional area of the tube are facilitated by changes in the shapes of the surrounding 
cells. When the cells are circular, the tube area is at a minimum; when the cells are flat it is at 
a maximum. The tube’s distensibility and the speed of free bulge waves in it depend on the 
ratio of the pressure in the tube to that in the cells. 
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Fig. 2. – The formation of a 
lenticular shaped cell by two 

circular arcs. 
 

 

Fig. 1. Example cross-section of a Fabriconda with 10 cells, showing the structure at its minimum 
cross-section and at its medium point [3]. 

The potential advantages of this construction are that it removes the danger of aneurysm that 
can occur in rubber tubes. It also substantially reduces energy losses through hysteresis and 
construction may be cheaper. This paper presents the static shape theory of the Fabriconda 
and compares this with experimental results. A 1D finite difference model of the tube is 
introduced and used to predict the Fabriconda’s free bulge speed. A comparison with 
measurements of free bulge speed is made.   

2. Methodology 

2.1. Static shape 
The cells are lenticular in shape and are formed by the intersection of two circular arcs (fig. 
2.). The geometry of a Fabriconda with n cells can be defined via the half vertex angle, θ. The 
half vertex angle depends on the fluid pressures pt and pc within the tube and cells and the arc 
length s, the width of fabric from which half a Fabriconda cell is constructed.  

 
By comparing the ratio that arc length s represents of the 
circle circumference to the ratio that 2θ represents of the 
whole circle equation 1 for circle radius is found: 
 

θ2
sr =  (1) 

 
Simple geometry now gives x, the cell chord length and R 
the central tube radius (fig. 3.). 
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Finally cell and tube areas can be defined, again in terms of the variable θ. 
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Each cell has two boundaries, the first between the cell and the external environment and the 
second between the cell and the tube. The pressure difference across these two boundaries 
generates separate tensions in the fabric defining the boundary, T1 and T2 (fig. 3).  

 
    

 
 
 
 
 

Fig. 3. Geometry of two Fabriconda cells 
 

At the joint between cells the two tensions from each cell must balance. Using this condition a 
relationship between θ and T2 and T1 can be found: 

( ) 2 1

1 2
tan tanT T

T T n
+ π θ =  −  

     (6) 

The two tensions are given by the pressure differences across the two boundaries and the cell 
radius of curvature. Applying this half vertex angle, and hence Fabriconda geometry, is 
defined in terms of cell and tube pressure: 
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2.2. 1D finite difference model 
Predictions of how free bulge speed varies with the fluid pressure within the tube and cell 
have been made using a 1D finite difference model of the Fabriconda. The fabric is assumed 
to act as an inelastic membrane. Linear conservation of momentum (equation 8) and 
continuity (equation 9) are applied to the flow in a single cell and the 1/nth segment of central 
tube defined by that cell. 
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By differentiating equation 8 w ith respect to position and equation 9 w ith respect to time, 
velocity is eliminated from the problem, giving equation 10 t o describe flow in the tube 
segment and equation 11 describing the flow in the cell.  
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Equations 4 and 5 are substituted into 10 and 11 to give two equations describing the dynamic 
properties of the device in terms of both tube and cell pressure. A Du Fort-Frankel finite 
difference scheme is applied to give two quadratic equations (equations 12 and 13) in terms of 
tube and cell pressure. The two pressures are solved at each time step using a Newton 
iteration method: 
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A sinusoidal fluctuation is applied to the bow boundary condition and the speed at which the 
resulting pressure bulge propagates along the Fabriconda tube is measured. 
 

2.3. Experimental set-up and measurements 
A 7.0m long, 10 c ell, model Fabriconda with a cell arc length of 0.121 ± 0.003m was 
constructed to verify the static shape theory as well as to provide measurements of free bulge 
speed. The experimental set-up is shown in figure 4. The model was constructed from 450 
decitex woven Nylon and each cell and the central tube had a 0.16mm latex inner tube 
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inserted to make the device water tight. The central tube was connected to a 250mm diameter 
piston cylinder at one end and a 250mm diameter pipe with a 90o bend at the other. This pipe 
was the first part of a power take off system not relevant to these measurements. The cells 
were closed at the piston cylinder end and connected to a cell reservoir via 1.4m long, 25mm 
diameter pipes at the other. The top of central tube was 100mm below the water surface. 
 

 
Fig. 4. Experimental set-up with piston in the main tube to artificially generate bulge waves. 

 
 
Pressures within the model were measured simply using manometers connected to each cell 
and the central tube. To verify the static shape theory the model was inflated to various cell 
and tube pressure combinations and cell chord length (x) of the top cell measured using 
callipers.  
 
Free bulge speed was measured by artificially generating bulge-waves using an actuator 
driven piston [5] producing a single sinusoidal oscillation. Nine pairs of 50mm long strain 
gauges were attached to a s ingle cell, spaced evenly along the device with a s eparation of 
75.0cm. These gauges recorded the curvature of the cell and hence the passage of the bulge 
produced by the piston oscillation. The time difference between the bulge arriving at each 
gauge allowed the bulge speed to be calculated. 
 
3. Results 

3.1. Static inflation shape 
For various tube and cell pressures, figure 5 compares measured cell chord lengths with those 
obtained from the static theory above. Values of θ are calculated using equation 7 from the 
measured inflation pressures.  
 
Agreement is seen to be satisfactory; the coefficient of determination (R2) value between 
experimental values and theory is 0.97. 
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Fig. 5. Chord length measured from modelled during the inflation of a model Fabriconda compared to 

the value predicted by theory. 
 
 
3.2. Bulge speed simulations and measurements 
Figure 6 shows an example output from the strain gauge pairs attached to a cell of the model 
Fabriconda as a bulge wave generated by a piston oscillation propagates along the tube. Two 
speeds were measured by identifying the time difference between the two sets of equivalent 
points indicated in figure 6, the trough and the peak of the pressure bulge.  The outputs used 
are from the 1st and 7th gauges as these provided the data sets that covered the longest 
available interval, 4.5m. Specific measurement points for the 9th gauge could often not be 
obtained owing to strong reflections from the tube end.  

 

 

Fig. 6. Example gauge 
output showing free bulge 

propagation when pt = 
25.7m and pc = 82.7m 
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Measurements of bulge speeds were made for a constant cell pressure at a head of 82.7cm, 
with tube pressures between a head of 4.2 cm and 39.0cm. The 1D finite difference model 
was used to provide predictions of how the speed of the free bulge propagation changed in 
this pressure regime. Figure 7 shows the results of these simulations and the experimental 
results found from the two pairs of points indicated in figure 6. 
 

 

Fig. 7. Simulated and measured free bulge speed vs. tube pressure at a constant cell pressure. 

4. Discussion 

The results of the stationary inflation experiments (fig. 4) show good agreement between 
measured values and those predicted by theory. The theory assumes that the Fabriconda is 
fully submerged, which was the case during experimental measurements. An actual 
Fabriconda will actually be partially floating on the surface and bending in the vertical plane, 
potentially leading to distortions away from the symmetrical shape assumed in a similar 
fashion to that reported for floating cylindrical containers [6]. However the impact of this is 
likely to be small since changes in elevation along the device would be much less than the 
internal pressure head. 
 
Measurements of the speed of bulge waves generated by an externally driven piston at one 
end of the tube show a good correlation with those predicted from numerical simulations, 
especially with respect to the propagation of the peaks in the strain gauge signals. These 
correspond to peaks in the half-vertex angle of the cell and correspondingly a trough in the 
bulge wave as the overall Fabriconda cross-section area reaches a minimum. The bulge 
speeds predicted by simulation in the tube pressure region investigated ranged from 1.47 ms-1 
to 2.07 ms-1. It is predicted that greater tube pressures should result in higher bulge speeds. 
Further experimentation is planned for these higher pressures. 
 
5. Conclusion 

This paper has introduced the concept of the Fabriconda, a distensible tube attenuating wave 
energy converter made from inelastic fabric. A theory for the static shape of the device has 
been presented along with experimental confirmation of its predictions. One-dimensional 
linear finite difference modelling suggests that the Fabriconda can be tuned to a wide range of 
different bulge speeds, and experimental results seem to confirm these predictions over a 
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limited pressure range. Future work will measure experimentally the propagation speed of a 
free bulge wave versus both tube and cell pressure at higher pressure combinations before 
numerical and experimental measurements are made of Fabriconda capture width and 
bandwidth. 
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Abstract: The development of efficient, reliable Wave Energy Converters (WECs) is a fundamental prerequisite 
for wave energy to become a commercially viable energy source. Intensive research is currently under way on 
various technologies, among which WaveCat©—a new WEC recently patented by the University of Santiago de 
Compostela. The purpose of this paper is to present the WaveCat concept and the ongoing work toward its 
development. WaveCat is a floating offshore WEC whose principle of operation is wave overtopping. It consists 
of two hulls, like a catamaran (hence its name). Unlike a catamaran, however, the hulls are not parallel but 
convergent—they are joined at the stern, forming a wedge in plan view. The methodology adopted to develop 
this patent is based on physical model tests which are described in the paper. A 1:30 model was tested in a wave 
tank under regular and irregular waves; waves and overtopping rates were measured, as were the model 
displacements—the latter using an advanced motion capture system. The data thus obtained will be used to 
validate a 3D numerical model currently under development, which in turn will be used to optimize the design of 
WaveCat for best performance. 
 

Keywords: Wave energy converter, Overtopping, Physical modelling, Numerical modelling, CFD. 

  
Nomenclature 

α wedge angle ............................................ [–] 

H wave height (regular waves) .................... m 
Hs significant wave height (irreg. waves) ..... m 

T wave period (regular waves) ..................... s 
Tp peak wave period (irreg. waves) ............... s 

 
1. Introduction 

In order to reduce the emissions of greenhouse gases it is crucial to work along two lines. The 
first is to develop the already operational renewable energy sources, such as wind or 
photovoltaic energy. The second is to research and develop new energy sources [1]. Among 
these, marine renewable energy has a great potential for development in Europe. The 
European Science Foundation estimates that “by 2050 Europe could source up to 50% of its 
electricity needs from Marine Renewable Energy” [2]. Although Marine Renewable Energy 
comprises many different energy sources (offshore wind, wave energy, tidal currents, ocean 
currents, salinity gradient, thermal gradient and marine biomass), those with the highest 
potential are arguably wave energy, offshore wind and tidal energy. Two main issues must be 
resolved, however, for wave energy to become a fully established, commercially viable 
energy source. First, the wave resource along the coastline must be assessed; it presents 
significant spatial and temporal variations (e.g. [1, 3-4]), as is the case of other renewables. 
Second, efficient, reliable and low-impact Energy Converters (WECs) must be developed. 
This paper deals with WaveCat, a recently patented WEC. Its objectives are: (i) to present the 
WaveCat concept; and (ii) to describe the methodology used for its development, centred 
around physical model tests conducted in a 3D wave tank. 
 
2. The WaveCat concept 

WaveCat is a floating WEC intended for offshore deployment (water depths of 50-100 m), 
which has the advantage of a higher wave energy potential relative to onshore or nearshore 
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locations (wave energy decreases as waves approach the shoreline). Another advantage of 
WaveCat is its low visual impact. The name WaveCat alludes to the fact that it is composed 
of two hulls, like a catamaran. Unlike a catamaran, however, these hulls are not parallel but 
convergent. The single-point mooring to a catenary-buoy allows the device to swing as the 
wave direction changes, thereby ensuring that the wedge opening always faces the waves  
(Figure 1). As waves propagate into the wedge, their height is enhanced by the convergence 
of the lateral boundaries (the hulls) until, eventually, they overtop the inner hull sides. 
Overtopping water is temporarily collected in on-deck tanks. The higher water level in these 
tanks relative to the sea level is taken advantage of to propel ultra-low head turbines as the 
water is drained back to sea. A fundamental issue in designing a WEC—especially an 
offshore WEC—is its survivability, i.e. its ability to sustain heavy storm conditions. The 
design of WaveCat includes a number of elements aimed at survivability, most notably the 
possibility of varying the angle formed by the hulls (hereafter referred to as wedge angle) 
between 120º and 0º according to the sea state. When a storm approaches, the angle is 
reduced to 0º, i.e. the wedge is closed, thereby transforming WaveCat into a monohull—
similar to a conventional ship from the standpoint of seakeeping. Freeboard and draft are also 
variable: in the model they were varied by means of solid ballast; in the prototype, ballast 
tanks filled with water will be used (as in ships). The prototype hull length is 90 m. 
 

 
Fig. 1. The WaveCat concept (left) and a plan view of the single-point mooring system (right). 
 
3. Methodology 

The research and development of WaveCat combines physical and numerical modeling. So 
far, physical model tests in a wave tank have been completed. The methodology of these tests 
is the focus of this section (subsections 3.1 to 3.3). The numerical model, which is currently 
under development, is briefly presented in subsection 3.4.  
 
3.1. Physical model 
The 3D model, constructed of marine board, represented the WaveCat at a 1:30 scale (Figure 
2). Tests were conducted at the wave tank of the University of Porto, with dimensions of 28 × 
12 × 1.25 m; at its centre was a pit with dimensions of 4.5 × 2 × 1.5 m (Figure 3). The 
catenary-buoy mooring system was anchored at the front end of the pit (Figure 4). Wave 
generation was carried out with a directional (multielement) piston-type wavemaker. The 
experimental setup included six wave gauges aligned with the centreline of the tank, and four 
other on the model (one for each water tank). The quiescent water depth in the tank was set to 
0.90 m (or 2.40 m in the central pit) for all tests. 
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Fig. 2. The physical model in the wave tank with its four reservoirs for collecting overtopping water. 

 
Fig. 3. Wave tank layout and experimental setup, showing the WaveCat model and the location of the 
wave gauges outside the model (Wg1 to Wg6). [Dimensions in m]. 
 

 
 
Fig. 4. Longitudinal section of the wave tank showing the model and the catenary-buoy mooring 
system. [Dimensions in m]. 
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3.2. Experimental campaign 
In total, the experimental campaign comprised 43 tests, 25 of which with regular waves and 
18 with irregular waves. The wedge angle (α) was varied between four values: 30º, 45º, 60º 
and 90º. Three quiescent freeboard values (Fb) were used: 0.04 m, 0.09 m and 0.10 m. 
Regular waves were in the ranges H = 0.07 – 0.10 m and T = 1.65 – 2.20 s. Irregular waves 
varied in the ranges Hs = 0.067 – 0.100 m and Tp = 1.83 – 2.20 s. For illustration the 
parameters in some of the tests (the irregular wave tests with the lowest freeboard) are shown 
in Table 1. 
 
Table 1. Parameters in the irregular wave tests with a quiescent freeboard Fb = 0.04 m. 

Test case α (°) Hs (m) Tp (s) 

AA07_I3 60 0.083 2.013 
AA07_I5 60 0.100 2.196 
AB07_I3 90 0.083 2.013 
AB07_I5 90 0.100 2.196 
AD07_I3 45 0.083 2.013 
AD07_I5 45 0.100 2.196 
AE07_I3 30 0.083 2.013 
AE07_I5 30 0.100 2.196 

 
Each of the four water reservoirs (two per hull) in the WaveCat model is equipped with a 
pump and a control system (Figure 5). The control system operates based on the water level in 
the reservoir as measured by a capacitance-type gauge. The pump begins to function when the 
water reaches a certain (maximum) level, and stops when it has gone down to a minimum 
value. The water level in two reservoirs, #3 and 4, during the test AD07_I5 is shown in Figure 
6; the intervals of pump operation correspond to the near vertical lines of the graph. A typical 
record of the free surface level during the same test is shown in Figure 7. 
 
In the model, for simplicity, the pumps worked with a constant flowrate, and during 
(generally short) intervals of time. It is important to mention that this pumping system in the 
model is not intended to replicate the functioning of the turbines in the prototype, but merely 
to allow a longer test duration. Instead, the control system in the prototype will aim for 
continuous operation of the turbines, with the tanks acting as buffers to provide continuous 
outflow toward the turbines in spite of the discontinuous nature of the overtopping events. 
The outflow rate in the prototype will be set by its own control system so as to maintain the 
continuous turbine operation, taking into account the overtopping rate (which depends on the 
sea state) and the turbine-generator characteristics.  
 
3.3. Measurement of model displacements 
During the tests, the displacements of the model under wave action were recorded by means 
of a motion capture system consisting of three infrared video cameras, reflective elements on 
the model, a dedicated computer and ad hoc software. The cameras detected the positions of a 
number of small reflective spheres installed at different points on the model (Figure 8). Their 
motions were then converted by the system software into model displacements along the three 
coordinate axis (heave, surge, sway) and rotations around them (roll, pitch, yaw). For 
illustration, the pitch and roll of the model during test AD07_I5 are shown in Figure 9.  
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Fig. 5. Pump and control system in one of the water reservoirs of the model.  
 

 
Fig. 6. Water level in reservoirs #3 (aft reservoir, above) and #4 (fore reservoir, below) during test 
AD07_I5. [Refer to Figure 3 for the location of the reservoirs in the model].  
 

 
Fig. 7. Free surface elevation signal at the wave gauge in front of the model (Wg4) during test 
AD07_I5. [For clarity, only the first 5 min of the test are shown]. 
 
3.4. Numerical model 
The development of a numerical model for WaveCat started with a 2D RANS-VOF model. 
This model was successfully validated using results from 2D physical model tests carried out 
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in the wave flume of the University of Santiago de Compostela. Currently a 3D numerical 
model is being implemented; the model solves the RANS (Reynolds-Averaged Navier-
Stokes) equations with a volume-of-fluid approach, using a state-of-the-art parallel code 
(Star-CCM+). The model simulates the WaveCat response as a floating body interacting with 
waves. It is expected that this model will be validated in the (hopefully near) future based on 
the results of the physical model tests presented above. A preliminary image from a 
simulation is shown in Figure 10.   
 

 
Fig. 8. White reflective spheres on the model (left) and detected by the motion capture system (right).  
 
 

 
Fig. 9. Pitch and roll during test AD07_I5. [For clarity, only the first 5 min of the test are shown]. 
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Fig. 10. One of the video frames of a simulation with the 3D numerical model under development.  
 
4. Results and Discussion 

The present paper presents the WaveCat, a recently patented WEC, and the ongoing work to 
develop it as a commercially viable system. A 1:30 model was constructed and tested in a 
large wave tank. In total 43 tests were carried out, both with regular and irregular waves. In 
addition to the wave parameters (wave height and period in the case of regular waves, 
significant wave height and peak period in the case of irregular waves), two fundamental 
model parameters were varied in the tests: wedge angle and freeboard. The motions of the 
model during the tests were measured by means of a motion capture system which included 
three infrared video cameras.  
 
The results of the tests may be classified into three different levels or categories. First, on a 
conceptual level, the tests enabled to verify the WaveCat as a valid concept for wave energy 
conversion. The second level concerns the design of WaveCat and, in particular, of the water 
reservoirs. In the tested model the two reservoirs in each hull have the same volume and 
occupy the same length along the hull side. In Figure 6 it is apparent that the aft reservoir (#3) 
experiences significantly heavier overtopping than the fore reservoir (#4) during test 
AD07_I5. This imbalance was consistently observed throughout the experimental campaign, 
the aft reservoir collecting larger volumes of water than the fore reservoir. If the turbine-
generator configuration in the prototype is the same for both reservoirs, this consistent 
difference in overtopping rates is clearly suboptimal. One method to overcome this problem is 
to increase the volume of the fore reservoir by extending its length along the hull side at the 
expense of the aft reservoir, to the extent necessary to balance the overtopping rates. The 
other is to maintain the same volume and length along the hull side for both reservoirs, as in 
the tested model, but to use different turbine-generator configurations in the prototype—the 
aft reservoir would have a turbine-generator with greater rated power than the fore reservoir, 
in accordance with its larger overtopping rate. Although the first option would appear to be 
more attractive, no definitive decision has been taken so far. Finally, the third level of results 
comprises the time series of overtopping rates and model displacements and rotations 
gathered during the tests, which will be used to validate the 3D numerical model currently 
under development. Once validated, the model will be used to optimize the design of 
WaveCat for best efficiency under a given set of wave conditions, which will be chosen 
according to the wave climate of the deployment area. Thus, the physical model tests 
presented in this paper are a crucial step in the development process of this new WEC. 
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The WaveCat concept (Section 2) presents four main advantages with respect to other WECs. 
In the first place, its design with two converging hulls and, in particular, the fact that the angle 
between them can be varied according to the sea state constitute a significant asset for 
survivability; in effect, under extreme (storm) conditions the wedge can be closed, thereby 
transforming WaveCat into a monohull vessel. In the full size WaveCat, a “locking system” 
will be provided to keep both hulls together during a storm without creating excessive stresses 
on the bow hinge. The freeboard on the outer hull sides is considerably larger than that on the 
inner hull sides. With no waves overtopping the inner hull sides, the survivability of WaveCat 
is greatly enhanced. The second advantage of the WaveCat design is that the wedge angle can 
be varied during normal operation to optimize the efficiency—the smaller the waves, the 
larger the wedge angle. Third, the moving parts activated by the waves are only the turbine-
generators; there are no complex joints moving with the passage of each wave, as is the case 
of other WECs. This may be expected to result in better reliability—and reliability is a key 
aspect of economic viability. Finally, the water tanks are placed along the hulls, rather than at 
the back of the wedge; therefore, the motions of WaveCat in waves may be expected to affect 
the overtopping rate less, merely causing a displacement along the hull of the point where 
overtopping begins. If the wave tanks along the hulls were substituted by a single tank at the 
back of the wedge, the motions of the WEC—in particular, its heave—could significantly 
reduce the overtopping rates under resonant conditions. 
 
5. Conclusions 

The development of a new Wave Energy Converter is a long process. At the current stage of 
development of WaveCat, wave tank tests of a 1:30 model were successfully completed, with 
an experimental setup that included an advanced motion capture system. With these physical 
model tests, involving many different sea states and model configurations (different wedge 
angles and freeboards), the WaveCat concept as a wave energy conversion system was 
verified. A second conclusion refers to the design of the water reservoirs. In view of the 
consistent imbalance in overtopping rates that was found during the experimental campaign 
there are two main options. Either the design of the tested model is kept in the prototype, in 
which case the turbine-generator configuration in the aft reservoirs must be different from that 
in the fore reservoirs (with greater rated power in the aft reservoirs), or the volume of the fore 
reservoir is increased at the expense of the aft reservoir, in which case the same turbine-
generator configuration can then be used for both reservoirs. Finally, the data on model 
motions (displacements and rotations) and overtopping rates obtained in the experimental 
campaign presented in this paper will be the basis on which the 3D numerical model currently 
under development will be validated. This model will enable to optimize the design of 
WaveCat for best performance under specified wave conditions. Upon optimization, the next 
step will be the construction of a full-size demonstrator and its sea trial. 
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Abstract: One of the main challenges Wave Energy Converters have to face on the road towards 
commercialization is to ensure survivability in extreme condition at a reasonable capital costs. For a floating 
device like the Wave Dragon, a reliable mooring system is essential. The control strategy of the Wave Dragon 
aims at optimizing the power production by adapting the floating level to the incoming waves and by activating 
the hydro-turbines and regulating their working speed. In extreme conditions though, the control strategy could 
be changed in order to reduce the forces in the mooring system, lowering the design requirements with almost no 
added cost. The paper presents the result of the tank testing of a 1:51.8 scale model of a North Sea Wave Dragon 
in extreme wave conditions of up to 100 years of return period. The results show that the extreme loads in the 
main mooring line can be reduced by approximately 20-30% by lowering the crest level and balancing the device 
to lean a little towards the front.  
 
Keywords: Wave Dragon, Wave Energy Converter, Survivability, Mooring system, Control strategy 

1. Introduction 

Wave Energy Converters (WECs) have to withstand extreme events that put very high 
standards on their design requirements, increasing capital costs. From an economical point of 
view, such expenditure can be justified only by high performance in the often mild 
operational conditions where these devices operate for the main part of their lifetimes. One of 
the challenges the industry has to face in this early phase to help commercialization is 
therefore to jointly reduce the capital expenditures due to the survivability in extreme 
conditions and increase the performance in operational conditions. An efficient control 
strategy can help to meet both requirements with very low added cost. 
 
1.1. The Wave Dragon WEC – Mooring system and control strategy 
The Wave Dragon (WD) is a floating, slack-moored WEC of the overtopping type. Incoming 
waves are focused by two wing reflectors towards a ramp where they surge up and overtop 
into a reservoir placed at a higher level than the Mean Water Level (MWL). Energy is 
extracted as the stored water is led back to the sea through a set of low head hydro-turbines. 
 
For an off-shore floating device like the WD the mooring system represents one of the main 
components ensuring the survivability. The mooring system of the WD consists of slack 
mooring chains of equal length distributed in circular spread, see Fig. 1. These are connected 
to a Catenary Anchor Leg Mooring (CALM) buoy, which again is connected to the WD 
platform and wings. An additional single mooring line can be connected to the rear of the 
platform to limit the excursions of the device. 
 
The control strategy of the WD has three components: in a time scale of hours, the first one is 
aimed at optimizing the floating level of the device according to the incoming wave height in 
order to maximize the overtopping flow; in the time scale of minutes, the second one is the 
on/off regulation of the propeller turbines, which ensures a high storage efficiency of the 
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reservoir; finally, in the time scale of seconds, the third one is the speed control of the 
turbines to ensure a constant high efficiency of the turbine-generators.  
 

 
Fig. 1.  Conceptual mooring system of the Wave Dragon WEC. 
 
In extreme conditions the goal of the control strategy should no longer be to optimize the 
performance, but to limit the forces in the mooring system and in the structure in general. In 
this sense by keeping the floating level low the forces in the mooring line connecting the 
device to the CALM buoy, also called the main mooring line, can be decreased. This kind of 
control, which is hereafter referred to as the survivability mode of the WD, can help reducing 
the design requirements on the mooring system. 
 
The paper presents the results of an experimental investigation conducted on the 1:51.8 scale 
model of a North Sea WD to assess the efficiency of the mentioned control strategy. Different 
wave and setup conditions have been tested and their influences on the forces in the main 
mooring line and on the dynamic response of the device have been established.  
 
In the following the tests and data analysis procedure used are presented. From the results the 
efficiency of the survivability mode is assessed and important considerations regarding the 
stability of the device are drawn. Finally, the main conclusions and future work required are 
presented. 
 
2. Method 

The study has been conducted through the wave tank testing of a scale model of the WD at 
the deep water basin of the Hydraulic and Coastal Laboratories of Aalborg University during 
October 2010.  
 
2.1. Test setup 
The model tested is at 1:51.8 length scale of a North Sea WD, which has a rated power of 4 
MW in a wave climate of 24 kW/m. The proposed mooring system was schematically 
reproduced, connecting the model to an anchor at the front through the main mooring line, the 
stiffness of which was modeled by means of a spring to deliver the horizontal compliance. 
Two mooring lines at the back have been used with the only purpose of keeping the device in 
position. 
 
The forces in the main mooring line (F), as well as the movements of the device in surge (S), 
heave (H) and pitch (P), have been recorded during the tests. 
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2.2. Tested conditions 
The wave states considered are extreme waves with return period of 10, 50 and 100 years 
typical of the Danish part of the North Sea. The number of wave states tested has been 
increased by considering for each of them three different values of peak wave steepness Sp = 
Hs/Lp (-), being Hs (m) the significant wave height and Lp (m) the peak wave length. All 
waves have been generated as irregular according to a JONSWAP spectrum with peak 
enhancement factor 3.3. The water depth considered corresponds to 33.7 m in full scale. 
 
The influence of the height of the crest freeboard above the mean water level (Rc) and of the 
directionality of the waves, expressed through the s parameter of the Cos2s spreading function, 
have been investigated leading to a total of 42 tests. The values of the parameters considered 
in the study are resumed in Table 1, where the wave states are described by their Hs and peak 
period Tp. 
 
Table 1. Summary of the parameters considered in the study (values are given in full scale). 

Parameter name Description Values 

Tr10 Wave with return period of 
10 years 

Hs = 8 m, Tp = 13.1 s 

Tr50 Wave with return period of 
50 years 

Hs = 9 m, Tp = 13.8 s 

Tr100 Wave with return period of 
100 years 

Hs = 10 m, Tp = 14.5 s 

Sp (-) Peak wave steepness Sp0:  standard wave state 
Sp+1: Hs increase of 0.5 m 
Sp-1 = Tp increase of 1 s 

s (-) Spreading coefficient s1 = 20 (2D waves) 
s2 = 2 (3D waves) 

s3 = 10 (mildly 3D waves) 
Rc (m) Crest level above MWL Rc1 = 4 m 

Rc2 = 3 m 
Rc3 = 2 m 
Rc4 = 1 m 

 
2.3. Floating stability 
During the tests it has been observed that the model had a natural tendency to trim backwards. 
This behavior was found to affect the recorded forces too, as the less stable the device was, 
the higher were the forces. Its influence was found to be comparable to the one due to the Rc 
modifications and was therefore also investigated. Following this, some modifications to the 
model lead to consider one setup with high stability for each Rc, as the floating level was well 
maintained horizontally in average, and one with low stability. 
 
2.4. Data analysis 
For both forces and movements the extreme values are estimated as the average of the 1/250th 
of the highest values recorded for each time series, denoted X1/250, X being the variable 
considered. Other statistical values such as the mean value Xm and standard deviation Xstdev 
have been used in the data analysis. As these quantities have been evaluated on records of 30 
min, corresponding in average to 1000 waves, their reliability is considered good. 
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In each of the cases tested the Rc has been derived from the mean heave by applying a vertical 
offset according to the model geometry. The waves have been recorded by a 2D rig of 7 wave 
gauges. The analysis of the wave records allowed to separate the incident and reflected 
components according to the Mansard–Funke method. The first one has been the only 
considered in the data analysis, characterized by the values of Hs, Tp and s. 
 
3. Results 

In the following the most significant results of the tests are shown in a non-dimensional form. 
The extreme forces are presented as 
 

)(
0

250/1 −
⋅⋅⋅

=
cm

nd AHg
FF

ρ
 (1) 

 
where Hm0 (m) is the significant wave height derived from the frequency domain analysis and 
Ac (m

2) is the cross sectional area of the ramp of the WD, calculated as the product of average 
ramp width and total height (from crest to draft). 
 
The non-dimensional heave and surge are calculated respectively as Hnd = H1/250/Hm0 (-) and 
Snd = S1/250/Hm0 (-), while the pitch is directly considered as P1/250 (deg). 
In order to consider both the dependency on Rc and on Lp the independent variable chosen is 
the non-dimensional product of Sp · R = Rc/Lp (-). R = Rc/Hs (-) is the non-dimensional crest 
level, a parameter usually considered when dealing with overtopping.  
 
The reference system has been chosen so that displacements in surge are positive in the 
direction of the wave propagation, those in heave upwards and the rotations in pitch as they 
lower the back of the device. 
 
The Rc tested have been grouped in High (Rc1, Rc2), Mid (Rc3) and Low (Rc4). As for both 
High and Low Rc no significant difference was observed in the results between low and high 
stability, all the tests have been grouped into a total of 4 dataset for the data analysis: High Rc, 
Mid Rc-low stability, Mid Rc-high stability and Low Rc. 
 

 
Fig. 2. Non-dimensional extreme forces in the main mooring line for 2D waves (s1). 
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Fig. 3. Non dimensional extreme response in surge for 2D waves (s1). 
 

 
Fig. 4. Non dimensional extreme response in heave for 2D waves (s1). 
 

 
Fig. 5. Extreme response in pitch (deg) for 2D waves (s1). 
 

 

2163



 
Fig. 6. Mean pitch position, or trim (deg) for 2D waves (s1). 
 

 
Fig. 7. Direct proportionality between non-dimensional extreme response in surge and non-
dimensional extreme forces in the main mooring line, for 2D waves (s1). 
 

 
Fig. 8. Difference in the non-dimensional extreme forces in the main mooring line due to variation in 
the wave directionality. 
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4. Discussion 

Fig. 2 shows two very important facts. First of all the forces in the main mooring line are 
reduced at lower crest levels, confirming the assumption behind the proposed survivability 
mode. This gets to the point where it could be considered to lower the crest level even down 
to negative mean values, which would not make sense in terms of power production, 
highlighting once more how the control strategy differs switching from operational to extreme 
conditions.  
 
The floating of the device at negative values of the Rc can be explained by considering the 
hydrodynamics of the model during the tests: at very low floating levels the waves are 
completely overpassing the model, which determines a negative mean value Rc over the test 
duration. Nonetheless the buoyancy of the model is still higher than its weight. Therefore as 
the waves stop, the Rc is raised up again to the target (positive) floating level.  
 
Fig. 2 also shows how the mooring forces are highly influenced by the floating stability. The 
forces in the Mid Rc dataset is are fact in the order of the ones recorded at High Rc when the 
stability of the device is low, while they become comparable to the ones recorded at Low Rc 
as the stability is increased.  
 
Fig. 6 shows how this behavior can be well described in terms of mean pitch, the mean 
position around which the device oscillates, also known as trim. Focusing on the Mid Rc 
dataset, at low stability the values of Pm are much larger than at high stability. When the mean 
pitch increase, the device is tilted backwards and it also increases the surface against which 
the waves can exert pressure on the lower part of the device; as Pm approaches zero instead 
(or even as it becomes negative) proportionally more waves are hitting the ramp and as they 
surge it up the forces on the structure are reduced.  
 
From a comparison of Fig. 2 and Fig. 3 it can be seen how the extreme forces in the main 
mooring line follow very much the extreme response in surge. This is confirmed also in Fig. 
7, where a direct proportionality between the extreme response in surge and extreme forces 
can be seen. 
 
The extreme response in heave (Fig. 4) is quite constant and independent on the Rc, while the 
pitch shows a tendency to increase within each dataset as the Rc lowered (Fig. 5). 
 
Fig. 8 shows how the directionality of the waves has a significant influence on the forces. In 
all the cases tested the forces are reduced as the waves become 3D, due to the balancing of the 
components with opposite directions of the forces exerted by the waves on the device, which 
are not transmitted to the mooring system. 
 

5. Conclusions and further work 

The efficiency of the proposed survivability mode is assessed. As the floating level is lowered 
the extreme forces in the main mooring line can be reduced in the order of 20-30%.  
For the Wave Dragon this can be achieved simply by emptying the air chambers as a storm is 
foreseen. With no further control this condition can maintained even in the case of loss of the 
grid connection: a “fool-proof” passive system ensuring a high survivability. 
 
The pitch stability of the device also plays an important role in the determination of the 
mooring forces, especially at intermediate Rc. In this study the stability has been described in 
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average, by considering the mean value of the pitch. A reduction in this reduces the extreme 
forces recorded. Nevertheless it is here suggested that a more sensible parameter, possibly 
able to describe also the instant stability of the device, is found and used for further analysis 
of this behavior.  
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Abstract: The near shore Oscillating Water Column (OWC) based wave energy plant shows enormous promise 
for the commercialization of wave energy. The design details of such a plant, with an average incident energy of 
24 kW/m and capable of producing 100 GWh over a two year period are described. The caisson, which could be 
a part of a breakwater, is constructed in a modular fashion in widths of 20 m. The power module is built around a 
4.5 m diameter twin unidirectional impulse turbine with a rating of 900 kW. A key feature of the design is to 
combine the output from several OWCs into a single power module. Simulations show that the efficiency of the 
turbine can exceed 60 % from 10 to 100 % of the rated power. It is shown that a breakwater length of about 660 
m with 11 such turbine generators is sufficient to meet the design requirement, with an overall wave to wire 
efficiency of about 36 %. The power electronics interface to the grid could be implemented with doubly fed 
induction generators or variable speed synchronous generators directly obtainable from the wind power industry. 
Laboratory experiments on a model turbine are used to validate the main claims. 
 
Keywords: OWC, twin unidirectional turbine topology, doubly fed induction machine 

Nomenclature  

Ca input coefficient 
Ct torque coefficient 
phi   flow coefficient 
η  efficiency 
  
 

DP   differential pressure ............................... Pa 
J moment of inertia ................................ kgm2 
T torque .................................................... Nm 
w angular velocity ................................ rad⋅s-1 
Q volumetric flow rate............................ m3⋅s-1

1. Introduction 

The Oscillating Water Column (OWC) based wave energy plant is probably the most 
researched approach in the conversion of wave energy to electrical energy. Several 
documented demonstration plants around the world, in places such as Japan [1], India [2], UK 
[3] and Portugal [4], attest to the allure of the concept. In this approach, the energy conversion 
occurs in three steps. The variations in sea surface elevation (ocean waves) are converted to 
pressure fluctuations in the OWC. A turbine converts this pneumatic power into mechanical 
shaft power and an electrical generator coupled to the turbine gives electrical power. The 
overall efficiency of the conversion from wave to wire is given by  
 

gta ηηηη ∗∗=  (1) 
 
where ηa is the efficiency of the OWC 
           ηt is the efficiency of the turbine, and  
           ηg is the efficiency of the generator  
 
The hydro dynamic efficiency of the plant can exceed 60% as reported in [1]. Table1 shows a 
summary of the reported experience with the OWC based wave energy plants mentioned 
above. The two different configurations of the Indian wave energy plant are shown in Fig. 1. 
The vertical axis 2 m Wells turbine power module is shown in Fig. 1a, while Fig. 1b shows 
the horizontal axis twin 1 m Wells turbine power module. 
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Table 1. Design details and performance of OWC plants 
Plant OWC effective 

area (dimension) 
ηOWC Power module Comment 

Turbine Generator 
Sakata port 115 m2 

(6 x 20) 
> 60% Twin 1.337m 

Wells’ 
60 kW 

1800 - 2000 rpm 
Variable 

speed 
Vizhinjam 67.5 m2 

(6.75 x 10) 
> 60% 2 m Wells 110 kW 

1000 rpm  
Fixed 
speed 

Pico 144 m2 
(12 x 12) 

> 50% 2.3 m Wells 440 kW 
750 - 1500 rpm 

Variable 
speed 

LIMPET 126m2 
6x 21 

> 60% 2.6 m Wells 2 x 250 kW 
1050 rpm 

Fixed 
speed 

 
 

 
 
Fig. 1a. The Indian wave energy plant, 1991                   Fig. 2b. The Indian wave energy plant, 1996 
 
A recent study by the Carbon Trust [5] also describes the features of possible designs of near 
shore OWC plants. A generic OWC is assumed to perform with hydrodynamic efficiency of 
42 %, utilizing a turbine operating with 65 % efficiency and a generator having 91 % 
efficiency, yielding an overall efficiency (wave to wire) of 24.8 %. In this work we consider 
the design of a plant which could yield a wave to wire efficiency of 36 % based on a new 
power module design. The proposed design satisfies the requirement for a plant producing 
100 GWh over a two year period [6]. 
 
2. The twin unidirectional impulse turbine topology 

An impulse turbine for use with unidirectional flow was proposed in [7]. The characteristics 
of the turbine under steady flow are shown in Fig. 2. T he efficiency of the turbine is also 
illustrated in Fig. 2. It is seen that the turbine is capable of operating with efficiency better 
than 60%, for flow coefficients ranging from 0.317 to 0.948. A  new power module 
incorporating two such turbines was proposed in [8] and the experimental results were shown 
in [9]. Conceptually, the topology uses two unidirectional turbines in conjunction with fluidic 
diodes as shown in Fig. 3. The fluidic diode assists in ensuring unidirectional airflow across 
the turbines, allowing only negligible flow in the reverse direction. The guide vane/ rotor 
blade profile also provides a significant contribution towards the higher impedance in the 
reverse direction. A consequence of this fact is the high efficiency in each cycle.  
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Fig. 2. Characteristics of unidirectional impulse turbine 
 
 

Rotor

Stator

Fluidic diode

0.5 HP
Induction 
Machine

0.5 HP
Induction 
Machine

 
Fig. 3.  Sectional view of the laboratory model of twin unidirectional turbine topology 
 
 

 
Fig. 4 . Measured parameters of single 165 mm turbine, coupled to a 375 W dc generator 
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The laboratory results on a  165 m m turbine with induction generator [9] showed that the 
concept was valid. In order to characterize the forward and reverse flow characteristic of the 
unidirectional turbine, an experiment was performed with a single turbine subjected to 
oscillating flow in a facility described in [9]. The turbine was coupled to a 180 V, 375 W, 
3000 rpm dc generator with a fixed resistive load. As seen in Fig. 4, t he positive stroke 
produces a power of 135 W with a differential pressure of 2.2 kPa. In the reverse flow the 
differential pressure is 3.7 kP a, thus clearly highlighting the differing impedances. In this 
experiment the generator was. A further realisation was the notion that the unidirectional 
turbine topology permits the summing of pneumatic outputs from different OWCs with a 
single turbine of a large diameter.  
 
3. Design of a power module for a 20 m OWC  

The incident yearly wave power input is assumed to be 24 kW /m. Thus the average wave 
power for an OWC with 20 m  opening is 480 kW. With an OWC efficiency of 0.6, the 
average pneumatic power is 288 kW. This would give an average mechanical output of 184.3 
kW with 64% turbine efficiency with turbine diameter of 2.6 m . Assuming that the plant 
should have the capability to withstand incident wave energy as high as 40 kW /m 
occasionally, the mechanical output will be 307 kW. With three OWCs feeding a single 
turbine the rating is 922 kW. The turbine diameter is now 4.5 m. It may be remembered that 
the average mechanical output of this combination would be 553 kW, corresponding to 24 
kW/m of incident wave power.  
 
We now consider the simulation of a turbine of diameter 4.5m when connected to an 
induction generator. Fig. 5 s hows the basic block diagram of the simulation and has been 
extensively described and validated in [10]. The input to the program is the differential 
pressure time series obtained from a typical recording in the Indian wave energy plant. The 
record is scaled in order to cater to the overall range that will be encountered in the proposed 
design.  
 
The program evaluates the expression 
 

lgt TTT
dt
dwJ −−=     (2) 

 
where J is the moment of inertia of the system 
            Tt and Tg are the turbine and generator torques 
            Tl is the term accounting for losses 
 
The operation of the power module is highlighted in Fig.6, which illustrates the time variation 
of the relevant parameters of the power module. The differential pressure (DP) across the 
turbine, the pneumatic power (Pa), the mechanical power (Pm) and the flow coefficient (Phi), 
are all illustrated in Fig.6. In this run of 8 minutes, the average mechanical power from the 
turbine was approximately 500 kW which is close to the yearly average power. It may also be 
noted that the peak mechanical power obtained was around 3.4 MW, which is very similar to 
the power ratings in wind energy industry as well. By allowing summation of the pneumatic 
outputs of multiple OWCs with a larger diameter turbine, the twin turbine topology reaches 
power ratings similar to those seen in the wind power industry. This would enable the direct 
utilization of wind power modules in OWC based wave energy plants as well. 
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Fig. 5.  Block diagram of simulation of 4.5 m diameter turbine coupled to an induction generator 
 

 
Fig. 6. Simulated plots highlighting the operation of 4.5 m, 200 rpm turbine 
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The simulation is repeated for several values of pneumatic incident energy. Fig. 7 shows the 
mechanical power over the range of incident pneumatic power for speeds of 150 r pm, 200 
rpm and 375 rpm. The upper axis corresponds to the incident wave power with an assumed 
hydrodynamic efficiency of 0.6 for the OWC. It can be seen from Fig. 7 that higher speeds of 
operation tend to give better efficiency at increased power levels, while lower speeds tend to 
give better efficiency at reduced wave power levels. This point is clearly delineated in Fig. 8, 
which shows the average efficiency. It is evident from the graph that efficiency can be 
significantly improved over a wide range of input wave power, if the turbine speed is made to 
vary, as opposed to a fixed speed operation It is very important to note that high efficiency 
can be obtained by operating over a range of speeds varying by nearly a factor of 2. Variable 
speed power modules from the wind power industry may be easily adapted for this purpose. 
 
 

 
Fig. 7. Average mechanical powers for the variable speed operation of the 4.5 m turbine 
 

 

Fig. 8. Average turbine efficiency for the variable speed operation of the 4.5 m turbine 
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Fig. 9. Influence of the hydrodynamic efficiency on the modular design of the 100 GWh wave energy 
plant  
 
4. Implications for a 100 GWh plant 

It was shown in the previous section that a single 4.5 m diameter turbine could be designed 
for an average power of 553 kW. Taking a generator efficiency of 94%, each turbine 
generator set (i.e. the power module) would now be capable of generating 519 kW  of 
electrical power on average. A requirement of 100 GWh over two years implies a 5707 kW 
plant with 100 % availability. Thus 11 t urbine generators will be sufficient to produce the 
requirement of 100 G Wh. A breakwater integrated design of such a plant would cover a 
length of 660 m , operating at 60 %  hydrodynamic efficiency. The modular design is not 
significantly altered even if the efficiency of wave capture is different. Fig. 9 i ndicates the 
number of power modules required to cater to the requirement of 100 GWh, over the expected 
range of hydrodynamic efficiencies. The size of the corresponding break water is also 
indicated in Fig.9. 
 
The important features are that the power electronics interface is directly obtainable from the 
wind industry. This implies that a doubly fed machine which can cater to such a speed 
variation of 200 to 375 rpm will be adequate for this purpose. With a peak rating of 922 kW 
doubly fed machines as well as permanent magnet synchronous machines with converters are 
available. These correspond to the Type C and Type D types of power modules in the wind 
industry [11]. 

 
5. Conclusions 

A twin unidirectional turbine power module in an OWC plant can produce an average 
efficiency of above 60% over a wide range of input excitation. The twin unidirectional turbine 
topology allows a single turbine generator set, to capture the pneumatic outputs of multiple 
OWCs. Eleven turbine generator sets of 4.5 m  diameter, spread over a 660 m breakwater 
integrated OWC plant, are sufficient to produce 100 G Wh over a period of two years. 
Variable speed operation is suggested to maintain high efficiency over a wide range of 
expected incident wave power. Doubly fed induction machines as well as the synchronous 
machines, commonly used in wind power industry, can be used for the power module in the 
wave energy plant.  
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Annexure 

The equivalent circuit parameters of the 6 kV , 12.5 kW  induction generator used in the 
simulation of the 4.5 m unidirectional turbine were taken from [12]. They are as follows. 
 
R1 = R2 = 0.018 Ω 
X1 = X2 = 0.18 Ω                      
Xm = 14.4 Ω 
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Abstract: When carrying out any numerical modeling it is vital to have an analytical approximation to insure 
that realistic results are obtained. The numerical modeling of wave energy converters is an efficient and 
inexpensive method of undertaking initial optimisation and experimentation. Therefore, the main objective of 
this paper is to determine an analytical solution for the heave, surge and pitch wave excitation forces on a 
floating cylinder in water of infinite depth. The boundary value problem technique, using the method of 
separation of variables, is employed to derive the velocity potentials throughout the fluid domain. A Fourier 
transform is used to represent infinite depth. Additionally, Havelock’s expansion theorem is used to invert the 
complicated combined Fourier sine/cosine transform. An asymptotic approximation is taken for low frequency 
incident waves in order to create an analytical solution to the problem. Graphical representations of the wave 
excitation forces with respect to incident wave frequencies for various draft to radius ratios are presented, which 
can easily be used in the design of wave energy converters.  
 
Keywords: Infinite depth, Wave energy, Wave structure interaction, Wave water problem 

Nomenclature  

a radius of cylinder ..................................... m 
A amplitude of incident wave ...................... m 
b draft of cylinder ....................................... m 
F force .......................................................... N 
Fc Fourier cosine transform ............................  
F1,ext ..................................surge excitation force N 
F3,ext ................................. heave excitation force N 
G gravity  ................................................. m⋅s-2 
k0 wavenumber ........................................... m-1 
m integer  ........................................................  
nj j-component of the normal .........................  
pm(ξ)coefficient ...................................................  
qm0 coefficient ...................................................  
qm(ξ)coefficient ...................................................  
r radius ....................................................... m 
SB wetted surface .............................................  

t  time…………………………………………….. 
v flow velocity ………………………….... m⋅s-1 
x horizontal coordinate  .............................. m 
z vertical coordinate  .................................. m 
εm Neumann symbol  ........................................ 
θ polar coordinate .................................. rads 
ξ separation constant ..................................... 
ρ density................................................. kg⋅m3 
φ frequency domain velocity potential .... m⋅s-1 

φI incident wave velocity potential  ......... m⋅s-1 
φs

i interior scattering velocity potential ... m⋅s-1 

φd
e exterior diffraction velocity potential .. m⋅s-1 

φs
e exterior scattering velocity potential ... m⋅s-1 

Φ time domain velocity potential ............ m⋅s-1 
ω  wave angular frequency .......................... s-1 

 
1. Introduction 

One of the main stages in the design of wave energy converters (WECs) is the numerical 
modelling of a given converter. In this paper, an analytical solution for the wave excitation 
forces on a floating cylinder in water of infinite depth is provided. The solution will act as a 
method of validating the results from numerical models of WECs, as it provides an estimation 
of forces on a cylinder representation of an arbitrary shaped axisymmetric WEC. 
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The solution of the scattering and radiation problem for floating bodies, in finite or infinite 
depth water, has being explored for decades for a various shapes of bodies. In 1948, Fritz 
Ursell[1] explored the forces on a n infinitely long horizontal floating cylinder in infinitely 
deep water and, in 1955, Sir Thomas Havelock[2] solved the radiation problem for a floating 
half-immersed sphere in infinitely deep water. In 1971, G arrett[3] solved the scattering 
problem by determining the vertical force, horizontal force and torque for a circular dock in 
water of finite depth. In 1975, B lack[4] looked at the wave forces on bodies which are 
vertically axisymmetric using an integral equation formulation in water of finite depth.  In 
1981, Yeung[5] presented a set of theoretical added mass and damping coefficient for a 
floating cylinder in finite depth, which he also truncated for the infinite depth problem. In 
2003, Bhatta and Rahman[6] used a similar technique as Havelock to solve, although using a 
semi-analytic solution, the scattering and radiation problem for a floating vertical cylinder in 
water of finite depth. Previously, an analytical solution for wave excitation forces on a  
floating cylinder in water of infinite depth has not been derived. Therefore, the solution 
derived in this paper is for a semi-submerged vertical cylinder in infinite depth water. A 
boundary value problem is used to derive an analytic solution, from the scattering problem, 
for the heave, surge and pitch excitation forces.  
 
2. Methodology 

The problem considers a vertical cylinder, of radius, a, and with a draft, b, which can move in 
surge, heave or pitch motion, and an incident wave of amplitude, A, and angular frequency, ω, 
as depicted in Fig. 1. The wave progresses in the positive x-direction with the origin at the 
still water level (SWL) and the positive z-direction is vertically downwards. In the 
formulation of the solution, a number of assumptions are used: 

• The water is both incompressible, as frequencies are low, and effectively viscid. 
• As the air has such a small density, pressure change is negligible and, thus, is at 

constant pressure. 
• The surface tension at air-water interface is negligible. 
• The water is at constant density and temperature. 
• The Reynolds’ number for the flow is sufficiently small for the flow to remain 

laminar. 
• The waves are progressive and only travel in one direction and the wave motion is 

irrotational. 

 

Fig. 1 Graphical set-up of the Boundary Value Problem for a Vertical Cylinder 
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Yeung[5] and Bhatta and Rahman[6] employed the technique of dividing the domain into two 
regions, which is used in this paper. The two regions are the interior region, which is the area 
underneath the cylinder, and the exterior region, which is the remaining area of the fluid (Fig. 
1). The problem is solved in the frequency domain. Therefore, the velocity potential, φ, to be 
solved is transformed to the frequency domain, as follows: 
 

( ) ( ){ }tω-ieθz,r,φRe=tz,θ,r,Φ   (1) 
 
where Φ is the time domain velocity potential, r is radius, θ is the angle, i is the standard 
imaginary unit, ω is the wave angular frequency of the wave, and φ is the frequency domain 
velocity potential. The force is then calculated by integrating the velocity potential over the 
wetted surface area of the cylinder, SB, using the following equation: 
 

∫ ∫
SB

j dSnφρωi=F̂   (2) 

 
where ρ is water density, nj is the j-component of the normal, S is surface and F is the force, 
where { }tω-ieF̂Re=F . The equations and boundary conditions that need to be satisfied 
throughout the problem are: the Laplace’s equation, the deep water condition, the free surface 
equation and the radiation condition, respectively[7]: 
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φ∂
r 0

∞→r
)(lim   (6) 

 
where k0 is the wavenumber (k0 = ω2/g). Since the motion is irrotational and incompressible, 
the Laplace’s equation was arrived at by substituting φ∇=v  into 0=v∇ . , where v i s the 
flow velocity. The solution being developed is for infinitely deep water. Thus, the deep water 
condition defines the flow velocity near the sea bed. The free surface equation defines the 
velocity potential at the free surface away from the floating body. The radiation condition 
defines the velocity potential of the wave at the distance from the body when the effect of the 
body on the wave has dissipated. The scattering problem deals with the excitation force on a 
fixed body and, therefore, the following structural boundary conditions must be imposed: 
 

b-z=zwhere,0=zon0=
z∂

φ∂ i
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a=rat0=
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φ∂ e
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where i
Sφ  and e

Sφ  are the interior and exterior scattering velocity potentials, respectively. 
Since we are dealing with infinite depth, a Fourier sine/cosine transform is employed when 
dealing with the vertical or z-component. For the interior region, in order to satisfy the 
structural equation (Eq. (7)) a Fourier cosine transform is required. Therefore, introducing a 
constant, ξ, yields: 
 

( )( ) ( )∫
∞

0

i
S

i
SC zdzξcosz,θ,rφ

π

2
=z,θ,rφF   (9) 

 

( ) ( )( )∫
∞

0

i
Sc

i
S ξdzξcosz,θ,rφF

π

2
=z,θ,rφ∴   (10) 

 
where Fc is the Fourier cosine transform. The method of separation of variables is used to 
solve the Laplace’s equation (Eq. (3)) in order to formulate an expression for the interior 
scattering velocity potential i

Sφ , as follows: 
 

( ) ( ) ( )
( ) θmcosξdzξcos

aξI
rξI

ξp
π

2
=z,θ,rφ ∑ ∫

∞

0=m

∞

0
m

m
m

i
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where Im is the modified first Bessel function of order m and pm(ξ) is an unknown coefficient.  
 
Kim[8] gives the incident wave velocity potential, φI, in the frequency domain for deep water 
in oblique sea as: 
 

( ) ( ) θmcosrkJiεe
ω

gA
-=z,θ,rφ 0m

1+m
∞

0=m
m

zk-
I ∑0  (12) 

 
where Jm is the first Bessel function of order m, εm is the Neumann symbol, defined by ε0 = 1 
and εm = 2 for m ≥ 1. Similarly, for the exterior region, when dealing with infinite depth in the 
method of separation of variables, a Fourier sine/cosine transform is used. In order to satisfy 
the free surface equation (Eq. (5)), a combination of the Fourier sine and Fourier cosine 
transform is required. Again, introducing a constant ξ, the following is obtained: 
 

( )( ) ( )[ ]∫
∞

0 0
e
d

e
d dzzξcoszξsink-zξcosξz,θ,rφ

π

2
=z,θ,rφF  (13) 

 
where e

dφ  is the exterior diffraction velocity potential. The Havelock’s expansion theorem [9] 
is used to obtain the inverse Fourier transform. Similarly, the method of separation of 
variables is used to solve the Laplace’s equation (Eq. (3)) in order to formulate an expression 
for the exterior diffraction velocity potential, which is given as: 
 

( ) ( )
( )

( ) ( )
( )[ ] θmcos]ξdzξsink-zξcosξ

aξK
rξK

k+ξ

ξq
π

2
+

e
akH
rkH

q[=z,θ,rφ

0
m

m∞

0 2
0

2
m

zk-
∞

0=m 0
)1(

m

0
)1(

m
0,m

e
d

∫

∑ 0

 (14) 

 

2178



Therefore, since the scattering velocity potential is the sum of the incident and diffraction 
velocity potentials (i.e. φS = φI + φd) and incorporating -gAω-1εmim+1 into the ( )z,θ,rφe

d  term 
in Eq. (14), the scattering velocity potential for the exterior problem is given as: 
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where Hm

(1) is the first Hankel function of order m and Km is the modified second Bessel 
function of order m. The unknown coefficients of pm(ξ) in Eq. (11), and qm,0 and qm(ξ) in Eq. 
(15), are found by matching the velocity potentials across the boundary at r = a. The 
conditions which are to be satisfied at the boundary are: 
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3. Results 

In order to create an analytical solution, asymptotic approximations for the excitation forces 
are derived for low frequency waves or, in other terms, when the wavenumber, k0, tends 
towards zero. Therefore, in addition to Eq. (16)-(18), the approximation that k0 tends towards 
zero is imposed when matching the interior scattering velocity potential, given in Eq. (11), 
and the exterior scattering velocity potential, given in Eq. (15), across the boundary r = a in 
order to solve for the unknown coefficients pm(ξ), qm,0 and qm(ξ),. Using this additional 
approximation, it was found that qm(ξ) tends to zero and the coefficient, qm,0, is approximated 
as: 
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and the coefficient, pm(ξ), is given as: 
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where prime is the derivative. Therefore, an analytical approximation is created and shown 
graphically for various draft, b, to radius, a, ratios in Fig. 2-4.  
 
When calculating the surge, or horizontal, excitation force the only non-zero solution is when 
m = 1, as this is the only non-zero solution to the integral ∫cosmθ cosθ dθ, which arises in the 
force calculation. Furthermore, when integrating the velocity potential over the surface area, 
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the integration is performed only over the curved surface of the cylinder and, hence, the 
exterior velocity potential at r = a is used. Therefore, the surge excitation force, ext1,F̂ , is given 
as: 
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where n1 = -cos θ. Graphical representations of surge excitation forces with respect to 
incident wave frequencies for various draft to radius ratios of devices are shown in Fig. 2. 
 
When calculating the heave, or vertical, excitation force from the velocity potential, the only 
non-zero solution is when m is equal to zero due to the integral ∫cosmθ dθ. Furthermore, when 
integrating the velocity potential over the surface area, the integration is performed only over 
the base of the cylinder and, hence, the interior velocity potential, at z = 0, is used. Therefore, 
the heave excitation force, ext3,F̂ , is given as: 
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where n3 = -1. Graphical representations of heave excitation forces with respect to incident 
wave frequencies for various draft to radius ratios of devices are shown in Fig. 3. 
 

 
Fig. 2 The normalised surge (or horizontal) excitation force, in the frequency domain, as a function of 
k0a for various radius to draft ratios. 
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Fig. 3 The normalised heave (or vertical) excitation force, in the frequency domain, as a function of 
k0a for various draft to radius ratios. 
 
The pitch, or torque, excitation force arises from the surge and heave forces on t he wetted 
surface of the cylinder. The pitch is taken about the axis which is transverse to the incident 
wave at the centre of the base, as shown by T in Fig. 1. When calculating the pitch the only 
non-zero solution, similar to surge, is when m = 1. Therefore, the pitch excitation force, ext5,F̂ , 
is given as: 
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Graphical representations of pitch excitation forces with respect to incident wave frequencies 
for various draft to radius ratios of devices are shown in Fig. 4. 
 
4. Discussion and Conclusions 

An analytical solution to determine the heave, surge and pitch wave excitation forces on a 
floating cylinder in water of infinite depth has been presented in this paper. For ease of use in 
the design of wave energy converters, a graphical representation of the wave excitation forces 
with respect to the incident wave frequencies for various draft to radius ratios of devices are 
given. In particular, the heave, surge and pitch excitation forces, which are the only three 
forces on an axisymmetric device, were derived. The analytical solutions were obtained using 
an asymptotic approximation for low frequency incident waves.  
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Fig. 4 The normalised pitch (or torque) excitation force, in the frequency domain, as a function of k0a 
for various draft to radius ratios. 
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Abstract: As fossil energy is depleting and global warming effect is worsening rapidly, developing renewable 
energies become the top priority on most developed and some developing countries. Among different kinds of 
renewable energies, wave energy attracts more and more attention in recent years due to its high energy density 
and enormous global amount. However, some technical difficulties still need to be overcome for extracting wave 
power.  In designing a wave energy converter, it is important to develop an efficient method to determine the 
wave load and predict its response. In this paper, a n umerical investigation of ocean waves is presented. 
Commercial software code FLUENT is used as a computational platform in this study. Based on the Navier-
Stokes equations for viscous, incompressible fluid and Volume of fluid (VOF) method, a two dimensional 
numerical wave tank is established. Dynamic meshing method is used to simulate the wave maker, and Geo-
Reconstruct scheme is used to capture the free surface. A wave-absorbing method employing porous media 
model is proposed, which can absorb the wave energy efficiently. Moving boundary, wall boundary and 
pressure-inlet boundary are used to construct the computational domain. Linear regular waves are simulated 
accurately using the proposed numerical model. The numerical results matched with the theoretical calculation. 
 
Keywords: Numerical wave flume, FLUENT, VOF method, Dynamic meshing 

Nomenclature 

u velocity component (x-direction) ......... m⋅s-1 
v velocity component (y-direction) ......... m⋅s-1 
ρ density ................................................kg⋅m-3 
µ dynamic viscosity ............................ kg⋅m⋅s-1 
p static pressure ......................................... Pa 
gx body force (x-direction) .................... N⋅Kg-1 
gx body force (x-direction) .................... N⋅Kg-1 

S paddle stroke ............................................ m 
T wave period ............................................... s 
k wave number ..........................................m-1 
h wave free surface ...................................... m 
ω angular frequency ................................... s-1 

f      body forces ................................................ N 

 
1. Introduction 

The World Energy Council (1999) reported that the total globally extractable wave energy is 
about 2 Terawatts [1], which is the same order of magnitude as the world’s total electricity 
consumption. How to harness this huge energy has attracted more and more scientists’ 
attention. In the design of wave energy converter, predicting wave loads and the structure 
responses have become increasingly important. In the past, the study of wave-structure 
interaction is mainly based on physical model experiment, which is both time consuming and 
money costly. Nowadays, following the rapid development in computational method and 
computer hardware, numerical simulation of the wave-structure interaction has attracted more 
and more attention.  
 
The computation of unsteady free-surface flow is a key point in two-phase flow. Hirt and 
Nichols [2] developed the Volume of fluid (VOF) method to solve the two-phase problem, 
which uses a geometrical reconstruction scheme to capture the free surface. Wang et al [3] 
employed a numerical method to simulate the wave group development in long tanks. Zou [4] 
and Liu [5] used a moving boundary to simulate the piston-type wave maker, and successfully 
generated regular waves. Wei et al [6] and Chawla [7] implemented a source function method 
to generate ocean waves, based on Boussinesq model. Based on the 2D form of Navier-Stokes 
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equations, Dong and Huang [8] established a 2 D numerical wave tank to simulate small-
amplitude waves and solitary waves. Lu et al [9] numerically simulated wave overtopping 
against seawalls in regular wave case. 
 
During the last two decades, numerous scientists have developed their numerical methods to 
simulate ocean waves that are nonlinear and unsteady free-surface flows. In this paper, the 
research is focused on the simulation of a two-dimensional numerical wave flume. FLUENT 
is used as the main computational platform. Some User-Define-Function (UDF) has been 
implemented to simulate the wave maker and wave absorbing bench. Dynamic meshing 
technique is used to simulate a piston-type wave maker, which can generate both regular and 
irregular waves. VOF model is used to capture the free surface between water and air. Porous 
media model acts as the wave absorbing bench to absorb the wave energy. Both linear and 
nonlinear waves are simulated and compared with theoretical result. 
 
2. Governing equation 

In fluid dynamic research, there are several important assumptions.  F irst, the fluid being 
studied is assumed to be a continuum; second, all field involved are differentiable, such as 
velocity field, pressure field. Moreover, for the water fluid dynamic field, some other sound 
assumptions are also established. Water is assumed to be Newtonian fluids, and it is 
incompressible and its density will not change with time. Based on the above assumptions, the 
Navier–Stokes equation and continuity equation are used to describe the fluid motion, which 
are also the governing equations in this study. 
 
2.1. Navier–Stokes equation 
Equation 1 shows the Navier-Ssokes equation in vector form: 
 

                                                                                (1) 
 
Rewriting the vector equation explicitly in 2D Cartesian coordinates: 
 

                                                        (2.a) 
 

                                                         (2.b) 
  
2.2. Continuity Equation 
Equation 3 shows the continuity equation in 2D Cartesian coordinates 
 

                                                                                                                       (3) 
 
3. Numerical method 

3.1. Boundary condition 
Given proper boundary condition and initial condition, the above equations can be solved 
computationally. For a 2D case, given the velocity potential Ф, the boundary conditions are as 
follows: 
 
(a) dynamic free-surface condition: 
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                                                                                                   (4) 

 
where P0 is the pressure on the free surface. 
 
(b) kinematic free-surface condition: 
 

                                                                                                           (5) 
 
(c) No normal-flux condition: 
 

                                                                                                                                 (6) 
 
applied on the rigid bottom, and at the vertical end-wall of the numerical flume. 
 
In FLUENT, boundary condition (a) and (b) is satisfied by using the VOF scheme, and 
boundary condition (c) is satisfied by using wall condition. 
 
3.2. Free surface--VOF model 
The main goal of the present research is to study the characteristics of ocean waves under 
different scenarios. In this research, the key problem is how to accurately describe the free 
surface between the two different phases. In this paper, since all the calculation is based on 
FLUENT, VOF model is used to simulate the free surface between water and air. The method 
is based on the idea of so called fraction function . It is defined as the integral of fluid's 
characteristic function in the control volume (namely volume of a computational grid cell). 
Basically, when the cell is empty, ; if the cell is full, ; if  , then the 
volume is the interface between the two phases. For this study, it is a two-phase problem, so 
q=1,2, representing air and water respectively. q is tracked by solving the continuity equation 
below for qth fluid. 
 

                                                                                                   (7) 
 

                                                                                                                       (8) 
 
3.3. Wave maker--dynamic mesh 
A piston-type wave maker is simulated using the dynamic mesh technology in this study. 
Moving boundary is used to model the oscillating paddle in the physical wave maker. A user-
defined function (UDF) is used to describe the motion of the oscillating paddle. In order to 
make the simulation more smoothly, the velocity of the paddle is described as follows: 
 

                                                                          (9.a) 
 

                                                                         (9.b)  
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where S is the stroke of the paddle, t is the run time, T is the wave period,  ( )is 
the angular frequency. 
 
3.4.  Wave absorbing bench--Porous media 
The mathematic model of the porous medium is defined as: 
 

                                                                                                (10) 
 
where i represents x, y, z;  &  are the coefficients of viscous resistance & inertial 
resistance respectively. 
 
In this 2D model, only  is considered. How to decide the value of  is very important. If  is 

too small, the wave energy cannot be absorbed completely and when waves reach the right 
boundary, it will reflect. If  is too large, the fluid property will change dramatically in the 

interface between the water and porous medium, so the wave will reflect too. In this 
simulation, the coefficient is defined as a function of the position, which is described by a 
UDF, in order to make the resistance of the porous medium change smoothly. 
 
3.5. Computational model 

 
Fig.1 computational model scheme 
 
Fig.1 shows a computation scheme of this study. Boundary AD represents the oscillating 
paddle; Boundary DC represents the wave flume bottom; Boundary BC represents the end of 
the wave flume; Boundary AB represents the top of the flume. The Volume of Fluid model is 
used to describe the free surface between the air and water. 
 
4. Results and discussion 

In this study, the numerical model is based on the dimension of a physical wave flume in the 
laboratory, with a dimension of 9m long and 0.45m high. In this simulation, the initial water 
depth is 0.3m. A linear regular wave with a wave height at 0.05m and wave period at 1.8s will 
be simulated by the numerical model. The theoretical analysis will be performed too. The 
wave form in the whole tank is monitored at certain times. Also the surface elevation history 
at point x=4.5m, which is the center point of the physical wave tank, is monitored too. These 
data will be compared with the theoretical result. 

 

2186



 
Under the assumption of both small amplitude paddle motion and small wave height, linear 
wavemaker theory has been developed by Dean and Dalrymple [10]. Assuming the original 
place of the paddle is at x=0, and the wavemaker stroke is S, the angular frequency of the 
paddle is ω, the wave elevation on the free surface η in the wave tank with water height d is 
shown as follows: 
 

                                                                        (11) 
 

                                                                                                  (12) 
 
Fig.2 shows the water elevation history at x=4.5m from the time of 40s to 50s. 40s, which is 
about 20 wave periods, is thought to be long enough for the wave to be fully developed. The 
black line with stars represents for the numerical result, and the green dotted line represents 
for the theoretical result. 

 
Fig.2 surface elevation history at point x=4.5 
 
Though there is a slight shift in the phase, the numerical result matches the theoretical result 
well. The phase shift is due to the first 2 periods. In the simulation, during first 2 periods, all 
the parameters were dividing by 2T for smoothing issue. 
 
Fig.3 shows the water free surface at t=40s, 45s and 50s. The water surface is sinusoidal, 
which matches the theoretical analysis. 
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Fig.3 wave surface at t=40s, 45s, 50s 
 
Noted that for the wave absorbing model, the waves are absorbed completely by the porous 
media in the right part. Otherwise, the waves will reflect since the right boundary condition is 
wall. 
 
5. Conclusion 

In this study, the wave simulation model is developed based on a commercial software 
FLUENT for modeling fluid flow. Linear regular waves and wave absorbing bench are 
simulated well with a self-developed numerical model. The simulation of a wave with a wave 
height of 0.05m and period of 1.8s is conducted successfully. Comparison between the 
numerical and theoretical results shows that the numerical method works well. 
 
Compared with the physical model experiments, this numerical model is more adaptable. The 
wave tank dimension can be changed according to the specific situation. The use of this 
numerical model is costless and is very convenient.  
 
Based on this model, the wave-structure interaction can be studied. What’s more important is 
that it can serve as a platform to predict the hydrodynamic response of wave energy 
convertors (WECs) in waves, and the result can be used to optimize the WECs. 
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Abstract: This paper presents a study on the potential of osmotic energy for power production. The study 
includes both pilot plant testing and theoretical modelling including cost estimation. A projected cost of 30 
$/MWh of clean electricity could be achieved by using a Hydro-Osmotic Power (HOP) plant if a suitable 
membrane is used and the osmotic potential difference between the two solutions is greater than 25 bar; a 
condition that can be achieved in a number of ways.  
Results have shown that the membrane system account for 50% - 80% of the HOP plant cost depending on the 
osmotic pressure difference level. Thus, further development in membrane technology and identifying suitable 
membranes would have significant impact on the feasibility of the process and the route to market. The results 
have shown the strong dependency of the produeced power cost on the membrane permeability.  The results have 
also shown that a substantial reduction in the membrane area requirment for a given power output can be acheived 
as the osmotic pressure differnece between the two solutions increases beyoned 50 bar. 
 
Keywords: Osmotic Power, Salinity Gradient, Osmotic Energy, Renewable Energy 

1. Introduction 

The world’s searching for cost-effective renewable energy (RE) sources is continuous and has 
taken many dimensions and directions. This has become more so, given the current urgency 
of climate change, dwindling world supplies of conventional fossil fuels, and increased oil 
prices. Alternative energy sources, including solar, wind, tidal wave, and biomass, have been 
used to provide secure, sustainable and adequate energy sources. However, expensive 
equipment and high installation costs of these technologies, coupled with the uneven 
availability distribution, have prevented them, so far, from being used widely. Affordable, 
clean, secure, and adequate energy sources remain one of the world’s biggest challenges. 
Similarly, we have the great challenge of sufficient world freshwater availability.   

Recent R&D activities at the Centre for Osmosis Research and Applications (CORA) at the 
University Surrey, and in collaboration with Modern Water plc, have investigated the 
potential of a relatively unexplored, renewable clean energy source with little or no 
environmental impacts, namely the Osmotic Energy (OE), or the power of osmosis [1,2]. 
Osmotic Energy is produced by the osmotic pressure difference between two miscible 
solutions of different potential energy due to, e.g., the concentration gradient. It is released in 
the process of mixing a low concentration solution and a high concentration solution, such as 
in the mixing of freshwater, which is relatively of low osmotic pressure, and seawater, which 
normally has higher osmotic pressure, through a semi-permeable membrane. The membrane 
retains the solute movement between the two solutions and only allows pure water. In an 
osmotic power plant, a large percentage of the osmotic potential difference, or the chemical 
energy of fresh water is converted into hydraulic pressure.  

Theoretically, most of the consumed mechanical energy in the Reverse Osmosis (RO) process 
is stored in the concentrated solution in the forms of kinetic energy (hydraulic pressure) and 
osmotic or chemical energy (chemical potential). However, some of the energy dissipates in a 
form of heat at the high pressure pumps or in the frictional losses through and along the 
membrane. Up to 50% of this osmotic energy or chemical energy stored in the concentrated 
solution (brine), which is otherwise wasted, can be converted into mechanical energy through 
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a Pressure Retarded Osmosis (PRO) process and recovered into hydropower [3-5]. This 
recovered pressure can be used to generate electricity using a hydro-turbine and generator in a 
similar way to conventional hydropower plants.  

For example, each cubic meter of freshwater that runs into the sea with a salinity of about 35 
g/l has, in theory, a chemical potential difference of about 0.7 kWh of energy [6]. This is 
because the osmotic pressure difference between seawater and freshwater is around 27 bars, 
which is theoretically equivalent to a 270 m waterfall. Therefore, each cubic meter of 
freshwater that runs into the sea could produce 0.7 kW of electricity (based on water flow 
through the membrane of 1 m3/h). However, for higher salinity solutions, such as the Dead 
Sea or other salty lakes (e.g. salinity is higher than 20%), the chemical potential difference is 
higher and the produced power would be higher. The power production potential, is a function 
of the solutes concentration difference between two solutions, and does not require one to be 
freshwater, and the other to be salty water.  

 The generated hydraulic pressure can be utilised for the production of electricity by utilising 
the concept of the PRO by using a hydro-turbine and a generator in a form of land based 
Hydro-Osmotic Power (HOP) plant [7-9], or sub-sea or seabed-anchored plant, termed a 
Submarine Hydro Electric Osmotic Power Plant (SHEOPP) [10]. The generated hydraulic 
pressure can also be directly used through PES for pumping or other purposes [11].  

The potential of osmotic energy is huge. According to Statkraft, the Norwegian power 
company, an osmosis-power plant could produce eco-electricity for $50-100 per MWh [12]. 
Its potential can be increased by combination with other renewable energy sources, such as 
solar, wind, tidal wave, biomass, and low-grade excess heat to further concentrate salty 
solutions. The global resource has been estimated at 2.6 TW [13]. The technical potential has 
been estimated at 2000 TWh/a [14]. Bearing in mind that these figures were derived, based 
purely on operation between the osmotic potentials of fresh and seawater. Additional 
opportunities are offered, as briefly mentioned in the introduction, by discharges from the 
desalination industry. 

An economic assessment of a 48 MWe power plant, using the brine from an RO-concentrated 
seawater plant, estimated the cost of produced electricity at about 28 $/MWh [15,16]. This 
figure compares to about 29, 22, 12, and 5 $/MWh to produce electricity from nuclear, coal, 
natural gas and hydropower plants, respectively. 

1.1. Open and Closed Cycle HOP Processes 
There are a number of ways to recover the osmotic or the chemical energy of concentrated 
and salty solutions.. For the case of seawater and freshwater, e.g. up to 50% of the OE can be 
recovered across a semi-permeable membrane in an open cycle system. The low salinity 
water, Feed Water (FW), is fed at low osmotic and hydraulic pressures to one side of an 
Osmotic Membrane Unit (OMU), while a Draw Solution (DS), e.g. seawater or brine, is fed to 
the other side at higher osmotic and hydraulic pressures, where the hydraulic pressure of the 
DS is normally lower than the osmotic pressure. The discharged concentrated FW is 
circulated to the freshwater source, while the diluted DS is used to operate a turbine in order 
to generate power. A more efficient process can be achieved by recycling some of the 
pressurised solution, leaving the OMU and through a PES to assist in pumping the brine to the 
OMU. This process is applied when there is a continuous supply of freshwater and seawater, 
e.g., at a river run-off point to a sea or to a salty lake [12].  
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Alternatively, a closed cycle HOP plant has also been proposed [1, 10], where a DS can 
replace the seawater. The draw agent is retained in the system by using a Regeneration Unit 
(RU), which may be another separation technique, such as evaporation, crystallization, or 
membrane separation. In the closed cycle HOP plant, the generated hydraulic pressure can be 
used to produce electricity in a similar way to the open cycle system or could be transferred to 
other liquids through a PES for pumping processes. The efficiency of the closed HOP system 
depends on the availability of a low-grade energy source and/or renewable energy sources for 
the regeneration of the osmotic agents. Examples of renewable energy sources include, solar, 
geothermal, and wind for evaporation in hot and dry climates or cold temperature for 
crystallisation in cold climates, and/or waste heat from power and chemical plants anywhere. 
Recent development has been carried out to the closed-cycle process by usimg ammonia-
carbon dioxide solution as DS, which is regenerated by thermal separation [17].  

2. Commercial Potential and Cost Estimation 

Research and development activities at CORA, and in collaboration with Modern Water plc, 
have shown that the potential of the hydro-osmotic power (HOP) is far greater than what had 
been previously assessed by other workers in this field [3,12,18]. CORA activities have  
involved both pilot plant testing and theoretical studies to investigate the potential of osmotic 
energy. For a closed-cycle HOP plant, several design and economic parameters have been 
assumed to carry out the calculations.  

For two different, but constant, system permeabilities (Aw), 0.1 and 1 l/m2.h.bar , Fig. 5 shows 
the total capital cost, the cost of the produced electricity, and the total required membrane area 
by using a closed cycle plant for 25 MW net electricity production. The resutls are obtianed 
for a rnage of osmotic pressure differences, ∆Π f, between the inlet concentrated, DS, and the 
inlet dilute, FW, to the osmotic membreane unit, OMU.  The regenration unit has been 
assumed to be as another osmotic (FO) unit with similar membrane permeability.  
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Fig. 5. The estimated cost of electricity of the proposed closed cycle HOP plant for 25 MW net power 
production at two osmotic pressure differnces ∆Π f) at the FO unit, 25 and 75 bars, by utilising 15 
bars hydraulic pressure at the DS side, as a function of the membrane permeability. 

It can be clearly noted the high effect of the membrane permeability on the total capital cost 
due to membrane contribution. The results also show that a substantial reduction in the 
membrane area requirment for a given power output can be acheived as the osmotic pressure 
differnece increases beyoned 50 bar. The cost breakdown for such a plant is calculated. More 
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clearly, Fig. 5 shows the cost of electricity as a function of the membrane permeability for 
two cases of ∆Π f, e.g. 25 and 75 bar, respectively.   

The results suggest that for osmotic pressure difference higher than 50 bar, increasing the 
membrane permeability beyoned 0.3 l/m2.h.bar has little or no effect on the overall cost of the 
produced electricity.  

3. Experimental Setup 

Several pilot plant runs have been carried out with variable DS inlet hydraulic pressure at 
constant temperature (25oC) and feed flow rates using an OMU module having high surface 
area (more than 100 m2). The pilot plant setup is schematically shown in Fig. 2. A 
controllable needle valve was used to replace the turbine generator assembly. The DS and FW 
used were aqueous solutions of NaCl salt at different concentrations to simulate fresh water 
(280 ppm), brackish water (6,900 ppm), seawater (~35,000 ppm), and high salinity water 
(145,000 ppm).  

 

Fig. 2. Schematic diagram for the pilot plant setup. 

Table 1 shows the main operational conditions of these three experiments. The discharges 
from the OMU were circulated to an RO unit to regenerate the concentrated DS as well as the 
diluted FW. A cooling for the feed tank has been used to control the increase of temperature 
during operation.  
 
Table 1. The operational conditions for the pilot plant runs 
Experiment 
no. 

FW-in DS-in ∆Πf, bar 
Concentration, 

ppm 
Flow rate*, 

l/min 
Concentration, 

ppm 
Flow rate, 

l/min 
1                             240                11.1                     34560            9.8                  27.4 

2                          6900                 10.9                     145000         5.5                   125.3 

3                          6900                 9.5                        34690          5.5                    22.1    

* Average value 

The inlet FW is fed to the module at constant hydraulic pressure, though its flowrate was 
variable depending on the rate of membrane flux. The concentration measurements at the 
different locations of the process were obtained by using a portable conductivity meter, while 
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flowrate and pressure measurements were taken from online digital flow meters and pressure 
gauges, respectively. 

4. Results and Discussion 

Firstly, the pure water permeability has been measured for the membrane (Awm) by using pure 
water as feed (into the DS side) at 25oC. The test has been carried out by modifying the OMU 
to an RO setup. The Awm found to be decreasing with ∆P within the experimental range of 5 to 
30 bars, according to the following relationship: 

)ln(0045.03265.0 PAwm ∆−=                                                                                               (1) 

The system permeability (Aw) has then been experimentally determined in a PRO setup as the 
product from dividing the measured water flux by the net driving pressure (∆Π-∆P). Each 
experiment has been referred to by its number as indicated in Table 1. The Awm is also shown 
in this figure for comparison. The Awm is the upper limit for the Aw; it departs from Awm as the 
entered solutions become more concentrated or as the ∆P increases. This indicates the effect 
of the Aws, which is estimated by using Equations (1) and plotted in Fig. 3 as a function of the 
DS inlet hydraulic pressure.  
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Fig. 3. The solution permeability coefficient (Aws) as a function of the DS inlet hydraulic pressure. 

From a comparison between the obtained values for Awm and Aws, the controlling phase for 
water transfer can be predicted. It can be noted from the case of experiment 1, where 
freshwater was used as FW and seawater as DS, that the membrane phase controls water 
transfer at low hydraulic pressures, as Awm value is lower than that of Aws, while at higher 
hydraulic pressures, the solution phase appear to be the controlling one. In the other two cases 
of experiments 2 and 3, where higher concentration solutions were used on both sides of the 
membrane, the Aws was always lower than Awm, which refer to the higher effect of the 
solution.   

The following figures illustrate the calculated PG, ρE, ES, and W, (The gross power 
production, energy density, specific energy production and  the power obtained from the PRO 
process respectively) as a function of the hydraulic pressure of the inlet DS. Results shown in 
Fig. 5 that the produced gross power, PG, increases as the osmotic pressure (or the solute 
concentration) difference between the inlet FW and the inlet DS increases. Values of up to 90 
watts were obtained when using freshwater as FW and seawater as DS.  
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Fig. 4. Gross power produced (PG) as a function of the DS inlet hydraulic pressure. 

By using brackish water as FW with the same DS, less PG was produced with maximum 
obtained values of up to 30 watts, while by utilising brackish water as FW and high salinity 
water as DS, the maximum PG produced was more than 150 watts.  
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Fig.5. Energy Density (ρE) of the Ds as a function of its inlet hydraulic pressure for different osmotic-
systems. 

The effect of the hydraulic pressure at the DS side on PG has been found to be dependant on 
the DS and the FW inlet concentrations, i.e. ∆Π f. However, different results are expected to be 
obtained with different membrane modules even if similar solutions and operational 
conditions are utilised. Practically, it has been found that the maximum value of the PG is 
achieved when the hydraulic pressure drop at the DS side (PDS-in-PDS-out) becomes at 
minimum.   

Fig. 5 shows the energy density (ρE) (in kWh/m3 or J/m3) of the input DS as a function of its 
inlet hydraulic pressure. Results show that the ρE, similarly to PG, increases as the osmotic 
pressure difference between the FW and the DS increases. Fig. 6 shows the specific power 
production (ES) of the system, based on the permeate rate, as a function of the DS feed 
hydraulic pressure. Results show that the ES increases as the feed hydraulic pressure of the 
DS increases; however, it decreases when PG becomes low and by increasing ∆Π f.  
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Fig. 6. Specific Energy Production (ES) as a function of the DS inlet hydraulic pressure for different 
osmotic systems. 

5. Conclusions 

In this study both theoretical and experimental investigations of the potential of the osmotic 
energy (salinity gradient) for power generation have been carried out. The results indicate a 
high potential of the osmotic energy for power generation using the Hydro Osmotic Process. 
Several theoretical calculations have been presented, which show e.g. that a clean electricity 
could be produced using the HOP process at a projected cost of 30 $/MWh, if a suitable 
membrane is used, and the osmotic potential difference between the two solutions is greater 
than 25 bar; a condition that can be readily achieved in many sites around the world.  The 
results also illustrate the effect of the membrane permeability and the osmotic pressure 
difference across the membrane in the osmotic membrane unit (OMU) on the HOP plant cost 
and productivity.  

This study further presents the pilot plant results under different operational conditions. The 
experiments show the effect of the physical properties of the FW and the DS solutions on the 
water permeability across the semi-permeable membrane in PRO processes. The permeability 
of the membrane is a critical issue when the HOP process feasibility is being evaluated. 
Increasing of the membrane permeability decreases the capital cost and increases the 
productivity. The interaction between the fluid properties and the membrane properties need 
to be considered when these processes are to be developed in future.    

It has been experimentally found that the gross power produced is obtained when the 
hydraulic pressure drop at the draw solution side of the OMU becomes minimal.  
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Abstract: Ocean power is a promising source of renewable and alternative energy used to fuel human activities. 
Generated energy from ocean power devices can be converted into electrical or mechanical energy, which can in 
turn be used as a driving force together with the desalination and water treatment by reverse osmosis processes. 
In this article, applications of high pressure wave energy converters (WEC) and hydrokinetic turbine for current 
energy conversion (TEC), described in Estefen et al [1], are presented. Due to its conceptual design, these ocean 
energy converters (OEC) are able to transform the hydraulic energy available from the sea into mechanical 
energy and then in turn into electricity generation, reverse osmosis desalination or as the driving force for 
hydraulic machines. A theoretical production estimation of wave and currents devices was conducted, which 
considered their performance from laboratorial tests associated to ocean parameters. Results are promising and 
indicate that it is indeed possible to supply domestic, industrial and agricultural demands of electricity and/or 
water, respecting the corresponding standards required. 
 
Keywords: Ocean power, Wave power, Current power, Desalination, Isolated communities. 

1. Introduction 

In recent years, several kinds of ocean power converter prototypes have been developed, 
according to the expertise of each inventing team and/or specific issues from the local sea 
where it was planned for. This amount of prototypes indicate that the most suitable 
technology is not defined yet, i.e., which amongst will be applied to commercial purposes. 
The conversion technology from ocean power has been developed or adjusted from 
experience and knowledge in hydraulic and wind projects, besides from the activities 
performed in the offshore oil industry. According to the classification of Brooke [2] and 
Pontes & Falcão [3], Wave Energy Converters (WEC) can be sorted by the location in 
shoreline, near shore and offshore devices or by technology in Oscillating water column 
systems, Overtopping Systems, Point absorbers systems, Surging devices and other devices.  
 
Tidal energy converters (TEC) can be classified into three main groups: horizontal axis 
turbines (axial flow), vertical axis turbines (cross flow) and oscillating hydrofoil. The former 
is based on hydrofoils impulsion from lift force caused by tidal current flow. In the sequence, 
hydraulic cylinders are driven, which in turn causes the electricity generation. Furthermore, 
the classification proposed by Bryden and Couch [4] includes Venturi systems, based on 
turbines endowed with a diffuser to increase the pressure difference. 
 
The concept of high pressure wave power converter, described in Estefen et al [1], is based on 
the use of an hyperbaric chamber, which stores wave power converted from highly 
pressurized water. The first version, denominated onshore, works as a bi-supported beam with 
one beam fixed deep down into the soil and the other on a buoy, which follows the waves´ 
movement. Once a wave passes by the buoy, it causes beam displacement, which is joined 
with a hydraulic pump and then pressurizes the water. This pressurized water is stored in a 
high pressure system, consisting of a hydro-pneumatic accumulator and hyperbaric chamber.  
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The chamber works as a hydraulic accumulator. When the pressure inside the accumulator 
reaches its operational level, the water is delivered, through a valve to a hydraulic turbine, 
which is linked to an electrical generator in order to produce electricity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Wave power plant using high pressure system as described in Estefen et al [1] 

In detail the high pressure system including hyperbaric chamber and accumulator 
 
Power harnessed by ocean devices can be converted into electrical or mechanic energy, and 
applied as a driving force for engines or even, in the desalination and water treatment from the 
reverse osmosis process. The produced drinking water can supply households, industries and 
agricultural irrigation. For domestic use, salt concentration around 300 mg/L is required, 
including other quality parameters which can be achieved through the reverse osmosis 
conventional process, pre and post-treatment. Power consumed to pressurize water could be 
totally supplied by the ocean energy converter system. In industrial processes, e.g. thermo 
electrical plants, salinity standards similar to humans, around 300 mg/L is required in order to 
avoid the corrosion of equipment. Finally, in agricultural use, it is possible that large amounts 
of desalinated water can be produced, allowing irrigation of between 1 to 3 hectares per unit, 
at severe conditions of hydric demand typical in semi-arid regions.  
   
Power supply is considered to be one of the main issues for economic and social 
development, since it is applied during the whole process of production and services, 
providing the basics necessities of modern life. For example, according to Pereira et al [5], 
Brazilian households without access to electricity stands at 2.8%, the majority of which are 
from isolated communities and rural areas, limiting electrical supply under conventional 
means. Such restrictions lead to a large expense of these families incoming in fossil fuels or to 
employment of old and inefficient techniques to generate power [5]. On the other hand, the 
same regions which lack electricity beholds a significant amount of alternative and renewable 
energy sources, for example, solar, wind, hydraulic, tidal and biomass energy. In regard to 
tidal current power, there are feasible possibilities of supply for isolated communities spread 
throughout Brazilian and South American territories.  
 
2. Methodology 

In order to estimate the amount of power extracted by an Ocean Power Converter (OEC), 
uneven wave or tide conditions must be considered, but also the device characteristics, the 
power take-off system, and the control strategy to name a few [6]. The power comprised in 
the wave incident to a device, according to EPRI [7], is based on two parameters: the 
significant wave height and its peak period, see Eq. (1). 
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PSu THE  2)(42.0                                                                                      (1) 

 
where  Eu is the power of each meter of wavefront in kW/m 
 HS is the significant wave height in meters 
TP is the peak period in seconds, being the inverse of frequency where spectra reached its 
maximum value 
The coefficient 0.42 varies according to the wave spectra considered for a specific sea state.  
 
The Eq. (1) can be employed to estimate the amount of power incident from a wave with HS 
and TP known. On the other hand, each device will be able to convert a fraction of wave 
incident power. In order to estimate the production of each device, a table must be created in 
which the cell represents the amount of power converted by the device for specific conditions 
of wave height and peak period. Generally, these results have been obtained through 
laboratorial or field tests, therefore it reflects only their performance on a small scale. 
 
The wave parameters used as a reference for the calculations below have a significant wave 
height of 1.6 m and peak period of 6 seconds. The performance of the wave energy converter 
was obtained in tests with a reduced model, and these conditions reached a level of 18 kW of 
converted hydropower. The average energy absorbed in each conversion cycle, equivalent to 
the work done by the piston pump with each passing wave period, is calculated in Eq. (2). 
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where PF  is the periodic force exerted on the piston; 
y  is the piston displacement, consisting of a term of steady state and another transient. 
 
Similarly, the generation of electricity through the power of tidal currents, the potential 
energy is calculated from Eq. (3). 
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Where  PC  is the power coefficient; 

turbA  is the transversal area of the turbine; 

v is the speed sinusoidal of the current. 
 
An energy converter of currents around 7 meters in diameter working in a tidal current speed 
with a sine wave amplitude of 1.8 m / s and power co-efficiency of 35%, will absorb an 
amount close to the energy converted by the WEC in the wave conditions presented, 
equivalent to an average of 18 kW. This amount of energy is absorbed primarily by the drive 
which is available in the oceans. From this point on, this energy is stored in the form of 
pressure and can be directed to the generation of electricity in a Pelton turbine or a module of 
reverse osmosis to produce desalinated water. 
 
The desalination and water treatment for drinking can be accomplished through the process of 
reverse osmosis coupled with the energy converters of the sea. Reverse osmosis is a water 
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treatment process that uses synthetic semi-permeable membranes to intercept components of 
water, especially salt particles. Unlike the phenomenological natural osmosis, in reverse 
osmosis the goal is to produce water with low salt concentration obtained from the 
introduction of energy in the system. This energy is transformed into a driving force for 
pumping the water of higher salt concentration through a semi-permeable membrane, thus 
producing potable water. 
 
In this sense, the pressure reached by the system must be sufficiently greater than the osmotic 
pressure between the two different salt concentrations before and after the membrane, not 
only to reach the balance in osmotic pressure, but also to produce a reasonable flow of water 
permeated, reversing the flow. In the case of converting energy from the high sea pressure [1] 
these pressure levels are easily achieved through the sizing of pumps attached to the primary 
conversion module, which provides power to the system. 
 
The salty sea water with salinity levels of 33‰ and temperature of 24ºC has an osmotic 
pressure equivalent to 27.5 bar. According to marketing literature, working pressure levels of 
about 55 bar are required to obtain significant flow of desalinated water in the reverse osmosis 
process. The flow of desalinated sea water, depending on the energy converted from the sea 
and made to the system can be estimated by integrating the van't Hoff formula for the osmotic 
pressure, described in Eq. (4). This energy converted by the converter device serves as a 
driving force, allowing the seawater admission and pumping it to a reverse osmosis module.   
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where W  is the required energy per pump cycle 
 N is the number of moles of salt in seawater 
 R is the universal gas constant  
 T is the temperature in Kelvin 
V1 e V2 are the initial and final volumes of the pump piston, their difference represents the 
volume of water actually pumped. 
   
The energy required to pump a volume through a semi-permeable membrane can be 
calculated by Eq. (5). The liquid pressure achieved by the system must be greater than the 
osmotic pressure between the concentrations before and after the membrane, coupled with a 
pressure associated with the flow of permeated water. 
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where    is the recovery rate of the desalination system. 
 
For the recovery rate of 45%, the energy required to desalinate a liter of water would be 6.5 
kJ/L. Taking the energy available in the system to the conditions of wave and current 
previously calculated as 18 kJ per second and the complete cycle of pumping of 6 seconds, 
can be obtained from the flow pumped by each cycle in Eq (6). 
 

daymcycleVQ /235)/1( 3                                                 (6) 
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The reverse osmosis modules available on the market specifically for the desalination of sea 
water have recovery rates of 40 to 50%. The number of modules to be used for each energy 
converter device of the sea was estimated from information of a type widely sold for this 
purpose. Table 1 shows the main parameters of this model. 
 
Table 1. Parameters of the module of reverse osmosis desalination for seawater 

Membrane area 35 m² 
Unit permeated flow 14 L/hour/m² 
Number of elements per pressure vessel Up to 7 
Recovery rate 45% 

 
The production of each element will be 490 L/h and the number of elements required will be 
obtained by the ratio between the flow obtained by Eq. (4) and this unit flow, resulting in 20 
elements. Pressure vessels can include up to seven elements of desalination in the series, 
which represents the need to install at least three pressure vessels coupled with each module 
of ocean power converter device. Whereas the recovery rate to feed flow rate will be 521 
m³/day of seawater from the sea. 
 
On the other hand, in the reverse osmosis process, as well as in other processes of 
desalination, wastewater is produced with higher concentrations of salt than the average 
salinity of the sea. The final disposal of these effluents should be studied carefully to avoid 
causing damage to the immediate environment, especially marine biota. Studies using models 
of hydrodynamic circulation and transport of water constituents are desirable for evaluation of 
local impact. In any case, the use of sea energy for desalination by reverse osmosis is 
configured as a viable cost effective alternative, especially for locations where there is a 
scarcity of drinking water, such as on islands and coastal areas which are far from large 
sources of freshwater. 
 
3. Results 

3.1. General applications for the OEC devices  

Possible applications for tidal and waves energy are similar to any other energy source, which 
can be to provide for the electrical system, the seasonality of supply and daily peak time 
consumption. It can also serve as a complement to thermal energy to replace pollutants in 
places where few options for energy supply exist. Remote markets and isolated spots, such as 
villages on islands, coastal and riverside population, units of offshore oil, scientific research 
and the military, marine farms and fisheries. 
 
3.2. Applications for electricity 

In the case of electricity production, each high-pressure ocean power convertor, e.g. described 
at [1], is able to supply the demand of an average 36 households, considering the wave or 
current conditions described above with an average residential consumption of 12 kWh/day. 
Electricity produced from the sea energy converters can be used in a variety of projects, either 
as a principal supply, or as a supplement to other sources. The first application is domestic 
supply, especially in residences near marine resources located on the coast where waves or 
tidal estuaries are present. In South America, there is sparse population along the coast and 
inland waters, poor supply of electricity can benefit from these types of project. Other 
applications include the use of electricity in scientific and military bases located on islands 
and remote locations, hotels and resorts in exploiting the tourist appeal of the device itself and 
also drive the production of clean and renewable energy. 
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3.3. Applications for desalinated water 

The applications of water treated by reverse osmosis from sea power converters include 
residential, industrial and agricultural processes through irrigation. The production capacity of 
treated water per converter module of wave energy or currents has a power equivalent to 18 
kW and an average of 235 cubic meters per day, as shown in Eq. (6), which allows for the 
supply of approximately 940 people. 
 
As an example of industrial use, the water process in power plants must meet very stringent 
standards for salinity in order to prevent corrosion of equipment. The salinities suitable for 
this purpose is 300 mg/L, similar to that required for human consumption. The unit 
consumption of treated water per megawatt hour produced in power plants varies from 180 to 
720 U.S. gallons or 0.68 to 2.72 m³, depending on the fuel coal, gas or nuclear power and 
technology of the cooling tower [7] as shown in Fig. 2. 
 

 
Fig. 2. Water consumption in the processes of coal-fired, gas and nuclear applications. Source: 
Gerdes and Nichols [7] 
 
Considering the average production of treated water for ocean energy converters of 235 cubic 
meters per day, you can meet the thermoelectric consumption for the values shown in Table 2. 
 
Table 2. Production of OEC to supply the thermoelectric water consumption  
 Combined cycle  

(dry Tower) 
Simple steam cycle 
(dry tower) 

Water consumption 0,11 L/s 0,27 L/s 
Power attained for No. of OEC modules  24 MW/Module 10 MW/module 

 
Another application of desalinated water from OEC's is for the service of irrigated crops. 
Agricultural irrigation is water consumptive, due to the fact high water demand from the crops 
throughout the growth phase and the planting and irrigation techniques have low levels of 
efficiency in water management. The quality of irrigation water is usually based on the total 
content of dissolved salts, measured by the electrical conductivity and sodium adsorption ratio 
(SAR), assessing the risk of sodicity in soil [8]. The required concentration of dissolved salts 
in irrigation water is limited to the potential impact on soil structure, corresponding in terms 
of electrical conductivity to between 250-750 micromhos/cm and, in some cases, 2,250 
micromhos/cm. In terms of salt concentration, the values are between 160 and 480 mg/L. 
 
To illustrate this application, the water requirements for cultivation of cane sugar in a 
Brazilian region characterized by lack of rainfall during summer in the Southern Hemisphere 
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will be described below, along with the possibilities that this demand can be met by OEC 
modules. The observed rainfall in the Alagoas region during 2008 is presented in Table 3. 
 
Table 3: Average monthly rainfall (mm) in the region of Alagoas (Brazil) 

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC

41 206 214 257 256 261 276 238 76 48 12 41 
 
The months of November, December and January show a significant drop of rainfall, resulting 
in severe consequences for water users in this region. In Fig. 3 (a), the curve shows the 
agrometeorological cane ratoon, the evolution of the crop water demand throughout its growth 
in the months of the planting period, August through to July, the harvest season. 
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Fig. 3. (a) Agrometeorological curve (Kc) and (b) Evapotranspiration of the sugarcane ratoon (mm) 
 
Thus, the water demand in each month of sugarcane ratoon crop irrigation can be calculated 
by the difference between the amount of water precipitated and crop evapotranspiration. The 
amount of irrigation water demand is presented in Table 4. 
 
Table 4: Monthly water demand for irrigation of sugarcane ratoon (in mm) 
Month AUG SEP OCT NOV DES JAN FEB MAR APR MAY JUN JUL 

Lamina (mm) 85,1 -18,25 -74,8 -133,2 -123 -155,1 32,1 53,6 139,8 156,2 197,2 221,9

Daily irrigation flow 
(m³/day/ha) 

0 6,1 24,9 44,4 41,0 51,7 0 0 0 0 0 0 

 
As shown in Table 4, negative values mean that there was a demand for irrigation in the 
corresponding months. The daily flow irrigation during the critical months was calculated 
taking into account the water depth required. Based on a water salinity content of 300 mg/L 
and the flow of irrigation in the most critical month of January, it shows that the production of 
water from ocean energy converter of 18 kW is capable of supplying irrigation in 4.5 hectares 
of cultivation. 
 
4. Conclusions 

An estimation of wave and tidal current power converter production was conducted, which 
focused on a high pressure system concept [1] developed by Submarine Technology 
Laboratory at UFRJ (Brazil). The WEC is an oscillating body type, which pumps water to the 
hyperbaric chamber and uses conventional Pelton turbine coupled with an electrical generator. 
Also, the hydrokinetic turbine is connected to a hydraulic pump and from this stage it is 
similar to the architecture described above. Due to its conceptual design, these ocean energy 
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converters (OEC) are able to transform the hydraulic energy available at sea into mechanical 
energy and then into electricity generation, reverse osmosis desalination or as a driving force 
for hydraulic machines. As a reference, the energy amount converted by this WEC in a typical 
wave condition was used for the following calculations, and it was compared to the similar 
amount generated by the TEC. The estimate indicated that for a significant wave height of 1.6 
meters, the WEC can generate 18 kW or 235 m³/day of desalinated water and the same 
production can be obtained by the hydrokinetic turbine at a current speed of 1.8 m/s.  
 
Electricity, fresh water and driving force resulting from OEC can be employed in domestic, 
industrial and irrigation uses, especially in regions which lack these natural resources, e.g. 
islands, coastal and riverside isolated communities. Additionally, industries and agricultural 
irrigation settled near to the coast can be potential users of treated water and electricity 
generated by the mentioned OEC. The water supply for each case is simulated herein. For 
domestic use, each module of WEC or hydrokinetic turbine can supply 940 people. The 
industrial application was illustrated by the water demand of a thermoelectric plant, providing 
values of each 10 MW in the Combined Cycle can be supplied by one OEC module, and in 
the Simple, each 5 MW. The irrigation use was demonstrated through the water consumption 
of sugarcane cultivation during a critical month associated with low precipitation. In this case, 
up to 5 hectares of cultivation can be irrigated by the production of one module. Harnessing 
ocean power is a way to provide decentralized electricity generation which could supply 
remote sites, promoting the diversification of energy matrix and becoming an economical 
development vector, especially in coastal communities of developing countries. 
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Abstract: An OWC Wave Pump (OWCP) for seawater desalination is under development at University of 
Southampton. The paper presents experimental results for work carried out on an array of OCWPs at a scale of 
1:40. The interaction between singles components of the array is determined in order to assess the layout which 
gives the maximum power output from an array of 3 OWCPs. The results provide a benchmark for comparison 
against the data available in literature obtained from BEM simulation. Results show that amplification of the 
wave signal up to 4.8 times can be achieved within the array. Increasing the distance between devices by two 
times the width of the chamber resulted in a reduction of the magnification factor up to 30%.  
 
Keywords: Arrays, Oscillating Water Column, Separation Distance, Capture width   

Nomenclature  

MWL  ..................................... Mean Water Level 
N . ........................ Number of devices in array 
OWC.………………..Oscillating Water Column 
OWCP. Oscillating Water Column Wave Pump 
WEC…………………. Wave Energy Converter 
q …………………………………Array Factor 
A Section of duct ........................................ m2  
ds Separating distance ... …………………..…m 
g Gravitational constat ........................... ms-2 
H Wave height ............................................. m 
h Water depth.............................................. m 
l Output duct length ................................... m 
l1 Input duct length ...................................... m 
 

Pa Power output of Array…………………..kW 
Ps Power output of a Single device ............. kW 
Pout Power output .......................................... kW 
Q Flow rate .............................................. m3s 
sd Submersion depth ..................................... m 
TN Natural period of Oscillation .................... s 
TW Incoming wave period ............................ s T  
zr Removal height ......................................... m 
α Angle of inclination of output duct ........ rad 
 density ............................................... kgm-3  
D  Wave Frequency ............................... rads-1 

N  Natural Frequency Oscillation ......... rads-1 

1. Introduction 

Recent progresses made on the development of Wave Energy Converters (WECs) have 
encouraged researchers to evaluate the deployment of arrays of WECs in order to maximize 
the power-output. Whereas it would seem straightforward that the output obtained from an 
array of WECs is higher than the power generated by multiple items working separately, the 
interferences between devices and waves could have a negative effect reducing the overall 
power output. The effects generated by the geometrical disposition of the device are measured 
by the q factor, as presented by Babarit in [1]. q represents the ratio between the power output 
Pa generated by N devices deployed in array configuration, against the power of N devices 
working autonomously Ps, e.g without interaction.  
 

a
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N P
=

´
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When q≥1 positive effects are obtained by the array disposition of multiple WECs. One of the 
determining factors in the evaluation of q is the separation distance, ds, which indicates the 
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space between two devices in the array. The practical role of ds is to influence the interaction 
between the radiated waves generated by the oscillation of each single device.  

 
The determination of q, thus far, has been predominantly conducted using numerical phase 
resolving Models. Mathematical models are used to simulate the wave-device dynamics and 
to assess the performances of the array. They allow for a faster evaluation of the problem, but 
present limitations due to the formulation of the problem. Linearization of the equations 
involved, and assessment of infinitely long arrays being the main case. Alexandre et al [2] 
investigated the changes in the performances of point absorbers WEC disposed in array by 
assessing changes in the wave field due to the radiation of each components.  Falcao 
presented the case of power extraction by a periodic linear array OWC (Oscillating Water 
Column) [3]. Other examples of mathematical model for the evaluation of WECs working in 
array can be found in [4-6] . The use of physical tests to evaluate the performances of arrays 
is, however, limited mostly due scaling problems and to the availability of appropriate 
facilities. 

  
Current research at University of Southampton is focusing on the development of an 
Oscillating Water Column Wave Pump (OWCP) for water delivery. The device is designed to 
operate in arrays in order to maximize water delivery and increase the frequency response 
spectrum. This paper presents the results obtained from physical model tests carried on array 
of 3 OWCPs.  
 
2. The OWCP and Array Configuration 

The OWCP is a resonant type WEC, based on the more common Oscillating Water Column 
(OWC). The OWCP is designed to exploits the resonant conditions obtained during the 
oscillatory motion of the water contained in the chamber to deliver water to a fixed height. 
The OWCP can be considered as an overtopping type of WEC; however it differs from the 
standard overtopping devices such as the Wave Dragon [7] or the Composite Sea Wall [8], 
since they exploit the run-up of the water over an inclined ramp to deliver water to a reservoir.  

 
The device is composed of two-part duct; with a horizontal underwater section (input duct), 
and an inclined pumping section extending above Mean Water Level (MWL) (Figure 1). The 
OWCP acts as a resonator with natural period of oscillation equal to TN. To maximize 
performances the device has to be tuned with the incoming wave period TW. It is possible to 
implement resonance control by varying the angle α of inclination of the output duct, e.g. 
changing the mass of water contained within the OWCP. 
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Figure 1.  Schematic definition of the OWCP WEC. Where l is the length of the output duct, l1 is the 
input duct, yp the delivery height of water, h water depth, H is the wave height, sd the submersion depth 
and α is the angle of inclination. 
In order to maximize the delivery of water, the deployment of arrays of multiple OWCPs has 
been considered. Arrays of 3 OWCPs are considered in this paper.  In particular, a close 
investigation focuses on the deployment of 3 differently tuned OWCPs devices in order to 
maximize performances and broaden the array response under different wave conditions.  The 
concept of using differently tuned devices is justified by the need to provide a simple 
resonance control system for the array, and to phase out the destructive radiation waves 
generated by the downward motion of the column of water exiting the device. Initial results 
on the response of an array of multiple OWCPs have shown that the deployment of multiple 
devices broadens the frequency response of the array [9]. The role of the separation distance 
over the performance is therefore assessed. 
 
3. Methodology 

Experimental tests were carried in order to assess the performance of the different 
configuration of the arrays. The tests were carried in a 4m long, 1.7 m wide and 0.4m deep 
wave basin. Froude scale was employed with a scale factor Λ=40. Linear waves were 
generated by a piston type wave maker, with the wave heights ranging between H = 1 - 4.5 
cm and period TW between 0.8 and 2 s. The water depth in the basin was kept at 14 cm, with 
submersion depth sd of 7 cm. 7 models of the OWCP were built out of transparent acrylic (3 
mm thick). Their characteristics are presented in Table 1.  
 
Table 1. Specifications of the models of the OWCP built for 1:40 scale tests. 

Model Inlet shape Dimension  
(mm) 

 α  l1 

(mm) 
TN 

(sd=7cm) 
OWCPS1 Square 2420 30º 40 0.851 s 
OWCPS2 Square 2420 30º 40 0.851 s 
OWCPS3 Square 2420 30º 40 0.851 s 
OWCP20 Circle 24  20º 55 1.022 s 
OWCP25 Circle 24  25º 50 0.935 s 
OWCP30 Circle 24  30º 40 0.851 s 
OWCP35 Circle 24  35º 35 0.795 s 
 

The configurations of the array tested are presented in Table 2, along with the separation 
distances between the devices.  
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Table 2.  Configurations of the type of arrays tested. The * indicates the device located in the centre of 
the array. The Square array employs 3 similarly tuned devices. 

Array name Models used Separation distances (mm) 

Square OWCPS1- OWCPS2*- OWCPS3 0 – 15– 30 mm 
20-25-30 OWCP20- OWCP25*- OWCP30 0 –  30 – 60 mm 

20-25-30W OWCP20- OWCP25*- OWCP30 0 – 30 – 60 mm with reflective wall 
25-30-35 OWCP25- OWCP30*- OWCP35 0 – 15 – 30 mm 
 

The arrays are located in the centre of the wave basin, with an absorbing beach installed on 
the back to reduce the reflection of waves from the walls (Figure 2). Resistance type wave 
gauges are employed to monitor the wave conditions. Wave Gauges are also installed within 
each device in the array to determine the lift of water (Figure 3).  
The performances of the array and of each device are assessed with the magnification factor, 
M, given by equation (2). 
 

py
M

H
=  (2) 

 
Where yp represents the lift of water within each OWCP. By using M to assess the 
performances of the arrays, the case of no Power Take Off (PTO) installed is evaluated.  The 
power output, Pout, of each device can be estimated in relation with to M or yp, once the 
delivery height zr is defined, as shown in equation(3). This relates to the crest Power 
determined by Margheritini et al. [10] for the assessment of the efficiency of the SSG wave 
energy device.  

 

out rP Qz gr=  (3) 

 
Where Q represents the flow rate of the delivered water, ρ the water density and g the 
gravitational constant. For each incoming wave Q can be determined by   
 

( )sinp r
W

A
Q y z

T
a= - ´  (4) 

 
Where A represents the cross-sectional area of the OWCP duct. For the study presented in this 
paper the value of Q can be estimated over a wave cycle. For irregular waves, the average Q 
has to be determined. It has to be noted that both Q and A are both frequency dependent, 
therefore maximum values of Pout can only be achieved close to resonance conditions.  
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Figure 2.  Experimental Setup 

 

Figure 3. Array of 3 OWCP devices 
 
4. Results 

The response of each component of the arrays is assessed, and the values of M for different 
wave conditions is then determined. These are compared in order to determine the effects of 
the separation distance on the single and overall performance. Figure 4 presents the changes 
in M with ds, for the 25-30-35, Square and 20-25-30 arrays configuration. It can be noticed 
that positive effects towards the delivery in the central pipe are achieved in each array 
configuration. It can be seen that for the cases when the devices are differently tuned higher 
values of M are achieved.  With increasing separating distances, the values of M drop. On 
average a reduction in M of 14% is seen by increasing the ds from 0 to 15 mm, with a further 
reduction of 12% moving from 15 to 30 mm ds. Only the OWCP25 (Figure 4.a.) and 
OWCP20 (Figure 4.b) devices are subject to an increase in M with ds. In Figure 5 the changes 
of M for different ds are assessed along with the changes in the non-dimensional frequency  

 

 
Figure 4.a) Changes in M with ds for the 25-30-35 Array configuration. b) Changes in M with ds for 
the Square Array configuration. c). Changes in M with ds for the 20-25-30 Array configuration.  

a  b b b 

c 

a 
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Figure 5. Maximum M against the non dimensional frequency D/N, for different ds. a) Square Array. 
b) 20-25-30 Array. c) 25-30-35 Array. The Flat configuration considers the mouth of the device being 
leveled, whilst Tilted indicates the central pipe being pushed forward compared to side devices. 
D/N . The non-dimensional frequency represents the ratio between the angular wave 
frequency D and the natural frequency of oscillation of the device N. When the ratio is 
close to 1, each device is operating as a stand-alone and no interferences are affecting the 
performances of the device. It can be seen that, with the increase in ds, all devices tend to 
operate as stand alone, with maximum M achieved when D/N=1.  
 
Maximum delivery however are achieved for ds = 0 mm with D/N  0.8. It is believed that 
strong arrays interference affects the damping of the devices, causing as a result a stronger 
response, hence higher M are obtained. Even for the cases presented in Figure 5.b and Figure 
5.c different behaviors are observed in the OWCP20 and OWCP25 device. In the first case 
changes in M and ds do not reflect changes in D/N, whilst for the OWCP25 a wider 
spectrum of frequencies is obtained. 
 
Figure 6 and Figure 7 present the responses, expressed in terms of M, of the central and side 
device for the Square Array and for the 20-25-30 Array respectively. In both cases it can be 
seen how higher M, 3.57 and 4.67 respectively, are achieved in the central OWCP.  Figure 6 
and Figure 7 show the effect of D/N and of the wave steepness on M, it can be noticed that 
the area of response of the devices broadens with minimum separating distance. In Figure 6, 
where results for a Square Array are presented, one can notice that both devices present a 
similar response, however the central device presents a broader amplification area compared 
to the OWCPS3 located on the side. In Figure 7, it is possible to notice how the bandwidth 
response reduces for both the OWCP30 and OCWP25 with increasing ds. Furthermore, a 
steady decrease of M can be noticed in both devices, indicating negative interaction between 

b 
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devices. 

 
Figure 6. Magnification Factor for the components of the Square Array. Focus in given at the 
behavior of the side pipe (OWCPS3, top) and at the central pipe (OWCPS2, bottom) for values of sd=0 
and 30 mm (left and right). 
 

 
Figure 7 Magnification Factor for the components of the 20-25-30 Array. Focus in given at the 
behavior of the side pipe (OWCP30, left) and at the central pipe (OWCP25,right) for values of sd= 0, 
30 and 60 mm (top to bottom.). 
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5. Conclusions 

In this paper physical experiments on arrays of onshore OWCP devices have been presented. 
The main aim was to investigate the role of the separating distances between devices, and 
how it affected the overall performance of the device and the one of the array. Array 
installations for WECs have been considered in order to amplify the power output of a single 
device.  
 
In this paper arrays of similarly tuned devices, as well as differently tuned devices have been 
investigated. From experimental testing it has been highlighted that when the devices are 
operating with a minimum separating distance, better performances. In particular, the device 
located in the centre is positively affected in all the cases investigated.  
 
The results presented show better performances by the arrays with differently tuned devices. 
Maximum values of M were obtained for the cases when ds = 0. The values of M varied 
according to the array configuration with M =5.46 for the 25-30-35 array, M = 4.669 for the 
20-25-30 array and M = 3.573 for the square array. Reduction in M of 14% can be expected 
by increasing sd of 15 mm, however the reduction is dependent on the configuration. Decrease 
in M varied between 30% for the 25-30-25 array to 6% for the 20-25-30 for a 30mm increase 
in the separating distance. The results obtained show that sd and configuration of the device 
play a strong role on affecting the performances of the arrays. 
 
This is believed to be due to the different phase responses by the water column exiting the 
device in the downward motion. In the downward motion the mass of water generates a 
radiated wave that contrasts the incoming wave train interfering with the energy conversion 
process in the OWCP. When the devices in the array are phased out, the radiation is 
minimized and higher M can be achieved. The same can be assumed for 15-30 mm ds, when 
the devices are separated the radiated waves affects the operation of the nearer devices. 
The work here presented shows that it is possible to increase the bandwidth response of 
multiple devices by arranging them in array configurations. The overall performances, 
however, are dependent on the separation distance between the devices and their natural 
period of oscillation. It has been shown that by reducing to a minimum the distance between 
the devices, maximum performances can be achieved. 
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Abstract: The consortium responsible for the next stage of development of the OWEL wave energy converter 
will construct and test a large scale, pre-commercial demonstrator. It is expected that this will be installed at 
Wave Hub during 2013 and grid connected for a testing period lasting around 12 months. This paper reports on 
the preliminary design work being undertaken in the development of the marine demonstration device. This 
concentrates primarily on producing a fully costed design by detailing the hydraulic design and aspects of 
stability as well as providing insight into various design features such as the power take-off, naval architecture, 
moorings and control. The design is being largely informed by the results of a 12 month research project funded 
by the South West Regional Development Agency (SWRDA) in which a detailed techno-economic model for a 
large scale OWEL device was generated.  
 
Keywords: Wave Energy, Pre-commercial Demonstrator Design, Wave Hub 

1. Introduction 

The OWEL (Offshore Wave Energy Limited) wave energy converter is a f loating, moored 
device that uses incident, deep water waves to compress air and drive an air turbine. It is 
designed to be deployed offshore in energetic deep water locations.  
 
The device concept has been in development for a number of years and has successfully 
undergone a number of phases of research. The first proved the concept at small scale for a 
number of different arrangements. A much larger scale device was tested in the second phase 
in order to demonstrate the ability of the concept to be scaled up. The latest phase of 
development was funded by the South West Regional Development Agency (SWRDA) and 
has recently been completed. This incorporated a number of experimental and computational 
studies to optimise the design and inform the design of the large scale, marine demonstrator. 
The results from these three phases of testing are reported in detail in [1-4]. A level of 
confidence has been achieved through the wide variety of results and studies conducted. This 
has led to the progression of the device and its potential to be developed for commercial 
deployment. 
 
A pre-commercial, marine demonstration unit is being currently designed for ocean 
deployment at the Wave Hub facility in the south west of England. This phase of development 
is intended to demonstrate the performance of a large scale OWEL unit and its ability to be 
deployed at sea and grid connected, with the overall goal of generating a costed, DNV 
accredited, full scale, commercial design. This work will represent a critical stage in the 
commercial route to market. The 3 year £5M project is being funded through a £2.5m award 
by the UK’s Technology Strategy Board (TSB). Private investment will fulfil the remaining 
half of the required project funds. 
 
This paper presents the initial design of the demonstrator based on t he findings from the 
SWRDA research programme. The design process that will be used to generate the final 
design is discussed with the associated challenges for such a p roject and the plans for the 
future development of OWEL. 
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2. Principle of Operation 

The OWEL converter is a floating duct which is open at one end to capture incident waves. 
The sides and floor are angled inward to induce a rise in wave height within the duct. As a 
wave enters the device, it creates a seal with the roof creating a trapped pocket of air ahead of 
the wave front. As the wave progresses, the air is compressed and passes through an exit pipe 
to the power take-off system. A schematic of this process is shown in Fig. 1. This proposed 
method will generate uni-directional air flow meaning standard air turbines can be used 
instead of the less efficient bi-directional turbines used in oscillating water columns. 

 
Fig. 1, Schematic of the device operation. 
 
3. Project Overview 

The design presented in this paper is considered the initial, baseline design that has been 
based purely on the results from the previous phases of testing. It is expected that the design 
will evolve and transform through the course of the project as the various demands from each 
subsystem are met and compromises made. A significant portion of this project will be spent 
generating a d etailed, engineering design for the demonstration and commercial devices. 
£2.5m is available to the project through the TSB funding grant with a further £2.5m of co-
financing being sought in order to complete the 3 year project from design to 
decommissioning.   
 
A further aim of the project is to demonstrate the ability of the device to meet the criteria of 
the successor to the Marine Renewables Development Fund (MRDF). It is therefore intended 
to keep the device on s tation for about a year as part of this project in order to verify the 
consistency of power output, sea-keeping properties and demonstrate reliability and 
survivability. In addition to the at-sea testing activity, techno-economic modelling will be 
used to optimise the design so as to minimise the cost of delivered energy.  
 
Effort has been made to progress the OWEL development programme in systematic and 
methodical order, in line with EMEC standards [5]. By following a logical progression 
through ever increasing scales, more knowledge has been assimilated and the risk of failure or 
mistakes, reduced. The results from the previous development phases have provided enough 
confidence in the device design to progress to a much larger scale. It is anticipated that many 
lessons will be learnt from testing in an oceanic environment as there are limitations to what 
can be realised in a laboratory. That being said, the testing to date has identified many key 
design variables, device characteristics and results that have been fundamental in creating an 
initial design for the demonstrator. 
 

Seal with roof Trapped air pocket Compression 
chamber 

Baffle dissipates 
remnant energy 

Pressurised air 

Freeboard 
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4. Design Implications from Experimental Results 

4.1. 2D Wave Flume Experiments 
The 2D testing of a ~1:80 scale model of an OWEL duct, at the University of Southampton 
showed two regions of peak performance, as shown in Fig 2a. All of the tests were run for a 
fixed model with mono-chromatic waves. Although these were idealised conditions, a l arge 
amount of knowledge was gained from the results of these tests. By running over 200 wave 
cases for each design configuration it became straight forward to build a detailed picture of 
the performance and how design changes altered this. 

  
Fig. 2, Non-dimensional performance contour plots for a 2D scale model, in baseline configuration 
(a) and improved configuration (b). 

The experiments resulted in an improved design that featured a re-designed rear duct and also 
demonstrated that the orientation of the duct is critical to increase performance over a wider 
range of wave heights. Fig. 2 compares the performance, contour plots as functions of non-
dimensionalised wavelength and height, for the original design (a) and the improved design 
configuration (b). The improved configuration had better performance and wider bandwidths 
of peak efficiency and was used as the design for the model in the subsequent testing phase.   
 
4.2. 3D Wave Basin Experiments 
A series of testing at the wave basin in HMRC, Cork during 2009 generated many results and 
insights into previously un-investigated aspects of the device. A multi-duct, small scale model 
(fig. 7) was tested over a range of idealised and realistic conditions with both floating and 
fixed configurations. A fundamental and detailed understanding of OWEL was gained, 
including performance, motion and loading characteristics. The non-dimensional, 
performance contour plot for a floating model, tested in short crested, Bretschneider sea states 
is shown in Fig. 3. T his compares well to the performance shown in Fig. 2, a nd peak 
performance was similar. It was found that the bandwidth performance peak widened for a 
floating model in comparison to a fixed model with mono-chromatic waves.  
 
These results gave confidence in the ability of OWEL to be designed for a particular wave 
climate, as the peak performance can be shifted to different wavelengths by altering the duct 
length. Fig. 4 s hows the average wave power available at Wave Hub [6], where the peak 
energy is at Tz=7.5s, Hs=4m, which corresponds to a wavelength/Duct length (λ/DL) ratio of 
just less than 2. The length of the demonstrator has been dictated by the results of the small 
scale testing in order to position the peak performance in Fig. 3 at the conditions of maximum 
energy in Fig. 4.  

(a) (b) 
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Fig. 3, Performance contour plot, with 
efficiencies relative to maximum, for a floating 
3D model in directional sea states. 

Fig. 4,  Average wave power available at  
Wave Hub 

The motions of the small scale, multi-duct OWEL model were measured in realistic, scaled 
sea states and their effect on performance was investigated. The tests showed that the motions 
of the duct helped to improve performance for certain sea states. This broadened bandwidth 
and led to better performance for most sea states and in particular at λ/DL ratios of 2-3. This 
was because the phase relationship between the incident wave and pitch and surge was such 
that the model pitched bow down and surged forward into the incident wave. The pulse of 
power occurred at around a 90° phase lag to the pitch which is thought to be optimum. At the 
design wave, the motions resulted in a 20% increase in performance over the fixed 
configuration. This ideal response improves the capture performance of each duct through 
better wave sealing and air compression within it. This relationship can be seen in the time 
series motions and power plot in Fig. 5. The RAO (Response Amplitude Operator) plot in  
Fig. 6 clearly shows the increased pitch and surge motions occurring between 2-3 λ/DL and 
these are the motions that are beneficial to the power capture. It is therefore important to 
consider these motions when specifying the naval architecture of the demonstrator. Motions 
of the design will be assessed using a w ave diffraction code such as ANSYS AQWA to 
ensure that similar behaviour is exhibited in order to benefit performance.  

  
Fig. 5, Time series of motions and power output 
for a small scale, multi duct model. 

Fig. 6, RAOs for a small scale, multi duct, model 
of OWEL.  

An orifice was used to provide damping to the exiting airflow and the pressure differential 
across it was measured to determine flowrate and power in order to calculate the conversion 
efficiency. Fig. 8 shows a typical, time-series pressure trace measuring the pressure drop 
across the orifice. The dashed line shows the average pressure of the time span which 
demonstrates that the peak pressures are significantly greater than the average. This type of 
flow regime is similar to that of an OWC however, unlike an OWC the airflow exhibits very 
little return flow. Therefore, air flow rectification or self rectifying turbines are not required 
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and so a more conventional air turbine is well suited. A number of orifice sizes were tested in 
the previous experimental studies to find the optimum applied damping. It is expected that the 
damping of the air turbine will be variable and so can be controlled to best suit the incident 
wave climate. This along with the flow rates and pressure data will help to specify the 
requirements of the turbine characteristics.  

 
 

Fig. 7, Experimental testing of a multi- duct, 3D 
model at HMRC, Cork. 

Fig. 8, Plot of normalised, orifice pressure 
drop for a typical sea state. 

Various mooring configurations were also trialled during the wave basin testing and it was 
seen that different designs have clear effect on the motions of the device as well as the peak 
and average loads. These small scale moorings, were intended as simple models of a full scale 
mooring system to provide initial data on the order of the loads that can be expected. As the 
waves at Wave Hub have low directionality [6], the full scale mooring system will be 
designed to keep the device on station and orientated towards the predominant wave direction. 
Computational analysis of the motions and moorings, using a commercial diffraction code, 
will be undertaken to assess loading and support the final design. 
 
5. Initial Design 

5.1. Overview 
The Wave Hub, marine demonstrator has been designated the D500 as it is expected to be 
rated at 500kW. The unit will be a scaled down version of the full scale, commercial design 
and comprise a single floating duct rather than a large, multi-duct, floating platform as has 
been previously suggested. This means that a smaller duct can be tested and used as a 
development platform before a full scale commercial device is designed. An artist’s 
impression and a selection of key figures are given in Fig. 9, whilst the drawings of the initial 
design are shown in Fig. 10 with the key dimensions and components labelled.  

 

D500 Key Figures 

LOA ca. 
 
Beam ca. 
 
Draft ca. 
 
Lightship ca.  
 
Ballast ca. 
  
Total ca.  

42m 
 
18m 
 
8m 
 
650t 
 
300t 
 
900t 

Fig. 9, An artist’s impression and key figures of the D500 demonstrator. 
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Fig. 10, The general assembly drawings of the initial design of the OWEL demonstrator. 

The main duct is likely to be made of steel however concrete is being considered as an 
alternative material depending on structural loading requirements and costs. The power take-
off unit, a turbine and generator set, will be located in a watertight housing at the rear of the 
duct, above the waterline. Below the main duct will be the main volumes of ballast and 
buoyancy required to correctly trim the device and determine the motion responses.  
 
A control system to alter the freeboard and natural pitch frequency is being considered. This 
will involve controlling the volume of air or water in tanks below the duct. By altering the 
buoyancy, the freeboard can be varied to match the incident wave climate. This also forms a 
part of the survival strategy in that during storm conditions the freeboard can be reduced to 
lessen the impact of incident waves on the device. Controlling the position of the ballast about 
the centre of buoyancy will allow the natural pitch period to be tuned to the optimum value. 
This will ensure that the phase difference between pitch and wave front is beneficial to the 
performance as described by the results discussed in the previous section. 
 
5.2. Project Organisation 
The demonstrator will be developed by a consortium of organisations that, between them, 
bring together the wealth of experience needed to successfully deliver a project of this nature. 
IT Power and OWEL will lead the project whilst the DNV will monitor the design process in 
order to provide confidence and certify it to DNV standards [7]. In order to best demonstrate 
the responsibilities of each consortium member, the device can be broken down into its main 
constituent parts and subsystems, as shown in Fig. 11. 
 
Involving a number of organisations is beneficial to a large and complex project such as the 
development of a wave energy converter. It brings a wide variety of knowledge into the 
design process and also clearly demonstrates that third-parties have confidence in the project. 
Ensuring that the design progresses as planned will be challenging, given the level of 
communication required between the various consortium partners. A robust design method 
will be used to facilitate the process, meaning that the design requirements and expectations 
will be clear.  
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Fig. 11, A chart showing the breakdown of the main subsystems of the OWEL demonstrator and the 
consortium members responsible. 

5.3. Design Framework 
The design framework that will be used in the process, works by formulating a “Problem 
Definition” and “Design Solution” for each major subsection or component in the system. The 
problem definition is a document created to identify the requirements and constraints on the 
design, which includes stakeholder expectations, design constraints and assumptions, problem 
boundaries and interfaces. This also includes functional analysis to determine what the design 
needs to achieve and a validation to check that the problem that has been defined is actually 
that which requires a solution. A design solution is then generated to meet the requirements of 
the problem definition. This begins by assessing and recording all possible ideas and 
alternative designs. A final design is chosen through modelling, life-cycle cost analysis and 
risk analysis. The solution is then validated against the problem definition to ensure that the 
design solution fulfils the problem definition, stakeholder expectations and functional 
requirements.  
 
Consortium members will likely resort to their own design methods to devise design 
solutions, however, the problem definitions will be created for all necessary design points. 
This will unify the group as it will be clear what the problem is and the requirements of the 
solution. It is then the responsibility of the organisation involved with each design point to 
generate a suitable design solution. This process mitigates any potential confusion over the 
design requirements and also clearly sets out responsibilities.   
 
6. Future Development 

The forthcoming decade is likely to bring about large advances in wave energy device 
development. In order for a device to have commercial promise, it has to be successfully 
demonstrated in a marine environment. The industry is therefore gearing itself towards 
providing proving and development sites for device teams. Once a machine has been proven 
at an ocean site at large scale, it will most likely be deployed in small arrays of 3-5MW. In 
order to attract interest from utilities, device deployment of this magnitude will be required, 
along with demonstrated reliability. OWEL is therefore aiming to develop its converter to 
meet these capability requirements.  
 
6.1. Single Duct Commercial unit 
Following on from the Wave Hub demonstrator, a first generation commercial OWEL D1000 
will be developed as a refinement of the single duct design. It will incorporate advances made 
following the lessons learned through the D500, meaning that the output for a single duct 
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should rise. It is envisaged that the first commercial scale deployment of OWEL will feature a 
number of these single ducts in small array. Deployed in a higher energy wave climate, such 
as that at the Portuguese Pilot Zone, the improved design will likely be rated at about 1MW 
per device.  
 
6.2. Multi Duct Commercial unit 
A second generation commercial OWEL device 
could comprise a number of ducts combined to 
form a large floating platform with a multi-
megawatt output. This concept is shown in the 
artist’s impression in Fig. 12. By combining a 
number of ducts the device could benefit from 
shared costs of subsystems such as mooring, 
grid connection, control systems and power 
take-off. Multiple ducts could also help to 
smooth power output if the compressed air 
pulses from each duct were designed to arrive at 
the turbine of out of phase at staggered times.   

 
Fig. 12, An artist’s impression of a second 
generation OWEL MD3000 3MW unit 

 
Acknowledgements 

The authors gratefully acknowledge IT Power Ltd. Offshore Wave Energy Ltd and the 
Engineering and Physical Sciences Research Council (EPSRC) for funding this research as 
part of an Engineering Doctorate study. The Technology Strategy Board (TSB) and the South 
West Regional Development Agency (SWRDA) are also thanked for funding these phases of 
the development of OWEL. 
 
References 

[1]  J. Kemp, A. Derrick, J. O’Nians, and D. Upadhyay. ‘The OWEL Wave Energy Converter 
as a Platform for Combined Wave and Wind Power Generation’. 6th European Wave and 
Tidal Energy Conference, Glasgow, UK, 2005. 

[2] M. Leybourne, W.M.J. Batten, A.S. Bahaj, J. O’Nians and H. Traylor, Preliminary 
findings from a laboratory scale model of a ducted wave energy converter, 10th World 
Renewable Energy Congress, Glasgow, UK. 2008. 

[3] M. Leybourne, W.M.J. Batten, A.S. Bahaj, J. O’Nians and N. Minns, A Parametric 
Experimental Study of the 2D Performance of a Ducted Wave Energy Converter. 8th 
European Wave and Tidal Energy Conference, Uppsala, Sweden. 2009. 

[4] M. Leybourne, W.M.J. Batten, A.S. Bahaj, J. O’Nians and N. Minns, Experimental and 
Computational Modelling of the OWEL Wave Energy Converter. 3rd International 
Conference on Ocean Energy, Bilbao, Spain. 2010. 

[5] B. Holmes, Tank Testing of Wave Energy Conversion Systems. EMEC Standards. 
European Marine Energy Centre. Orkney, UK. 2009. 

[6]  Halcrow, Wave Hub Technical Feasibility Study, 2005, Appendix A – Coastal Processes 

[7]  Det Norske Veritas (DNV), Certification of Tidal and Wave Energy Converters, Offshore 
ServiceSpecification DNV-OSS-312, 2008. 

 

2221



Investigation of Wave Farm Electrical Network Configurations 

Mr. Fergus Sharkey1,*, Dr. Michael Conlon2, Mr. Kevin Gaughan2 

1 Dublin Institute of Technology, Dublin, Ireland; ESB International, Dublin, Ireland 
2 Dublin Institute of Technology, Dublin, Ireland 

* Corresponding author: Tel: +353 1 7038000, E-mail: fergus.sharkey@esbi.ie 

Abstract: Wave Energy Converters (WECs) have been in development for a number of decades and some 
devices are now close to becoming a commercial reality. As such, pilot projects are being developed, particularly 
in the UK and Ireland, to deploy WECs on a pre-commercial array scale. There is little experience in the wave 
energy or utility industry of designing and installing electrical networks for WEC arrays with the closest 
comparison being offshore wind farms. There are some key features of WECs which will ultimately dictate that 
the electrical configuration differs from that of offshore wind farms. 
 
This paper investigates the potential representative electrical network configurations for small (10MW), medium 
(40MW) and large scale (150MW) ‘wave farms’ in order to establish a development path for such projects. The 
configurations are evaluated for efficiency (power loss), redundancy and short circuit levels. Key interfaces in 
the electrical infrastructure are identified and discussed. This paper also identifies the key differences between 
offshore wind farm electrical networks. 
 
Keywords: Wave Energy, Electrical Network, Array 

1. Introduction 

Many countries have ambitious targets by 2020-2030 for ocean energy [1], [2] and there are 
several ocean energy test facilities with grid connection such as EMEC and Wavehub. 
Collaborative projects have also explored the area of WEC electrical arrays such as the 
Equimar Project [3] and these have also been investigated in [4]-[10]. The ultimate ambition 
is to have large wave farms installed in a similar fashion to offshore wind. 
 
Offshore wind energy projects have been developed up to 300MW installed capacity and it is 
acknowledged that the industry can serve as a useful source of knowledge for the wave energy 
sector. Investigating the state of the art in offshore wind farms and also looking at all the 
information available within the wave energy sector will enable a feasible assessment of wave 
farms to be studied.  
 
2. Offshore Wind Electrical Systems 

A survey of the 25 largest offshore wind farms (as of December 2010) shows that the majority 
are installed less than 15km from shore and in less than 30m depth. As the installed capacity 
and distance from shore increased offshore, platform based, substations were required in order 
to step up the voltage to HVAC (>100kV) for transmission to shore. The requirement for an 
offshore substation is typically above 100MW capacity or 10km distance from shore. 
 
HVDC transmission will be used in larger offshore wind farms located far from shore such as 
the BARD Offshore Wind Farm (400MW, 100km from shore) which is expected to be 
commissioned by 2011. There are also development projects on deepwater wind farms and 
floating wind turbines [11]. 
 
All offshore wind farms have a MVAC infield network, typically 20-36kV, with the majority 
>30kV. The infield network configuration of offshore wind farms is typically a series of 
radial circuits containing 7-8 turbines connected back to a central location (either onshore or 
offshore), as illustrated in Fig. 1. The radial circuit is protected using switchgear in the wind 
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turbines and the substation. The cables in each radial are tapered in size towards the radial 
extents and this is viewed as the best way to minimise cable costs [12] 
 

 
Fig. 1 Typical electrical layout of offshore wind farm [Source: Barrow Wind Farm] 

 
Redundancy and Sectionalising have been proposed in [13] & [14] and have been shown to 
offer advantages in increasing availability. To date, however, these are rarely utilised due to 
the inherent additional up front costs. 
  
The average capital expenditure (Capex) for offshore wind in 2009 was €2.3m/MW [15]. 
From [15] we can also see that for Horns Rev and Nysted offshore wind farms the infield and 
transmission systems represent ~21% of the total Capex. The electrical system is a significant 
proportion of the overall investment in a wind farm and, assuming that capacity factors and 
costs per MW for WECs approach those achieved by offshore wind, then it is expected that 
the same will hold true for wave energy. 
 
3. Wave Energy Device and Site 

The Wave Energy Converter (WEC) used in this study is the Wavebob device [16], which is a 
point absorber type WEC. The site used for this study is Belmullet, located off the west coast 
of Ireland, where a test site is currently under development. Using the Wavebob frequency 
domain model with an electrical rating of 1MW, and a scatter diagram from the test site, the 
energy yield distribution histogram can be established for a Wavebob device on the site. Fig. 
2 shows the energy yield distribution on the site over the course of a year. This demonstrates 
that almost 20% of energy yield is from >90% output of the device. This information is used 
in establishing the energy yield efficiency of the electrical network in later sections. 
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Fig. 2 Energy yield distribution histogram of the Wavebob device at Belmullet 
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The Wavebob device is designed for 100m+ water depth and is typical of floating WECs. 
Fitzgerald indicates in [17] that such compliantly moored wave energy converters are likely to 
be moored close to 100m in general for survivability reasons. The 100m depth contour off the 
west coast of Ireland lies between 10 and 25km from the shoreline therefore the transmission 
distance will be selected within this range.  
 
Ultimately the device spacing will be selected based on a variety of factors, namely resource 
capture and interference [18], [19] mooring footprint [17], marine operation requirements, and 
minimising cable costs and losses. Therefore 200, 300 and 400 metres device spacings have 
been selected for this paper. No hydrodynamic interference or directional effects are 
considered in this paper, however it must be noted that this will limit the maximum rows 
permissible in an array. 
 
As with offshore wind there will be three types of connection concepts, namely single MV 
transmission, multiple MV transmission and HV transmission from an offshore substation. As 
such three candidate wave farms are outlined in Table 1 which will be analysed in this paper. 
 
Table 1 Wave Farms under analysis in this paper. 
Wave Farm Capacity Distance to Shore Transmission Voltage # Transmission Lines 

1 10MW 12km MVAC 1 
2 40MW 15km MVAC 2+ 
3 150MW 20km HVAC 1 

 
4. Methodology 

The wave farm electrical network will be arranged in radial circuits as this has proven the 
most cost effective option for offshore wind. For larger arrays a ‘forked’ radial is utilised as 
this further reduces cable cross sectional area (CSA) in the radials. The effect of additional 
redundancy is discussed later. All cables will be three-core XLPE with copper conductors. 
The methodology is as follows; 

- Cables (infield and transmission) are sized for maximum continuous current at 10kV, 
20kV & 33kV and, for Wave Farm 3, 132kV. Practical limitations are observed. 

- Active Power losses (using lumped parameters) are assessed for the range of 0-100% 
wave farm output for each case. 

- Using the site/device information given in Section 3 the energy yield efficiency for the 
wave farm is obtained, i.e. the percentage electrical energy delivered in a year. 

- If an energy yield efficiency of 96% is not achieved initially then an iterative approach 
is taken to increase the cable CSA to achieve this target. 

For practical limitations a minimum cable CSA of 35mm2 for 10kV & 20kV and 50mm2 for 
33kV are assumed. A maximum cable CSA of 500mm2 is assumed as this is one of the largest 
dynamic cables installed to date in the Maari Oil Field. 10-15 WECs will be connected in 
each radial depending on the voltage and the total installed capacity. ABB present the 
practical limitations for transmission at various voltages in [20] which are replicated below in 
Table 2. These do not account for maximum distances which are of importance when 
considering very long lines (i.e. >50km) which we are not considering here. 
 
Table 2 - Recommended maximum transmission capacities given in [20] 
Voltage 10kV 20kV 30kV 66kV 132kV 
Maximum 
Power 

15MW 30MW 50MW 100MW 200MW 
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For initial wave farms the voltage rating may initially be limited by certain components, 
notably cable connectors and submarine power equipment. Given sufficient demand it is 
likely that these components would become available at higher voltages. 
 
Cable parameters for the study are obtained from [21], Nexans and ABB. No sheath or 
armour losses are considered, however dielectric losses are calculated in all cases. Infield 
voltage regulation and switching transients are also not considered, but are naturally 
important considerations for future work. 
 
For larger arrays the short circuit contribution of the grid and generators must be calculated as 
the short circuit requirements for the cables may result in a larger CSA cable than dictated by 
the current carrying requirements. Generator selection is critical here as certain generator 
types will contribute less fault current than others. In [22] fault currents for synchronous and 
asynchronous generators are given as 15 p.u. and 8 p.u. respectively, whereas double-fed 
induction generators and power converter interfaced generators contribute approx 1-2 p.u. 
 
5. Results 

The layouts of the proposed wave farms illustrated in Fig. 3 are based on a radial approach 
and within the limitations outlined in Section 4. These are electrical circuit layouts and the 
physical layout could differ without affecting the cable lengths. These will be analysed 
according to optimum voltage levels, efficiency and redundancy. The methodology shown in 
Section 4 will be used to size the cables to achieve 96% energy yield efficiency, i.e. the 
annual efficiency of exporting MWhrs.  
 

 
Fig. 3 Selected Wave Farms for Investigation 

 
As mentioned previously this is an iterative process; initially sizing based on maximum 
continuous current, and then refining based on efficiency. The resultant achievable energy 
yield efficiencies are illustrated in Fig. 4. >96% energy yield efficiency is achievable in 
almost all cases, however up to almost 99% is possible for larger wave farms with HVAC 
connection to shore. Table 3 outlines the cable CSAs required to achieve these figures. 
 
The device spacing has a negligible effect on energy yield efficiency; particularly for larger 
arrays. Increased spacing will, however, also increase infield cable lengths. The effect of this 
becomes more pronounced for larger arrays as shown in Fig. 5. Up to 38% increase in cable 
length is required for larger wave farms when the spacing is doubled.  
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Fig. 4 Achievable Energy Yield Efficiency for Case Study Wave Farms 

 
Table 3 Cable CSA (mm2) required to achieve efficiencies shown in Fig. 4. 
 Wavefarm 1 (10MW) Wavefarm 2 (40MW) Wavefarm 3 (150MW) 
 Infield Transmission Infield Transmission Infield Transmission 
10kV 35-300 400 N/A N/A N/A N/A 
20kV 35-95 185 35-95 400 35-500 500* 
33kV N/A N/A 50* 150 50-300 500* 
* Minimum or Maximum limits apply 
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Fig. 5 Percentage Increase in overall farm cable length for spacing increase from 200m. 

 
Redundancy can be added to the network in a variety of ways and has been proven to increase 
availability while naturally increase cost. Nevertheless, redundancy could have a dual purpose 
for wave farms as the WEC devices will have to be routinely removed and brought to port 
facilities for maintenance. Redundant circuits could provide an alternative route for the power 
during this maintenance period. Fig. 6 shows some possible redundant circuits for Wave Farm 
2, which would involve either increasing CSA of cables within the radial or addition of 
secondary cables running the length of the radial. 
 
Alternatives to redundancy that could be utilised for wave farm maintenance regimes are; 

• The availability of ‘standby’ or ‘dummy’ WECs to ‘slot’ into place. 
• A system for temporarily ‘bridging’ the gap left by the WEC in the electrical circuit.  
• Submarine switchgear allowing continued operation of the infield circuit. 

These could prove a more cost effective alternative than additional redundancy. 
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Fig. 6 Wave Farm 2 redundant circuit options 

 
6. Key Interfaces 

The studied wavefarms are presented in single line diagrams only. There are a number of key 
interfaces identified which are a functional part of the wave farm. The key interfaces are; 

1. Dynamic Cable to WEC interface 
2. Dynamic Cable to Static Cable interface 
3. MV Switchgear interface (onboard WEC or seabed installation) 
4. Offshore Substation (when applicable) 

Interfaces 1, 2 & 3 are of particular interest as they can provide critical functionality in the 
wave farm system. Some of this functionality overlaps as outlined in Table 4 below. As each 
of these three key interfaces overlap, each WEC developer must establish the exact 
functionality and components required for each of these interfaces 
.  
Table 4 Possible functionality of key interfaces 
 Functionality of Key Interfaces 
 Connection/Disco

nnection of WEC  
Isolation Protection Cable 

Installation 
Deck/Hull 
Penetration 

Maintain 
Radial Circuit 

1 Y Y** N Y Y N 
2 Y Y** N Y Y N 
3 Y* Y Y N N Y 
 (* with integrated connectors for submarine switchgear; ** with strict control procedures) 
 
Interface 3 (WEC MV switchgear) is significant to the electrical network as it is a necessary 
protection function but can also be used for redundancy. Most importantly is its function as 
part of a safety and isolation system. Submarine switchgear systems have been developed 
mostly for use in the oil and gas industry. 
 
From [23]; for systems above LV in wind farms (on and offshore), the UK HV safety rules 
apply [24]. [24] states that in order to work on or near HV power systems the equipment 
should be isolated and earthed with isolation points and earth points locked where practicable. 
It would be impractical to expect that submarine switchgear, where required for isolation and 
earthing, could be locked in this position. The safe control of work would be extremely 
difficult to undertake given submarine switchgear units.  
 
For interface 4, as is the case in offshore wind, an offshore substation would typically be 
required for wave farms larger than 100MW. As the wave farm in question will be located in 
100m water depth, although the onboard equipment will be identical, the type of foundations 
typically used in offshore wind farm substations, i.e. monopile, tripod and gravity base, will 
be impractical. Jacket structures have been used for ‘deepwater’ sites such as in [11]; however 
this is only 45m depth. The choices for an offshore substation in 100m water depth would be; 
• Strategically locating the wave farm in proximity to a <50m water depth location and 

locating the offshore substation at an midpoint between the wave farm and the shore 
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• Building a jacket or compliant tower type structure such as those in use for oil platforms 
• Building the substation on a floating platform such as the semi-submersible, tension leg or 

spar type structures in use for oil platforms 
• Locating the offshore substation on the seabed 
This key interface requires further study to establish the most cost effective option available. 
 
7. Conclusions 

This paper explored the technical issues surrounding a development path for electrical 
networks for future offshore wave farms. The paper concludes that key issues for offshore 
wind farm electrical networks are cost and efficiency. Following the same configurations as 
wind farms electrical networks are developed for small, medium and large wave farms which 
should provide a high level of efficiency. The characteristics of the Wave Energy converter 
and the site must be taken into account for establishing the ‘true’ energy yield efficiency. 
 
It will be possible to establish small wave farms (<15MW) using 10kV infrastructure, 
however this will lead to large cable sizes within the array and particularly to shore. More 
suitable voltages are 20kV and 33kV within the array and for transmission up to 100MW with 
offshore substation and 132kV transmission required for transmission for large scale wave 
farms (>100MW) 
 
Increasing the device spacing within the wave farm has a negligible effect on energy yield 
efficiency, particularly for larger arrays and does not require increasing cable CSA. There 
will, however, be a cost impact from having longer infield cables. Doubling the device 
spacing could add an additional 38% to the overall cable length of the infield and 
transmission system. 
 
Redundancy can be introduced to the electrical networks, however at a financial cost. 
Redundancy may prove more important due to larger numbers of devices per radial in wave 
farms. Redundancy in the electrical network could form an integral part of the maintenance 
strategy also, however other solutions could be developed to overcome this. 
 
There are a number of key interfaces which a WEC developer must consider at the early 
stages of device design. If these key interfaces are managed correctly the WEC can lend itself 
to a flexible, cost effective, and much standardised electrical network, which will make it 
attractive for deployment on an array scale. 
 
The key differences between offshore wind and wave farms have been identified; 
• WECs have lower MW ratings than wind turbines allowing more devices per radial 
• Devices will require removal for maintenance having impact on circuit integrity 
• Depth at the site is significantly deeper than any offshore wind farm and distance from 

shore could be further. 
• Devices are not fixed structures making cable installation potentially complicated 
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Abstract: A major attraction of a floating wave power plant as opposed to a fixed Oscillating water column 
(OWC) plant is in the cost of construction. The price paid is in the lower efficiency of conversion in the 
hydrodynamic stage. This puts onus on the subsequent power module stage in achieving an efficiency that is 
necessary for a commercial plant. A new backward bent ducted buoy (BBDB) was designed in which the power 
module is a twin unidirectional turbine. Basic experimentation on the power module is done on a turbine with 
165 mm diameter and characterized with bidirectional flow with widely varying flow rates. The efficiency is 
shown to be better than 68% over the expected working range. The details of a plant producing 50 kW for Indian 
conditions is described. The range of powers over which a BBDB structure compares with a fixed OWC is 
highlighted. 
 
Keywords: Wave energy, floating power plant, backward bent ducted buoy. 

1. Introduction 

The oscillating water column (OWC) principle is an attractive approach to convert wave 
energy into electrical energy as exemplified by operational plants in several countries [1]. As 
of today it is reasonable to expect a wave to wire efficiency of about 24 % with a fixed OWC 
device [2]. Of this, the OWC efficiency would be about 60 %, and the power module 
(comprising bidirectional turbine and generator) would be about 40 %. One aspect of the 
fixed OWC is that the structural cost could lie between 70 to 85 % of the overall cost [3]. This 
has motivated the development of floating OWCs which promise reduced cost with an 
accompanying reduction in efficiency in the hydrodynamic stage. The largest of such 
structures was the Japanese Mighty Whale [4]. While laboratory results predicted a best 
efficiency of 50 % in the hydrodynamic stage, practical measurements showed that the best 
efficiency was about 30 %. Hence the overall wave to wire efficiency was closer to 15 %. 
There have been continuous attempts to improve the efficiency of floating OWCs and the 
backward bent ducted buoy (BBDB) is one such attempt [5].  In this work we show that an 
improved power module for the BBDB with variable speed twin unidirectional turbines can 
achieve 65 % efficiency and thus make the floating structure attractive in spite of the lower 
hydrodynamic efficiency.  
 
2. The Backward Bent Ducted Buoy (BBDB) 
The Backward Bent Ducted Buoy (BBDB) has been conceived as a relatively low cost wave 
energy device to convert wave energy into electricity. The BBDB has a backwardly inclined 
oscillation water column, which has been proved to be more effective than a forwardly 
inclined one. It uses an oscillating column of water in reverse L shaped chamber or duct, such 
that the open mouth of the duct is away from the incident waves. The horizontal limb has an 
opening to the sea and is submerged under water. The vertical limb traps a column of air at 
the upper region of the duct and a regulated vent allows air to pass in and out under cyclic 
pressure and partial evacuation of air due to oscillating water surface. The enclosed water 
column is, not influenced by the wave movements around the buoy, whereby it oscillates 

 

2230



relative to the wave motion moving the buoy itself. The air current, which arises, drives an air 
turbine installed above the water column. This airflow becomes a means to produce power. 
Fig. 1 shows a BBDB which was initially deployed for testing without a power module. It had 
an equivalent orifice in order to simulate a turbine. The dimensions of the model were 
determined after model studies as reported in [6]. The Indian conditions require a zero 
crossing period of about 8 seconds and a significant wave height of 1.2 m yielding average 
incident energy of 6.3 kW/m. The overall design is based on an improvement in the power 
module in the work reported in [7].  
 

 
 
Fig.1. The BBDB being deployed with an orifice for charactering hydrodynamic performance 
 
3. Basic simulations on fixed guide vane and unidirectional impulse turbines 

The design of the BBDB described in [7] was based on a fixed guide vane impulse turbine. It 
was concluded that an optimum turbine diameter of 1.5m would yield a power output of 30 
kW with Hs = 2.25 m and Tz = 8.5 s where Hs and Tz are the significant wave height and zero 
crossing period respectively. We show that an equivalent power module with a twin 
unidirectional turbine topology [8] would substantially improve the efficiency of the power 
module and thus the overall power conversion. In order to validate the concept, studies are 
done in a turbine of diameter 165 mm coupled to a 375W, 3000 rpm dc generator. An 
oscillatory flow rig is used to characterize the performance. The diameter was based on two 
criteria: The oscillatory flow rig is sufficient for characterizing its performance over the entire 
flow regime and more importantly the damping offered by the turbine matches that of the 
orifice used in the BBDB hydrodynamic test. This is shown in Fig. 2 which portrays the 
pressure- flow behavior of the 165mm unidirectional turbine (UDI), a 165 mm fixed guide 
vane impulse turbine (FGV) and orifices ranging from 52.5 mm to 77.9 mm in diameter. As is 
known the best hydrodynamic efficiency occurs when the area ratio between the orifice and 
the OWC water plane lies in the 1/100 to 1/150 range. The 165 mm turbine meets this 
requirement. Fig. 3 shows a comparison of the performances of FGV turbines and UDI 
turbines estimated from steady state tests. The comparison is in terms of the efficiency, output 
shaft powers and the operating flow coefficient φ. Both machines operate at 3000 rpm. A 
fixed speed of operation is initially considered with an induction generator as an option. It is 
seen that the UDI turbine has a higher efficiency than the FGV turbine. A more important 
result is established based on a careful study of Fig. 3. It can be seen that the efficiency of the 
UDI turbine drops when the pneumatic power increases. One solution to remedy this aspect is 
to consider a variable speed generator as opposed to a fixed speed one. Accordingly Fig. 4 

 

2231



shows the performance of the UDI for various speeds from 1500 rpm to 3500 rpm. The 
remarkable result that emerges is that with a variable speed machine, the efficiency can be 
made to remain at about 0.7 over the entire range of operation from 4 W to 160 W. Further 
the variation in speed is within the range feasible with doubly fed induction machines or 
permanent magnet synchronous machines.   
 

 
Fig.2: Differential pressure across fixed guide vane impulse turbine and unidirectional impulse 
turbine for diameter 165 mm for different flow rates (3000 rpm) 

 
Fig. 3: Comparison of performance of fixed guide vane impulse turbine and unidirectional impulse 
turbine for diameter 165 mm (3000 rpm) 
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Fig. 4. Estimated performance characteristics for unidirectional impulse turbine of 165 mm diameter 
over a range of speeds 
 
4. The power module for the BBDB 

The prototype BBDB recently made for experiments in Japan had a length of 25 m, breadth of 
5.25 m and a draft of 10 m [7]. It could produce a peak output of 30 kW at Hs = 2.25m with a 
1.5 m FGV turbine. We now consider the use of a 1.5 m UDI turbine for the same purpose. 
Fig. 5 shows the comparison. Fig. 5 a compares the shaft output from the two classes of 
turbines with speeds of 300 rpm and 600 rpm with input powers up to 400 kW. The 
corresponding efficiencies are shown in Fig 5 b. Fig. 5 b again highlights the importance of 
variable speed operation for the UDI turbine. 
 
The next section concerns the experimental validation of the UDI concept. 
 
5. Experimental setup for validation of the UDI turbine 

The basic experimental setup for oscillatory flow studies was described in [8] wherein it was 
also shown that induction generators could be used for the power module. In this work a 
slightly different approach was used. Two pipe sections were independently coupled to the 
common oscillatory flow rig. One of them housed a 165 mm UDI turbine with a 3000 rpm, 
180 V, 375 W dc generator. The other housed an orifice in conjunction with a fluidic diode 
(bluff body) as shown in Fig. 6. This was to ensure the matching of the turbine damping to 
that of an appropriate orifice and also to ensure that the intake stroke provides flow to the 
orifice and the exhaust stroke vents air through the turbine. It can be appreciated that several 
basic experiments on the performance of various shapes of fluidic diodes could also be tested 
with this arrangement. In effect it tests the ability of passive fluidic diodes in controlling flow. 
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(a) 

 

(b) 

Fig.5: Comparison of performance of fixed guide vane turbine and unidirectional flow turbine for 
diameter = 1.5 m for different speeds 
 
Figure 6 presents the comparison of the performance of a FGV turbine of diameter 1.5 m 
presented in [7] with the estimated performance of a UDI turbine of the same diameter. It can 
be noted that the variable speed UDI turbine can deliver up to 20 to 30 % more power over 
FGV turbine. Also the overall wave to wire efficiency of the BBDB with UDI turbine is 
higher for the entire range of operation. 
 
The quantities measured were pressure across the impulse turbine and the orifice, the turbine 
inlet duct pressure, the turbine speed, the generator voltage, load current. 
 
Pressure measurements 
The differential pressure across the turbine and orifice were measured using calibrated 
differential pressure transmitters (STD 120) made by M/s. Honeywell. 
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Voltage and Current measurements 
The generator terminal voltage was measured using voltage transducers made by M/s. LEM. 
The load current was measured using current sensors by M/s. LEM, USA. All of these devices 
were calibrated before use, with accuracies better than 1%. 

 

 
Fig. 6: Estimated power output of a 1.5 m diameter unidirectional impulse turbine  
 
 

 

 

(a) (b) 
 

Fig.7 : 165 diameter unidirectional flow turbine for exhaust and air vent with bluff body for intake 
 
Power and speed 
The electrical power was estimated from the generator terminal voltage and load current. The 
turbine speed was estimated from the generator terminal voltage to within 2% error. 
 
Data acquisition 
All the data pertinent to the evaluation were logged by a data acquisition system (DAQ, USB 
6215, National Instruments) at 1 kS/s. Low pass filters were employed to remove noise in the 
signals.  
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Fig. 8 shows one typical result. It primarily validates the notion of using twin UDI turbines by 
ensuring appropriate intake and exhaust flow though the turbine and orifice respectively and 
also quantitatively establishes the efficiency of the turbine. Fig. 8 shows the output from the 
generator for various stroke lengths of the piston that drives the oscillatory flow. The peak 
pressure drop observed on the test rig across a 30 mm diameter orifice matched with the peak 
pressure drop across the turbine. 
 
In effect the experiments and simulation confirm the likely improvements in BBDB 
performance by replacing the FGV turbine with a UDI turbine. 
 
 

 
Fig. 8. Average power output of alternator vs. piston stroke length vis-à-vis electrical resistance 

 
6. Conclusions 

A power module based on the twin unidirectional impulse turbine topology can substantially 
improve the efficiency of a BBDB. Experiments on a 165 mm turbine validate the claims of 
improved efficiency. A 1.5 m turbine can produce about 50 kW in comparison with 30 kW 
from a fixed guide impulse turbine for the same wave excitation. Variable speed operation is a 
must in order to retain the high efficiency over the range of operation. There exists a strong 
case for floating OWCs in several applications involving powers in the tens of kW range.   
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Impact of tidal stream turbines on sand bank dynamics 
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Abstract: Previous results from one-dimensional model studies have demonstrated that large-scale exploitation 
of the tidal stream resource could have a significant impact on large-scale sediment dynamics. In this research, 
we model the impact which such exploitation would have on the dynamics of offshore sand banks. Such banks 
have an important role in natural coastal protection, since they cause waves to refract and induce wave breaking. 
As a case study, we examine the Alderney Race, a s trait of water between the island of Alderney (Channel 
Islands) and Cap de la Hague (France). A morphological model is developed, incorporating tidal energy 
converter (TEC) device operation as a momentum sink in the three-dimensional hydrodynamic module. Through 
a series of model experiments, we demonstrate the impact which a full-scale (300 MW) TEC array would have 
on sediment dynamics when sited in the vicinity of headlands and islands. It is important to understand this 
aspect of the environmental impact of full-scale TEC operation, since headland and island sand banks comprise 
of readily mobile sediment grain sizes. Therefore, small changes to the tidal regime can have a large effect on the 
residual sediment transport pathways, and hence sand bank evolution, over the life cycle of a TEC device. 
 
Keywords: Tidal stream turbines, Tidal energy converter devices, Sediment dynamics, Sand banks, Alderney 
Race 

1. Introduction 

Tidal energy converter (TEC) devices operate by intercepting the kinetic energy in strong 
tidal currents (typically through a turbine unit). This intercepted energy is then converted to 
electrical energy through a p ower take-off system (e.g. an induction generator) and 
conditioned for dispatch to the electricity network. Theoretically, this is similar to the 
operation of a typical wind energy device. However, what is significantly different from the 
wind energy analogy is the environment that TEC devices operate in [1], and the potential for 
TEC devices to interact with their environment [2]. Given the proliferation of at-sea 
demonstration devices, the environmental impacts of TEC device operation is a timely issue 
to consider. The major research questions in the tidal energy context have already been 
identified [3]. However, progress to-date has been limited in addressing these research issues. 
The impact of TEC operation on sediment dynamics has yet to be explored in the scientific 
literature beyond an idealised one-dimensional (1D) model pilot study [4], stimulating the 
present study. 
 
Extracting energy from a tidal system will lead to an overall reduction in current speed over 
the larger area domain [2]. This reduction in current speed, even for relatively large TEC 
array extraction scenarios, is generally quite small. For example, in a tidal channel the impact 
of energy extraction on current speed U becomes noticeable only when the energy extracted 
reaches around 10% of the available kinetic energy flux [5], a considerably large amount of 
energy to extract from a ch annel. More realistic extraction scenarios (typically 1% of the 
available kinetic energy) could therefore be perceived to have very little environmental 
impact. However, bed shear stress is a function of 2U . Therefore, small changes in the tidal 
currents could potentially lead to large changes in the resulting bed shear stress. Further, the 
transport of sediments is proportional to an even higher power of velocity than bed shear 
stress, e.g. total load transport by currents (bedload and suspended load) is a function of 4.2U  
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[6]. Therefore, relatively small changes to the residual flow field due to exploitation of the 
tidal stream resource could have a significant effect on the transport of sediments. This has 
been reported in a 1 D idealised study of the Bristol Channel (UK), where the 
morphodynamics were significantly impacted 50 km from the site of energy extraction [4]. In 
the case of a simple tidal channel or an estuary, much insight can be gained from such 1D 
model studies, since much of the flow is similarly 1D. However, for more complex situations 
such as flow past islands and headlands, two- or three-dimensional (2D or 3D) models are 
required to predict and understand the complexity of the flow field and estimate the impacts 
of energy extraction. 
 
Strong tidal flow past headlands and islands leads to the generation of large eddy systems, 
with an opposite sense of vorticity between the flood and ebb phases of the tide [7]. Sand 
banks form either side of such headlands due to a b alance between the outward-directed 
centrifugal force and the inward-directed pressure gradient within the eddies [8], leading to a 
convergence of relatively coarse sand as a function of the instantaneous tidal currents (Fig. 1). 
The sand banks which form as a result of this convergence can be up to 10 km in length, and 
have an important role in coastal defence (since offshore banks affect both wave refraction 
and breaking), and can be a strategic source of marine aggregates. Regions of strong tidal 
flow past headlands and islands have been listed as potential sites for the exploitation of the 
tidal stream resource, such as Portland Bill in the English Channel [9], and flow past the 
island of Alderney in the Channel Islands [10]. The aim of this study is to determine how such 
exploitation in the vicinity of headlands and islands would affect the maintenance of the 
associated sand banks. This is addressed through the investigation of a modelling case study: 
the Alderney Race. 
 

 
Fig. 1. Headland or island sand bank formation. Reversing tidal flow past the headland or island 
leads to the generation of eddy systems with an opposite sense of vorticity between the flood and ebb 
phases of the tide. The outward-directed centrifugal force within each eddy is balanced by an inward-
directed pressure gradient. This leads to the inward movement of relatively coarse sediment near the 
bed (where the centrifugal force is weaker due to bed friction), and the formation of headland or 
island sand banks. Grey shading indicates the location of sand banks. 
 
2. The Alderney Race 

The Alderney Race is a 15 km strait of water separating the island of Alderney (Channel 
Islands) and Cap de la Hague in France (Fig. 2). With a mean spring tidal range of around 6 m 
and mean spring tidal currents exceeding 2.5 m/s [11], the Alderney Race presents one of the 
most hostile environments within the northwest European shelf seas. However, over 20 km2 
of the Race has a water depth in the range of 25-45 m, the typical depth range suitable for 
practical TEC device operation [1] which, in conjunction with consistently high current 
speeds, represents one of the best opportunities in the world for large-scale exploitation of the 
tidal stream resource. This opportunity has been recognized by the formation of the Alderney 
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Commission for Renewable Energy (ACRE), with powers to regulate the operation of marine 
energy in the territorial waters of Alderney (www.acre.gov.gg). Using current technology, the 
practical exploitable annual energy output for the Alderney Race has been estimated as 1340 
GW h at a rated turbine array capacity of 1.5 GW [10], and a large portion of this energy is 
contained within the three nautical mile territorial limit of Alderney. 
 
To the south of Alderney there are a series of sand banks known as the South Banks (Fig. 2). 
The scale of these banks is substantial, 4 km in length and covering an area of seabed around 
3 km2. Hence, the sand banks are important to the economy of Alderney in terms of offering 
natural coastal protection, as a potential strategic source of marine aggregates, and as a hazard 
to navigation. The South Banks are maintained by recirculating tidal flows in the lee of 
Alderney during the ebb phase of the tide (as described in Section 1) and, despite some degree 
of interannual variability (primarily due to the stochastic nature of waves and wind-driven 
currents), have persisted in more-or-less their current configuration for several thousand 
years. 
 

 
Fig. 2. Bathymetry of the Alderney Race and surrounding waters. Contours are water depths (in 
metres) relative to mean sea level and squares (labeled T47, T60, T61, T74 and T75) are regions (or 
blocks) identified by the Alderney Commission for Renewable Energy for exploitation of the tidal 
stream resource. For scale, the side length of each block is 1 nautical mile (1.85 km). The inset shows 
the location of the Alderney Race relative to the UK and France. 
 
The ACRE has sub-divided the territorial waters of Alderney into 96 regions, or blocks. 
Detailed hydrographic and geophysical surveys have been carried out for blocks T60, T61, 
T74 and T75 (Fig. 2), and it is therefore assumed that these blocks would be developed first if 
the proposed tidal energy project were to proceed. However, block T47 is of particular 
interest to the present study since (a) it contains the highest velocities in the western part of 
the Alderney Race (Section 3), and (b) this location is close to the point of maximum vorticity 
due to tidal flow past the island. Hence, tidal currents in block T47 have a major controlling 
influence on the maintenance of the South Banks. 
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3. The Numerical Model and Baseline Results 

Bathymetry for the study region was digitised from Admiralty Charts and interpolated onto a 
model grid with a horizontal resolution of approximately 150 m, and with 6 terrain-following 
(sigma) layers in the vertical. The boundary conditions were extracted from a larger area 
model of the northwest European shelf seas which had a resolution of 1/6° longitude × 1/9° 
latitude. The 3D POLCOMS model [12] was applied to the Alderney model configuration 
over a spring-neap cycle, using the dominant semi-diurnal tidal constituents, M2 and S2, as 
boundary conditions. The model of the Alderney region was successfully validated in terms of 
the magnitude and phase of the M2 (lunar) and S2 (solar) elevations at three stations taken 
from the Admiralty tide tables, and for the magnitude and phase of tidal currents at the 
location of four tidal diamonds taken from the Admiralty Chart of the region. 
 
3.1. Baseline Results 
The model was applied initially to a natural baseline case, in order to understand the residual 
currents and sediment transport pathways in the absence of artificial energy extraction. The 
residual currents for a spring-neap cycle are plotted in Fig. 3. Clearly, there are two large 
residual eddies in the vicinity of Alderney: one due to the ebb currents and one due to the 
flood currents. The former eddy (to the south of Alderney) is approximately centered over the 
South Banks, confirming the convergent process which maintains this sand bank (Section 1). 
Taking a median sediment grain size of 300 μm (medium sand) as representative of the 
region, the residual sediment transport over a spring-neap cycle is shown in Fig. 4, based on 
calculations of the total load transport [6]. Although the residual sediment transport vectors 
are similar to the residual flow field (Fig. 3), there are distinct differences. In particular, the 
residual sediment transport to the east of Alderney is predominantly directed southwards, 
partially explaining why the dominant sand bank of the region forms to the south of Alderney, 
with no corresponding sand bank associated with the residual eddy to the north1. 
 

 
Fig. 3. Modelled residual tidal currents in the Alderney Race for baseline case (no artificial energy 
extraction). Contours are water depths (in metres) relative to mean sea level. For clarity, every third 
modelled vector has been plotted in both the x- and y-directions. 
 

                                                           
1 In addition, there is a distinct asymmetry in the ambient water depths to the north and south of Alderney. 
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Fig. 4. Residual sediment transport around Alderney for baseline case (no artificial energy 
extraction). Contours are water depths (in metres) relative to mean sea level. For clarity, every second 
modelled vector has been plotted in both the x- and y-directions. 
 
4. Energy Extraction 

A momentum sink was incorporated in the 3D POLCOMS model code, with turbine 
characteristics parameterised from an OpenHydro turbine (with a 15 m d iameter), the 
preferred technology supplier for Alderney Renewable Energy (ARE) 
(http://www.are.gb.com/technology-developers.php). Details of the OpenHydro power curve 
were taken from Bedard et al. [13], with a cut-in speed of 0.7 m/s, a rated power of 1.5 MW 
(at 2.57 m /s), and an assumed efficiency (at the point of extraction) of a constant 35%. 
Applying a minimum lateral spacing of 3 turbine widths and a minimum downstream spacing 
of 15 turbine widths to eliminate lateral and wake effects, respectively (e.g. [10]), a simple 
rectangular array of 200 OpenHydro devices (i.e. a 300 M W array) can easily be 
accommodated by each of the 1.85 × 1.85 km development blocks marked in Fig. 2. In this 
study, simulations were performed only for blocks T47 and T60. 

 
4.1. Energy Extraction Results 
The results are presented in this section as difference plots, i.e. the difference between each of 
the artificial energy extraction simulations minus the baseline simulation. In the region of 
energy extraction, the magnitude of mean velocity was reduced by around 0.05 m/s for each 
of the energy extraction scenarios (T47 and T60) (Fig. 5). The reduction in velocity was not 
localised to the turbine array, but extended a distance of up to 10 km from the array. Despite 
local reductions in the magnitude of velocity, the far-field velocity was increased by a similar 
magnitude (0.05 m/s), particularly to the northwest of Alderney. Changes to the sediment 
transport followed a similar pattern to velocity (Fig. 6). The instantaneous predictions of 
sediment transport were applied to a 2D continuity equation to predict the change in bed level 
over the 30 year life-cycle of a TEC device (Fig. 7). Again, the morphodynamic impact was 
non-localised, with bed level changes of about a metre occurring over a 30 year period. 
However, the most important result in terms of the main aim of this study is that a 300 MW 
TEC array would have a negligible impact on the morphodynamics of the South Banks, 
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maintained by recirculating tidal flows in the lee of the island. However, the morphodynamics 
of the region will be significantly altered by such large-scale exploitation of the tidal stream 
resource, and this effect will be evident up to 10 km from the point of extraction. 

 

 
Fig. 5. Change in the magnitude of velocity (in m/s) due to energy extraction, averaged over a spring-
neap cycle. Boxes show the limits of the TEC array for each case (T60 and T47). 

 

 
Fig. 6. Change in the magnitude of sediment transport for medium sand due to energy extraction, 
averaged over a spring-neap cycle. Boxes show the limits of the TEC array for each case (T60 and 
T47). 
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Fig. 7. Change in bed level (in metres) due to energy extraction, extrapolated to the 30-year life-cycle 
of a TEC device. Boxes show the limits of the TEC array for each case (T60 and T47). 
 
5. Discussion and Conclusions 

Strong tidal flow past islands and headlands leads to the generation of island wakes and 
headland eddies, and the formation of associated sand banks. Such strong tidal flows past 
islands and headlands are attractive regions in which to exploit the tidal stream resource. This 
study has demonstrated that despite extracting a relatively large amount of energy from the 
tidal streams in the vicinity of an island (a rated 300 M W TEC array), little change to the 
morphodynamics of the sand bank (formed by recirculating tidal currents in the lee of the 
island) occurs. This result is insensitive to the location of the TEC array in relation to the 
island. However, over the 30 year life-cycle of a T EC device, the morphodynamics of the 
surrounding region will change by up to a metre with such large-scale exploitation of the tidal 
stream resource. 
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Abstract: Little has been done to investigate the behaviour of Marine Current Energy Converters (MCECs) in 
unsteady flow caused by wave motion and yaw. The additional loading applied to the rotor through the action of 
waves and whilst operating at yaw could dictate the structural design of blades as well as the proximity to the 
water surface. The strongly bi-directional nature of the flow encountered at many tidal energy sites may lead to 
devices employing zero rotor yaw control. Subsequent reductions in device capital cost may outweigh reduced 
power production and increased dynamic loading for a rotor operating at yaw. The experiments presented in this 
paper were conducted using a 1/20th scale 3-bladed horizontal axis MCEC at a large towing tank facility. The 
turbine had the capability to measure thrust and torque via a custom waterproof dynamometer. A BEM (Blade 
Element Momentum) code developed within the university was modified to include wave and yaw, with a view 
to further understanding the primary loading upon the rotor and individual blades.  
 
Keywords: marine current energy converter, wave-current interaction, strain gauge, loading 

1. Introduction 

One of the enduring topics of interest in the field of coastal and offshore engineering is that of 
wave-current interactions and their effect on static and dynamic structures. The co-existence 
of waves and currents is a common feature in the marine environment [1]. Waves are strained 
and refracted by currents, causing exchanges of mass, momentum and energy to occur 
between the waves and mean flow [2]. The main energy in the coastal region can be attributed 
to tides, surges and wind waves. Interactions occur between these different ‘waves’ because 
the tides and surges change the mean water depth and current field experienced by the waves 
[3]. The usual approach to the interaction problem has been to ignore the interaction between 
waves and currents and simply add the two together (using their particle velocity vectors) so 
as to calculate the forces on a body [4].  
 
Marine Current Energy Converter (MCEC) technology is currently at the prototype stage 
where unique devices are being deployed at specific sites or marine energy testing centers. 
There is little detailed knowledge of the flow field properties at highly energetic tidal energy 
sites [5]. Generally peak flow speeds are measured but the effect of wave and bed generated 
turbulence is neglected. The effect this will have on MCECs is unclear, which may lead to 
prototype devices being installed at sheltered locations where these effects are minimised [5]. 
If this becomes a trend with developers it may result in reduced energy capture as blade 
diameters are constrained and potentially higher energy flows are not utilised. MCECs of a 
given rated power typically experience four times the thrust of a wind turbine of the same 
rated power, even though the MCEC will be significantly smaller in diameter. Thus it is 
expected that rotor loading and general structural integrity could be significant for MCEC 
devices. Therefore the need to quantitatively assess the blade/rotor loading caused by wave-
current interaction is clear. At present, few experimental wave-current studies have been 
conducted in the presence of MCECs. One particular study combined Blade Element 
Momentum (BEM) theory for wind turbines and linear wave theory to predict rotor torque 
and thrust and to assess the influence of waves on t he dynamic properties of bending 
moments at the root of rotor blades [6]. The outcomes were limited, particularly those for the 
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blade loading. In the field, research carried out at the European Marine Energy Centre showed 
that in a water depth of 45m, wave effects penetrated as far down as 15m whilst turbulence 
from the bottom boundary layer penetrated up as much as 17m. This resulted in 
approximately a third of the water column remaining relatively tranquil [7]. If blade loading 
in the more turbulent regions could be quantified then this may allow for greater energy 
capture from larger diameter rotors.  
 
2. Methodology 

2.1. Towing Tank Experiment 
The experiments presented in this paper were conducted in a wave/towing tank (60m long x 
3.7m wide x 1.8m deep). A 1/20th - scale tidal turbine model (see Fig.1) was equipped with 
the capability to measure rotor thrust and torque (utilising a waterproof dynamometer) and 
rate of rotation (via optical sensors). The parameters varied included: TSR (tip-speed-ratio), 
turbine yaw and turbine submergence depth. The blades utilised a NACA 48XX profile with 
varying thickness and twist along the chord length. The waves used had a height of 0.1m and 
a 1.34s intrinsic period; current speed was 0.9ms-1.  
 

 
Fig. 1.  Underwater photo of 1/20th scale tidal turbine model 

 
The design of the thrust-torque dynamometer utilised for this work is discussed previously [8] 
and was based on the extensive work carried out by Molland and Turnock [9] for their 
research on ship propellers. A wireless telemetry system located inside the turbine nacelle 
collected filtered and amplified signals from the strain gauges before data was conveyed 
above the waterline via a s ealed umbilical cable. The model turbine is a F roude scaled 
representation of a 16m diameter MCEC. The maximum scaled current speed would be 4m/s, 
which is significant for a suitable MCEC location; however it is significantly lower than the 
maximum current speed of 8.55m/s used in the experiments conducted by Barltrop [6]. High 
velocities tend to be used in turbine experiments because a low Reynolds number can degrade 
the dynamical properties of the airfoil and can be a source of irregularity between the 
experimental data and simulation data [6]. Laboratory experiments are useful for 
approximating these wave-current phenomena since little detailed knowledge exists for tidal 
energy sites since there has never before been the need for such data [5]. The problem is that 
the use of a towing tank results in no actual Doppler shift in the waves because there is no real 
current present (see section 2.2). More complex facilities such as a circulating water channel 
with wave-making facilities would be more representative; however depths would need to be 
at least 2m with the ability to generate waves from a range of directions relative to the current. 
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2.2. Numerical Model  
Numerical modelling has shown that the influence of waves complicates the flow with its 
influence being more than just adding turbulence. The dynamic part of the waves causes 
significant oscillations in the power and thrust, which in-turn influence the ‘quality’ of the 
electrical power production. High frequency oscillations (known as flicker) occur. It is 
thought that this flicker is caused by variations of the angle of attack under the influence of 
wave motion [10]. The nature of wave-current interaction is complex: If a current encounters 
a wave in the same flow direction, the wave height decreases with an increase in wavelength, 
whilst the current speed increases. The opposite is true if the current encounters a wave in the 
opposite flow direction [3]. 
 
A Doppler shift is observed when surface waves and current velocities interact. The primary 
effect of a current is to change the frequency of the waves due to a Doppler shift. The 
observed angular frequency, ω, of the ωaves in a frame of reference moving ωith the current, 
σ, the intrinsic angular frequency and the wave number, k, is given by:  
 
𝜔 = 𝜎 + 𝑘𝑈     (1) 
 
This relationship describes how the observed wave frequency reduces or increases based on 
current velocity. A Doppler shift is valid in the case of a constant current, but a more complex 
effect is noted in the case of sheared currents. Use of linear wave theory superimposed on a 
uniform current does not give a strictly accurate representation of wave-current interaction 
effects. It is however a straightforward approach and may yield adequate results for a MCEC. 
Linear wave theory has been found to be a f airly accurate representation of wave-current 
interaction in depths of water greater than 12.5m and with significant wave heights lower than 
5m for the purposes of dispersion [3].  
 

 
Fig. 2.  1st order wave-current interaction velocities as seen at individual blade elements over two 
revolutions. The left figure is for zero yaw, the right figure is for 15° yaw. The largest oscillations can 
be observed at the outer element i.e. at X=1, the tip of the blade (X = elemental radius/blade radius) 
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It is well known that BEM theory is commonly used by wind turbine designers for predicting 
loads and power outputs for wind turbines. Although this theory is readily applicable to 
MCECs there are some differences. Wind for example does not have a characteristic property 
that resembles wave-current interaction; therefore this must be taken into account when 
designing prototype MCECs. A BEM code has been modified to include the effect of 
monochromatic waves on a uniform current with the inclusion of yawed flow if desired. The 
model assumes that there is no distortion to the incoming flow field or lateral velocity 
variation and that rotor speed is constant. An example of the wave velocities observed at a 
single blade can be seen in Fig.2. These velocities are calculated using linear wave theory 
with a D oppler shift. Based on BEM geometry, these velocities are then calculated 
instantaneously at each blade element for a given TSR and yaw angle. This output then feeds 
directly into the BEM code (see Fig.3 for an outline of the numerical model). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Flow diagram for BEM numerical model showing the processes involved  
 
3. Results and Discussion 

The model MCEC (Fig.1) was used to acquire measurements of thrust, torque and rotor speed 
for both yawed and wave environments. Fig.4 shows the comparison between experimental 
data and numerical model for a yawed and un-yawed case. Blockage corrections by Barnsley 
and Wellicome [11] have been applied to the data. This is a requirement since measurements 
tend to be over predicted in relatively narrow channels (blockage is ~7%). Figures 5-8 are for 
a NACA 63-8XX blade, used for comparison with Bahaj et al. [12]. Results show good 
agreement, which when viewed alongside Fig.4, gives some confidence that the numerical 
model is valid. No figure is included to show the effect of waves on mean CP and CT because 
the resulting mean wave velocity at the rotor is approximately zero.  
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Fig. 4. Left: Power coefficient (CP) vs. TSR for 0° yaw and 15° yaw with experimental data included 
for comparison. Right: Thrust coefficient (CT) vs. TSR for respective yaw angles 
 
The effect of waves is pronounced when investigating the azimuthal variation of CP and CT 
however, and has serious implications for the fatigue loading of blades as shown in Figures 5 
and 6. A few of the parameters used in BEM are shown in these figures and the range over 
which they vary is represented by the plot line thickness. In Fig.5, the gradient of CP is 
calculated using several of the other variables shown in the figure, amongst others. At zero 
gradient, CP_MAX occurs at 85% blade radius, which is also the region of maximum power 
variation. This model assumes constant rotor speed which is unlikely to occur in reality. The 
variations seen in the angle of attack are likely to cause acceleration and deceleration of the 
rotor which may lead to a greater range of CP.  
 

 
Fig. 4.  Plots showing change in Alpha (angle of attack), CL (lift coeff’), CD (drag coeff’), AA (axial 
inflow factor), AT (tangential inflow factor), CP (power coeff’), CT (thrust coeff’), CX (axial force 
coeff’) across the blade span. Line thickness in each plot shows the effect of azimuthal variation. Only 
small waves are shown here. TSR = 6, Yaw = 0°    
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Fig. 5.  See Fig.5 for description. Small waves and 15° yaw are shown here. TSR = 6, Yaw = 15°    
 
This vindicates the concerns of flicker due to varying angle of attack (see section 2.2); since 
high frequency oscillations in voltage, caused by rapid changes in rotor speed, can lead to 
flicker in the power. 
 
When a turbine is yawed to the flow, both power and thrust are reduced (see Fig.4). This is 
only apparent above 7.5° yaw with an approximate 20% power reduction at 22.5° yaw [8]. 
This is a noticeable difference and is likely to be higher than the 20% suggested because the 
rotor experiences a reduced effective velocity in yawed flow, hence reduced TSR.  
 

 
Fig. 6.  Surface plots showing axial inflow factor and angle of attack from Fig.5 varying with blade 
radius and azimuth (3 revolutions)     
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Fig. 7.  Surface plots showing axial inflow factor and angle of attack from Fig.6 varying with blade 
radius and azimuth (3 revolutions) 
 
The inclusion of yaw dramatically increases the range over which some of the parameters 
vary (see Fig.6). CP in particular varies ~3 times more at 85% blade radius for 15° of yaw. 
Surface plots in Figures 7 and 8 have been included to show how the axial inflow factor and 
the angle of attack vary over 3 blade revolutions, with and without yaw (15°). It should be 
noted that in Fig.8, the waves have less influence than yaw in the power producing region of 
the blade. This is an important point because the yaw effect can easily be avoided with the use 
of a yaw drive. 
 
4. Further Work 

This research is ongoing and further work will include more detailed experiments including 
additional testing at yaw into waves and measurement of individual blade loading. When the 
effects of linear theory have been properly evaluated, the next phase of testing will be to 
verify findings using waves on a non-uniform current. Barltrop [6] showed that the bending 
moments at roots of MCEC blades were found to fluctuate significantly; 50% of the mean 
value for out-of-plane bending moments and 100% of the mean value for in-plane bending 
moments. This justifies the need for individual blade loading experiments. In addition, steeper 
waves were found to impose lower bending moments in both directions about the roots of the 
rotor blade. It should also be noted that the in-plane bending moment is affected by the 
gravity bending moment component, so a neutrally buoyant blade would be desirable, if not 
impractical for a small model. 
 
The BEM code will be expanded to describe the loading effects on a turbine blade in more 
detail. Further work will include modelling of blade acceleration, gravity effects and added 
mass, with a view to providing a model for fatigue analysis. This model could then be used 
for the design of optimised MCEC blades for tidal environments.   
 
5. Conclusions  

It has been demonstrated that waves are likely to have a detrimental impact on MCECs. This 
is not a significant problem in terms of power output, other than to further complicate the 
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power electronics required for smoothing the power/flicker. The main issue with wave-current 
interaction around a MCEC is the cyclic loading, which will likely result in accelerated 
fatigue to the rotor and blades. This is particularly evident in the axial flow direction. Another 
important consideration is whether a r otor yaw drive is required at any specific tidal site. 
Large amounts of directional swing will occur around headlands and can cause a significant 
reduction in power and increase in dynamic loading if a yaw drive is omitted. The continuing 
work presented in this paper will eventually assist in the structural design of MCEC rotor 
blades, quantify the loading effects caused by waves and maximise rotor diameter to achieve a 
robust, high energy yield device.  
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Abstract: This study focuses on far-field hydro-environmental impacts of turbine arrays, with different shapes 
located in the Severn Estuary and Bristol Channel, UK, using a dynamically linked 1-D/2-D hydro-
environmental model. The estuary, including the Bristol Channel, is approximately 200 km long and has the 
third highest rise and fall of tide in the world, with typical spring tidal range of over 14 m, whilst the spring tidal 
currents in the estuary are well in excess of 2 m/s. There are a number of tidal renewable energy options being 
considered around the Severn Estuary, including but not limited to: tidal stream turbines, offshore tidal 
impoundments and a barrage - at various locations. The model was used to predict the hydrodynamic, sediment 
transport and water quality processes as well as power output predictions. In order to simulate the impact of the 
tidal stream turbines, the model was refined and the turbines were included as momentum sinks in the 
momentum equation. 
 
This study shows that the impact of the arrays on the water levels was negligible. However, the impact on 
velocities was more significant and the flow was retarded both upstream and downstream of the arrays, whilst it 
was faster on the side of the arrays. It was found that changes in the suspended sediment concentrations did not 
follow a simple pattern and that more detailed model studies are required to achieve a better understanding of 
this process. Finally, it was found that the power generated was dependent on the array layouts with the power 
output of different arrays used in this study varied by up to 20%. 
 
Keywords: Marine renewable energy, Hydro-environmental modelling, Tidal stream turbines, Severn Estuary 
and Bristol Channel. 

1. Introduction 

The European Union have introduced targets among member states to increase the share of 
renewable energy in the overall energy consumption to 20% of total energy budget by 2020, 
this is almost three times the levels of 2008. Amongst the different types of renewable energy, 
marine renewable energy is an emerging energy sector with a bright future. Tidal devices and, 
in particular, tidal stream turbines have attracted considerable interest in recent years, due to 
the vast resources available in parts of the EU, modularity, minimal visual impact and their 
predictable energy generation.  
 
As for many other emerging renewable schemes, the environmental impacts of tidal stream 
turbines are not clear and therefore need to be investigated before considering any site for 
deployment of such turbines. Although every single tidal stream device has a small footprint, 
the overall impact of an array of turbines can only be investigated by considering the scale of 
the array. 
 
This study focuses on hydro-environmental modelling of different arrays of turbines and 
investigating the impact of the shape and density of the arrays on the flow, water levels, 
sediment transport and faecal bacteria concentrations as well as the energy output. The site 
selected for this study is the Severn Estuary and Bristol Channel, UK (shown in Fig. 1), which 
has the third largest tidal range in the world with typical spring and neap tidal ranges peaking 
at over 14 m and 7 m respectively, and the spring tidal currents are well in the excess of 2m/s. 
The site is one of the most attractive sites for marine renewable energy schemes and a number 
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of schemes, including several barrages sites, lagoons and stream turbines have been proposed 
for the area. 
 

 
Fig 1.  The model domain extent and validation sites. Site A: Southerndown Site, B: Minehead Site 
(Source: Yang et al. 1) 
 

2. Hydro-Environmental Modelling Methodology 

The dynamically linked DIVAST (Depth Integrated Velocities And Solute Transport) and 
FASTER (Flow And Solute Transport in Estuaries and Rivers) models were implemented to 
model the hydro-environmental impacts of the stream turbines. The modelling domain was 
extended from the outer Bristol Channel, close to Lundy Island (where an imaginary line 
between Milford Haven and Hartland Head can be drawn) at the western end of the domain to 
Gloucester at the eastern extremity (Fig. 1). Both, DIVAST and FASTER models are based 
on a finite difference alternating direction implicit solution of the Reynolds Averaged Navier-
Stokes equations and the solute transport equation in 2D and 1D, for the hydrodynamic, 
sediment transport and water quality process predictions respectively2. The solute/sediment 
concentrations were calculated considering the effects of dispersion, diffusion, decay, 
adsorption and desorption as well as deposition and erosion.  
  
The 2D downstream boundary was a water level boundary and the water level values for the 
simulation period at this location were obtained from the Proudman Oceanographic 
Laboratory (POL) Irish Sea model. Since this boundary was so far seawards of the region of 
interest, the concentrations of faecal indicator organisms were set to zero along the 
downstream boundary. The 2D upstream boundary was a flow boundary, flow and all the 
water quality indicators were dynamically transferred through the 1D-2D link. A flow rate 
varying between 60m3/s and 106 m3/s was used as a 1-D upstream model boundary condition, 
at Gloucester. The downstream boundary of the 1D model, located close to the Severn Bridge, 
was specified as a water level boundary and the values of the water levels were acquired from 
the 2D model. A structured 200×200 m2 grid was used for the 2D model while the 1D model 
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was consisted of four reaches and two junctions with an average distance between the two 
consecutive cross-sections being approximately 240 m. 
 
2.1. Governing Equation 
Only the 2D model governing equations are briefly explained in this section, for more 
information on the 2D and 1D models refer to: Falconer3 and Kashfipour4. The 2D 
hydrodynamic equations used in this model are based on the depth-integrated three-
dimensional Reynolds equations for incompressible and unsteady turbulent flows. Also, the 
effects of the bottom friction, wind shear and the earth’s rotation are included to give for the 
x-direction5: 
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where qx, qy = discharges per unit width in the x, y directions (m2 s-1), ζ = water surface 

elevation above datum (m), H = total water depth (m), β = momentum correction factor for 
non-uniform vertical velocity profile, f = Coriolis parameter (rad s-1), g = gravitational 

acceleration (ms-2), τxw, τxb = surface and bed shear stress components respectively in the x-

direction (N m-2), and ε = depth averaged eddy viscosity.  The equation for the y-direction can 
be written similarly to that given for the x-direction (i.e. equation (2)).   

 
The 2D advective-diffusion equation for predicting solute transport is acquired by integrating 
the 3D solute mass balance equation over the depth, giving: 
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where φ = depth averaged concentration (unit/volume) or temperature (°C), H = total water 
depth (m) and ΣΦ = total depth average concentration of the source or sink solute. The 
bacteria decay can be modelled using a first order decay formulation according to Chick's 
Law6 and given as: 
 

KC
dt
dC

−=     (4)

  
where K = decay coefficient, generally expressed in units of day-1; t = time (s-1) and C = 
bacterial concentration, expressed herein as Colony-Forming Units (CFU) per 100ml.   
 
Some researches have shown that the concentration of Faecal Indicator Bacteria (FIB) on bed 
sediments can be 100-2000 times higher than the concentrations within the water column7, 8, 9. 
This suggests that the sediment re-suspension or deposition can increase or decrease the 
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bacteria levels, respectively. This emphasises the importance of including the interaction of 
sediment and bacteria while predicting the bacteria concentration. Hence, to model the 
bacteria processes more realistically, the interaction of the sediment and bacteria has been 
included in the model as outlined in: Stapleton et al.10, 11, Yang et al.1 and Ahmadian et al.12. 
 
2.2. Model Calibration and Validation 
The model predictions were initially calibrated using Admiralty Chart data and finally the 
field data collected by Stapleton et al. 10, 11 at two locations at two sites (shown in Fig. 1) were 
used to validate the model predictions. The model predictions showed good agreement with 
the validation data, more information regarding the model validation can be found in 
Ahmadian et al.12. Typical comparisons between the measured and predicted water elevations, 
current speeds, sediment fluxes and faecal bacteria concentrations are shown in Fig. 2 and 
Fig. 3 respectively.  
 

 
                                   
Fig 2.  Comparison of predicted and measured water elevations (left) and current speeds (right) at 
Minehead (site B) 
 

 

Fig 3. Comparison of predicted and m easured suspended sediment concentrations (left) and 
enterococci concentrations (right) at Southerndown (Site A) 
 
2.3. Turbines Modelling 
Using the same analogy as used for wind turbines, the energy flux available for a turbine is 13: 
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3

2

1 AUCP p ρ=     (5)

  
where P  = energy flux (W m-2), ρ = water density (kg m-3), A = area of the control volume 
(m2), U = component of the water flow velocity perpendicular to the cross-section of the 
channel (ms-1) and Cp = power coefficient. Energy extraction by turbines, consequently, 
causes a thrust force (T) induced on the turbine in the direction of flow and can be calculated 
as 13: 
 

2

2

1 AUCT T ρ=     (6)

  
where CT = thrust coefficient. It is shown that both the power and thrust coefficients are 
related to the hub pitch and varies with the Tip Speed Ratio (TSR)13. In this study, the 
momentum equation (Eq. 2) was modified to include the impact of the turbines.  
 
3. Modelling Results 

The model was then applied to three imaginary arrays of turbines in the Severn Estuary and 
Bristol Channel (illustrated in Fig. 4), and the impacts of the arrays on water levels, current 
speed, sediment transport and faecal bacteria levels were investigated. These arrays are 
arbitrary and were chosen purely for the model demonstration purposes and none of the 
protocols required for a site selected for deployment of turbines14 have been taken into 
account in selecting these sites. It was assumed that the same number of turbineswere 
deployed in each formation. Formations a and b occupied the same area and consequently, 
have the same number of turbines per unit area, which will be referred to as the array density 
in this paper, while the density of the formation c is more than 10 times less than the 
formations a and b.  

 
Figure 4: Array Formations 
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      (i) 

    (ii) 

   (iii) 

    (iv) 
Figure5: Comparison of the velocities across the estuary without (i) and w ith different array 
formations; “formation a”(ii), “formation b”(iii) and “formation c”(iv) at mean flood at Barry (red 
dot) 
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The current speeds in the estuary at mean flood at Barry (red dot) before including the arrays 
and with the different arrays are shown in Fig. 5. Although, in this study it was assumed that 
the turbines can rotate to face the flow and subsequently the flow speed is equal to the 
effective velocity on the turbine, it can be seen that arrays with the same density but different 
orientations can impact the flow differently. It can also be seen that the arrays with a smaller 
density would change the currents to a much lesser extent while the average electricity 
generated by each turbine in this array can be up to 50% more than the average electricity 
generated by the turbines in the denser arrays. It was also found that the arrays would not 
change the water levels noticeably, however, as a result of changes in the currents sediment 
transport the faecal bacteria levels would be altered. These results are not shown here in the 
interest of space, however, publication of results will follow. 
 
4. Conclusions 

The dynamically linked 1-D/2-D hydro-environmental model of the Severn Estuary and 
Bristol Channel has been refined to assess the hydro-environmental impacts of an arbitrary 
array of tidal stream turbines by including the turbines as momentum sinks in the momentum 
equation. The model without the turbines was first calibrated and then was validated against 
field data. 
 
The model was used to study the hydro-environmental far-field impacts of different shapes of 
an array of tidal turbines and the electricity generated. It was found that the impact of any 
formation of the arrays on the water levels were negligible. However, the impacts on 
velocities were more significant and the flow was retarded both upstream and downstream of 
the arrays, while it was faster on the side of the arrays. Although, this pattern was consistent 
for all the arrays, the extent of changes in the velocity was different regarding to the array 
formation. These changes were less significant for a less dense array (formation c), however, 
the average electricity generated by each turbine in this array was up to 50% more than the 
average electricity generated by the turbines in the denser arrays. Finally it was also found 
that the changes in the sediment and faecal bacteria levels were higher in the denser arrays. 
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Abstract: The installation of arrays and farms is the next major step in the development of tidal energy 
converters. Many tidal farms are currently in the process of development. A number of studies have also 
identified potentially lucrative sites for future farm and array development elsewhere. In some of these sites, the 
flow velocities can at least in part be attributed to the presence of constraining landmasses and the resultant 
splitting of channels into two or more sub channels. Given the cubic relationship between flow velocity and 
kinetic energy flux, even modest acceleration in these areas can cause a considerable increase the potential 
power available. 
The analysis in this paper investigates flow acceleration effects in a split tidal channel due to the presence of 
tidal turbine arrays. As well as their presence, the effect of changing lateral and longitudinal position of the array 
and number of turbines in the array was also examined. Results show that flow acceleration of up to 14% can 
occur in an empty channel due to the presence of tidal arrays. This could potentially have major implications for 
tidal farm design in areas where channels branch into multiple sub channels. 
 
Keywords: Split tidal channel, Obstruction, Actuator fences, Flow acceleration, Acoustic Doppler velocimeter. 

1. Introduction 

Studies have shown that the presence of tidal turbine arrays in any channel has the potential to 
have a significant effect of the surrounding flow environment [1]. They will also impact 
human activities such as shipping and sensitive environmental processes such as sediment 
transport, shore erosion and fish migration. Many areas worldwide in which split tidal 
channels are present have been identified as having high potential tidal energy resources. 
Examples include the Sound of Islay, Scotland, UK [2], Bay of Fundy, Canada [3] and Puget 
Sound, Washington, USA [4]. In areas such as these, aforementioned effects are likely to be 
greater, as placing turbines in one sub channel may alter the flow in some or all other sub 
channels. While many of these effects will obviously depend on the bathymetry of the site in 
question, there will undoubtedly be many generic effects which will be common to all sites of 
this kind. 
 
This paper outlines the methods and results of experimentation carried out to examine some 
of the effects of tidal turbine arrays located in split tidal channels. Experimentation was 
carried out in the University of Southampton Chilworth hydraulics laboratory using a 
circulating water channel, actuator fences and acoustic Doppler velocimeters (ADV). The 
hypothetical site investigated was a simple channel which splits into two equally sized sub 
channels due to the presence of an impenetrable landmass between them. One of the sub 
channels had a tidal array installed, while the other was left empty. The resultant flow velocity 
in the empty sub channel was compared to the natural flow velocity to determine the 
percentage increase which resulted due to energy extraction.  
 
2. Review of previous studies 

Despite the high velocity magnitudes present in areas of split tidal channels, there is 
considerable variability in the bathymetry and hydrodynamic environment from site to site. 
This makes these areas much more complex to analyse from a resource assessment and 
environmental impact point of view. Also unlike single channel areas, it can be very difficult 
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to determine theoretical expressions which will be applicable to all sites. One study which 
aimed to develop such theoretical expressions is outlined in [5]. The paper presents the case 
of a simple channel connected to two infinite oceans, and divided into two equal sub channels 
by an island in the centre. One sub channel has energy extracted by tidal energy converters, 
while the other is left empty. The authors derive expressions for power extracted by turbines 
and total fluid power as functions of head drop across the turbines and head drop across the 
entire channel between the two oceans respectively. The authors conclude that a maximum of 
38.49% of total fluid power can be extracted, a figure which agrees with estimates for 
efficiency developed from single channel extraction theory developed by Garrett and 
Cummins in [6]. 
 
A site specific analysis of an area known as Johnstone Strait was carried out in [7]. The 
Johnstone Strait region consists of a number of sub channels, and the authors used both 
analytical methods developed by Garrett and Cummins [6] and a numerical model to examine 
the maximum power extracted by turbines in a total of four different sub channels. The 
authors found that their numerical model agreed reasonably well with the analytical theory 
developed in [8] for two particular cases. However for the other two investigated instances, 
theory was not valid, as the theory developed is only valid for instances where the flow of 
water cannot be diverted away from the sub channels where tidal turbines are installed [7]. 
Further analysis also examined some effects to the hydrodynamic environment by comparing 
natural tidal heights and amplitudes with those observed following energy extraction. 
  
These studies use different methods of accounting for the presence of turbines, with [5] using 
head loss coefficients to calculate head drops and resultant power values, and [7] increasing 
natural bottom friction coefficient to include the effects of turbines presence. However 
undoubtedly the biggest difference is that [7] acknowledges the effects of energy extraction in 
different areas on the surrounding area, and attempts to quantify it briefly by examining 
changes to tidal amplitude and height. While [5] estimates high possible extractable power for 
an area of Johnstone Strait, there is no way for a potential developer to determine whether the 
changes to the surrounding hydrodynamic environment will render extraction of this energy 
unacceptable from an environmental point of view. 
 
In contrast to both of these studies, the far field effects of tidal energy extraction was the sole 
subject of investigation in an analysis of four different tidal site configurations carried out in 
[8]. The four types of channel networks investigated were: 
(a): A single constriction, which is a simple narrowing of a tidal channel. 
(b): A multiply connected network, where flow is diverted from one channel into two sub 
channels, each of which contains a single constriction, and which meet again later in the flow. 
(c): A branching network, where flow is diverted from one channel into two sub channels 
each of which contains a constriction. However these sub channels do not meet later in the 
flow. 
(d): Serial constrictions, where a single channel contains a number of areas where 
constrictions are present. 
 
Analytical methods were used to examine far field effects included shallow water equations, 
the conservation of mass and the conservation of energy. Results found that the largest tidal 
amplitude changes occur in the Branching network, biggest changes in kinetic power density 
occurring in the multiply connected network and changes to transport amplitude and frictional 
power dissipation approximately equal in all cases. 
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These three investigations all contain elements of resource assessment which are crucial to the 
process of designing and installing a tidal turbine farm. However all rely solely on analytical 
and numerical models and no experimental results are present in these analyses. Section 3 
outlines the methodology and reasoning for experimentation carried out to examine the 
changes to the hydrodynamic environment of a network of channels due to the presence of 
tidal energy converters. It is hoped that this analysis will further aid in the exploitation of the 
maximum potential energy in these sites with minimal and justifiable environmental effects. 
 
3. Experimental method 

3.1. Flume setup 
The experimentation for this investigation was carried out in the indoor flume of the 
University of Southampton Chilworth hydraulics laboratory. The flume is a conventional 
gravity fed flume, with water pumped from sumps and through a flow channel, and mass flow 
rate, depth and flow velocity magnitude controlled via valves and a tail gate. The working 
section is 21m in length, 1.37m wide with a maximum flow depth of 0.5m. A 100mm wide 
dividing wall was placed along the streamwise centerline of the flume over a length of 4m 
(Fig. 1). The wall was placed between 8.5m and 12.5m from the inlet of the 21m channel. 
This split the flow into two hypothetical sub channels in a similar fashion to an impenetrable 
landmass in a real tidal channel. 
 
3.2. Turbine array simulation 
Tidal turbine arrays were represented in the Chilworth flume using porous actuator fences. 
The porous actuator fence is a convenient alternative to rotating turbines in the analysis of 
tidal farms and arrays. The main difference between fences and turbines is opposed to 
extracting kinetic energy from a fluid, actuator fences convert this energy to small scale 
turbulence in their wake. Other differences include the inability of fences to induce swirl 
effects in the flow and the differences in the structure of vortices shed from both. These 
factors mean that actuator fences are unsuitable for examining farm or array power output or 
the structure of the near wake of tidal arrays.  
 
However analysis in [9] has shown that they are highly accurate in predicting the far wake 
effects of tidal turbine farms, which are likely to impact on farm layout and surrounding flow 
environment. Actuator fences also have the advantage of being easier and cheaper to construct 
than turbines. They are also advantageous for numerical modeling, as CFD simulations with 
actuator fences can be run in steady state as opposed to unsteady state for rotating turbines, 
and also require much less complex meshes. 
Two actuator fences were used in this analysis. They were created from 300mm wide and 
100mm high sheets of PVC with a thickness of 4mm. Holes were drilled in the sheets to 
achieve the desired open to total area ratio’s (porosities). 
 
3.3. Flow velocity magnitude measurements 
All flow velocity measurements were taken using an acoustic Doppler velocimeter (ADV). 
The instrument used for this work was set to sample at 50Hz, just below the noise floor. The 
sample volume is cylindrical with a fixed diameter of 6mm. the volume height is user-defined 
and was chosen to be 3mm. Larger sample volumes will intercept more suspended matter in 
the water leading to stronger acoustic return signals and greater accuracy. However this can 
be negated as velocity shear between the top and bottom of the sample volume can lead to 
inaccuracies. Due to the high levels of suspended matter in the Chilworth flume, no doubt 
arising from being located in a hard water area, the signal strengths were found to be very 
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strong. With the water depth set to 0.3m the sample height represented 1% of the depth thus 
ensuring that velocity shear was minimal across measurement volume.  To eliminate any 
errors which may have occurred due to random velocity fluctuations, the data were filtered 
subsequent to experimentation. The method used in this instance was the velocity correlation 
filter outlined in [10]. Other filtering methods determine the criteria upon whether a 
measurement is invalid on the basis of the relationship between successive measurements. 
These methods would be unsuitable for this analysis, as groups of random fluctuations are 
likely to exist due to the turbulent nature of the flow downstream of the actuator fences. The 
velocity correlation filter is more suitable to the present study as the criteria for determining 
the validity of a measurement is calculated based on its relationship to all velocity 
measurements in the sample. 
 

 
Fig.1. Front and rear of split mechanism in Chilworth channel. 
 
3.4. Base flow map and actuator fence positioning 
3.4.1. Analysis of natural flow environment 
Initial flow mapping work was conducted in the absence of actuator fences in order to 
quantify the baseline flow environment with the split present. The depth was set to 0.3m and 
the depth-averaged flow velocity was approximately 0.3m/s. Comprehensive flow velocity 
measurements were taken laterally (cross-flume) and throughout the depth upstream of the 
wall split, and also in the sub channels on both sides of the wall. This velocity deficit would 
be able to give a measure of the extent to which the flow slowed down or accelerated due to 
the presence and various positions of actuator fences and is given by the expression: 
 

1 w
deficit

o

U
U

U
= −    (1) 

 
Where Udeficit is the velocity deficit, Uw is the velocity at a specific point in the wake of the 
disk and Uo is the natural freestream flow velocity at this specific point.  
 
3.4.2. Wake mapping of actuator fences 
An actuator fence with porosity (ratio of open to total area) of 0.38 was placed in the centre of 
one of the sub channels at a distance of 0.4m downstream of the front of the split, which was 
also 8.9m from the inlet of the flume. This setup is displayed graphically in Fig. 2. Flow 
velocity measurements were then taken in both sub channels. The first position to be 
measured was 3 fence diameters downstream of the fence and up to 21 diameters downstream 
of it in increments of 3 diameters. For each downstream position, several lateral positions 
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were taken, while for each lateral position, 8 flow depths in increments of 30mm depth were 
taken. A similar analysis was carried out for the case of two actuator fences being present in a 
single sub channel. In this case two fences of porosity 0.38 and 0.4 were placed alongside 
each other. This case represented a very high blockage ratio, as the total width of the sub 
channel was approximately 635mm and the width of the two fences combined was 600mm. 
Once again the wake was examined by taking flow velocity measurements at several positions 
downstream of the fences, in both channels, using the ADV.  
 

 
Fig.2. Plan view of Chilworth channel with porous actuator fence and split present (all dimensions in 
mm) 
 
3.4.3. Flow acceleration analysis 
As well as wake mapping in both channels, flow acceleration effects in the empty sub channel 
were examined. ADV’s were positioned at two lateral points in the empty channel at a 
distance of 0.4m from the front of the wall split, or 8.9m from the inlet to the channel (Fig. 3). 
In the case of a sub channel with a single fence, a fence of porosity 0.4 was used. The fence 
was placed in 3 lateral positions, with the centre of the fence being positioned 180mm, 
320mm and 460mm from the sidewall of the flume. For each of these lateral positions, the 
fence was also placed in the same downstream position as the front of the split, and was then 
moved gradually back in 100mm increments to 500mm downstream of the front of the split, 
then in 200mm increments up to 2000mm downstream. For each of these fence positions, the 
ADV recorded the flow velocity magnitude at the aforementioned points in the empty sub 
channel. Similar analysis was carried out for the case of a sub channel with two actuator 
fences present. Due to the fences occupying the vast majority of the width of the channel, 
changes to lateral position were not examined. Instead only the changes to the downstream 
positions were examined exactly as described for the case of a single fence. The high 
blockage ratio also meant that flow acceleration effects were anticipated. 
  

 
Fig.3: Diagram of Chilworth flume setup indicating location of split, measurement points in empty 
channel (indicated in red) and points where fence centre is located (indicated in green).  
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4. Results and discussion 

 
Fig.4. Contour plots showing velocity deficit variations in empty sub channel downstream of single 
0.38 porosity fence (top) and downstream of 0.38 and 0.4 porosity fence (bottom). 
 
Figure 4 shows the results of the wake mapping analysis of the areas downstream of both the 
single fence (top figure) and two fences (bottom figure), as discussed in section 3.4.2. These 
plots show that some flow acceleration is present in both cases, but also that it is much greater 
when two fences are present in the opposite channel. Velocity deficit values are zero or very 
close to zero in the top figure, while they approach values of -0.15 in the bottom figure. 
 
Figures 5 and 6 show the results of the flow acceleration analysis outlined in section 3.4.3. 
These also demonstrate the presence of flow acceleration due to the presence of fences in the 
opposite channel. In the case of a single fence in figure 5, there is no immediately apparent 
definite pattern or relationship between fence position, both laterally and in the downstream 
direction, and the percentage increase in freestream velocity magnitude. There is only a small 
difference between the readings given by the ADV positioned at 870mm from the sidewall 
(left) and that positioned 1100mm from the sidewall (right). Despite this lack of any definite 
relationship, it should be noted that the flow acceleration is quite small in itself, being 7% or 
less. Also the Chilworth flume has a variation in flow velocity at any point of approximately 
between 1% and 2% for any flow rate. For such small changes to flow, a lack of any definite 
relationship between the investigated parameters is not an unexpected result. 
 
Much higher flow acceleration is observed from the results for the case of two actuator fences 
as displayed in figure 6. The scatter plot shows flow acceleration of between 8% and 14%. 
14% flow acceleration is a potentially significant result from a tidal farm perspective. If the 
installation of more tidal converters in this empty channel could be justified both 
economically and environmentally, there is potential for up to 48% more power to be  
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Fig.5. Flow acceleration in empty sub channel at lateral positions of 870mm (left) and 1120mm (right) 
due to movement of single actuator fence in opposite channel. 
 

 
Fig.6. Flow acceleration in empty sub channel at lateral positions of 870mm (left) and 1120mm (right) 
due to movement of two side by side actuator fences in opposite channel. 
 
extracted than without arrays in the other sub channel. However this would obviously be 
dependent on other factors such as internal turbine efficiency. It is also interesting to note 
from the scatter plots that the percentage acceleration is higher closer to the split than further 
laterally along the channel. This only occurs for the case of two fences. This might suggest 
that the presence of a greater number of turbines in an array may cause the flow to diverge 
further upstream than smaller arrays. Nearer to the split, there is also some reduction in flow 
acceleration as the array is moved further back from the split. This is another result which 
does not appear to happen further laterally across the channel. This may suggest that the flow 
is steadier and developed further away from the split, and that changes to longitudinal 
positioning of the array may only affect flow velocities in certain regions of the empty sub 
channel. 
 
5. Conclusions and future work 

The single actuator fence in this analysis occupied approximately 1/6th of the total area of one 
sub channel (1/3rd of the depth and ½ of the width), and resulted in relatively low flow 
acceleration. There was also no obvious relationship between acceleration and either 
longitudinal or lateral position. In contrast, two actuator fences occupying 1/3rd of the total 
area resulted in much higher acceleration, in some cases up to 14%, with some dependence on 
longitudinal position apparent. These results suggest that total area blocked by turbines in a 
sub channel has implications for flow acceleration effects. Future work will examine this 
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relationship between acceleration and blockage by using different sized actuator fences in one 
sub channel. 
 
Higher flow acceleration in the region closer to the split also suggests that the initiation of 
flow divergence between the two sub channels may be dependent on the area blocked in one 
sub channel. Future work will examine the area upstream of the front of the tidal split in an 
attempt to determine at what point flow divergence begins and how dependent is the point of 
flow divergence on the area occupied by turbines. Results also show that high flow 
acceleration still occurs even when the actuator fences are a relatively large distance 
downstream of the front of the split. Future experimentation will attempt to determine at what 
array position downstream of the split flow acceleration will no longer exist.   
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Abstract: This paper presents findings from an experimental study investigating the downstream wake response 
from marine current energy convertors operating in various degrees of vertical flow constraint. The paper 
investigates deep vertically unconstrained sites, mid-depth sites and there is a particular emphasis on shallow 
tidal stream sites. Shallow tidal resources could be utilised for the deployment of first generation farms. The 
nature of the downstream wake flow will be a critical factor when determining the farm layout and the wake 
length is heavily influenced by the flow depth or ratio of rotor diameter to flow depth. A porous actuator disk is 
used to model the marine current energy convertor and an Acoustic Doppler Velocimeter is used to map the 
downstream wake. Linear scaling of length ratios suggests mid depth sites of 30-50m will produce the shortest 
wake lengths and for deeper and shallower sites the wake length increases. It is hoped that these relationships 
between vertical flow constraint and wake length will help with the layout design of tidal stream farms. 
 
Keywords: wake, vertical flow constraint, shallow tidal flows, farms. 

Nomenclature 

Ct thrust coefficient 
Udef velocity deficit ...................................... m⋅s-1 
Uw wake velocity........................................ m⋅s-1 
Uo free-stream velocity at hub height ....... m⋅s-1 
I turbulence intensity.................................. % 

U  Mean velocity of sample ...................... m⋅s-1 
D actuator disk diameter .............................. m 
u downstream velocity component ......... m⋅s-1 
v lateral velocity component .................. m⋅s-1 
w vertical velocity component ................. m⋅s-1 

 
1. Introduction 

Shallow tidal flows hold a number of advantages for first generation tidal stream farms. 
Shallow flows, of depths less than 20m, often have a reduced cross-sectional area suitable for 
energy extraction compared with deeper channels, but they also have other benefits including 
close proximity to the shore with many sites situated away from shipping channels. This 
could make construction and grid connection both easier and more economically feasible. Fig. 
1 presents results showing potential sites for device deployments in shallow tidal flows in the 
UK. The data for bathymetry and mean spring peak velocities was obtained from the BWEA 
“Marine Energy Resource Atlas” [1] and the layers were manipulated using geographic 
information system (GIS) software. The highlighted areas show sites with depths between 10-
20m and spring peak velocities of greater than 1.5m/s. 
   
When deploying a farm of Marine Current Energy Converters (MCECs), the nature of the 
downstream wake flow will be a critical factor when determining the farm layout and packing 
density. It is known that the wake length is heavily influenced by the flow depth or the degree 
of vertical flow constraint. This paper presents experimental findings of the flow fields around 
scale MCEC simulators operating in a circulating flume at varying depths to represent the 
range of depths present at the many sites suitable for MCEC deployment. Examples of 
shallow tidal sites include; the Bristol Channel, the Humber Estuary and areas around the 
Channel Islands (see Fig. 1). Deeper flows exist in the Pentland Firth and in various locations 
around the West of Scotland.  
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Previous work presented by Myers et al. [2] concluded that MCECs operating in shallow fast-
moving flow regimes will see a difference in the downstream flow field compared with 
devices installed in deeper water. It was stated that the effects of sea bed proximity have 
shown that wake recovery is not as favourable when the flow field is very deep beneath the 
rotor disk. This is due to reduced shear forces and lack of accelerated flow generated by the 
close proximity of the sea bed and surface that serve to drive wake dissipation. This paper 
presents work developed from the previous study [2] to further investigate the effects of 
vertical flow confinement on the downstream wake development of MCECs. A thorough 
understanding of wake development is critical for the optimisation of the downstream device 
spacing in tidal stream farms. Minimising the downstream spacing will enable a higher farm 
device density and hence higher yields from a specific site.  
 
For a multiple-row MCEC array, longitudinal spacing of devices is expected to be great 
enough to ensure that downstream devices have an incoming flow regime (and hence power 
production) that is comparable to devices located upstream. However, at spatially constrained 
sites this approach to spacing may be tightened in order to increase energy capture per surface 
area of the site and to reduce electrical connection costs. It is postulated that there may be an 
optimum device height to flow depth ratio that will lead to the minimisation of downstream 
wake length. For sites that are deeper or shallower than this optimum depth range, the 
downstream wake length is expected to increase. Whilst an explanation has been provided for 
deeper flows [2] it is expected that in a very shallow flow vertical blockage is high and flow 
acceleration above and below the MCEC will be restricted. Both of these factors are expected 
to result in reduced mixing between the wake and ambient flow thus increasing wake length.  

 
Fig. 1  Potential UK first generation shallow tidal flow sites, not to scale. 
 
2. Methodology 

In order to conduct the testing at a reasonable scale a porous mesh disk was used to model a 
horizontal axis turbine (often referred to as actuator disks). Actuators are now an accepted 
method for modelling MCECs and have been extensively used for horizontal axis turbines, 
but the method could equally be used to model vertical axis and oscillating hydrofoil devices. 
Actuator and momentum theory is discussed extensively by Burton et al. [3]. Work 
concerning the use of small scale actuator disks for the representation of far wake conditions 
has been addressed by a number of authors for both wind and tidal energy applications [4,5] . 
The principle difference between flow fields around actuators and full scale MCECs is the 
representation of the near wake and these differences are generally known to dissipate in less 
than four rotor diameters downstream [6,7]. 
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For this work the principle parameters that require replication from large to small scale are 
[2]: 

a) Device thrust force controlled through the level of actuator disk porosity (ratio of open 
to closed area). 

b) Linear scaling of length ratios such as disk diameter to water depth and channel width. 
c) Replication of ambient flow field conditions such as Froude number, vertical velocity 

profile and turbulence intensities. Full-scale and model Reynolds numbers cannot 
achieve parity at small scale but should lie within the turbulent classification. 

 
Testing was conducted at a scale of 1:100 using actuator disks of 0.1m diameter. The porous 
actuator’s impedance was specified using an empirical relationship between thrust coefficient 
(Ct) and plate porosity. This relationship was developed from a combination of experimental 
findings from the University of Southampton and from equations presented by Whelan et al. 
[8]. The actuator disk used is of the same porosity as that used in Myers et al. [2].  
   
The actuator disk was mounted on a thin stainless steel support arm which made up part of a 
pivot arrangement to magnify the small thrust forces on the actuator disk. The rig can be seen 
in Fig. 2, a 10N button load cell was used to measure the total thrust force.  
 
Shallow-depth experiments were conducted in 
the tilting flume at the Chilworth hydraulics 
laboratory, University of Southampton, UK. 
The working section of this flume is 21m in 
length, 1.37m wide and a maximum depth of 
0.4m for steady operation.  
 
The vertically unconstrained results which 
were used to compare with the constrained 
tests were presented by Myers et al. [2] and 
were conducted in the IFERMER circulating 
channel, Boulogne sur Mer, France. The 
channel has a working section of 18m in 
length, 4m wide and 2m deep. The downstream wake was mapped using a high frequency 
Acoustic Doppler Velocimeter (ADV). Operational issues and the accuracy of ADVs have 
been addressed at length in many publications [9-11]. The ADV was set to sample at 50Hz. 
For each data point 7500 readings were taken over a 150 second period. 
 

 
Fig. 3 Velocity correlation filtering method (left) and minimum/maximum filter (right). 

 
Fig. 2 Actuator lever arm rig (left) actuator 
disk mounted on lever arm (right) 
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Data was filtered to remove noise and spurious points (Fig. 3, shows data spikes) although the 
large quantity of suspended particles in the Chilworth channel minimised sample errors. 
Filtering is required to improve measurements of higher order flow effects such as turbulence 
intensity and shear stresses as spikes in the data give the impression of increasing energy 
within the flow. However filtering has a very small effect for mean flow velocities as spikes 
are generally equally positive and negative. All samples were filtered using a velocity cross-
correlation filter ultimately chosen due to ease of use and effectiveness after a single pass 
[12]. This method plots the varying components of velocity against each other and constructs 
an ellipsoid in 3-dimensional space to exclude any data points that deviate significantly from 
the sample mean (Fig. 3, left). Similar filters can be set up to remove statistically or 
physically improbable values. Table 1 compares the velocity cross-correlation filter to a 
minimum-maximum filter (Fig. 3, right) that removes time-series values ±3 standard 
deviations from the sample mean. The effectiveness of the cross-correlation filter for the 
turbulence data is apparent.  

Table 1 Minimum/maximum and velocity correlation filter comparison. 
Sample u-plane velocity (m.s-1) u-plane turbulence intensity (%) 

Raw Min/ 
max 

Vel. 
Cor. 

% Change 
from raw 

Raw Min/ 
max 

Vel. 
Cor. 

% Change 
from raw 

1 0.245 0.245 0.246 +0.54 9.80 9.56 7.43 -24.18 
2 0.295 0.295 0.291 -1.29 18.86 18.86 15.17 -19.54 
3 0.286 0.286 0.286 -0.11 11.30 10.59 8.91 -21.14 
4 0.287 0.286 0.284 -0.93 13.47 11.55 10.05 -25.41 
5 0.246 0.246 0.247 +0.56 9.31 9.26 7.31 -21.45 

The recovery of the wake is defined in terms of velocity deficit; this is a non-dimensional 
number relative to the free-stream flow speed at hub height and the wake velocity, defined by 
Eq. (1). 

o

w
def U

UU −= 1                       (1) 

The ambient turbulence intensities in the circulating channel used during this study were 
approximately 6-8% and were calculated in all three planes (u,v,w). Turbulence intensity is 
commonly defined as the root-mean-squared of the turbulent velocity fluctuations divided by 
the mean velocity of the sample. Table 2 details the parameters of the constrained flow tests 
conducted as part of this work and the previously conducted unconstrained flow tests 
conducted at the IFERMER facility. Dimensions are detailed in disk diameters (D). 

Table 2 experimental test parameters. 
Test Water 

depth 
Channel 
width 

Actuator 
centre from 
surface 

Depth-
averaged 
Froude No. 

Depth-
averaged 
Reynolds No. 

Disk 
height/depth 
ratio 

1 4.0 13 2.00 0.15 1.2x105 0.25 
2 3.0 13 1.50 0.15 7.8x104 0.33 
3 2.5 13 1.25 0.15 5.7x104 0.40 
4 2.0 13 1.00 0.15 4.2x104 0.50 
5 1.5 13 0.75 0.15 2.7x104 0.66 
6* 20 40 2.00 0.113 9.9x105 0.05 

*unconstrained test conducted at IFERMER, France.  
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Myers et al. [2] showed experimentally for a constant depth the wake velocity deficit is 
independent of velocity (for a representative range of Froude numbers). 
 
3. Results and Discussion 

Three cases from Table 2 will be addressed herein; A deep-unconstrained tidal site (test #6), a 
mid-depth tidal site (test #1) and a shallow-depth tidal site (test #4). 

 
3.1. Free-stream results 
Fig. 4 (left) shows the normalised vertical velocity profiles for the three cases, these are the 
free-stream results from the Chilworth and IFREMER facilities. Depth is expressed in terms 
of disk (or rotor, full scale) diameters (D).  The velocity profile at Chilworth is well 
developed but the close proximity of the bed induces a more pronounced gradient that leads to 
disparate mass flow rates above and below the disk, this is most noticeable in the shallow-
depth scenario. Flow speed in the deep site case is similar above and below the disk. 
 
Fig. 4 (right) shows the ambient turbulence intensities in all three planes (u,v,w) for the deep-
unconstrained and mid-depth scenarios (IFERMER and Chilworth channels, respectively). At 
the Chilworth facility the presence of the flume bed 2-diameters below the disk causes an 
increase in turbulence intensity immediately above the bed. u and v components are of a 
similar magnitude at 6-7% whilst turbulence intensity in the vertical plane is slightly greater. 
The IFERMER channel turbulence intensity is more constant with depth close to the disk. The 
turbulence intensity in the vertical plane is much lower than at Chilworth. The difference 
occurs due to the nature with which water is delivered to the upstream end of the working 
section.      

 
Fig. 4 Normalised vertical velocity profiles at the Chilworth and IFERMER water channels (left) and 
Turbulence intensities (right). 

3.2. Wake length 
Fig. 5 shows the longitudinal centre plane velocity deficits for the three depth cases. It is clear 
that in the mid-depth case the wake is broken down in a significantly shorter downstream 
distance than in the deeper and shallower cases (approximately 6D). This results from flow 
acceleration above and below the actuator disk that acts to break the wake down through 
greater lateral turbulent mixing. This effect was postulated by Myers et al. [2] and is 
reinforced following analysis of these results. 
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Fig. 5 Centre plane velocity deficit profiles; deep-site, mid-depth site & shallow-depth site. 

The wake persists much further downstream in the deep-unconstrained and shallow depth 
cases (10-12D downstream), this results from restrictions in flow acceleration around the 
MCEC. In the deep-unconstrained case vertical blockage is low and hence flow acceleration 
is reduced, thus allowing the wake to persist further downstream. In the shallow flow scenario 
vertical blockage is high and hence local flow acceleration above and below the MCEC is 
restricted, again allowing wake to persist further downstream.  

 
Fig. 6 Vertical velocity deficits at 3 diameters downstream (left) and 6 diameters (right) 
 
Fig. 6 shows vertical line plots of velocity deficit at two downstream locations for all three 
depth cases. Looking at the 3D downstream graph it is clear that the initial velocity deficits 
directly behind a MCEC are similar irrespective of the vertical flow constraint; this is because 
wake is re-energised by turbulent mixing from the surrounding flow and in the near wake this 
effect is less pronounced. Further downstream e.g. 6D, the effects of varying degrees of 
vertical blockage can be seen. The deep and shallow cases give similar profiles, whereas the 
velocity deficits for the mid-depth case are reduced considerably because of increased 
turbulent mixing between the wake and accelerated surrounding flow. The effects of flow 
acceleration in the mid-depth case can be observed.  
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Fig. 7 shows the downstream 
centreline deficits. As suggested 
by Fig. 5 the wake recovers much 
more quickly in the mid-depth 
case. Again the principal 
mechanism for this is flow 
acceleration around the disk which 
serves to break up the wake more 
rapidly. In Fig. 7 the similarities 
in terms of downstream velocity 
deficits between the shallow and 
deep cases are clearly illustrated. 
 
 
 

 
3.3. Farm row optimisation 
This section highlights the significance 
and importance of this work to tidal 
stream farm design and optimisation. 
Fig. 8 shows there is an optimum rotor 
diameter/flow depth ratio in terms of 
wake recovery and minimising 
downstream wake length. Three 
different downstream location cases are 
compared for all the tests detailed in 
Table 2. It appears that 0.25 is the 
optimum rotor diameter/flow depth ratio 
for minimising downstream spacing. At 
full scale this might equate to a site with 
a depth range of 30-50m depending on 
the rotor diameter.     
 
4. Conclusions 

From the results presented in this paper, it is critical that tidal stream farms or arrays are 
optimised in terms of downstream spacing and packing density, it will thus be important to 
tune the downstream device spacing to the local flow depth. Although at spatially constrained 
sites the spacing may be tightened in order to increase energy capture per surface area of the 
site and to reduce electricity connection costs. It is anticipated that many first generation sites 
will be located in shallow tidal flows and hence the longer wake lengths compared with mid-
depth sites must be factored into the design process. In terms of the full scale significance and 
to reduce wake length, the optimum rotor diameter/flow depth ratio is 0.25. This would 
equate to a flow depth range of 30-50m depending on the rotor diameter. 
 
The wake length is controlled by the degree of lateral flow mixing between the retarded wake         
flow and the surrounded accelerated free-stream flow. Increased wake length in very deep and 
very shallow flows result from vertical blockage, in a deep flow vertical blockage is minimal 
and hence local flow acceleration around the wake is reduced. In a very shallow flow vertical 
blockage is high and flow acceleration above and below the MCEC is restricted. Both these 

 
Fig. 7 Disk centreline velocity deficit comparison. 

 

 
Fig. 8 Optimum rotor diameter/flow depth ratio in 
terms of wake recovery 
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factors result in less lateral flow mixing and thus increased wake length. It is hoped that the 
relationship between vertical flow constraint and wake length will help with the layout design 
of future tidal stream farms. 
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Abstract: This paper presents a d eveloping concept of a low cost “point absorber” Wave Energy Converter 
(WEC). The WEC is unique in that instead of operating with one buoy, two are used to optimize the 
hydrodynamic response and energy output. This makes the design a three-part system: the surface buoy provides 
the vertical translation and hosts the primary interface for energy absorption, the power take-off (PTO) device 
which is a direct drive permanent magnet AC generator, and lastly the tension buoy that feeds through the PTO 
to the surface buoy. The total cost of the 2 KW WEC is less than $2000 USD including the PMAC generator, 
power converter and cable to charge the batteries for electric vehicles. The integrated dynamics of the WEC and 
the PTO are presented using a simplified model of a heaving buoy. The wave energy resource of a test location is 
analyzed and presented based on data from a global Wave Watch III model surrounding Oahu. The 
characteristics and distributions of the movement patterns of individual vehicles are measured. It was shown that 
regenerative braking power has the major role in reducing the total energy consumption and decreasing the size 
of the required battery to be charged externally by the WEC. In addition the power used by vehicle follows the 
Rayleigh distribution. Thus, the batteries for individual driver are customizable. This significantly reduces the 
amount of energy required by distributed WEC generators.  
 
Keywords: Wave energy conversion, point absorber, electric vehicle

1. Introduction 

Throughout the development of Wave Energy Conversion devices theoretical solutions have 
been produced for various methods of energy extraction for both point absorbing buoys and 
oscillating water column devices. Analytical solutions are formulated from the hydrodynamic 
interaction between the device interfaces with incoming waves (see Evans 1981, Newman 
1979; McCormick 1980, Cruz 2008, Garnaud and Mei 2010). 
 
As WEC technologies have evolved some commercial entities have taken the stage in 
pursuing industrial development of these devices for large scale energy production (Clément 
et al. 2002). Care is taken into selecting design criteria based on hydrodynamic and power-
take-off (PTO) parameters. It is of use to identify these criteria so as to perform a wave 
climate-wise optimization. This paper presents the design of a wave-energy conversion device 
and a brief overview of the wave-climate at the location where the device is to be tested. The 
characteristics and distributions of the movement patterns of individual vehicles are 
measured. It was shown that regenerative braking power has the major role in reducing the 
total energy consumption and decreasing the size of the required battery to be charged 
externally by the WEC. In addition the power used by vehicle follows the Rayleigh 
distribution. Thus, the batteries for individual driver are customizable. This significantly 
reduces the amount of energy required by distributed WEC generators.  
 
2. Methodology 

To develop a general equation for the power capture capability of this device the analytical 
solution of a small point absorber, as presented by Garnaud and Mei (2010), is discussed and 
extended for the WEC device in this section. A wave climate analysis is provided to present 
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base climate criteria of which control variables must be optimized for WEC. The site selected 
is located off the North East coast of the Island of Oahu where trade-wind seas are 
predominant.  
 
2.1. Power extraction concept: 
The premise for the WEC device is the uniqueness of the power-take-off system. The PTO 
unit is sealed and anchored to the sea-floor. Housed within are the motor/generator and 
inertial wheel which are driven via an external capstan (see Fig.1). The design is based on a 
dry PTO unit. In this setup the PTO is not sealed watertight to be submerged and anchored to 
the sea-floor (see Fig. 2.). Rather, it is suspended safely above the sea-surface via a column 
fastened to the concrete anchor-base.  
 

 
Fig. 1. Schematic of the three-part WEC device 
 
The PTO capstan is the primary interface between the two buoys. Through it, the vertical 
buoy motion due to forcing from incoming waves is transferred to rotational motion to be 
resisted by the motor/generator and inertial wheel. While the larger-floating buoy acts as a 
point absorber with incoming waves the smaller submerged buoy provides the required 
tension to resist slipping between the tension line and the capstan. The tension relationship is 
defined as: 
 

roundθμeTT *
12 = ,                                                        (1) 

 
where, μ = 0.4 (the friction coefficient between rope 
and steel) and T1; T2 are the tension on the line 
approaching the point-absorber and the tension buoy 
respectively. 
 
Through investigation we find that the required size 
of tension buoy is significantly smaller than that of 
the point-absorber. With this in mind we begin to 
develop the general equation for the average power 
extraction of the three-part WEC device. 
 
The following formulation for such a solution is an 

extension of the analytical solution presented by Garnaud and Mei (2010) for a single-small 
point absorber. To demonstrate the performance of a single degree of freedom system, a buoy 
responding due to the vertical heave forcing of a wave (with angular frequency ω and 
amplitude А) is considered. Incoming wave potential is defined as 

Fig. 2. Dry PTO WEC design 
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where ω and k are related by the dispersion relation 
 

)tanh(2 khgkω = .                       (4) 
 
At this point Garnaud and Mei (2010) make a simplification based on the small size of the 
surface buoy relative to incoming wave length, in that the scattered and radiated waves are 
negligible. This is from the Froude-Krylov approximation where the hydrodynamic pressure 
on the buoy is dominated by the undisturbed incoming wave (Newman 1979). The vertical 
excitation force on a buoy of radius, a, and draft, H, becomes 
 

∫ ∫ 2),0,0,0( agAdSi I πρρω = .                     (5) 

 
We now include the power-take-off influence of the 3-part device to the general WEC 
equation by assuming the PTO exerts a load of ω2λgζ where λg is the extraction rate, and ζ is 

the buoy displacement. The force due to the inertial wheel can be included as 
cR
ςI *

, where I 

is the inertia the drive system, and Rc is the radius of the capstan. The added buoyancy force 
on the floating buoy, due to heave is ςρπ ga 2

1  then by Newton’s law 
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where  and  can be defined from Archimedes principle as:  
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From this we can define a transfer function for amplitude of response as 
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This lets us define the time average rate of energy extraction at a single frequency as  
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or, for an irregular time series of multiple frequencies 
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2
1 ςλ gbuoyP = .                       (11) 

 
2.2. Wave climate and optimization schemes 
The data for the climate-wise optimization was provided by (Arinaga and Cheung 2011 and 
Stopa and Cheung 2011). Ten years of wave hindcast parametric spectral data based on 
significant wave height, Hs, and peak period, TP, were generated using a global Wave Watch 
III simulation with a nested output for the Hawaiian Islands. (An explanation of wave power 
spectrum can be found in Cruz, 2008). Fig. 2 depicts this data in a multivariate histogram 
displaying the frequency of occurrence in color of a sea-state with parameters Hs,, TP along 
the vertical and horizontal axis. 
 

 
Fig 2. Multivariate histogram of sea-state occurrence with incident wave power contour lines. The 
horizontal and vertical axis relate to the peak period and significant wave height of a six-hour sea-

state respectively. The frequency of occurrence is shown in color, and contour lines depict wave 
power per sea-state at the associated Tp and Hs per the Bretschneider spectrum approximation. 

 
The contour lines represent the average power per energy period within a sea-state at the 
associated Hs,, TP value and are given by: 
 

π
TH

gρP es
o 64

2
2= .                    (12) 

 
This formulation is derived from the statistical moments of a wave power spectrum. For a 
Bretschneider spectrum 
 

 

2281



4)(4/5-

5

4
2

16
5)( ω

ω

ω
ω

ω
p

eHS p
s=                   (13) 

 
the following relationship can be defined: 
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Where  are spectral moments of the curve, . The wave amplitude for any given 
angular frequency can be found from 
 

ωωSA *)(*2= .                    (15) 
 
The Capture Width of a device is used evaluate a WEC’s performance at any given frequency. 
This is the ratio of the total mean power absorbed by the WEC to the mean power per unit 
wave crest width of the incident wave train;  
 

o

buoy

P
P

l =)(ω .                    (16) 

 
Since the incident wave power is per unit wave crest width, the absorption width is length 
dimensional (and ideally greater than the width of the device itself). The total incident wave 
power in a single sea-state, , is given as 
 

ωdωcωSgρP gT )()(∫
∞

0

=                    (17) 

 
where 
 
 ωgωcg 2/)( =                     (18) 
 
for deep water, as derived from the dispersion relationship. The power absorption capability 
in a sea-state can be computed by multiplying the capture width of a WEC at each frequency 
in the above integral to obtain the total absorbed power. This is defined as  
 

ωωωωρ dlcSgP gT )()()(∫
∞

0

=                   (19) 

 
Since  = f (Hs,, TP) for each sea-state, a long-term analysis for a single site requires the use 
of the multivariate histogram to compute the probability of occurrence of sea-states, , 
which may occur during the operational lifetime of the WEC. With this knowledge in hand 
one can begin to identify variable design parameters to be optimized for device operation. We 
allow λg to be the free variable for power extraction optimization since the extraction rate can 
be controlled by power delivery mechanisms. If the desire is to optimize the WEC system in a 
“robust” manner (i.e. that it is suited for a range of sea-states which may occur over the 
lifetime of the device) this variable is optimized for maximum average power extraction 
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according to Eq. (19) where the capture width l(ω), by definition, carries λg from Eq. (10) and 
Eq (16).  
 
However, in the interest of fine-tuning the device response for individual incoming sea-states, 
which may be predicted by meteorological and wave forecast methods, the optimization will 
be performed on Eq. (11) alone, such that an optimum value of λg can be found at each 
frequency (ω) of a wave power spectrum Eq. (13). To illustrate the latter optimization scheme 
the generator extraction rate, λg, was set to values of 1000, 5000 and 10000 kg/s respectively. 
 
3. Results 

3.1. Wave Buoy Response Simulation 
The buoy response was computed in the time domain utilizing the time series simulation 
platform Simulink from MATLAB. The response transfer function, Eq. (9), was directly 
applied to a simulated 200 second time series wave-record which was generated by 
discretizing a Bretschneider Spectrum Eq. (13). The numerical spectrum was formed with a 
significant wave height was 1.5 meters and peak period of 9 seconds to agree with the typical 
sea-states at the selected site. Following Eq. (11) the average power extraction of the device is 
computed, and then by simple integration the energy is calculated and presented. As expected 
the buoys response experiences a lag of the incoming wave motion and varies significantly 
based on the selected extraction rate as shown in Fig. 4. 
 
3.2. Electric Vehicle Power Study 
A Swedish car movement data project started in June 2010 in the Västra Götaland county, 
going on until June 2011. The aim is to gather a larger amount of data on the characteristic 
and distribution of the movement patterns of individual, privately driven cars in Sweden by 
measurement with gps equipment. 
 
We use data from six cars in the Swedish car movement data project, each driving one day, to 
investigate the probability distribution of the momentary power consumption. The propulsion 
is equal to the sum of the aerodynamic drag, frictional forces and the acceleration force.  
The potential energy from regenerative braking, i.e. the integral of negative power, is, based 
on this statistics data, greater than 50% of the propulsion energy (53 MJ compared to 100 
MJ). Regenerative braking therefore has good potential for reducing energy use per km 
driven. The power could be approximated by a Rayleigh probability density function as 
shown in Fig. 5. The performance of electric vehicles can be improved by modifying the type 
of the batteries to be a combination of high-power and high-energy batteries. The high-power 
batteries improve the gas mileage through regenerative braking and the high-energy batteries 
can be charged by WEC during opportunity charging. This reduces the required number of 
charging stations and perhaps the total infrastructural cost associated with electric mobility 
using distributed energy sources.  
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Fig. 4. Buoy Response with λg= (a) 1000 kg/s, (b) 
5000 kg/s , (c) 10000 kg/s. The buoy response is 
presented along with the incident wave motion. The 
power extraction capability is displayed based on 
the velocity of the buoys response squared and the 
generator extraction rate. The energy is computed 
as the integral of the absorbed power. 

(b) (a) 

(c) 
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Fig. 5. Probability Histograms 
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Abstract: According to the Article 4(3) of Directive 2009/28/EC on the promotion of the use of energy from 
renewable energy sources the EU Member States submitted their forecast documents. The analysis of the 
forecast documents resulted that the EU will exceed the 20 % renewable energy consumption target with 0,3 % 
in 2020. The paper gives an overview about the technical feasibility of the integration of the renewable energy 
sources in the energy systems in the EU and analyze the critical factors and possible solutions.  
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1. Introduction  

In accordance with Article 4(3) of Directive 2009/28/EC and of the Council of 23 April 2009 
on the promotion of the use of energy from renewable sources each Member States shall 
adopt a National Renewable Energy Action Plan. The MS-s had to submit them to the 
Commission by 30 June 2010 using a template according to the Commission Decision of 30 
June 2009.   
 
In the national renewable energy action plans each member state has to set the national targets 
for the share of energy coming from renewable energy sources consumed in electricity, 
heating and cooling, and transport sector as well in every second year up to 2020; taking into 
account the effect of energy efficiency related measures on final consumption of energy 
compared to the indicative trajectory. The member states announce the excess or deficit 
production which can be used in the cooperation mechanism or in the statistical transfer. 
 
However, each member state has its own different technical, environmental, economic and 
political situation to consider in meeting its commitments. Cost competitive production of 
renewable energy and the system by which it reaches are key issues in establishing a viable 
market. Besides competitiveness, another important issue is security of supply, and a 
mechanism should be created for resource adjustment at a European level. This could be 
achieved through international partnerships and contracts, and possibly by establishing 
adequate storage capacity. 
 
On the subject of environmental protection, emissions trading might prove helpful. Whether 
competitiveness, environmental protection or security is perceived as having the greatest 
priority will depend on the circumstances of the specific state. Programs in most of the EU 
Member States promote a reduction in energy consumption and increase energy efficiency. 
With a move away from traditional energy sources, the demand for power can only be met by 
a corresponding increase in energy generation from renewable sources. The main questions 
are: how realistic are the goals and what potential domestic energy resources can be 
exploited? What are the main drivers and barriers – mainly from technical point of view - of 
the integration of renewable energy sources in the energy systems? 
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2. Methodology 

The Directive 2009/28/EC on the promotion of the use of energy from renewable energy 
sources requires Member States to adopt a National Renewable Energy Action Plan (NREAP) 
and to submit to the European Commission by 30 June 2010 using a template in accordance 
with Article 4 of the Directive [1]. Previously all Member States have prepared their forecast 
documents [2] and submitted them in accordance with the Article 4(3) of the Directive.  
 
The forecast documents indicated the estimated excess production from renewable energy 
sources compared to the indicative trajectory which could be transferred to the other Member 
States and the estimated demand for energies from renewables to be covered by means other 
than domestic production until 2020. It had to be stated also how big is the estimated potential 
for joint projects until 2020. 
 
Comparative and summary analysis has been executed in order to see the size and the ability 
of the contribution of the Member States from the forecast documents and national and 
European project reports [3, 4].  
 
3. Results 

Most of the EU Member states are optimistic on the way to meet their target from only 
domestic action and resources. The forecast documents of the Member States resulted that the 
EU in 2020 will exceed the 20 % Renewable Energy consumption target with 0,3 %. From the 
forecast analysis it can be expected also that the EU will reach a net surplus also in the interim 
period until 2020 probably each year as it is presented in the Figure 1.  
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Fig. 1.  The RES surplus or deficit between 2010 an 2020 in the EU27 . 

 
3.1. Energy consumption Scenarios 
The Member States prepared their forecast taking into account the Additional energy 
efficiency scenario and many Member States emphasized that the projected targets can be 
reached only applying the energy efficiency measures.   
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The main renewable energy resources are biomass, hydro and wind. The majority of the 
Member States announced biomass as the main renewable energy resource, some of them 
emphasized also hydro energy and wind energy. 
 
9 Member states announced surplus by the year 2020 as it is presented in Figure 2. The 
highest surplus in absolute term has Germany and Spain with 1387 and 2700 ktoe 
respectively.  
 

Fig. 2.  The indicative and forecasted share of the Renewable Energies in the EU 27 by 2020 
 
5 Member states  forecasted deficit in 2020, Italy has the highest absolute deficit with a -1170 
ktoe (-1 %). 
 
The member states can use cooperation mechanisms to help with their surplus or meet their 
deficit. 13 member states are willing to use the Joint projects, and 8 to use the statistical 
transfer. Wind and biomass are the most involved resource in the joint projects in power 
generation using the existing electricity links in the Balkan area.  
 

3.2. Sectorial use break down 
Some Member States already provided forecast on the sectorial breakdown of the RES 
development until 2020. Among these countries the highest share had the renewable 
electricity and also heating and cooling represented a big proportion, as it is demonstrated in 
the Figure 3. 
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Fig. 3.  Forecasted sectorial breakdown of RES final consumption in some member states 

 
Many of the Member States raised critical factors which are barriers in reaching the targets or 
which need development in order to achieve a better performance of the targets. Among the 
obstacles countries mentioned their isolated geographical situation and restrictions in 
interconnection capacity; thus they expressed the need of development in interconnections.  
 
Regional differences appear from the recourse aspects and also in the energy use. Countries 
like Italy and Greece have a high PV potential, high air conditioning penetration but have 
high summer peaks, and countries like France or Bulgaria have high level of electrical heating 
and lower PV potential but low summer peaks. 
 
However it is a good potential of offshore wind resource, the implementation depends mainly 
on the development of infrastructure for integration wind energy to the grid. 
 
Solar energy has the highest potential in terms of availability, with daily and seasonal 
variation in different geographical location. There is an expressed need for flexibility of grid 
management and of generation mix. The advantages of PV are that it can provide peak power 
and can be used in the decentralized electricity; this means reduction of network losses. Grid 
electricity losses are proportional to the distance between the points of generation and use, so 
as PV is a distributed and decentralized source it needs shorter transmission route. 
 
The integration of wind and biomass could help increase the predictability, in the storage and 
in the simultaneity aspects, although wind and PV require the same measures in the grid 
development. PV is easier to forecast and less impacted by local topography, wind has higher 
energy density and its integration into the grid is more similar to that of conventional 
concentrated generation.  
 
General need is the modernization of electrical grids, the reinforcement of grid infrastructure 
and electricity interconnection and also the offshore wind development. As the share of RES 
electricity from renewable is around 35 % in the EU there is a general need to improve the 
stability of the European electricity grid which requires new infrastructure. There is no 
harmonized method for transmission planning over the EU Countries and there is a lack of 
harmonization of the grid connection rules of wind plans 
 
There are inconsistencies in regulations of the transmission planning, i.e. there are different 
policies in different countries; RES has not the same priority in all countries, the related grid 
expansion costs are shared differently and not always in transparent way. There is 
inconsistency in the technical requirements and the separation of generation, transmission and 
retail services complicates the process.  
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4. Conclusions 

The system integration challenges are dependent of several factors like the energy resource 
(location, potential, technical development), technology and the technological development of 
the system components (from the production through the transformation, storage, distribution 
system, interconnection capacities, etc.). 
 
The biggest challenges appear in the electricity as the main form of the energy integration. 
The penetration of PV, wind and bioelectricity is highly dependent on the system flexibility. 
In the different EU member states the different transmission and distribution grids means a 
kind of barrier, and as it was formulated already in the forecast documents the grid 
infrastructure needs to be reinforced and requires new infrastructure at generation, at 
transmission and also at distribution level. An integrated European grid needs harmonized 
codes, policies, regulations and technical standards; as well an improvement in the 
transmission planning method. With these measures the indicative targets can be achieved.  
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Abstract: The impacts of technologies on sustainability have to be assessed through structured approaches to 
provide decision-makers with strategic information. Traditional technology assessment methods can be complex 
and highly resource intensive with long lead times; consequently, the applications of these methods are limited, 
especially in Africa. Where these methods have been applied, the conclusions that are generated are also not 
always effectively communicated, which leads to limited buy-in from stakeholders. The paper therefore proposes 
a generic rapid technology assessment framework and implementation process that utilises a popular method that 
has been modified to include sustainability factors and a systems approach, while remaining simple and intuitive: 
the Sustainable Technology Balance Sheet (STBS). The method addresses technology assessment from a 
qualitative view by including sustainability criteria developed through stakeholder engagement and technical 
factors through expert opinion, while inducing a life cycle approach to ensure system awareness. A case study 
approach, using a bioenergy value chain, is used to demonstrate the developed STBS method. 
 
Keywords: Sustainability assessment, technology assessment, Africa. 

1. Introduction 

Energy is closely linked to the sustainable development paradigm. The impact of energy 
technologies can include climate change, which is associated with excess use of energy, and 
poverty, due to a lack of access to energy. Solutions to these sustainability problems may be 
achieved by using new technologies, such as renewable energy technologies (RETs), that 
reduce pollution and, in some instances, provide development opportunities. Such solutions 
can, however, only be achieved if the correct technology strategies are followed by effectively 
assessing and communicating viable options to policy makers. 
 
A key issue for sustainable development is the various implications of the extraction, 
generation and use of energy that must be evaluated in a comprehensive manner.  As the 
worldwide demand for energy resources increases so too does the diverse range of impacts 
that occur over the respective energy value chains relating to the various acquisition and 
operational activities as well as from the utilised technologies.     
 
In attempting to address the sustainable development challenges that technology presents, 
structured approaches and firm methodologies must be developed and implemented as a 
prerequisite to ensure the comprehension and coordination to reach intended outcomes. 
Technology assessment methods can provide the basis for this development [1]. 
 
2. Development of the Sustainable Technology Balance Sheet (STBS) method 

The conventional Technology Balance Sheet (TBS) is one technology assessment method that 
has been utilised effectively [2]. It is a graphical representation of the interrelationships, inter-
dependence and reliance between the factors of technologies, processes, products, and 
markets. The foundation for the TBS is the relative relationship between these four factors.  
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Originally the relationship was based on economics and how the factors met each other’s 
demands [3]. 
 
The simplistic logic of the framework, which is indicative of the relationship between the 
factors considered, makes use of a simple matrix to relate two specific factors. This is then 
augmented by other matrices to enhance the relationship or connection between factors while 
still retaining the straightforward logic behind each matrix (see Fig. 1). 
 

 
Fig. 1. The conventional Technology Balance Sheet method [3]. 
 
Within this framework, when a new technology is incorporated into an existing or new 
process to produce a product, which meets an established market demand, or creating a whole 
new market niche. The technology thus acts as a driver for new products and processes due to 
its enabling characteristics needed for existing products and process. This defines the 
connection between the four factors through the interconnected nature of the factors [4]. 
 
The TBS is a business-orientated tool designed to aid managers in the technology decision 
making process. The tool intends to facilitate and guide an enterprise through a technology 
assessment process towards a clearer understanding of the conclusions ultimately produced by 
the framework. The enlightenment generated by the process is often more valuable than the 
outcome obtained. This would include a better understanding of how organisational structures 
relate to each other and how operational flows affect the business, both by means of a greater 
internal and external awareness. Nevertheless, the TBS will still be a communication tool, to 
effectively communicate the outcomes to those not involved in the process, as well as non-
technical stakeholders who will be able to draw logical conclusions and intrinsically generate 
the correct answer, which is so important for personal buy in and ultimate project success [4]. 
 
The TBS answers the questions of “where we are” as a business looking at technology and 
provides strategic direction by answering “where to go” as well as “where to get out” by 
making use of technology s-curves and analysing where a technology is located in the 
technology life cycle [3]. The TBS indicates the forces at work within the techno-economic 
system. These forces manifest themselves within the organisation as opposing directional 
force, simply as a push or a pull [3]; they are produced by different elements within the 
factors. A market force can be described as a pulling force pulling business output towards the 
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market demand, be it though desired products, which occur only once the force has been 
transmitted to the processes to generate the capabilities within the business. However to 
produce the products and develop these processes only occurs once the pull force has been 
transferred to the technology factor to grow, develop and provide the methodologies required 
to generate the processes required to create the products to meet the market need. If one 
considers technology as a push force we can experience a force from a new technological 
invention or development pushing along new capabilities and new processes, which can lead 
to new or advanced products and through their existence create new markets or change the 
dynamics of existing ones. These two forces can have a feedback effect on the entire system 
as the process and capabilities continue to grow and so a type of causal loop system has been 
created. 
 
The TBS provides organisational value by highlighting the drivers at work within the 
organisation and how these can be manipulated to be successful in meeting the business goals. 
As one becomes more aware of how each factor relates to the others, one is more able to grasp 
their impact. This would not only be unique to being economically successful, as is the 
traditional intent of the TBS, but by reviewing the intent, aligning the point of view and 
reassessing the goals we will be able to use the simple TBS framework to meet any desired 
outcomes; for the problem at hand, to address sustainability while critically assessing 
different energy technologies. Therefore, sustainability can be introduced in the TBS by 
making use of the principles or criteria used for the assessment of environmental, social and 
economic sustainability and would include those applied in the broad sustainability body of 
knowledge [5] and refined through a needs analysis that comprises stakeholder engagement. 
 
2.1. STBS framework and Implementation Process 
A sustainable technology assessment tool has subsequently been developed [6] and consists of 
two parts: first, the Sustainable Technology Balance Sheet (STBS) which is a rapid 
technology assessment and communication framework; and second, an integral part that is 
referred to as the Implementation Process, which is a structured method through which the 
relevant stakeholders can be engaged and qualitative data can be obtained.  Each part consists 
of specific methodologies and underlying logic, which can be summarised as shown in Fig. 2. 
 
The Implementation Process consists of four steps initiated by a facilitator during stakeholder 
engagement workshops to generate the information needed to populate the STBS, create 
system awareness and project enlightenment among these stakeholders [6]: 
• Step 1a: Value Chain Generation: through a life cycle analysis and by the investigation of 

the product/process life cycle to generate, firstly a generic value chain and secondly, once 
the components of the value chain are validated, a case specific process value chain is 
generated. 

• Step 1b: Sustainability Criteria Development: Sustainability aspects addressed by 
stakeholder engagement and literature review, which is done concurrently during the initial 
engagement stages. Once systems-thinking has been instilled, discussions surrounding the 
creation of specific Sustainability Criteria may be fulfilled.  This would reaffirm the 
stakeholders’ intentions toward sustainability. 

• Step 2: Technology and Process Awareness: Achieved through the creation of input-
process-output diagrams, which indicate process linkages known as Technology Super 
Structures. This is done for each one of the value chain components indicated by the 
dashed rings of Fig. 2. A short discussion surrounding the grouping or indexing of 
Sustainability Criteria into sectors may also be accomplished. 
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• Step 3: STBS Development: The utilisation of the generated information and 
understanding to populate the STBS so as to formalise the information and to communicate 
conclusions accurately. 

• Step 4: Strategic Direction and Conclusion Analysis the presentation of STBS outcomes to 
relevant stakeholders is of vital importance. This new impetus, created by the indicated 
strategic direction, needs to be subscribed to and further investigations can be made in an 
enlightened and qualified direction. These investigations can include, amongst others, 
multi-criteria decision analysis (MCDA) trees and life cycle analysis (LCA) studies to add 
more rigour to the indicated outcomes and strategic conclusions.  

 

 
Fig. 2. The Implementation Process of the Sustainable Technology Balance Sheet (STBS). 
 
3. A case study to investigate the STBS method 

A case study approach was used to understand and test the developed STBS method. The case 
is of the Working for Energy (WfE) programme, which is an initiative of the South African 
Department of Water Affairs and Forestry (DWAF) to utilise waste invasive alien biomass as 
an energy source effectively adding value such as job creation and energy resources to the 
Working for Water projects through new Public Private Partnerships (PPPs). The need to 
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assess suitable technologies for these PPPs was identified and the STBS tool was deemed as a 
suitable option.  
 
The STBS was firstly discussed informally among a group of energy technology analysis 
experts to generate relevant information and determine the key stakeholders, which can be 
utilised during the development of the tool. These meetings then became provided feedback 
of developments and obstacles to the various experts and stakeholders.   
 
Finally, a formal presentation of the proposed STBS tool was made during a workshop to 
experts, which included members of the national DWAF and other stakeholders at which time 
further inputs could be given. The consequence was a process of conceptualisation of a 
modified TBS, making use of a reiterative approach to generate constant learning. 
 
4. Results 

Step one of the STBS involves the creation of the value chain (see Fig. 2). These are useful to 
identify specific components for the value chains and by providing the relevant technologies 
to be assessed. Consequently, the first step in the STBS process is to investigate the project 
life cycle so that a generic project value chain can be formulated.  In this case, the value chain 
would initially take the form of a generic bioenergy value chain, which can then be evaluated 
and expanded to add specific information pertaining directly to the specific case under 
evaluation. These value chains are an efficient way to generate system- and complexity- 
understanding and to communicate this knowledge easily to non-technical individuals.  
 
Within a ‘Call for Expression of Interest (EOI)’ document, the WfE programme clearly 
indicated their understanding of the relevant components that form the project value chain. 
This provided the WfE group with insights relating to the relevant technologies and the four 
interrelated factors that influence each other:  
• Technological Process indicates the conversion processes and the intrinsic technology 

used.  These two factors, process and technology, are inseparable and are thus assessed as a 
functional unit. The linkage between the technological process and products created is also 
undeniable as the one determines the other, which must thus also remain within 
consideration. These factors are easily generated by expert opinion, as they are the 
available processes required to meet the desired outputs and the project goals. For the 
Primary Energy Conversion component, four main technological processes were identified 
due to the overwhelming relevance of these technologies within literature as well as within 
the market place especially within the EOI. The Technologies proposed were combustion, 
slow pyrolysis, fast pyrolysis and gasification. 

• Technical Specifications are technical aspects that pertain to the technology for only this 
specific point in the product life cycle or specific value chain component. From an 
operational point of view, these factors are invaluable to more technical stakeholders as 
they pertain directly to constraints and challenges, which will be faced. These factors 
include: complexity of operations, feedstock requirement, residence time and capital cost. 
Technical Specification focuses on the operational aspects of the Technological Process 
and may be general or specific. 

• Product Requirements creates a linkage between the technological process, its products and 
their specifications, as required by stakeholders or subsequent processes. This is done to 
improve the assessment of the technology, as one cannot generate conclusions from the 
technological process if one does not take aspects and requirements of its products into 
account. These include the meeting of the stakeholder requirements as well as indicating 
the various process/product strategies and their affects on sustainability thus the close link 
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between the technology, the process, and the product is required to assess performance in 
relation to the Sustainability Criteria. In this specific case the Product Requirements are 
difficult to quantify as most of these products are merely subsidiaries and do not directly 
meet the needs of stakeholders. It is, however, imperative that the stakeholders’ needs are 
considered at this stage so that the correct process/product strategies may be implemented 
at this early stage to ensure customer satisfaction and ultimately ensure a true reflection of 
sustainability. The process/product strategy becomes especially important when multiple 
products and undesirable wastes are produced thus highlighting product benefit trade-offs, 
as the product number and specifications can be manipulated by changing the process and 
technical specification. In this case study example it was not deemed necessary to 
investigate all the various process/product strategies nor all of the products, which could be 
generated by each general Technological Process. The EOI documents were used as a 
guide and only products specified within these were assessed, so as to limit the assessment 
scope as indicated by the stakeholders. 

• Sustainability Criteria are key areas that need to be considered for sustainability. 
Stakeholder engagement and expert opinion is utilised to develop areas for the assessment 
of the technology in terms of its sustainability. This is the key factor to the STBS and the 
technology assessment body of knowledge in addressing sustainability. By considering the 
Sustainability Criteria with the Product Requirements (representing the Product/Process/ 
Technology complex) matrix in Fig. 3, the clear influence of technology assessment, such 
as the Multi Criteria Decision Analysis (MCDA) methodologies can be seen. This has been 
implemented in a simplistic fashion along with the understanding that the Sustainability 
Criteria and the outcomes generated are likely to form part of an MCDA study to be done 
after the initial STBS study indicating a strategic direction. The synergies between the 
STBS and the MCDA are apparent as the STBS facilitates the initial stages of the MCDA 
cutting down on the time and engagement required by the MCDA but as a rapid 
assessment tool lacks its quantitative rigour. The STBS focuses qualitative data providing a 
strategic standpoint through the ranking of factors. Further investigations using strong 
quantitative data can vindicate the STBS strategic direction and provide further insights.  
STBS proves valuable in reducing time and costs of a blind MCDA by providing rapid 
direction and limiting the possibilities assessed by the MCDA, thus limiting the expense of 
such a time-consuming study. Life Cycle Analysis (LCA) was also investigated and 
regarded as an excellent tool to further guide decision makers once the STBS had indicated 
general strategic directions. The LCA decision trees are invaluable to assess 
process/product strategies that were initially identified by the STBS, quantified by the 
MCDA and then synthesised by the LCA.    

 
These factors are compared in three assessment matrices to provide insights to the viability 
and sustainability of the technologies; Fig. 3 provides an example: 
• The Technological Process vs. Technical Specification Matrix - evaluates the 

Technological Process using Technical Specifications to indicate the viability of the 
various projects and technologies. 

• The Technical Process vs. Product Requirement Matrix - evaluates the product aspect 
pertaining to the ability of the process to provide products that can meet the demands of the 
market. 

• The Technical Process and Product Requirement vs. Sustainability Criteria Matrix- 
evaluates the products that are integral to the Technological Process and the Sustainability 
Criteria pertaining to the sustainability of the Product/Process. 
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Fig. 3. The Technical Process and Product Requirement vs.  Sustainability Criteria Matrix [6]. 
 
5. Conclusions and recommendations 

The recommendations of the WfE stakeholders and experts were diverse, including simple 
suggestions on framework structure to improve legibility and complex discussions 
surrounding the communication of STBS factors, driving forces, and the underlying logic of 
the method. The outcomes included: 
• Unambiguous understanding of the conceptual framework and underlying logic, even if the 

process would still require a facilitation aspect in order to retain integrity. 
• A clear buy-in of all the assessment factors in general was communicated and special 

attention was given to the Sustainability Criteria factor, the formulation of which was 
deemed to be of critical importance. 

• The effectiveness at which the data surrounding the factors where communicated was 
commended especially the awareness of the Technical Specification factors. 

• The strategic intent and direction was intrinsically communicated by the framework. 
• The concern surrounding the trade-off between the rapid assessment and the rigour of the 

assessment was highlighted and it was concluded that the rigour was dependent on the 
quality of the data used and rate at which the assessment was required. Both factors can be 
adjusted within the STBS tool to meet the stakeholder requirements. 

 
Thus, the framework itself provides an accurate communication tool aimed at non-technical 
stakeholders and political decision-makers at various stages in the project life cycle. It 
provides them with a simple-to-understand strategic direction, a better understanding of the 
complex system under review using the implementation process insights, which systems 
thinking provide. This ensures a much improved stakeholder buy-in as well as general “trust 
brokering”. The framework acts as a high-level cognitive decision tool making use of 
stakeholders’ priorities, and together with the implementation process it is designed to 
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compliment and integrate with other tools such as the MCDA and LCA, from which it draws 
heavily and where the STBS act as a precursor. 
 
The STBS also utilises information generated by other preceding stakeholder engagement 
tools, thus acting as a truly integrative tool creating a link between other tools and 
methodologies, which is invaluable to both stakeholders and practitioners alike. In general, 
expert opinions had been positive in regards to the STBS addressing sustainability, its rapid 
flexibility and its ease of communication. 
 
As a way forward, the STBS needs further refinement and active development by further case 
study analyses. The case study requirement is based on specifically utilising the STBS from 
an early project stage and providing focus for the STBS as the main strategic assessment tool. 
This would, however, be done in relation to and in close conjunction with other integrative 
tools developed so as to add value to the STBS and other tools utilised. 
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Abstract: In this article, I present my experiences stimulating development of new products and services in 
small companies in the environmental arena. The focus on small companies is justified since many new 
innovations originate from such companies and they often have special needs compared to larger companies. In 
the region of Östergötland Sweden, we have developed a model called SIMPLE (Successful implementation of 
eco-design in small enterprises) to support small companies’ environmental innovations. SIMPLE uses the 
Triple Helix approach. Triple Helix is often used to describe the interaction between university, government, and 
industry to promote innovation by building on active participation and interaction between regional actors. In 
short, the SIMPLE methodology uses coaching, network activities and education, and financial support to 
encourage development of new ideas. Three cases are presented to illustrate the diversity of innovations that can 
be supported using the SIMPLE methodology. Observations suggest that individual company’s needs must be 
the main concern of any methodology and networks can significantly stimulate individuals and organizations to 
speed up the development process and time to market. 
 
Keywords: Innovation, Small Companies, Renewable energy, Energy efficiency. 

1. Introduction 

A rapidly growing demand for renewable energy solutions and energy efficient products calls 
for innovations.  New products and services are realized in a large diversity of organizations 
including companies of various size and character. This paper focuses on the small company. 
Product and service development is strategically important for the development of a company, 
yet Gibb and Scott [1] noted the absence of formal planning models in small companies. Even 
when the development is strategically important, much of the planning is iterative and not 
formalized. This is rather far from the linear and structured product and business development 
models often presented in student textbooks (see Ulrich and Eppinger [2]). Gibb and Scott [1] 
also noted the importance of strategic awareness and personal commitment. One of the 
recommendations the authors give to policy makers is to encourage “the development of the 
strategic awareness and personal commitment of the owner manager”.   
 
To stimulate environmentally driven development of small companies, several national and 
regional initiatives are currently on going in Sweden and Europe. Different approaches and 
methods can be used and the aim of this paper is to present a methodology, the SIMPLE 
methodology, developed in the region of Östergötland, SE Sweden. The paper starts with a 
general description of the methodology followed by three cases of small companies 
developing new products and services. Special focus is on innovations in the field of 
renewable energy and energy efficiency. The experiences using the methodology are 
discussed and conclusions are drawn on the general applicability of the presented 
methodology. 
 
2. Methodology 

The approach used in this study can be referred to as action research. The description of the 
SIMPLE methodology and all findings in this paper primarily are based on my observations, 
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as a researcher, actively taking part in the general management of the project. The SIMPLE 
methodology has been developed and tested in three different business development projects 
involving approximately 50 SMEs in Östergötland, Sweden between 2002 and 2010. The 
findings presented in this article are from the latest project lasting from May 2008 to 
December 2010. Earlier descriptions of the methodology can be found in Hjelm [3] and 
Rennie et al. [4].  My tasks in the current project were to arrange network meetings and to 
coach actively the companies. However, I did not take part in the individual development 
projects at the companies. At the end of the project (September-October 2010), I performed 
semi-structured interviews with company representatives. During these interviews, the 
respondents were asked to describe their product development and their experiences with the 
project. I also had continual contact with the companies during the project and collected 
documentation such as consultancy reports and marketing material produced by the 
companies. All companies made project plans for the development projects and wrote a short 
report after finalizing their projects.  
 
In total, 26 companies took part in the latest project including furniture producers, creativity 
consultants, and heat pump producers. For this paper, I have made a selection of three 
companies based on the character of their business activities and development. All three are 
active in the field of renewable energy and energy efficiency, but I tried to select companies 
having differing characteristics to demonstrate the diversity of companies/innovations that can 
be supported using the SIMPLE methodology. General facts about the case study companies 
are found in Table 1. 
 
Table 1. General facts regarding case study companies. 

Company Size 
(employees) 

Main competence area Development project 

Rydell & Lembke, 
Kyl och Värmeteknik 

AB 

11 Construction and 
production of cooling and 

heating equipment 

New generation of cooling 
and heat pump 

Pencraft Services AB 3 Renewable energy 
solutions for generation 

of electricity and hot 
water 

Energy efficient heater 
(biogas driven) 

Biototal AB 8 Waste product 
management. Nutrient 

recycling 

Harvesting of biomass for 
removal of nutrients and 

substrate for biogas 
production 
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3. Description of the SIMPLE methodology 

The SIMPLE-model builds on formal and informal networks between companies, the project 
team, and external resources. This can be visualized as a triangle as described in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1. The SIMPLE Model. Each corner represents a different type of network that together constitute 
the project members. Interactions between the different networks are further described in the text. 
SMEs=Small and Medium Sized Enterprises. 
 
To explain the different components and structure of the model, it is beneficial to know the 
underlying goals for the different development projects using the methodology. The main aim 
has been to create economic growth by stimulating product and business development in 
small companies and simultaneously solving environmental problems. A secondary aim has 
been capacity building among regional actors for regional sustainable development and 
building up a strong network of companies, authorities, and business support organizations in 
this field.  The model is inspired by the Triple Helix approach. Triple Helix is a model used to 
describe the interaction between university, government, and industry to promote innovation 
in a region. The triple spiral symbolises the dynamic cooperation between the three actors and 
the model builds on active participation and interaction between regional actors. A common 
vision is developed and resources for development are coordinated to increase the capacity for 
innovations and produce a higher yield as related to the resources spent. 
  
3.1. Small and medium sized enterprises (SMEs) 
Two types of companies have participated in the projects. One group includes companies 
which have products that aim to reduce environmental problems (sometimes labelled as 
Cleantech companies), while the other group involves companies developing ordinary 
products that take into consideration environmental concerns (environmentally conscious 
design). The companies included had been established for at least a couple of years (no start 
ups were allowed) and had the financial and personal resources to start and finalize a 
development project. Company size varied between 2 and 75 employees. 
 
Three types of development projects were conducted. The first type included projects that 
aimed to reduce use of material and energy, to increase conscious choices of material, to 
substitute toxic materials or chemicals, and to improve recyclability, etc. The second ype of 
development projects included products or services that solve an environmental problem. The 
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third type included products or services that provide the same customer value but with 
significantly lower environmental impact compared to established products or services. 
 
3.2. Project team 
From the beginning, the project team was designed to comprise individuals and organizations 
with complementary skills.  During all three projects, the organizations represented in the 
project team have been the County Administrative Board of Östergötland, Linköping 
University, and the business support organization ALMI företagspartner AB. All actors were 
members of a larger regional partnership for stimulating regional development and had agreed 
on a set of regional development strategies that included stimulation of environmentally 
driven business. 
 
The County Administrative Board is the national government representative office in the 
county of Östergötland. The Administrative Board has many responsibilities and those of 
special relevance for this study are development of business and trade as well as protection of 
the environment. Although these activities are normally managed by different offices, both 
offices were included in the project reported in this article. The County Administrative Board 
had the role as project owner and provided administration duties and co-financing.  
 
ALMI företagspartner AB is a state-owned company that provides financing and business 
development. Each region has a local ALMI-company working together with other actors to 
improve regional development. It has daily contacts with companies and helps support 
innovation, a focus of particular interest in this article. As a consequence, ALMI has a very 
broad network of consultants and other business developers. Before the start of environmental 
development projects, they had little experience with environmental considerations in 
business development. Therefore, one ambition has been to develop skills and experience 
among ALMI-officers in this type of business support. 
 
The local university, Linköping University, added the knowledge of environmental 
technology and management skills to the project team. The university joined the project to 
become more involved in direct business development and interact more with the society, 
acting as a bridge between the academy and business. Zilahy et al. [5] discussed the role of 
academia in fostering sustainable regional development and give several examples of roles 
universities can take as first movers and as a resource that offers competent staff and 
knowledge of the complex issue of sustainable development, goals all in line with the role 
Linköping University has had in these projects. Furthermore, the university acted as a change 
agent [6] together with the other organizations in the project team trying to accelerate the 
region’s transition towards sustainability. 
 
3.3. External resources 
The external resources are a very loose and informal network of consultants, researchers, 
students, industrial designers, research institutes, etc. who were found to have the skills 
needed for in the development projects. This group was not determined beforehand; however, 
depending on the needs of each individual company in the project, these resource 
organizations were identified by the project team or the individual company. This is further 
described below. 
 
3.4. Way of working 
The different steps in the model are presented and explained below. 
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3.4.1. Start up 
After deciding to start a new project (often after securing financing), one of the first tasks for 
the project team was to find companies willing to enter the project so as to develop the 
network. The process of finding companies was started by compiling a long list of potential 
companies. This list was shortened (about 20-30 companies) by scrutinizing each company’s 
line of business, financial status, etc. Companies also were identified if they already had 
approached one of the project team organizations seeking cooperation. In selecting 
companies, no special line of business was favoured; instead we sought diversity. A first 
individual visit was done to present the project and learn more about the company’s activities 
and its ambitions and ideas for development. If the company was judged as suitable, it was 
offered a place in the project. Finally, an agreement was signed between the company and the 
project.  After a suitable number of companies (7-10) had joined the project, the network was 
closed and all companies met for a first network meeting. 
 
3.4.2. Network meetings 
Network meetings can have many purposes. In the SIMPLE model, we used four to six 
meetings for education, exchange of experiences, and stimulation of individual meetings 
between the companies. Experts from academia and business were invited to present lectures 
and workshops on subjects decided by the group members jointly. These forums included 
information about eco-design methodologies, intellectual property rights, marketing, and 
sales.  Each network meeting also had a designated time for the companies to present their 
recent development activities and experiences gained during the process. These sharing of 
experiences induced further discussion and also inspired the other companies in their 
development projects. 
 
3.4.3. Individual development project 
As indicated above, all companies worked on an individual development project. Typically, 
this involved development of a new customer’s offer. The aim and activities of the 
development project were described in a simple project plan, and based on this plan a decision 
was made for financial support. This support (a consultancy check) could be used to cover 
50% of the costs incurred by the company for hiring of external resource organizations. The 
companies did not participate in the exact same activities, so each company decided what 
activities to support using this financial aid. Typical activities were pre-studies, design, 
prototype construction, testing, and verification. 
 
3.4.4. Coaching activities 
Members of the project team had regular contact with each company via telephone and face-
to-face meetings. At these contacts, the development projects were discussed, and eventual 
changes or extra need of support (such as longer discussions with the project team or 
meetings with other experts) were discussed.  
 
3.4.5. Completion 
Each group worked for approximately 18 months. When completing a group, the results in 
new products and services and knowledge gained were collected via interviews and written 
reports. To strengthen the benefits of reporting, a publication for each project was produced 
and a public exhibition and seminar was arranged to market the participating companies and 
their projects. These seminars also intended to stimulate further development both in the 
participating companies and among other actors attending these events. 
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4.  Cases 

To illustrate the diversity of development projects that can be supported, the following section 
contains a description of three small companies that participated in the project. For each 
company, a short general presentation is given followed by their development project. 
 
4.1. Rydell & Lembke Kyl och Värmeteknik AB  
This company (11 employees) builds cooling and heating equipment. Within the project, they 
developed a new generation of a combined refrigeration machine and heat pump, a 
combination that has many applications. The method is based on refrigerants encapsulated in 
small, sealed systems and is built on a different technical platform compared to conventional 
cooling machines.  
 
4.2. Pencraft Services AB 
Pencraft Services (three employees) mainly works with new product development. Its main 
business area is renewable energy solutions for generation of electricity and hot water. In the 
current development project, they have been developing energy efficient heating solutions for 
tap hot water and heating in family houses or small apartment buildings. The system is built 
on an accumulator for heat storage combined with an air/water heat pump, solar panels, and 
an extra facility for peak heat demands. All parts of the system are built on existing 
technologies except the extra device for peak heat demands. The company wanted to solve the 
peak heat demand by using a burner driven by biofuels. In the project, several options were 
evaluated and finally biogas was chosen as the fuel for the burner. Consequently, the 
company developed such a burner to complete the energy system for hot tap water and 
heating. 
 
4.3. Biototal AB  
Biototal (eight employees) is active in nutrient recycling and their general business idea is to 
recycle nutrients from different wastes. Recycling is achieved by quality assurance of wastes, 
nutrient balance calculations, and mediation of different nutrient-rich waste products. For 
example, mediation of by-products from biogas production can produce fertilizer in 
agriculture. The development project run in this project was a feasibility study for harvesting 
of biomass from highly eutrophicated waters. This harvested biomass could then be used as a 
substrate for biogas production and the by-products formed could be used as fertilizer in 
agriculture. By creating this eco-cycle, several environmental benefits are achieved including 
substitution of fossil fuels via biogas production and replacement of energy demanding 
production of commercial fertilizers, removal of nutrients from the water environments, 
replacement of non-renewable fertilizer with bio-fertilizers in agriculture, and finally 
increased biodiversity in water environments as a result of the harvesting. The feasibility 
study highlighted several opportunities and Biototal is currently conducting the first large-
scale field tests to verify the results of the feasibility study. 
 
5. Discussion and conclusions 

Two of the cases presented above resulted in new products introduced on the market (Rydell 
& Lembke and Pencraft Services). Biototal is still performing field experiments needed 
before going to market. This subsample illustrated fairly well the general results of the 
project. Out of 26 companies, only three did not develop any new products or services. The 
reasons for this were market problems or that pre-studies identified already existing 
technologies available. At the end of the project, company leaders from the participating 

 

2305



companies were asked about their experiences of being part of the project. The experiences 
were generally positive. More specifically, they mentioned three major benefits of being part 
of the project: creation of networks, development of contacts with the university and other 
support organizations, and receiving extra funding for financing the development projects. 
 
As mentioned in the introduction, Gibb and Scott [1] noted the absence of formal planning 
models in small companies; hence they recommended that policy makers encourage strategic 
awareness and personal commitment.  In the SIMPLE model, we have addresses Gibb and 
Scott’s concerns in several intertwined ways: networking, education, financial support, and 
direct coaching. The SIMPLE-methodology is based on the assumption that networks can 
significantly stimulate business development. It can be argued that small companies always 
work in networks since they cannot do everything themselves because of their small size [7].  
There are many different forms of networks. In this model, we use strategic formalized 
networks as well as informal networks. Strategic networks can be defined as a cooperative 
relationship between two or more companies that i) have made an active choice to cooperate 
and ii) provide some sort of representative for the strategic network [8].  
 
The experience with this project indicates that trust issues are important for well-functioning 
networks. Since all companies developed new products or services, intellectual property 
rights (IPR) and patents were important. In the SIMPLE-model, we tried to achieve a balance 
between openness to present and share new ideas and the protection of these ideas (secrecy). 
Such issues were thoroughly discussed at the first network meeting and a contract governing 
secrecy was presented. However, no group signed any contract but instead a verbal agreement 
was reached. In short, that agreement regulated openness between participants and active 
participation with the awareness to not mention issues that might hinder such things as patent 
applications. A general agreement also was concluded not to mention details to people outside 
the network. These “gentlemen’s agreements” proved to be sufficient and we have not 
experienced any problems with IPR. The oral agreement was sufficient and an open 
atmosphere contributed to sharing of experiences and mutual learning in the networks. 
 
One important learning outcome from conducting the project is that company perspectives 
must come first. This can be discouraging for the researcher or business developer who has 
developed a tool or an approach that the companies are supposed to follow. We tried to 
minimize the formal procedures and document writing by focusing on the development 
project as such. The coaching was mainly in the form of discussions with the business leaders 
so as to help them find the right competencies for their needs. Here the extra funding via the 
consultancy checks was very useful for companies seeking help from consultants, researchers, 
etc. 
 
Most likely, the method described in this article can be applied in any type of project trying to 
stimulate small businesses development of products and services. Important building stones 
are strong networks, access to a broad group of resource organizations, and some extra money 
to stimulate the companies to seek help from outside their own organizations. 
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Abstract: In order to respond to the need for European Union (EU) - Gulf Cooperation Council (GCC) clean 
energy cooperation and provide a practical instrument fostering such activities, the EC External Relations 
Directorate General has launched the project “Creation and Operation of an EU-GCC Clean Energy Network”. 
To the best of our knowledge, there are no practical tools and instruments to guide structured discussion on EU-
GCC clean energy cooperation avenues, acting as catalyst and element of coordination. 
 Aim of this paper is to present the first outcomes of the Discussion Group “Energy Demand Side Management 
(DSM) and Energy Efficiency (ENEF)” of the Network. Indeed, there exist a significant potential for promoting 
cooperation EU-GCC on ENEF & DSM and specific areas of cooperation of mutual benefit, which are identified 
and discussed in this paper. The key message is the importance of taking action over discussion for promoting 
cooperation on ENEF & DSM, in the sharing of related expertise and knowledge and in raising general public 
awareness and collaborating in the framework of common project activities. 
 
Keywords: Gulf Cooperation Council, European Union, Clean Energy, Network, Cooperation 

1. Introduction 

The Gulf Cooperation Council (GCC) is a regional organization created in May 1981, to 
promote stability and economic cooperation among the Arab States of the Gulf, namely 
Bahrain, Kuwait, Oman, Qatar, Saudi Arabia and United Arab Emirates (UAE). The GCC 
countries are among the world leading oil and gas producing and exporting countries, and 
constitute prominent members of the Organization of the Petroleum Exporting Countries 
(OPEC). Indeed, in the GCC countries all power generation is oil and gas based. Especially, 
the quantities of proved reserves of crude oil and natural gas were estimated to represent 
about 39.5 per cent and 22.9 per cent of the world’s total reserves respectively in 2008 [1]. 
 
These countries are also among the highest energy consumers worldwide; especially domestic 
energy consumption continues to increase fast. Based on International Energy Agency (IEA) 
data, the GHG emissions have increased by more than approximately 50 per cent in the last 
decade [2]. Furthermore, electricity demand is increasing particularly fast, at average growth 
rates of 7 per cent, which implies a doubling of the needed power generation capacity every 
10 years. The electricity load curve in the GCC countries shows very high summer loads - in 
general and in particular during peak hours. At the same time approximately 45 per cent of 
domestic electricity consumption is linked to these appliances [3]. This strong electricity 
demand growth is also driven by artificially low prices.  
 
Despite the high exploitable potential, till now, only pilot, research and some small scale 
activities related to the renewable energy and energy efficiency were conducted in the Arab 
States of the Gulf and as a result, some small and medium capacity projects were installed and 
tested [4]. However, the current situation has been changing as the government, the financial 
organizations, the academics, the general public and the private sector start realizing the 
inevitability of putting climate change issues on the top of the priorities’ list in the process of 
sustainable development [5]. Furthermore, the price fluctuations, the rapid population growth 
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and the increasing energy demand contribute to the increased necessity of sustainable energy 
solutions, as the region cannot depend on conventional fuels forever. As also depicted in 
recent studies, the GCC countries have recently adopted a more pro-active approach toward 
ecological modernization. This reorientation has not yet resulted in the development of 
consistent strategies and policies. However, pioneering projects such as Masdar City, the 
Energy City Qatar and innovative regulation like the green building code in Dubai will spread 
within the GCC [6-8]. 
 
The European Union (EU) has a well founded interest to cooperate with the GCC countries 
and support them in addressing and successfully tackling clean energy issues. This is 
particularly true taking into consideration that on one hand EU is the leading world proponent 
of climate change prevention and on the other hand is one of the world’s major importers of 
hydrocarbons. Indeed, the global warning poses certain constraints to energy usage with direct 
impacts to the international economic activity and the producer-consumer dialogue is 
currently focused on the identification of prospects and opportunities for the development of a 
sustainable energy economy in order to pass from the current carbon constrained economy to 
new and prosperous sustainable development paths. 
 
To the best of our knowledge, there are no practical tools and instruments to guide structured 
discussion on EU-GCC clean energy cooperation avenues, acting as catalyst and element of 
coordination. Aim of this paper is to present the first outcomes of the Discussion Group 
“Energy Demand Side Management (DSM) and Energy Efficiency (ENEF)” of the Network. 
Indeed, there exist a significant potential for promoting cooperation EU-GCC on ENEF & 
DSM and specific areas of cooperation of mutual benefit, which are identified and discussed 
in this paper. 
 
The paper, apart from this first introductory section, is structured along the following sections. 
Section 2 is focused on a short description of the EU-GCC Clean Energy Network initiative. 
Section 3 provides, in a concise way, the activities and methodological procedures followed 
within the D/G of the Network. Section 4, which is the main part of the study, focuses on the 
first outputs within the Energy Demand Side Management and Energy Efficiency D/G, 
providing areas for EU-GCC cooperation under this D/G. Section 5 presents the main 
conclusions drawn from work carried out so far under the Energy Demand Side Management 
and Energy Efficiency D/G.  
 
2. The EU GCC Clean Energy Network 

The EU-GCC partnership started officially in 1988, when the EU and the GCC signed a 
Cooperation Agreement, which put into place a regular high level framework of dialogue. The 
Cooperation Agreement established two important bodies: 
• On the strategic level, an annual Joint Council and Ministerial Meeting between the EU 

and the GCC foreign ministers and between senior officials at a Joint Cooperation 
Committee. 

• On the operational level, an Energy Experts Group that started its work at the beginning 
of 1990’s.  

 
The EU – GCC on the 17th GCC-EC Joint Co-operation Committee (March 2006) outlined the 
need for policy support towards the promotion of renewable and energy efficiency options in 
the Arab States of the Gulf. In the EU – GCC expert meeting on climate change on the 22nd of 
January 2007 in Brussels, all participants underlined the importance of Clean Development 
Mechanism (CDM) projects for GCC countries and especially in the areas of Carbon Capture 
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and Storage (CCS) technology, energy production, energy efficiency and conservation, 
petroleum refining and petrochemical industries. Respectively, the EU – GCC meeting on 
climate change on the 11th of February 2008 in Brussels focused on the need for better 
technology cooperation frameworks and technology transfer progress. The Workshop 
“Enhancing the EU-GCC Relations within the New Climate Regime: Prospects and 
Opportunities for Cooperation”, on the 26th of February 2009 underlined the importance of 
EU-GCC co-operation issues related to energy and the environment [9].  
 
In this context, the European Commission (EC), External Relations Directorate General has 
commissioned the project “Creation and Operation of an EU-GCC Clean Energy Network”. 
The specific objective of this project, aimed to create and facilitate the operation of an EU-
GCC Clean Energy Network. This network aims to act as a catalyst and element of 
coordination for development of cooperation on clean energy, including the related policy and 
technology aspects, among various stakeholders in the EU and GCC countries. The 20th EU-
GCC Joint Council and Ministerial Meeting, Luxembourg, 14 June 2010, welcomed the EC-
GCC Clean Energy Network. 
 
In light of the above facts, an integrated procedure for the identification of appropriate 
renewable and energy efficiency solutions could stimulate the interest of donors (GCC funds, 
EU funds, International donors’ funds, National Funds) and foster joint activities and 
deployment of technologies in the area of clean energy. It is also noted that the Network will 
support the identified project ideas, by the:  
 
• Identification and mobilisation of available sources of financing for joint EU-GCC 

projects and activities; 
• Identification, preparation & submission of applications and implementation of research 

projects under FP7 funding and other R&D financing programmes; 
• Assistance in development of project fiches and submission to international donors and 

other financing institutions. 
 
This Network’s scope and operation aims to identify the huge potential for EU-GCC 
cooperation, as well as to strengthen the cooperation ties between these two regions. 
 
3. Discussion Groups’ Structure and Methodological Procedures 

To achieve these results, the network (EU-GCC Clean Energy Network) is designed in a way 
that allows robust operation, efficiency and flexibility, so as to provide the wide variety of 
services necessary to achieve the expected results. Essential features of the project are the 
Discussion Groups (D/G) that focus on areas of common interest.  
 
The thematic Discussion Groups (D/Gs) contribute to the Network’s strategic objectives for 
enhancing EU-GCC clean energy cooperation. The five key thematic areas on which the 
D/Gs’ work is focused are: 
• D/G 1: Renewable Energy Sources  
• D/G 2: Energy Demand Side Management and Energy Efficiency 
• D/G 3: Clean Natural Gas and Related Clean Technologies 
• D/G 4: Electricity Interconnections and Market Integration 
• D/G 5: Carbon Capture and Storage (CCS). 
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The Discussion Groups (D/G) are structured in a simple way, so as to allow ease of operation 
and flexibility. The proposed organisational structure of a D/G is presented in the following 
Figure 1. 

 

Fig. 1. Structure of a Discussion Group. 
 
The D/Gs work in a continuous “collaboration mode”, by communicating mainly through the 
Network’s Communication- Collaboration- Dissemination Platform (NCCDP). There is a 
specific “area” within the NCCDP for each D/G, where D/G members have full access. The 
D/Gs works under an agreed yearly Work-Plan with clearly identified working directions 
regarding analysis and advice on:  
• Best practice technologies. 
• EU and GCC Policies. 
• Cooperation opportunities- projects among EU and GCC entities. 
• Exchange of ideas/know-how for the specific D/G clean energy topics. 
 
Communication and collaboration within the D/G members is supported by the NCCDP “D/G 
area” that provides tools for: discussion on topics, exchange of documents and information, 
collaborative work on documents, web-meetings (convened by the D/GC or D/G Co-Chair 
Persons), Training Webinars, etc. The D/GC assisted by the D/G co-chair persons mobilize, 
coordinate and facilitate communication and collaboration. Discussion Group members are 
registered in the D/G Mailing List to receive important D/G notifications from the D/GC, the 
D/G Co-Chair Persons and the Network Administration. 
 
4. First Outputs within the Energy Demand Side Management and Energy Efficiency 

D/G 

In the following parts, the main points drawn up from the background report elaborated 
within the D/G are presented. It is noted that this background report is a collaborative 
work/contribution among D/G experts, which is aimed to be further enhanced so as to 
constitute a “Thematic EU-GCC Co-operation Roadmap” on DSM and ENEF.  
 
4.1. EU & GCC State of Play 
4.1.1. EU State of Play 
The EU region is a frontrunner in tackling climate change and energy efficiency issues. The 
20-20-20 target set for 2020 has placed very ambitious goals for the reduction by 20% of 
GHG emissions and primary energy consumption.  
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According to a WEC report [10], EU has one of the lowest primary energy intensities in 
purchasing power parities in the world, and significantly lower than the world average. Figure 
2 below depicts this favorable EU standing in the world as far as the primary energy intensity 
levels in 2008 are concerned. 
 

 
 
Fig. 2. Primary energy intensity levels by country (2008). 

Source: WEC 2010 
 
EU has taken significant legislative action so as to further enhance energy efficiency in the 
region. Although tackling energy consumption through demand side management activities in 
the national level remains a very challenging task, EU central policy developed is a key driver 
towards the achievement of the 20-20-20 target. 
 
4.1.2. GCC State of Play 
While no harmonized policy on DSM exists in the GCC states, recent developments show 
some changes in individual GCC countries. In the following paragraphs, an outline of the 
prevailing situation in these countries is presented. 

• UAE:  
o Urban master Plan Abu Dhabi 2030 addresses sustainability as a core principle. 

Estidama, which is the Arabic word for sustainability, is an initiative developed and 
promoted by the Abu Dhabi Urban Planning Council (UPC), while the early 
aspirations of Estidama are incorporated into Plan 2030 and other UPC policies. 

o The Pearl Rating System for Estidama is one of the key tools for driving and 
determining the core principles of sustainable development. It is a framework for 
sustainable design, construction and operation of communities, buildings and villas, 
specifically tailored to the hot climate and arid environment of Abu Dhabi. 

o The Economic Affairs Unit of Abu Dhabi is currently working with other 
government and non-government entities to develop a comprehensive Demand Side 
Management strategy for electricity and water consumption within the Emirate.  

o As regards Dubai, the government adopted a sustainable development policy 
(“Dubai Strategic Plan 2015”), covering all aspects of society. In the energy branch, 
green building standards, and water and energy conservation and management are 
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relevant aspects. The Green Building Regulation came into effect in April 2010 and 
aimed at reducing energy demands of new buildings by up to 40%.  

o Moreover, the Emirates Authority for Standardisation and Metrology (ESMA) has 
launched a new energy efficiency label and standard scheme in a bid to reduce 
country's environmental impact. The new certification will be placed on electronic 
goods - in particular air-conditioning units - and will be based on an international 
standards template while being specifically designed for the UAE market.  

• Kuwait: The Ministry of Electricity and Water has developed a code of practice for 
energy conservation in buildings, placing emphasis on HVAC, since 1983. A revised 
version of the code was issued in 2010. 

• Saudi Arabia: 
o Ministry of Water and Electricity systematically promotes DSM, by founding the 

Energy Conservation and Awareness Department, imposing limits to the maximum 
power that can be delivered to electricity consumers, establishing DSM actions, and 
rationalizing the use of electricity.  

o Saudi Arabian Standards Organization adopted several standards aiming to limit the 
penetration of in-efficient electrical appliances, without however having the 
effective power to enforce these standards.  

• Qatar: 
o Qatar Green Building Council (QGBC) with mission to educate and increase 

awareness and develop a set of green building best practice guidelines. 
o Qatar Sustainable Energy and Water Utilisation Initiative is a project to improve 

desalination technologies, and promote public awareness of sustainable use of 
energy. 

o National Vision 2030 on sustainable development is supported by Dohaland, 
introducing edge urban living concepts, aimed at delivering a sustainable 
development that is energy-efficient, high in performance and low in wastage. 

• Oman: Electricity companies trying to implement certain DSM programmes are facing 
difficulties, such as large subsidies offered for tertiary sectors’ tariffs. 

• Bahrain: A number of activities promoting energy conservation and DSM measures have 
been realized. These programmes are targeted towards thermal insulation, energy audit, 
power factor, CFLs, labels and energy standards, load control and awareness raising. 

  
4.2. EU & GCC main technology and policy fields of interest  
Main technological focus till now from the GCC side has been placed upon Combined Heat 
and Power Generation, as well as the development of cross-cutting technologies in the 
industrial sector (compressed air pumps, electric motors, ventilation and air conditioning, 
steam generation, cooling etc.). Nevertheless, the significant progress being made on the 
implementation of RUE technologies in the tertiary sector cannot be neglected. 
 
Some potential technology and policy fields of interest for EU/GCC cooperation include: 
• Application of efficient labels and standards for energy household appliances; 
• Redesign of subsidies offered for tertiary sector tariffs; 
• Use of bioclimatic architecture; 
• Promotion of energy efficiency awareness campaigns; 
• Promotion of energy audits in all sectors (industries, tertiary sector buildings, households); 
• Realization of RUE technologies in public buildings, as demonstration projects; 
• Common efforts of government/electricity companies to promote DSM measures; 
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• Introduction of smart meters not only for the large consumers, but for the household sector 
as well. 

 
4.3. Promoting co-operation on Energy Efficiency & Demand Side Management 
Particular emphasis was laid on the discussion for the identification of a few concrete 
examples of areas on which the EU and the GCC could cooperate. These areas are the 
following: 
• Air Conditioning (AC) maintenance and AC technicians’ certification,  
• Replacement of incandescent lamps, further introduction of solar water heaters, reverse 

osmosis.  
• To support legislation and infrastructures e.g. through information platforms and the 

development of standards  
 
In addition, fruitful discussions were elaborated on financing measures that could foster 
related cooperation activities, such as: 
• Lower than market cost tariffs halter the significant promotion of energy efficiency. 

However, raising prices to more cost reflecting tariffs is already happening. 
• District cooling is a promising option for GCC. However, currently the district cooling 

pricing is double than the cost of using AC units. 
 
5. Conclusions 

The main points drawn from the discussion group on “Energy Demand Side Management and 
Energy Efficiency”, as also discussed within the 1st Meeting of the Network’s Discussion 
Groups, 30th November - 1st December 2010, Dubai, UAE, include the following: 
• The GCC region is facing increasing energy demand and high environmental concerns. 

Especially as concerns the electricity consumption, the increasing rates in the GCC region 
have more than doubled within a ten years period, while the load curve shows very high 
summer loads in general and in particular during peak hours.  

• Implementation of Demand Side Management (DSM) schemes is gaining ground in the 
region. More specifically, Abu Dhabi has incorporated their utilization in the energy 
policy 2030, while efforts are being made for their implementation also in Bahrain, Oman 
and Saudi Arabia. In addition, KSA and UAE have already started pilot projects on smart 
energy meters, while activities such as the Abu Dhabi Masdar City, the Qatar Energy City, 
the Bahrain World Trade Center and the KAUST Sustainable Campus, show the GCC 
interest in these fields. 

• The EU has placed significant emphasis on promoting energy efficiency through the 
adoption of the 20-20-20 target. In addition to the EU common policy measures, the EU 
member states possess significant experience in the promotion of energy efficiency 
measures and technologies.  

• GCC countries can benefit, through the exchange of experiences and know how in the 
field of policies and measures, based on the EU related efforts and activities. The FP7 
Programme could also provide opportunities for related collaborations of EU/GCC 
entities. 

Indeed, the Discussion Group outcomes in terms of exploration of possibilities for joint 
projects (both technological research and pilot industrial scale projects) are of significant 
importance for enhancing EU-GCC Clean Energy Cooperation in fields of mutual interest.  
 
The future direction is to make this Network a forum of action and not just discussion. The 
discussion and networking opportunities this platform provides the potential users/ 
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beneficiaries with should be a means to deliver projects which could push forward the GCC 
region on the global scene in the field of clean energy. These potential users/ beneficiaries, 
including donors (GCC funds, EU funds, International donors’ funds, National Funds), other 
financing institutions and energy actors, should work together for preparation & submission 
of applications as well as implementation of research projects under FP7 funding and other 
R&D financing programmes. 
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Abstract: The purpose of this paper is to identify, analyse and discuss the key governance challenges for the 
emerging Knowledge-Based Bio-Economy (KBBE) in Europe focusing on bioenergy, particularly biofuels for 
transport and the biorefinery concept. This paper is based on a literature review, discussions with European 
researchers and practitioners, and questionnaires of bioenergy industry associations. The growing bio-economy 
and bioenergy in Europe face a host of socio-technical issues that comprise a mix of technological, economic, 
social, political, environmental, regulatory and cultural aspects. More specifically, this research work highlights 
three key governance challenges of increasing relevance for the bio-economy, including: the important role of 
public-private networks; city-regions as drivers for the KBBE, especially through climate governance; and 
consumer-citizens and NGOs as key players in the development of the bio-economy. 
 
Keywords: Bio-economy, Bioenergy, Governance, Socio-technical, Sustainability 

1. Introduction 

The emerging Knowledge-Based Bio-Economy (KBBE) in Europe represents a significant 
transformation from economic, social and environmental perspectives. In short, the concept of 
the KBBE can be understood as an economy where the basic building blocks for materials, 
chemicals and energy are derived from renewable biological resources, such as plant and 
animal sources [1]. Worth nearly €2 trillion, the existing bio-economy in Europe currently 
employs around 22 million people across sectors as diverse as agriculture, forestry, fisheries, 
food, and bioenergy [2]. The increased attention on the bio-economy is being driven by the 
recent surge in scientific knowledge and technical competences that can be used to harness 
biological processes for practical applications as well as efforts to reduce greenhouse 
emissions and dependency on oil and fossil fuels. 
 
Within the KBBE, the focus of this paper is on bioenergy – particularly biofuels for transport 
and the biorefinery concept (see Box 1). The purpose of this paper is to identify, analyse and 
discuss the key governance challenges for the emerging bio-economy in Europe. There are 
two underlying objectives. The first is to investigate different perspectives and understanding 
of the bio-economy and its key components. The second is to consider the bio-economy in 
terms of positive and negative impacts as well as drivers and constraints. Overall, this paper 
begins to explore the complexity of the socio-technical issues (covering technological, 
economic, social, political, environmental, regulatory and cultural aspects) that surround the 
bio-economy. It is timely to investigate the role of governance for the bio-economy as a 
European KBBE strategy is expected to be launched in 2011 [3]. 
 
2. Approach 

The emerging bio-economy in Europe is attracting the attention of a diversity of actors (with 
different interests and values) since it affects a range of sectors and activities. Furthermore, 
biofuels for transport (and the biorefinery concept) are under intense debate regarding 
sustainability issues. In this paper, governance is considered as encompassing complex 
processes, which involve multiple actors in decision-making and policy-making [4]. This 
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paper further defines governance in two ways. First, it refers to the different tiers at which 
governance takes place and the interactions between the tiers, which for Europe is local 
municipalities, national governments and the EU. Second, it refers to the myriad of networks 
between public and private actors that shape governance activities. 
 
Box 1: Bioenergy 
Humans exploit biomass (plant and animal matter) for many purposes. When it is utilized to 
produce heat, electricity or fuels for transport it is commonly called bioenergy. Biomass can 
be considered as ‘stored’ solar energy because the process of photosynthesis ‘captures’ energy 
from the sun in growing plants. Utilizing biomass for energy purposes is in fact tapping into 
the vast energy available from the sun. Bioenergy systems comprise both technical aspects, 
such as conversion technologies, and non-technical aspects, such as government policies. 
 
Biofuels for transport are commonly categorised as follows: first generation biofuels made 
from food crops, such as wheat and sugar beet; second generation biofuels from non-food 
biomass, such as lignocellulosic materials; and third generation biofuels from algae. At 
present only first generation biofuels can be produced on a large-scale. However, the 
commercialisation of second generation biofuels is expected over the coming decades. The 
third generation biofuels are in a research and development phase.  
 
The biorefinery concept offers exciting potential to better manage and capture value from 
biomass resources. Similar to petroleum refineries, which produce multiple fuels and products 
from petroleum, biorefineries imply the integrated production of energy, fuels and chemicals 
from biomass. Biorefineries have been identified as one of the most promising routes towards 
the KBBE. While partial biorefineries exist today, considerable research, development, 
demonstration and commercialisation is required to make advanced biorefineries a reality. 
Source: [5] 
 
This research work utilised different research methods to meet the requirements of ‘method’ 
triangulation, including a literature review, discussions with European researchers and 
practitioners, and questionnaires of bioenergy industry associations. The World Bioenergy 
Association (WBA), the European Biomass Association (AEBIOM), the Swedish Bioenergy 
Association (SVEBIO), the Spanish Bioenergy Association (AVEBIOM), and the Renewable 
Energy Association (REA) in the UK, which represents bioenergy interests, completed 
questionnaires. The discussions with informants from a range of sectors and different 
backgrounds also ensure ‘informant’ triangulation. 
 
3. Analysis 

3.1. What is the bio-economy? What are the key components of the bio-economy in 
Europe? 

Bioenergy industry associations show some diversity in perspectives on the bio-economy. 
Heinz Kopetz (questionnaire, 18 June 2010) of AEBIOM states: “The bio-economy is a rather 
new word. It is that part of the economy that relies on energy and raw materials originating 
from green plants.” Tricia Wiley (questionnaire, 3 September 2010) of the REA points out the 
UK Biomass Strategy provides a definition of the bio-economy as “economic activities which 
capture the latent value in biological processes and renewable bioresources to produce 
improved health and sustainable growth and development”. The UK Biomass Strategy is 
based on the definition of the OECD [6]. Furthermore, the OECD [6] highlights the important 
role of biotechnology in the emerging bio-economy (see Box 2). 
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Box 2: Biotechnology 
Biotechnology can be understood as the science of using living things to produce goods and 
services. It therefore involves manipulating and modifying organisms to create new and 
practical applications. Industrial biotechnology or white biotechnology uses enzymes and 
micro-organisms to make bio-based products in a diverse range of sectors, including 
chemicals, food and feed, bioenergy, paper and pulp, and textiles. Green biotechnology is 
biotechnology applied to agricultural processes. Blue biotechnology is a term that has been 
used to describe the marine and aquatic applications of biotechnology. And finally, modern 
biotechnology is used to distinguish newer applications of biotechnology, such as genetic 
engineering and cell fusion, from more conventional methods, such as breeding or 
fermentation. 
Source: [6] 
 
Kjell Andersson (questionnaire, 14 June 2010) of SVEBIO states: “I was not aware that there 
is a concept of an ‘emerging bio-economy’. I think we have a very strong move towards a 
more sustainable energy system, with more energy efficiency and more renewable energy, 
which bioenergy is an important component.” Francisco Gonzalez (questionnaire, 4 August 
2010) of AVEBIOM states that bioenergy is at the core of the bio-economy. Overall, Kent 
Nyström (questionnaire, 20 August 2010) of the WBA highlights that the key components of 
the bio-economy are sustainability in a broader sense including fair competition between 
energy, food and feed as well as fair competition for water supply and land use. This 
highlights that sustainability is central to the KBBE but also the challenges of designing and 
managing the bio-economy. 
 
The concept of the bio-economy has generated considerable ‘excitement’ in Europe and 
around the world. However, it is immediately apparent that the bio-economy means very 
different things to different people. A better understanding of the bio-economy and its key 
components remains a vital foundation for the growth of the KBBE in Europe. Interestingly, 
the bio-economy is one of the oldest sectors (including all industries and economic activities 
that produce, manage and exploit biological resources, such as agriculture, food, forestry, 
fisheries and bioenergy), but it is being transformed into one of the newest sectors. The key 
components of the bio-economy include biotechnology and the biorefinery concept. Biofuels 
for transport are a key product and agriculture is the primary source of raw materials. 
 
3.2. Why promote the bio-economy in Europe? What are the main positive and negative 

impacts of the bio-economy? 
Not surprisingly, bioenergy industry associations in Europe are largely optimistic about 
bioenergy. However, there is a strong awareness that supportive policy schemes need to 
stimulate well-designed bioenergy systems that incorporate strict sustainability standards. 
Heinz Kopetz (questionnaire, 18 June 2010) of AEBIOM believes that negative impacts will 
occur if a sustainable production of biomass is not achieved, which includes the fertility of 
soils and the availability of water, or if more biomass is used than annually produced, and a 
competition between food and non-food use of biomass takes place. Kent Nyström 
(questionnaire, 20 August 2010) of the WBA is confident the expanding bio-economy can 
avoid substantial negative impacts. However, there are challenges ahead for the expanding 
bio-economy to meet stricter sustainability requirements. 
 
Kjell Andersson (questionnaire, 18 June 2010) of SVEBIO states that the main positive 
outcomes of the bio-economy are “a more sustainable energy and material system, based on 
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solar energy and natural processes, instead of depleting finite resources.” Tricia Wiley 
(questionnaire, 3 September 2010) of the REA suggests there are a number of economic, 
security and environmental benefits associated with the bio-economy, including job creation 
as well as investments in industry and deprived areas and communities. Francisco Gonzalez 
(questionnaire, 4 August 2010) of AVEBIOM argues that the generation of employment 
opportunities in rural areas and new incomes streams for farmers will be some of the major 
positive results of the growing bio-economy. 
 
When looking at the positive and negative impacts of the bio-economy a distinction needs to 
be made between the near-future as opposed to the long-term perspective based on visions. 
There are diverging visions of the bio-economy from wildly optimistic about an industrial 
revolution in the coming decades [7] to ‘real’ concern about significant negative impacts, 
especially related to increasing biofuels for transport [8]. Additionally, the current status of 
the bio-economy remains unclear, despite studies to define the scale and attributes of the 
existing bio-economy. Finally, there is growing knowledge related to the biorefinery concept 
and efforts to speed up the development and implementation of biorefineries in Europe, but 
there is still great uncertainty about the potentials and impacts associated with biorefineries. 
 
3.3. How can the bio-economy expand in Europe in a sustainable and competitive way? 

What are the main drivers and constraints for the bio-economy? 
The marginal understanding of the bio-economy and the ‘missing’ carbon taxes in many 
European countries are considered key constraints by some bioenergy industry associations. 
Heinz Kopetz (questionnaire, 18 June 2010) of AEBIOM states: “The basic principle of the 
bio-economy lies in the fact that the carbon comes via photosynthesis from the atmosphere 
and not from the earth’s crust. As long as the depletion of the earth’s crust brings more profit 
than the use of carbon via photosynthesis the development of the bio-economy will be held 
back.” There are in fact discussions about carbon taxes across the EU, especially based on the 
positive experiences from Sweden. In addition to expanding bioenergy, Sweden has also 
made significant progress on biofuels for transport, especially bioethanol (see Box 3). 
 
Box 3: Bioenergy and Bioethanol in Sweden 
In 2009, bioenergy overtook oil as the largest source of energy in Sweden. Oil accounted for 
30.8% while bioenergy provided 31.7% of the total energy use. A major reason for the growth 
of bioenergy in Sweden has been the carbon tax established in 1991. It is based on the 
‘polluter pays principle’ in that emitters of CO2 pay for the costs of CO2 emissions. The 
carbon tax makes it profitable to use fossil fuels efficiently and switch to renewable energy. 
The carbon tax has transformed the energy system in Sweden towards bioenergy. 
 
Over 1,400 of Sweden’s 4,000 service stations offer fuels from renewable energy sources, 
predominantly bioethanol. In addition to economic incentives, service stations (of certain 
sizes) are mandated by law to provide a renewable alternative. Presently, there are some 4.2 
million cars on Sweden’s roads and almost 200,000 are flexi-fuel cars (that can operate on 
bioethanol, petrol or varying blends). There are economic incentives to purchase flexi-fuel 
cars, and subsidies and tax reforms make bioethanol competitive with regular petrol. 
Source: [9,10] 
 
Kjell Andersson (questionnaire, 18 June 2010) of SVEBIO states: “Strong traditional 
industries lobbying to preserve their dominance (oil, coal, gas, nuclear) and big ‘sunk costs’ 
in the existing energy systems make it hard for new alternatives to compete. The fossil energy 
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systems also do not, in most countries, pay for their full external costs, like damage on the 
economy, climate costs, and safety and security costs (nuclear).” Francisco Gonzalez 
(questionnaire, 4 August 2010) of AVEBIOM concurs that the main obstacles for the KBBE 
arise from the capacity of the oil and gas sectors to lobby political and business leaders. For 
the UK, Tricia Wiley (questionnaire, 3 September 2010) of the REA suggests that complex 
and inconsistent regulations, and the perceived risks of policy changes, are constraints for the 
bio-economy. 
 
The drivers and constraints for the bio-economy are mixed together with challenges (and 
opportunities). There is also a difference between global and European issues and trends, and 
more ‘concrete’ drivers or constraints at the national and local levels. Supportive policy 
schemes and social acceptance by a broad range of stakeholders appear to be key ingredients 
for the growing bio-economy. A more integrated and strategic policy approach is required to 
stimulate the KBBE in Europe, which is combined with a strong emphasis on engagement 
with the general public and key stakeholders. While there is an increased effort on research 
and development, it is imperative to also fund demonstrations and implementation. There are 
also many difficult policy decisions to make, especially regarding the sustainable supply of 
raw materials for the bio-economy [11]. 
 
4. Discussion 

4.1. The importance of public-private networks 
The bio-economy is critically dependent on policy ‘intervention’ that creates a favourable 
environment for investment. The type of governance that is shaping the bio-economy in the 
EU is not liberal or market-based or coordinated and state-led, but it is rather characterised by 
public-private networks. There is a pattern of combined public and private investments in 
various parts of the bio-economy, which involves a complex interplay between publicly 
funded science and business firms, regulated markets, emerging professional groups, attempts 
to integrate activities across government authorities, and efforts to create positive public 
attitudes to the KBBE [12]. The development of public-private networks appears to be an 
essential characteristic of the emerging bio-economy, particularly for the biorefinery concept, 
which requires significant support and investment. 
 
EuropaBio [13] states that the main challenges in Europe are that a more integrated and 
strategic approach is needed for the EU to develop a globally competitive bio-economy within 
the next decade. This paper suggests that such an integrated approach should be focused on 
long-term opportunities and open to partnerships between public and private actors within the 
EU (and around the world). For EuropaBio [13] it should involve five key aims, including: 
improving and securing access to renewable raw materials; supporting targeted research, 
training and innovation; developing technologies and systems, and bridging the gap between 
research and markets; stimulating demands for bio-based products; and improving awareness 
of the bio-economy through communication and educational activities. 
 
4.2. The role of city-regions 
In a European context, many of the policies and strategies that are implemented by local 
municipalities were formulated by the EU and filtered through national governments. 
Silvestrini et al. [14] examine the implementation of the Biofuels Directive in Germany, the 
UK, Italy and Finland by looking at the role of city-regions, namely Berlin, London, Milan 
and Helsinki. Interestingly, and extremely relevant for the emerging bio-economy, is that 
networking between city-regions is allowing an exchange of knowledge and experiences, and 
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contributing to practical and policy learning around the Biofuels Directive [14]. This paper 
argues that city-regions and local municipalities are well-positioned to play an important role 
in the KBBE, especially in relation to biofuels for transport. 
 
The scope for action by local municipalities is defined by their jurisdiction and 
responsibilities, and their financial independence. However, Gupta et al. [15] suggest that 
local municipalities are often able to establish more ambitious goals and policies than national 
governments, which is particularly evident in regards to climate governance. Furthermore, the 
goals and policies of city-regions related to the bio-economy can be framed through climate 
governance, which can help to mobilise actors and coordinate diverse interests. For the bio-
economy, climate governance by local municipalities and city-regions can be an important 
mechanism to translate abstract visions of the KBBE (often framed by national or 
international actors) into concrete agendas based on local and regional contexts. 
 
4.3. The engagement of consumer-citizens 
Creating awareness amongst the general public and key stakeholders about the KBBE appears 
to be a vital foundation for expanding the bio-economy in Europe. This paper argues that an 
EU strategy for communication and stakeholder involvement is necessary, which is combined 
with actions across countries and city-regions. However, it is clear that increased information 
and communication do not directly translate into public acceptance. On the contrary, the 
success of the bio-economy will likely depend on active public and stakeholder engagement 
both in policy formulation and specific projects. Demonstrating the benefits of expanding the 
bio-economy in parallel with trade-offs to consumer-citizens will be required to create the 
foundations for the KBBE in Europe [16]. 
 
The concept of consumer-citizens can be utilised to shape communication strategies. On the 
one hand, the bio-economy needs to be marketed to ‘consumers’, and on the other hand, 
proponents of the bio-economy need to also actively engage ‘citizens’ in planning and 
implementation processes. Additionally, there is a need to identify and positively engage with 
target audiences, particularly opinion-formers, such as NGOs, that can influence the general 
public. NGOs are currently establishing their positions on the KBBE. It can be expected that 
NGOs will become further engaged as the bio-economy grows. NGOs are likely to be 
important opinion-formers for the implementation of the biorefinery concept and they are 
already deeply engaged in debates on biofuels for transport. 
 
5. Reflections 

This paper concludes with two reflections. First, serious concerns have been raised about the 
sustainability of biofuels for transport, which are an integral part of the KBBE. The 
underlying message is that biofuels only make sense if the raw materials are based on truly 
renewable and sustainable sources. The European Commission has decided to establish 
binding sustainability criteria for biofuels, which will become stricter over time. The efforts 
by the European Commission all point towards increased emphasis on the sustainability for 
bioenergy generally and biofuels for transport specifically. Furthermore, the biorefinery 
concept offers the potential to move towards more sustainable production of biofuels 
combined with other bio-based products. 
 
Second, while sustainability appears to be on the top of the political agenda, it is impossible to 
measure the sustainability of biofuels, the biorefinery concept or the bio-economy, without 
taking into consideration the scale and pace of growth. This challenges current thinking and 
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ideas about the economy. Put simply, the bio-economy cannot replace the fossil-based 
economy as it is set-up today. On the contrary, the emerging bio-economy demands attention 
on consumption issues as much as the production side. For example, biofuels for transport 
must be integrated into broader mobility strategies that encompass more than the introduction 
of ‘new’ fuels. Ultimately, the move towards a sustainable KBBE is directly connected to 
achieving sustainable development on a ‘grand’ scale. 
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Abstract: Exergy concepts and exergy based methods offer an insight to the understanding of sustainable energy 
engineering. The utilization of energy and other resources by applying physical concept as exergy and exergy 
based methods and the value of these tools in the design and optimization are presented, in particular Life Cycle 
Exergy Analysis (LCEA). Optimization methods incorporating both exergy and economic conditions are also 
presented. This brings a new approach and insight to the engineering conditions for a sustainable development 
that is further elaborated. The importance of introducing this new knowledge into present engineering education 
and practices is argued for. 
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Nomenclature 

E exergy ................................................... J 
Eindirect exergy indirect input ............................. J 
E in exergy input .......................................... J 

inE  exergy power input ............................ W 
Eout exergy output ........................................ J 
Enet,pr exergy net of product ............................ J 
Epr exergy of product .................................. J 

prE  exergy power of product .................... W 
Etot total exergy ........................................... J 
Etr transit exergy ........................................ J 
Ewaste exergy of waste ..................................... J 
H enthalpy ................................................ J 
i, j, k, l unit, 1, 2,… ............................................  
P0 pressure of the environment .............. Pa 
Q heat (thermal energy in transit) ............. J 
S entropy ............................................ J K-1 
Stot entropy of the total system, i.e. the 

system and the environment ........... J K-1 

t time ....................................................... s 
t0 time when a project starts, e.g. the first 

steps to build a power plant .................. s 
tclose time when an operation closes, e.g. a 

power plant close down ........................ s 
t life time when a project finally closes, i.e. 

after complete restoration to original 
state ...................................................... s 

tpayback time when a payback situation is 
reached ................................................. s 

tstart time when an operation starts ............... s 
T temperature .......................................... K 
T0 temperature of the environment .......... K 
U internal energy ...................................... J 
V volume ............................................... m3 

0iµ  chemical potential of substance i in its 

environmental state ..................... J mol-1 

1. Introduction 

Exergy is a well established scientific concept suitable in the work towards sustainable 
development. Exergy accounting of the use of energy and material resources provides unique 
knowledge on how effective a process is in utilizing physical resources. This knowledge can 
identify areas in which technical and other improvements should be undertaken, and indicate 
the priorities, which should be assigned to conservation measures, efficiency improvements 
and optimizations. Thus, exergy concept and tools are essential to the creation of a new 
engineering paradigm towards sustainable development. 
 
2. Exergy 

The exergy concept originates from works of Carnot [1], Gibbs [2], Rant [3] and Tribus [4] 
and the history is well documented [5]. Exergy of a system is [6], [7] 
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where U, V, S, and ni denote extensive parameters of the system (energy, volume, entropy, 
and the number of moles of different chemical materials i) and P0, T0, and μi0 are intensive 
parameters of the environment (pressure, temperature, and chemical potential). Analogously, 
the exergy of a flow can be written as: 

∑−−=
i

ii nSTHE 00 µ  (2) 

where H is the enthalpy. 

All processes involve the conversion and spending of exergy, thus high efficiency is of utmost 
importance. This implies that the exergy use is well managed and that effective tools are 
applied. Presently, an excellent online web tool for calculating exergy of chemical substance 
is also available [8]. 
 
Energy is always in balance, however, for real processes exergy is never in balance due to 
irreversibilities, i.e. exergy destruction that is related to the entropy production by 

( )∑ >−=∆=−
i

iEESTEE 0outin
tot

0
tot
out

tot
in  (3) 

where totS∆  is the total entropy increase, tot
inE  is the total exergy input, tot

outE  is the total exergy 

output, and iEE )( outin −  is the exergy destruction in sub process i. 
 
The exergy loss, i.e. destruction and waste, indicates possible process improvements. In 
general “tackle the biggest loss first” approach is not always appropriate since every part of 
the system depends on each other, so that an improvement in one part may cause increased 
losses in other parts. As such, the total losses in the modified process may in fact be equal or 
even larger, than in the original process configuration. Also, the use of renewable and non-
renewable resources must be considered. Therefore, the problem needs a more careful 
approach. 

 
3. Exergy diagrams 

In engineering, flow diagrams are often used to describe the energy or exergy flows through a 
process. Fig. 1 shows a typical thermal power station, its main components and roughly the 
main energy and exergy flows of the plant. This diagram shows where the main energy and 
exergy losses occur in the process, and also whether exergy is destroyed from irreversibilities 
or whether it is emitted as waste to the environment. In the energy flow diagram energy is 
always conserved, the waste heat carries the largest amount of energy into the environment, 
far more than is carried by the exhaust gases. However, in the exergy flow diagram the 
temperature of the waste heat is close to ambient so the exergy becomes much less. The 
exergy of the exhaust gas and the waste heat are comparable. 
 
Fig. 2 illustrates the energy and exergy flows of an oil furnace, an electric heater, an electric 
heat pump and a combined power and heat plant, i.e. a cogeneration plant. The produced heat 
is used for space heating. In the oil furnace the energy efficiency is assumed to be typically 
about 85%, losses being due mainly to the hot exhaust gases. The exergy efficiency is very 
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low, about 4%, because the temperature difference is not utilized when the temperature is 
decreased, to a low of about 20°C, as a comfortable indoor climate. 

    
Fig. 1. Energy and exergy flow of a thermal Fig. 2. Energy and exergy flows through  

                                   power plant.                                                       typical some energy systems. 
 

Electric heating by short-circuiting in electric resistors has an energy efficiency of 100%, by 
definition of energy conservation. The energy efficiency of an electric heat pump is not 
limited to 100%. If the heat originating from the environment is ignored in the calculation of 
the efficiency, the conversion of electrical energy into indoor heat can be well over 100%, e.g. 
300% as in Fig. 2. The exergy flow diagram of the heat pump looks quite different. The 
exergy efficiency for an electric heater is about 5% and for the heat pump, 15%. 
 
In Fig. 1 the energy and exergy efficiencies are the same since both energy and exergy is 
almost equal for the inflow of fuels and the outflow of electricity. For a combined power and 
heat plant, i.e. a cogeneration plant (Fig. 2) the exergy efficiency is about the same as for a 
thermal power plant (Fig. 1). The main exergy loss occurs in the conversion of fuel into heat 
in the boiler. Since this conversion is practically the same in both the condensing and the 
combined power plants, the total exergy efficiency will be the same, i.e. about 40%. However, 
it may be noted that the power that is instead converted into heat corresponds to a heat pump 
with a coefficient of performance (COP) of about 10. Thus, if there is a heating need a 
cogeneration plant is far superior to a condensing power plant. The maximum energy 
efficiency of an ideal conversion process may be over 100%, depending on the definition of 
efficiency. The exergy efficiency, however, can never exceed 100%. 

 
4. Exergy analysis 

To estimate the total exergy input that is used in a production process it is necessary to take 
all the different inflows of exergy to the process into account. This type of budgeting is often 
termed Exergy Analysis [6] & [7], Exergy Process Analysis, see Fig. 3, or Cumulative Exergy 
Consumption [9], and focuses on a particular process or sequence of processes for making a 
specific final commodity or service. It evaluates the total exergy use by summing the 
contributions from all the individual inputs, in a more or less detailed description of the 
production chain. 
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Environmentally oriented Life Cycle Analysis or Assessment (LCA) are common to analyze 
environmental problems associated with the production, use and disposal or recycling of 
products or product systems, see Fig. 4. Every product is assumed to be divided into these 
three “life processes”, or as it is sometimes named “from cradle to grave”. 

 
Fig. 3. Levels of an exergy process analysis. 

                 
Fig. 4. The life cycle “from cradle to grave”. Fig. 5. Main steps of a LCA. 

 

For every “life process” the total inflow and outflow of energy and material is computed, 
thus, LCA is similar to Exergy Analysis. In general Exergy Analysis and LCA have been 
developed separately even though they are strongly linked. This inventory of energy and 
material balances is then put into a framework as described in Fig. 5. Four stages in the LCA 
can be distinguished: (1) Objectives and boundaries, (2) Inventory, (3) Environmental impact, 
and (4) Measures. These four main parts of an LCA are indicated by boxes, and the procedure 
is shown by arrows. Green arrows show the basic steps and red arrows indicate suitable next 
steps, in order to further improve the analysis. 
 
In LCA the environmental burdens are associated with a product, process, or activity by 
identifying and quantifying energy and materials used, and wastes released to the 
environment. Secondly one must assess the impact on the environment, of those energy and 
material uses and releases. Thus it is divided into several steps (Fig. 5). 
 
The multidimensional approach of LCA causes large problems when it comes to comparing 
different substances, and general agreements are crucial. This problem is avoided if exergy is 
used as a common quantity, which is done in Life Cycle Exergy Analysis (LCEA) [10]. 
 
In this method we distinguish between renewable and non renewable resources. The total 
exergy use over time is also considered. These kinds of analyses are of importance in order to 
develop sustainable exergy supply systems in society. The exergy flow through a supply 
system, such as a power plant, usually consists of three separate stages over time (Fig. 6). At 
first, we have the construction stage where exergy is used to build a plant and put it into 
operation. During this time, 0≤t≤tstart, exergy is spent of which some is accumulated or stored 
in materials, e.g. in metals etc. Secondly we have the maintenance of the system during time 
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of operation, and finally the clean up or destruction stage. These time periods are analogous to 
the three steps of the life cycle of a product in an LCA. The exergy input originating from non 
renewable resources used for construction, maintenance and clean up we call indirect exergy 
Eindirect. Indirect exergy input originating from renewable recourses are not accounted for. 
When a power plant is put into operation, it starts to deliver a product, e.g. electricity with 
exergy power prE , by converting the direct exergy power input inE . In Fig. 6 the direct 
exergy is a non-renewable resource, e.g. fossil fuel and in Fig. 7 the direct exergy is a 
renewable resource, e.g. wind. 

 

 
Fig. 6. LCEA of a fossil fueled power plant. 

 
Fig. 7. LCEA of a wind power plant. 

In the first case, the system is not sustainable, since we use exergy originating from a non-
sustainable resource. We will never reach a situation where the total exergy input will be paid 
back, simply because the situation is powered by a depletion of resources, we have 
Epr<Ein+Eindirect. In the second case, instead, at time t=tpayback the produced exergy that 
originates from a natural flow has compensated for the indirect exergy input, see Fig. 7, i.e. 

indirect
0

indirectpr

lifebackpay 

start

)()( EdttEdttE
tt

t
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(4)

 

Since the exergy input originates from a renewable resource we may not account for it. By 
regarding renewable resources as free then after t=tpayback there will be a net exergy output 
from the plant, which will continue until it is closed down, at t=tclose. Then, exergy has to be 
used to clean up and restore the environment, which accounts for the last part of the indirect 
exergy input, i.e., Eindirect, which is already accounted for (Eq. 4). By considering the total life 
cycle of the plant the net produced exergy becomes Enet,pr=Epr-Eindirect. These areas 
representing exergies are indicated in Fig. 7. For modern wind power plants this time is less 
than one year [11]. Then the system has a net output of exergy until it is closed down, which 
for a wind power station may last for decades. Thus, these diagrams could be used to show if 
a power supply system is sustainable. 
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LCEA is very important in the design of sustainable systems, especially in the design of 
renewable energy systems. Assume a solar panel, made of mainly aluminum and glass that is 
used for the production of hot water for household use, i.e. about 60°C. Then, it is not obvious 
that the exergy being spent in the production of this unit ever will be paid back during its use, 
i.e., it might be a misuse of resources rather than a sustainable resource use. The production of 
aluminum and glass require a lot of exergy as electricity and high temperature heat or several 
hundred degrees Celsius, whereas the solar panel delivers small amounts of exergy as low 
temperature heat. LCEA must therefore be carried out as a natural part of the design of 
renewable energy systems in order to certify a sustainable resource use. Another case to 
investigate is the production of biofuels in order to replace fossil fuels in the transport sector. 
This may not necessarily be sustainable since the production process uses a large amount of 
fossil fuels, directly for machinery or indirectly as fertilizers, irrigation and pesticides. Thus, 
it may well turn out to be better to use the fossil fuels in the transport sector directly instead. 
This will be well described by a LCEA. 
 
Sustainable engineering could be defined as the use of renewable resources in such a way that 
the input of non-renewable resources will be paid back during its life time, i.e. 
Epr>Ein+Eindirect. In order to be truly sustainable the used non-renewable resources must also 
be completely restored or, even better, not used at all. Thus, by using LCEA and 
distinguishing between renewable and non-renewable resources we have an operational 
method to define sustainable engineering. 
 
LCEA diagrams are of particular importance in the planning of large scale renewable energy 
systems of multiple plants. Initially, this system will consume most of its supply within its 
own constructions phase. However, some time after completion it will deliver at full capacity. 
Thus, the energy supply over time is heavily affected by internal system dynamics. 

 
5. Exergy and economics 

Exergy measures the physical value of an energy resource. Thus, it relates to the economic 
value, which reflects its usefulness. This makes exergy a valuable energy policy tool. 
 
In order to encourage the use of sustainable resources and to improve resource use, an exergy 
tax could be introduced. The use of non-renewable resources and its waste should be taxed by 
the amount of exergy it accounts for, since this is related to depletion of resources and an 
environmental impact. In addition to this, toxicity and other indirect environmental effects 
must also be considered. In the case of irreversible environmental damage, a tax is not 
suitable, instead restrictions must be considered. Eventually, this should also be the case for 
the depletion of assets from future generations. At least it indicates a moral dilemma. 
 
A system could be regarded as a part of two different environments, the physical and the 
economic environment. The physical environment is described by pressure P0, temperature 
T0, and a set of chemical potentials μi0 of the appropriate substances i, and the economic 
environment by a set of reference prices of goods and interest rates. These two environments 
are connected by cost relations, i.e. cost as a function of physical quantities (Fig. 8). 
 
With the system embedded in the physical environment, for each component there are mass 
and energy balances needed to define the performance of the system. In addition, these 
balances describe the physical behavior of the system. 
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If the cost relations are known, then the physical and economic environments could be linked. 
The cost equations can sometimes be simplified to a scale effect, times a penalty of intensity. 
Then the system of lowest cost, which is physically feasible, can be found. Usually the 
maintenance and capital costs of the equipment are not linear functions, so in many cases 
these costs have more complex forms. If, by some reason, it is not possible to optimize the 
system, then at least cost could be linked to exergy by assuming a price of exergy. This 
method is called Exergy Economy Accounting (EEA). 

 

 
Fig. 8. The system surrounded by the physical and the economical environments, which are linked 

through cost relations. 

Since exergy measures the physical value, and costs should only be assigned to commodities 
of value, exergy is thus a rational basis for assigning costs, both to the interactions that a 
physical system experiences with its surroundings and to the sources of inefficiency within it. 
The exergy input is shared between the product, and the losses, i.e. destruction and waste. 
 
EEA simply means determining the exergy flows and assigning economic value to them. 
Thus, EEA does not include consideration of internal system effects. It does not describe how 
the capital investments in one part on the system affect exergy losses in other parts of the 
system. In the EEA method the exergy losses are numbers and not functions. However, this 
simple type of analysis sometimes gives ideas for, otherwise, not obvious improvements, and 
a good start of an optimization procedure, in which the exergy losses would be functions. 
 
When constructing a system, the goal is often to attain the highest possible technical 
efficiency at the lowest cost, within the existing technical, economical and legal constrains. 
The analysis also includes different operating points (temperatures, pressures, etc.), 
configurations (components, flow charts, etc.), purpose (dual purpose, use of waste streams, 
etc.), and environments (global or local environment, new prices, etc.). Usually, the design 
and operation of systems have many solutions, sometimes an infinite number. By optimizing 
the total system, the best system under the given conditions is found. Some of the general 
engineering optimization methods could be applied, in order to optimize specific design and 
operation aspects of a system. However, selecting the best solution among the entire set 
requires engineering judgment, intuition and critical analysis. Exergy Economy Optimization 
(EEO) is a method that considers how the capital investments in one part of the system affect 
other parts of the system, thus optimizing the objective function. The marginal cost of exergy 
for all parts of the system may also be calculated to find where exergy improvements are best 
paid off. 
 
6. Final words 

These tools must be incorporated with energy engineering and policy to develop sustainable 
energy systems. My own experience from education is a strong positive feedback from the 
students and parts of the educational establishment, e.g., the UNESCO project Encyclopedia 
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of Life Support Systems (EOLSS) [12]. However, sometimes there is also a strong skepticism 
among the academic establishment for this that also has to be dealt with. Thus, traditional 
boarders between different disciplines must be removed and more of interdisciplinary studies 
and activities must be applied at both high school and university levels. More problem 
oriented approaches and a focus on sustainable development issues are also to be encouraged. 
 
7. Conclusions 

Exergy based tools are excellent to describe the utilization of renewable energy resources and 
important within sustainable energy engineering. A system that consumes the exergy 
resources at a faster rate than they are renewed is not sustainable. The educational system has 
a crucial role to play to introduce these tools in order to promote education for sustainable 
development. This education must be based on a true understanding of our physical 
conditions. Exergy is a concept that offers a physical description of the life support systems as 
well as a better understanding of the use of energy and other resources in society. Thus, 
exergy and descriptions based on exergy are essential for our knowledge towards sustainable 
development. 
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Abstract: Energy technologies based on biomass conversion are put forward as major means to curb climate 
change and enable a transition to a carbon neutral society. Many policies at international and national level are 
set up to support this transition. The pulp and paper industry is strongly linked to the conversion of biomass in 
Sweden and have a decisive role for the future of these technologies. This study aims to describe and explain the 
Swedish pulp and paper industry’s reaction to policy with regard to the development of biorefineries. It turns out 
that firms are developing along two technological trajectories; 1) gasification for fuel production with a business 
model similar to the current one and 2) separation and refining for production of high value products, which 
requires a modified business model. Firms are also repositioning themselves within the regime and across regime 
borders. We conclude that the regime is in a phase of fragmentation. The policy implications from this analysis 
are that effective policy intervention needs to consider that multiple signals that are affecting the regime and 
policies should be designed depending on what degree of regime fragmentation that is desirable.   
 
Keywords: Energy policy, Biorefinery, Pulp and paper industry, Multilevel perspective, Incumbent firm strategy 

1. Introduction  

A transition to a carbon neutral society will require extensive efforts to curb climate change. 
This involves large-scale changes in the energy system, switching from fossil to renewable 
energy sources. In Sweden increased use of biomass is considered as one step along this path, 
since the country has large biomass resources. Policies at international and national level, e.g. 
EU’s directive on promotion of use of energy from renewable sources and the green 
certificates in Sweden, put forward energy technologies based on biomass conversion as 
major means to enable this transition. The pulp and paper industry in Sweden is strongly 
linked to the development of energy technologies based on biomass conversion, since the 
industry are in control of a large proportion of the biomass flow and have extensive 
knowledge of technologies based on biomass feedstock. Thus the industry can effectively 
hinder or induce the development of these technologies and consequently the transition that 
large-scale diffusion of these technologies could permit. Implementation of this type of 
technologies in the pulp and paper industry is often referred to as conversion of pulp and 
paper mills to biorefineries, i.e. a plant that efficiently use the incoming biomass to produce 
chemicals and energy simultaneously or instead of conventional fibers for paper products 
(definition inspired by [1]). Moreover, the pulp and paper industry is a large actor in the 
Swedish society, employing around 23,000 people in the country and contributing to 11% of 
Swedish exports [2]. Due to the strong link to biomass conversion and the size of the industry, 
it is an important actor for the development of biorefineries in Sweden. Policies’ strong 
incentive for development of these technologies and the pulp and paper industries central role 
for biomass conversion make it important to understand the industry’s reaction to policy. This 
study aims to describe and explain the Swedish pulp and paper industry’s reaction to policy 
with regard to the development of biorefineries. In order to describe how the regime, that 
constitutes the Swedish pulp and paper industry, is reacting this article combines literature on 
transition and strategy.  
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2. Methodology 

This section describes how data was collected and the theoretical framework used for the 
analysis.  
 
2.1. Data collection   
For this study data was collected 2009-2010, through semi-structured interviews with 
representatives (often technical directors) from the Swedish pulp and paper industry. Other 
stakeholders, e.g. Universities and research companies, were also interviewed. The companies 
interviewed for this study represents more than 75% of the pulp and paper production in 
Sweden. The study is mainly focusing on the companies’ operations in Sweden, even though 
it can be difficult to isolate international companies’ strategies and actions to one country. 
 
2.2. Theoretical framework  
What policy that is viewed as effective in the steering of technical change processes depends 
on what model that is used to understand the system. A simple model could be that policy is 
seen as a signal going into the system urging the system to react. In contrast to this model, 
empirical evidence suggests that the adoption and wide diffusion of novel technologies tends 
to take many decades [3] and that incumbent firms are unwilling to make radical changes but 
tend to focus on incremental change along a trajectory within the prevailing technological 
paradigm [4, 5]. Nevertheless, over longer time frames the economy is characterised by the 
emergence, development and decline of different industries [6, 7]. Rip and Kemp [8] 
suggested a three layer model of technical change, further developed by Shot and Geels  [9, 
10] to explain the dynamics of such technological transitions. The intermediate layer, called 
the ‘regime level’, is constituted by a well-established socio-technical system that provides a 
function or a set of products. This includes the incumbent firms in an industry, consumers and 
other involved actors as well as technical infrastructures and production systems and the 
regulatory, normative and cognitive rules deciding what is allowed, desirable and sensible. At 
a micro level new technological options grow in ‘niches’. Over time these may challenge the 
existing regime and form new systems. It is argued that such change is made possible by 
changes at a higher society wide macro level, the ‘socio-technical landscape’, which put 
pressure on the regime and destabilizes it and thereby opens windows of opportunities for 
niche technologies [9].  
 
In the multi-level perspective (MLP) tradition it is recognised that regime change can take 
many pathways [10]. Additionally, as has been recognised before in the literature on 
economics of innovation [e.g. 7], incumbent actors may have critical roles also in radical 
change processes [10]. New biomass conversion technologies need to be linked up to biomass 
flows already governed by mature industries. This may indicate that biorefineries are more 
likely associated with a ‘transformation path’ [10], rather than more disruptive transition 
patterns. If such a transformation path is to be guided by policy, we believe it is crucial to 
develop more refined descriptions of regime dynamics. In the MLP literature ‘the regime’ 
tends to be treated at a highly aggregated level. To trace the emergence of regime 
fragmentation and transformation processes we see a need to decompose this aggregate. More 
specifically, we believe that much could be gained if the implications of the diversity among 
incumbent firms were studied more closely. To this end the literature on firm strategy can 
contribute.  
 
According to Porter [11], a firm should strive to create a unique and valuable position. There 
are two strategies to achieve this. Either the firm should try to perform different activities 
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compared to its rivals or it should perform the same activities as its rivals, but perform them 
differently. In addition, the strategy should protect the industry structure, rather than threaten 
it since this could result in decreased industry profitability. Thus from Porter’s perspective 
incumbent firm gain the most by diversifying its activities, but only so much that they still 
reinforce the prevailing industry regime. Porter also stresses the importance of clusters for 
driving direction and pace of innovation [12]. Another perspective is offered by the resource 
based view, in which e.g. Grant [13] claims that a competitive position is best explained by 
the firm’s resources and capabilities. Firms should identify its internal resources and skills 
and match these against the opportunities and risks created by its external environment. 
However, incumbent firms often find it difficult to adapt to changes at the landscape level if it 
requires strategies that are not aligned with its core capabilities, which then can become core 
rigidities [14]. Additionally, firms are not acting in accordance with some universal 
rationality. Instead, they are guided by mental models, which are used as a filter to simplify 
reality and enable decision making [15]. These models are based on successes and failures of 
previous actions, but are seldom explicit. Yet, these models are only valid as long as the 
variables and circumstances they are based on are not changed [15]. Thus changes at the 
landscape level could imply that a new mental model must be developed in order to make 
better decisions.  
 
In combination these views on firm strategy suggest that if we want to understand regime 
response to multiple landscape pressures and new technological opportunities we need to take 
into account the relative positioning of firms in industries, geographical clusters, the firms’ 
capabilities and their individual historical experiences of success and failure. 
 
3. A multilevel perspective on the Swedish pulp and paper industry  

This chapter describes the Swedish pulp and paper industry from a multilevel perspective, 
including the industry structure at a regime level, changes at a landscape level and finally 
technological developments at a niche level.   
 
3.1. Industry structure at regime level 
The companies within the Swedish pulp and paper industry have different characteristics and 
prerequisites for development and implementation of biorefinery options. From a technical 
perspective, the type of mill is important. Most mills are integrated mills, which mean that 
they have both pulp and paper production at the same site [16]. Integration of biorefinery 
options is of interest in pulp mills, which can be divided into two categories mainly 
mechanical, i.e. the raw material is grinded mechanically, or mainly chemical, i.e. the raw 
material is treated with chemicals and heat to degrade and dissolve the lignin from the 
cellulose and hemicelluloses [16]. Due to the large flow of by-products in chemical processes 
there are many opportunities for integration of biorefinery solutions in chemical pulp mills.  
 
Within the industry, there are large variations in firm size and extent of vertical integration, 
ranging from firms operating one single mill, e.g. Domsjö Fabriker, to large multinational 
companies, e.g. Stora Enso. The diversity in the industry is illustrated in Fig. 1, in which the 
extent of vertical integration and difference in size are shown for six Swedish pulp and paper 
firms.  
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Fig. 1 The diversity in vertical integration and firm size for six Swedish pulp and paper firms. The 
value chain is characterised by four segment; forest ownership (ownership of 50% or more of raw 
material requirements), pulp production, paper production and production of consumer products. The 
size is indicated by relating the number of employees to the size of the bar that represent each firm.  
 
Firms’ actions are also governed by the mental models. One example of two different mental 
models of company leaders could be seen when Domsjö Fabriker was created in 2000, as a 
result of a small group of people buying the pulp mill from the corporation MoDo. In contrast 
to the former owner the new owners were convinced that the unprofitable pulp mill could be 
transformed into a modern biorefinery [17]. 
 
3.2. Landscape changes   
We can identify three main trends at the landscape level that are influencing the industry: 
changing patterns of demand for paper, economic and industrial development in South 
America and Asia and increased political attention to energy and environmental issues. While 
none of these have unambiguous effects, all of them create tension at the regime level.  
 
During the last decades the printed media has experienced competition from electronic media, 
the industry has experienced decreasing demand, particularly for news print [18]. On the other 
hand, demand for personal care products is increasing as living standards are raised in many 
countries. The same applies for packaging products, probably as a result of the debate on 
climate change that has emphasised the importance of renewable materials [19].  
 
The European market is the main market for most Swedish pulp and paper companies and 
Sweden’s part of the supply has increased at the same modest pace as the European 
consumption [18]. The rapid economic growth in other parts of the world opens potential new 
markets. However, increased production capacity in South America and Asia reduces the 
possibility for European companies to take advantage of these emerging markets. Instead, 
these companies face competition from firms outside Europe with lower production and 
feedstock costs.  
 
The debate on climate change and security of energy supply has resulted in raised prices on 
electricity and fuels, which has increased the production cost for the European pulp and paper 
industry. European mills have become more energy efficient, less fuel oil and other fossil 
fuels are used and the fraction of biomass in total fuel consumption has increased [20]. These 
trends are also valid for the Swedish pulp and paper industry, which produces more electricity 
with back-pressure power and deliver more heat to nearby communities [18]. 
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3.3. Technological developments at niche level  
The technological development of biorefineries has been going on for decades and can be 
divided into two main technological fields; 1) gasification and 2) separation and refining. In 
Sweden, the development of the gasification started in the 1970s with an emphasis on 
production of methanol, mainly through gasification of coal and peat, but biomass was also 
considered as a possible fuel [21]. As the focus shifted to ethanol produced by enzymatic 
hydrolysis in the 1980s, gasification was no longer prioritized. Despite this the competence 
about the technology lived on in the electricity sector [21]. In the mid 1990s to early 2000s 
the gasification technology re-emerged in three parallel tracks; biomass gasification for 
production of dimethyl ether (DME) or Fisher Tropsch (FT) diesel and finally gasification of 
black liquor to produce methanol [21]. The future development of both gasification and 
enzymatic hydrolysis for ethanol production is now dependent of successful pilot and 
demonstration plants. Some technologies have, however, reached a commercialisation state 
for example LignoBoost, which is a process for lignin extraction and an example of a 
separation technology. Södra is today working on a plant in commercial scale and research for 
future applications of lignin is going on in parallel [22].   
 
4. Regime response 

The result of changes at landscape level and technological niche developments can be seen in 
the regime, as the first signs of a fragmentation becomes visible. We identify restructuring 
along two different technological trajectories. We also observe repositioning within existing 
value chains and more radical repositioning, i.e. repositioning that transcends traditional 
industry boundaries.  
 
4.1. New technological trajectories  
Biorefinery concepts offer new business opportunities for an industry regime under pressure 
from landscape changes. However, while fuel production from the large biomass resource of 
the Swedish forests has been a primary target for Swedish Energy Authorities since the end of 
the 1970s, the Swedish pulp and paper industry has demonstrated little interest [21]. With the 
increased pressure over the last couple of years this is now slowly changing. While few 
companies have gone so far that they have actually started to implement biorefinery 
technologies many are now becoming engaged in research and investigations of options that 
can convert their mills into biorefineries. In different ways, the companies try to match the 
new technological options with their existing processes and business models. At this point we 
can distinguish two main technological trajectories. 
 
4.1.1. Gasification and fuel production 
The first trajectory is centred on gasification technologies. Biomass or black liquor can be 
used as raw material for this process. The product is syngas, which can be used for the 
production of a spectrum of refined products for example methanol, methane, DME, FT diesel 
and hydrogen. Companies that are interested in gasification of biomass or black liquor tend to 
focus on production of bio fuels rather than chemicals, which equally well could be produced. 
In most cases the companies are interested in gasifying low grade biomass in parallel to 
continued production of pulp or paper. The business model behind this strategy seems to rely 
on the possibility to sell large volume of fuel, in a similar way as pulp or paper are sold today. 
However, additional biomass will be needed for implementation of these technologies. 
 
Stora Enso motivates its preference for biomass gasification technology with the argument 
that it is flexible in the choice of end product and in the choice of raw material, thus different 
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raw materials could be used at different geographical locations [19]. The preference for 
transportation fuels is driven by the competences their partner, Neste Oil, has in this field and 
the belief that the production of fuels can contribute more to prevent climate change than 
production of materials [19]. The arguments for this option reflect the present business 
model’s focus on efficient production of bulk products. While implying major investments in 
new technology, the change in business model is minor and the core business of producing 
pulp and paper is not questioned.  
 
4.1.2. Separation and refining to high value products  
The processes employed in the second trajectory are typically enzymatic processes, hydrolysis 
and fermentation. Compared to gasification technology the choice of process is linked more 
directly to a specific product. Companies in this trajectory have a broader perspective on the 
kind of products they could produce in the future; chemicals, materials or possibly fuels. The 
business model linked to these products focuses on the possibility to sell small quantities of 
these products at a high price. One key argument for this strategy is to use the full potential of 
the fiber in biomass. The industry has traditionally done a lot of research on cellulose fiber. 
Consequently, utilising knowledge about cellulose fibers for production of materials and 
chemicals relates to one of the industry’s core competences.  
 
Södra with their implementation of the LignoBoost technology and Domsjö Fabriker’s 
production of specialty cellulose for production of viscose clothes are both examples of 
development along this trajectory. These firms have in common that they operate (non-
integrated) chemical pulp mills. Södra has investigated many different technological options, 
driven by the will to extend capacity at its mills and the need to find new energy carries to 
increase the export of energy from the mills [22]. The outspoken argument for production of 
specialty cellulose, for the clothes market, at Domsjö is that cotton is claimed to be less 
environmentally friendly due to the large quantities of chemicals and water that is used for its 
production. Hence, materials produced from forest products, like viscose, could offer a more 
environmentally friendly solution [23]. Since the amount of raw material needed for 
realization of options along this trajectory could be small, the original process could be 
affected to a minor extent and additional biomass is not necessarily needed. In this way 
companies can create more value from the same input. There are, however, technological 
options along this trajectory that would include the entire raw material flow, such as 
production of ethanol from cellulose, but none of the interviewed companies show any signs 
of interest in restructuring its processes entirely for this process.  
 
4.2. Repositioning within a regime and across regime borders 
Vertical integration is a strategy that could be used to achieve a competitive position within an 
industry. For SCA, which has a high degree of vertical integration (see Fig. 1), it seems to 
have been a successful choice to keep its forests and at the same time pursue a vertical 
integration towards personal care products [24]. Billerud is another example of a firm that 
shows a tendency to extend its vertical integration as they have initiated a co-operation with a 
well-pap packaging company, which contributes to increase Billerud’s access to the market 
for transportation of fruit and vegetables [25].  
 
One example of a more radical repositioning, i.e. repositioning beyond current value chains or 
across regime borders, is the joint venture between Stora Enso and Neste Oil for development 
of gasification technology and transport fuels [19]. Smaller firms seek collaboration in local 
clusters, e.g. in the area around Örnsköldsvik a cluster involving research company, 
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universities, municipalities and the pulp producing company Domsjö Fabriker are working 
together to develop ‘the biorefinery of the future’. In southern Sweden, Södra has been 
operating closely with the research organisation Innventia and Chalmers University of 
Technology. Within this cluster there is a shared belief in the development of high value 
products that can be produced in parallel to the existing pulp process. The repositioning 
between regimes indicates that a radical form of regime fragmentation involving several 
industry regimes may wait around the corner. The growing use of biomass for energy has 
made utility firms interested in biomass as a source of energy. The development of different 
types of biorefinery concepts for production of chemicals or fuels also attracts the chemical 
industry, the oil and gas industry and the car industry. 
 
5. Conclusions  

Political attention to energy and environmental issues has resulted in policies aiming at 
increased implementation of biorefinery concepts. However, this is not the only signal urging 
the industry to react. The Swedish pulp and paper industry regime is affected by several 
landscape changes and technological niche developments. Furthermore within the regime the 
firms have different prerequisites to react to policy and other external signals. The industry’s 
reaction is characterised by technological development along two technological trajectories 
and a third trajectory of repositioning (partially overlapping the technological trajectories) 
within the regime and across regime borders, see Fig. 2. This can be regarded as a phase of 
fragmentation of the Swedish pulp and paper industry regime, but it is by no means clear 
where this regime fragmentation will end.   
 

 
 

Fig. 2 The Swedish pulp and paper industry is affected by pressure from landscape changes, including 
policies, and technological niche developments. Furthermore within the regime the firms have 
different prerequisites for their reactions. The Swedish pulp and paper industry regime is 
restructuring itself along several trajectories initiating a phase of fragmentation.  
 
In this context, policy makers need to consider how much fragmentation that is desirable. 
Strong policies will guide the industries towards a more uniform response, which could be 
attractive for achieving a rapid diffusion of novel technologies. A less forceful policy might 
encourage several trajectories to be followed in parallel, which could be desirable if policy 
makers have doubt about which technologies to diffuse and therefore would like several 
technologies to be developed and diffused. 
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Abstract: Main contentious issues of public regulation to support CHP as an efficient thermal power cycle are 
discussed. First the merit of CHP is defined as the transformation of residual heat in conventional power plants 
into useful heat; this merit suffices to rank CHP activity prior to standard thermal power generation wasting the 
heat. Second, the main metrics of CHP performance is the amount of co-generated electricity requiring 
uncontested identification when CHP activity is mixed with condensing power generation (mainly in extraction-
condensing steam turbines). The proper method is based on design characteristics of CHP processes, not on 
arbitrary averages as CEN proposes. Therefore, the novel concept of “bliss point” of a CHP activity is 
developed. Third it is argued why co-generated power – clearly measured – is a sufficient performance indicator. 
Additional qualifications based on external benchmarks (as the EU-Directive allows) may imply perverse 
incentives in impeding CHP development qualitatively and quantitatively. The difference between perverse and 
benign regulations explains the wavering position of the EU-2004 Directive on the promotion of CHP. 

Keywords: CHP quality, Power-to-heat ratio, EU Directive, Incentive Regulation, Benchmarking  

Nomenclature 
E Electricity or power ............... MWh or MW 
F Fuel energy or fuel flow ......... MWh or MW 
Q Heat energy or heat flow ....... MWh or MW 

β power loss factor ......................................... 
σ power-to-heat ratio...................................... 
η efficiency ......................................................

Acronyms for activities CHP = Cogeneration; Cond = Condensing; Plant = both activities 

1.    Introduction 
Cogeneration or Combined Heat & Power (CHP) is as old as its natural cradle, the thermal 
power plant that after power extraction dumps all residual heat in the environment. Diverse 
CHP technologies are applied in plants ranging from a few kW to a few hundreds MW. CHP 
diffusion in countries with similar economies is uneven, due to diverging energy policies and 
according regulations. CHP is in principle more energy efficient than its counterpart that 
dumps the residual heat. Public policy in favor of efficient fuel use also supports CHP. This 
was intended by EU-Directive 2004/8/EC [1], but not confirmed by effective and efficient 
regulation. This section introduces the subject. Section 2 highlights different visions on the 
merit of CHP, determining the acceptability of proposed policies. Quality of CHP is shown to 
equal quality of standard thermal power generation, and “CHP-specific” qualification is not 
needed. Section 3 covers the issue of defining and measuring CHP activity in a transparent 
and accurate way. Section 4 shows how external benchmarking of CHP plants can be the 
source of very perverse incentives for the development of CHP. A brief conclusion follows. 

1.1. CHP support 
Why should the EU support CHP in itself? Many argue that support is only warranted when 
CHP delivers a reduction in CO2 emissions and/or reduction in fuel combustion because high 
efficiency separate heat and power generation might be better in reducing CO2 than a low 
efficiency CHP facility. The latter argument points to the core issues of what about CHP is 
why supported. During the 2004 EU Directive’s preparation phase proposals abounded to 
evaluate along CHP other aspects like the type of fuel used or the amount of reduced CO2 
emissions. However well intended, this debate created confusion and obliterated the attention 
for the core duty: what attributes or results of CHP are eligible for support? Poorly answering 
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this question backfires on the good regulatory intentions when biased methods of CHP 
qualification are applied (section 4). 

The core task is accurately identifying what CHP activity means, in particular in plants that 
simultaneously mix CHP and condensing power generation. Once CHP activities are fully 
characterized it is possible to discuss what aspects of that activities may be promoted and 
supported, and how this can be done in the most transparent and effective way. 

1.2. Incentive regulation 
Incentive regulation sets the factors right that improve the economics of CHP activities.  It 
obeys the overall standards of proper regulation such as: identify precisely what is the object 
of regulation; select the appropriate variables to monitor and measure the object; preclude 
arbitrary values or averages; specify specific but similar rules for similar cases to minimize 
discrimination; promote stated goals by appropriate rules and incentives. The promotion of 
CHP as a competitive power generation practice needs consideration of salient aspects like: 
optimize technical characteristics and select high power-to-heat ratios; stimulate economies of 
scale and high capacity factors by opening a large market for both outputs of CHP plants; 
guarantee fair terms for exchanges of power (as surplus, make-up, or back-up flows) with the 
grid. The latter terms significantly impact the development of any independent and 
decentralized power generator. But for CHP the complexity increases because the joint 
outputs power and heat are delivered to separate markets. When regulations truncate CHP’s 
freedom of operation on the power market the economics of CHP deteriorate. 

One peculiar aspect of the EU CHP Directive is the adoption of external benchmarking as the 
basic method for qualifying the outputs of CHP plants. Generally benchmarking is ‘the 
continuous, systematic process of comparing the current level of own performance against a 
predefined point of reference, the benchmark, in order to evaluate and improve the own 
performance’ [2]. The choice of benchmark is crucial because the own performance is 
measured as a ‘distance-to-targets’ with the benchmark characteristics as targets, and because 
the own activity is changed to resemble the benchmark as much as possible. When bench-
marking is applied in a private context, the actor controls the selection of targets and the 
degree and pace of approaching the targets. The actor can accommodate fuzzy aspects in 
definitions, data availability and methods applied. In a public regulatory context the 
definitions must be based on argued, transparent and robust methods requiring indicators that 
are measured in an uncontested way. The first issue is whether the benchmarking framework 
as such makes sense, i.e.: are the benchmarks valid references for improving the regulated 
subject’s performance? (e.g. do they belong to comparable categories?). When diversity is too 
high, it is problematic to screen and evaluate diverse participants (competitors) on a particular 
performance, in particular when followed by remunerations or penalties. 

1.3.   CHP performance 
What variables can express CHP performance?  Using the recovered heat QCHP as indicator is 
not recommended because investors and operators are not stimulated towards high-quality 
cogeneration activity. Also as an additional indicator there are few arguments to include the 
heat output variable, neither when taking the quality of the useful heat into account [3]. While 
heat at higher temperature corresponds to a higher availability (quality) of the energy flows, 
rewarding this in CHP activities counteracts the incentives to reduce the applied temperatures 
of heat end-uses in buildings and processes. The lower the useful end-use temperatures of 
heating applications can be set, the more “nearby waste” heat flows can be recuperated, the 
more ambient heat sources can be included (solar heating, heat pumps) and the more efficient 
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cogeneration systems can be inserted (in particular Rankine cycles). The necessary and 
sufficient CHP performance indicator is the amount of co-generated electricity ECHP when 
measured accurately. Because ECHP = σ. QCHP maximizing ECHP includes incentives to 
maximize heat recovery (QCHP) and quality (power to heat ratio σ) of the CHP activities. 

2.    CHP Merit and Quality 
Opposite visions on the merit of CHP in the energy economy create diverging propositions 
about CHP’s role with impact on its valuation (2.1). There is much fuss about quality of CHP 
processes, but does quality differ for CHP and non-CHP thermal power processes? (2.2). 

2.1.  Opposite visions on the merit and role of CHP 
Policy starts with a vision on the subject of regulation. Visions on the merit and the role of 
CHP range from Promoting to Blocking CHP development (Table 1). One favors the 
development of CHP when taking the position that the merit of CHP is in recovering all or 
part of the heat being otherwise discarded to the environment in a thermal power plant. 
Adding additional tests upon this basic merit leads to fencing in the application of the CHP 
principle. For example one can require that CHP plants perform a factor X better in 
generating power and heat jointly than the best available references of separate generation 
technologies (power condensing plants and heat only facilities). External benchmarks provide 
valuable information to a would-be investor in CHP capacity and to the operator of existing 
CHP facilities, but must be handled more carefully in a regulatory context (see section 1.2). 

Table 1: Promoting and blocking views on the merit and role of CHP 

 Promoting CHP Blocking CHP 

CHP Merit Use of – all or part of – the discarded 
fatal heat at thermal power plants 

CHP has but merit when it excels 
above the best separate power and heat 

benchmarks 

CHP Role:  

who first? 

CHP dominates the condensing only 
thermal power generation cycle, and 

therefore is, ceteris paribus, preferred. 
Valid is also part recovery of fatal heat. 

Limit CHP to full heat loading 
operations. As a corollary: obstruct 
CHP plants operating in part/full 

condensing mode 

 

When the basic merit of CHP is recognized it is logical to attribute priority to the CHP mode 
above the condensing only mode for investing in thermal power plants1. The blocking vision 
sees the role of CHP very restrictive to particular joint power-heat load conditions where a 
full heat load can be guaranteed ‘all the time’. This attitude also fences the entry to the power 
market by setting particular tariffs for power exchanged between the CHP facility and the 
interconnected grid. Unfair conditions for exchanging power with the grid are main barriers to 
a balanced development of CHP in both the heat and the power markets [4]. 

2.2. The quality of thermal power and of CHP 
CHP is always based on some thermal power generation cycle. The latter is its natural cradle 
and determinant of the performance, economics and quality of the CHP process. Every 
thermal power process rejects residual heat in the environment. The merit of CHP is to 

                                                           
1 In Denmark the 1979 Heat Supply Act has made this principle reality.  
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recover part or all of this heat and transform it into ‘useful’ heat. Some CHP processes (steam 
turbines) occasion a loss of power output when condenser heat is upgraded to useful heat. The 
power loss β is almost proportional to the temperature of the extracted heat (steam) from the 
turbines, and therefore it is important to minimize the required temperature of the heat 
applications that are supplied by CHP processes. Gas turbines, internal combustion engines, 
some fuel cells, do not occasion significant power loss because generally the temperature of 
the rejected heat is sufficiently high for the heat end-use purposes. 

The quality of CHP processes is recorded by the power-to-heat ratio σ. There is no generally 
approved definition of this ratio. The metamorphosis of a condensing power process into CHP 
is happening by transforming residual heat into useful heat. Therefore the high (low) quality 
CHP process is embedded in a thermal power plant of high (low) electricity conversion 
efficiency (the linkage is further discussed in section 3.3).  

3.    Identifying and measuring CHP activity 
The valid indicator of CHP activity is the amount of co-generated electricity ECHP (section 
1.3). For a thermal power plant without residual heat rejection, no ECHP identification 
problem exists because all activity of the plant is combined and all electricity is co-generated. 
Defining this variable and measuring it when co-generation takes place joined to condensing 
power generation, is the problem to solve. In addition, but fully overlooked in the EU 
regulation, is it necessary to identify and measure the share of fuel consumed for the 
combined activity FCHP. The bottleneck holding up effective regulation by the EU Directive 
is identification, and so reliable measurement, of what precisely is CHP activity. 

3.1.    The EU CHP Directive [1] on measuring CHP activity 
Annex II “Calculation of electricity from cogeneration” of the Directive opens with “Values 
used for calculation of electricity from cogeneration shall be determined on the basis of the 
expected or actual operation of the unit under normal conditions of use.” Then it splits the 
approach in two cases. First, when the overall thermal efficiency of the operations exceeds 
75% for steam back-pressure turbines, gas turbines with heat recovery, internal combustion 
engines, micro turbines, Stirling engines and fuel cells, all power generated is accepted to be 
co-generated. Analogously, an 80% efficiency threshold applies for CCGT with heat recovery 
and for steam condensing extraction turbines. Second, when overall efficiency falls short of 
the stated thresholds of 75/80 %, co-generated electricity ECHP should be calculated 
according to the formula ECHP  = σ. QCHP with σ the power-to-heat ratio. Article 3(k) states 
“‘power to heat ratio’ shall mean the ratio between electricity from cogeneration and useful 
heat when operating in full cogeneration mode using operational data of the specific unit”. 
The latter expression is not specified, although most CHP units cannot operate in full 
cogeneration mode. Hence the Directive’s method is incomplete in identifying and measuring 
ECHP. By lacking the correct method, Annex II offers average default values by technology 
group, but this is “notably for statistical purposes”.  

The wrong answer to the difficulties in quantifying ECHP is to negate the question, and 
proceed without solution. The EU does this by Annex III forgetting Annex II and qualifying 
cogeneration performance on the basis of mixed values with perverse effects for the 
development of CHP (section 4). The EU skips identification of fuel consumption FCHP, 
necessary to assess the efficiency ηCHP of the cogeneration activity of a thermal power plant. 
Simplifying estimations of ECHP by splitting CHP activities in two groups, as Annex II does, 
increases the workability, but average 75/80% default efficiencies are arbitrary, not promoting 
“high efficiency CHP”. Field data [5] document CHP efficiency ranges between 60 and 94%. 
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The Directive (Art.12) does not impose its immature methods, allowing member states the use 
of “Alternative calculations”. Unsolved identification of CHP activity is not increasing 
harmonization, stated as a “general objective of the Directive” (Whereas n° 15). For 
overcoming the identification problem the novel concept of “bliss point” of a CHP process is 
developed in section 3.3. 

3.2    The CEN manual [6] for Measuring CHP activity 
The objective of the CEN Manual is “to present a set of transparent and accurate formulae and 
definitions for determination of CHP (cogeneration) energy products and the referring energy 
inputs. The CEN/CENELEC Workshop Agreement shall simply formulate the procedure for 
quantifying CHP output and inputs.” CEN adopts the Directive Annex II proxy of splitting 
CHP plant outputs in above and below 75/80% average efficiency operations, the “above 
ones” seen as full CHP. For the “below ones”, CEN addresses the disentangling of CHP from 
the mixed activity and searches to quantify both ECHP and FCHP values. CEN hereby 
distinguishes cogeneration processes with power output loss when recovering residual heat at 
the thermal power process from the ones without power output loss when heat is recovered. 
CEN focuses on extraction-condensing steam turbines2 where mixed activity and power loss 
are prominent, with the added complexity that useful heat extraction may occur at several 
pressures (temperatures). For this most important and most complex CHP case CEN 
elaborates a seven-step approach [6, p.38-40], but steps 3 and 4 contain a “circular reference”: 
ECHP is calculated in step 4, but step 3 includes ηCHP whose assessment requires ECHP (next 
to QCHP and FCHP). CEN escapes from its circular reference by applying “the CHP overall 
efficiency according to Annex II of the CHP Directive” [6, p.38], or more clearly: CEN 
adopts a fixed value of 75/80% for ηCHP. Adopting averages does not cover the reality of 
CHP technologies and applications and ripples the CEN stated objective of “transparent and 
accurate formulae”.  

3.3.    Closing the CHP identification and measuring gap: find the “bliss point”  

A consistent regulation has no need for arbitrarily fixed parameters [7]. The first law of 
thermodynamics applied on a thermal power plant states: Fuel input = Electricity output + 
(Recoverable) Heat output + (Non-recoverable) Losses. For a CHP plant showing the split 
between CHP and condensing activities the law applies as (table 2): 

FCHP + FCond = ECHP + ECond + QCHP + QCond + Non-recoverable Losses 

Table 2: Energy flows in a CHP plant obey the First Law of Thermodynamics 

 CHP + Condensing = Plant 

Fuel F = FCHP FCond Fplant 

                Electricity E ECHP ECond Eplant 

             + Heat Q QCHP QCond Qplant 

             + Losses non-recoverable - - Lplant 

 

                                                           
2 CEN/CENELEC [6, p.14] considers backpressure steam turbines as units without power loss, based 
on the argument of complementary power and heat outputs. However, power loss in steam turbines is 
due to heat extraction at above ambient condensing regimes.  
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When QCond = 0, it follows ECond = 0; FCond = 0, and ECHP = Eplant; FCHP = Fplant. Rather 
than by adopting arbitrary 75/80% efficiency thresholds, all electricity is ECHP when the plant 
does not deliberately reject heat. There may be peculiar conditions why the overall efficiency 
of a CHP plant falls short of the 75/80% thresholds, e.g. when the plant is combusting waste 
fuels. The distinguishing property among “mixed” and “pure” CHP plants is whether they 
reject – yes or no – recoverable heat. If “no” (“pure” CHP activity) the ECHP identification 
problem vanishes because all power relates to cogeneration and the 75%/80% thresholds are 
of no use. 

When cogeneration and condensing activities take place jointly none of the variables in table 
2 equals zero, but directly observed are only: QCHP, and the total plant flows Fplant, Eplant, 
Qplant, Lplant. In order to split the fuel and electricity quantities in their CHP and condensing 
shares, two additional process characteristics are needed: ηcond or the condensing power 
efficiency when no cogeneration occurs, and the power loss factor3 β of the transformation of 
QCond into QCHP (β may be zero when no power is lost during that transformation, e.g. at gas 
turbine plants). Then all information is available to find the bliss point S and the design 
power-to-heat ratio σ of the CHP plant. The bliss points can be multiple and virtual, so also 
the ratio’s σ can be multiple, but the σ are always real [7]. Fig. 1 shows the method 
graphically with efficiency units on both axes. The line AB assumes 100% efficiency with all 
fuel converted in electricity or recoverable heat (representing the fictive case of non-
recoverable losses being zero). The parallel line XY subtracts from AB the non-recoverable 
losses, i.e. compared to line AB, XY represents ηCHP (the CEN proposal fixes XY = 0.75AB 
or = 0.80AB). 

Figure 1: Finding the bliss point S and power-to-heat ratio σ of a CHP activity 

  

 

 

 

 

 

 

 

 

 

 

The bliss point S is on line XY. For finding S one starts at the ηCond intersection on the 
ordinate and follows the slope of the power loss factor β. The two data define the dashed 

                                                           
3 Power loss is discussed widely in the technical CHP literature but generic statistics are published 
rarely because the loss factors are application specific. See however figure 1 in [8]. 
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downward sloping line ηCond – S, and the crossing with XY fixes point S. The design power-
to-heat ratio σ is the then found as the slope of OS. The production possibility set of the CHP 
activity is given by the triangular area O – ηCond – S. While CEN is compatible with the 
method of fig. 1, avoiding the insertion of arbitrary efficiency numbers is more accurate and 
transparent (see [7] for further detail).  

4. External Benchmarking and the EU Directive Qualification 
The EU CHP Directive benchmarks the outputs of CHP plants on the efficiencies of separate 
generation processes of power and of heat. The imposed power reference is the high efficient 
CCGT process and at the heat side it is a high-efficiency boiler. Next to the difficulties in 
pointing down the “right” efficiency values, the assumption that CHP power and CCGT 
power are perfectly comparable and exchangeable all time of the year4 weakens the case for 
applying external benchmarking [9]. Some countries have based their regulation on external 
benchmarking: acceptance or exclusion of CHP plants from support depends on their 
performance on the quality norm. This norm links the outputs of a CHP plant to the 
efficiencies of reference separate heat and power generation processes. It is shown [10] that 
the quality norm entails little incentive to improve the real quality of the CHP process. This is 
a crucial shortcoming because the future of CHP depends on its competitive position and this 
in turn is dependent on the quality of the processes. The more electricity a CHP plant can 
generate the better for the competitiveness of CHP. The quality norm is not effective in 
stimulating CHP quality and is perverse in truncating the production possibilities of CHP 
plants. Investment in well-scaled and flexible CHP capacity is choked by the qualification 
procedure. In existing plants CHP operators are driven to produce smaller quantities of power 
either by partly loading or by shutting down capacities. Most of the negative effects are due to 
the amalgamation5 of the cogeneration and condensing activities in the CHP plants into plant 
quantities, and by omitting separate identification and measurement of the actual CHP activity 
within such plant (see table 2).  

Conclusion 
Public regulation obeys a number of quality standards to reach its stated objectives. Incentive 
regulation of CHP sets the factors right that improve the economics of investing and operating 
high quality processes. External benchmarking of CHP plants on separate high-efficient 
power and heat production processes implies perverse effects. A good CHP regulation starts 
at clearly stating the merit of CHP as the transformation of all or part of the residual heat of 
thermal power processes into useful heat. This merit assigns, ceteris paribus, to CHP activity 

                                                           
4 In actual power systems, CCGT is not a marginal power supplier (high efficiency CCGT requires 
constant full load conditions). A common CHP plant of 35~40 percent power efficiency is of higher 
merit than a peak-load unit of 25~30 percent efficiency, but CHP activity will be constrained by 
imposing the 50~55 percent benchmark efficiency. This shows how external benchmarking becomes 
perverse. It obliterates the regulatory roles. Comparing power generation performance of CHP with 
grid power is to be done by a clear regulation of grid access pricing. Promoting CHP (as the EU 
wants) is to be done on the basis of the own merit of CHP. 
5 A metaphor of wrong amalgamation: a city board wants to promote cycling in the city by rewarding 
bike use (assumed: in the city perimeter). Some lobby imposes that bikes only get support when faster 
than motorized traffic. Bikes are equipped with a meter registering distance and running time. Within 
the city perimeter most bikers are faster than motorized traffic. However the biker’s performance is the 
sum of all km and time (within and beyond the city perimeter) compared with the external benchmark. 
This obviously will not stimulate a good deployment of bike use in and around the city. 
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a priority ranking above standard thermal power. The performance of CHP is fully gauged by 
the quantity of cogenerated electricity when identified and measured in the proper way. The 
latter task is tricky when the CHP activity is mingled with condensing power generation. The 
article offers a solid methodology based on the first law of thermodynamics; new is the 
definition of the “bliss point” of a CHP activity, being the crossing of the lines with as slopes 
respectively the power-loss and power-to-heat parameters. Bliss points are virtual in most 
condensing-extraction cycles and multiple when heat is recovered at various pressures. This 
finding is the basis for assigning the proper power-to-heat characteristic to various CHP 
activities, sidelining the inaccurate use of average efficiencies as proposed by CEN [6]. Using 
arbitrary averages for efficiencies does not provide the right incentives to maximize real 
efficiencies when investment in CHP plants takes place. 
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Abstract: In view of the expanding Renewable Energy Sources (RES) generation worldwide and in particular in 
European Union, it is crucial for every country to consider the cost of integrating the necessary mixture of RES-
E technologies in their existing and future generation systems. In this work, an optimization model for the 
integration of RES electricity (RES-E) technologies in power generation systems is developed. The purpose of 
the optimization procedure is to assess the unavoidable increase in the cost of electricity of a g iven power 
generation system at different RES-E penetration levels. The optimization model developed uses a genetic 
algorithm (GA) technique for the calculation of both the additional cost of electricity due to the large penetration 
of RES-E technologies as well as the required RES-E levy in the electricity bills in order to fund this RES-E 
penetration. The above GA procedure enables the estimation of the level of the adequate (or eligible) feed-in-
tariff (FiT) to be offered to future RES-E systems. The overall cost increase in the electricity sector for the 
promotion of RES-E technologies, for a given period, is analyzed taking into account factors, such as, the fuel 
avoidance cost, the carbon dioxide emissions avoidance cost, the conventional power system increased operation 
cost, etc. The applicability of the developed optimization model is applied to the small isolated power generation 
system of the island of Cyprus. The results indicated that in the case of 15% RES-E penetration by providing 
FiTs with a 10% internal rate of return the required level of RES-E levy in the electricity bills will be 
0.53€c/kWh. 
 
Keywords: Power generation, renewable energy sources, genetic algorithm, optimization 

1. Introduction 

The European Union (EU) has already tuned its energy policy into achieving maximum 
carbon dioxide (CO2) emissions reduction from power generation plants. In this context, it 
has already set out a strategic objective of achieving at least a 20% reduction of greenhouse 
gases by 2020 compared to 1990 levels [1]. This strategic objective represents the core of the 
new European energy policy. Recognizing the positive effects of renewable energy sources 
(RES) technologies towards achieving this goal, the EU has taken a range of specific actions 
in the direction of enhancing the integration of RES in the existing European power 
generation system as a major step towards the reduction of global warming and climate 
change phenomena. Specifically, an action plan in the form of an EU Directive on the 
promotion of the use of energy from renewable sources [4] has been introduced by the EU 
whereby a target of RES share of 20% out of the gross final energy consumption of the EU 
has been set to be reached by the year 2020. The RES Directive [4] establishes a common 
framework for the promotion of energy from RES. It sets mandatory national targets for each 
Member State for the overall share of energy from RES in gross final consumption of energy 
and for the share of energy from RES in transport. Also, it lays down rules relating to 
statistical transfers between Member States, joint projects between Member States and with 
third countries, guarantees of origin, administrative procedures, information and training, and 
access to the electricity grid for energy from RES. 
 
In line with the EU RES policy, each Member State must adopt a national RES action plan. 
The national RES action plans are expected to set out Member States’ national targets for the 
share of energy from RES consumed in transport, electricity and heating and cooling in 2020, 
taking into account the effects of other policy measures relating to energy efficiency on final 
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consumption of energy, and adequate measures to be taken to achieve those national overall 
targets. In view of the expanding RES generation in EU, it is  crucial for Member States to 
consider the cost of integrating the necessary mixture of RES-E technologies in their existing 
and future generation systems up to the year 2020. For such an investigation, it is fundamental 
to perform an analysis of the new technical, economic and environmental status that the 
integration of such technologies will affect in the current and long term strategic planning of 
the EU generation systems expansion. The available existing software can only provide an 
estimate of the cost increase based on predetermined capacity factors or energy production of 
RES-E technologies. However, in order to perform more detail analysis and more accurate 
cost estimates there is a need for the implementation of an optimization model implementing 
unit commitment algorithms 
 
In this work, an optimization model for the integration of RES electricity (RES-E) 
technologies in power generation systems on a unit commitment basis is developed. The 
purpose of the optimization procedure is to assess the unavoidable increase in the cost of 
electricity of a g iven power generation system at different RES-E penetration levels. The 
optimization model developed uses a genetic algorithm (GA) technique for the calculation of 
both the additional cost of electricity due to the large penetration of RES-E technologies as 
well as the required RES-E levy in the electricity bills in order to fund this RES-E 
penetration. The algorithm combines the WASP IV software [11], for optimal expansion plan 
for a given power generating system and the IPP v2.1 software [7] for the optimum cost of 
electricity produced from both conventional and RES technologies. Also, this GA procedure 
enables the estimation of the level of the adequate (or eligible) feed-in-tariff to be offered to 
future RES-E systems. The applicability of the developed optimization model is applied to the 
small isolated power generation system of the island of Cyprus. 
 
In section 2, the simulation methodology and the optimization GA developed are described. 
In section 3, the methodology is demonstrated for the integration of RES-E technologies in 
the Cyprus power generation system. The conclusions are summarized in section 4. 
 
2. Optimization model 

The optimization model developed uses a GA technique for the calculation of both the 
additional cost of electricity due to the large penetration of RES technologies as well as the 
required RES-E levy in the electricity bills in order to promote such penetration. A schematic 
diagram of the optimization flow chart is shown in Figure 1. The algorithm combines the 
WASP IV software [11], for optimal expansion plan for a given power generating system and 
the IPP v2.1 software [7] for the optimum cost of electricity produced from both conventional 
and RES technologies. Both have been used extensively during the past years for similar 
studies (e.g., [8], [10]). A brief description of simulation software follows. 
 
2.1. WASP IV software 
The future generation system is simulated using the Wien Automatic System Planning IV 
(WASP IV) software package [11], which is widely used for automatic generation planning. 
The WASP IV software package finds the optimal expansion plan for a given power 
generating system over a period of up to 30 years. The foreseen seasonal load duration curves, 
the efficiency, the maintenance period and the forced outage rate of each generating plant are 
taken into account. The objective function, which shows the overall cost of the generation 
system (existing and candidate generating plants), is composed of several components. The 
components, related to the candidate generating units, are the capital cost and the salvage 
capital cost. The components, which are related to both the existing and candidate generating 
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units are the fuel cost, the fixed operation and maintenance costs, such as, staff cost, insurance 
charges, rates and fixed maintenance, the variable operation and maintenance costs, such as, 
spare parts, chemicals, oils, consumables, town water and sewage. 
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Figure 1: Flow chart of the optimization model 
 
The cost to the national economy of the energy not served (ENS) because of shortage of 
capacity or interruptions is, also, taken into consideration. In the production simulation of 
WASP, a one-year period is divided into, at most, 12 s ub-periods for each of which 
probabilistic simulation is applied. Equivalent load duration curves in the probabilistic 
simulation are approximated using Fourier series. The Fourier expansion makes it 
computationally simple to convolve and deconvolve generating units in the probabilistic 
simulation. The decision of the optimum expansion plan is made by the use of forward 
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dynamic programming. The number of units for each candidate plant type that may be 
selected each year, in addition to other practical factors that may constrain the solution is 
specified. If the solution is limited by any such constraints, the input parameters can be 
adjusted and the model re-run. The dynamic programming optimization is repeated until the 
optimum solution is found. Each possible sequence of power units added to the system 
(expansion plan) meeting the constraints is evaluated by means of a cost function (the 
objective function), which is composed of (a) capital investment costs, I, (b) salvage value of 
investment costs, S, (c) fuel costs, F, (d) non-fuel operation and maintenance costs, M, and (e) 
cost of energy not served, Φ. Thus, 
 

[ ]∑
=

Φ+++−=
T

t
jtjtjtjtjtj MFSIB

1  ,    (1) 
 
where, Bj is the objective function attached to the expansion plan j, t is the time in years (1, 2, 
…., T) and T is the length of the study period (total number of years). All costs are discounted 
to a reference date at a given discount rate. The optimum expansion plan is the minBj among 
all j. Details of the optimization algorithm implementing the above mathematical formulation 
can be found in [11]. 
 
2.2. IPP v2.1 software 
In order to calculate the cost of electricity from the various RES candidate technologies each 
plant operation is simulated using the IPP v2.1 s oftware [7]. The software emerged from a 
continued research and development in the field of software development for the needs of 
power industry. This user-friendly software tool can be used for the selection of an 
appropriate least cost power generation technology in competitive electricity markets. The 
software takes into account the capital cost, the fuel consumption and cost, the operation cost, 
the maintenance cost, the plant load factor, etc. All costs are discounted to a reference date at 
a given discount rate. Each run can handle 50 d ifferent candidate schemes simultaneously. 
Based on the above input parameters for each candidate technology the algorithm calculates 
the least cost power generation configuration in real prices and the ranking order of the 
candidate schemes. A brief description of the optimization procedure is given below. The 
technical and economic parameters of each candidate power generation technology are taken 
into account based on the cost function: 
 

,  (2) 

 
where c is the final cost of electricity in €/kWh, in real prices, for the candidate technology k, 
CCj is the capital cost function in €, CFj is the fuel cost function in €, COMFj is the fixed O&M 
cost function in €, COMVj is the variable O&M cost function in €, Pj is the total electricity 
production in kWh, j=1,2,…N is the periods (e.g., years) of installation and operation of the 
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power generation technology and i is the discount rate. The least cost solution is calculated 
by: 
 






∂
∂

=
k
csolutioncostleast min  .    (3) 

 
During the simulations procedure the following financial feasibility indicators are calculated 
(a) electricity unit cost or benefit before tax (in €/kWh), (b) after tax cash flow (in €), (c) after 
tax NPV (net present value: the value of all future cash flows, discounted at the discount rate, 
in today’s currency), (d) after tax IRR (internal rate of return: the discount rate that causes the 
NPV of the project to be zero and is calculated using the after tax cash flows. Note that the 
IRR is undefined in certain cases, notably if the project yields immediate positive cash flow in 
year zero) and (e) after tax PBP (payback period: the number of years it takes for the cash 
flow, excluding debt payments, to equal the total investment which is equal to the sum of the 
debt and equity). Details of the optimization algorithm implementing the above mathematical 
formulation can be found in [5], [7]. 
 
3. RES-E integration analysis 

In this section, the above model is tested for the assessment of the cost increase of electricity 
by the integration of the necessary RES-E technologies mixture by 2020 in the case of the 
island of Cyprus. The optimization model used is based on a GA technique, for the 
calculation of both the additional cost of electricity due to the large penetration of RES 
technologies as well as the required RES-E levy in the electricity bills, in order to promote 
and fund such penetration. 
 
3.1. RES-E penetration scenarios 
Over the study horizon, the analysis examines 4 levels of RES-E penetration in the electricity 
sector of 10%, 15%, 20% and 25%. Based on t he above levels of penetration a total of 5 
scenarios, regarding the future power generation expansion of the Cyprus generation system 
are examined. The first scenario considers the expansion of the Cyprus generation system 
without any RES-E technologies but only with natural gas combined cycle technologies of 
220MWe capacity, which is considered as the BAU expansion scenario. The remaining four 
scenarios consider expansion with RES-E technologies. This is done in order to assess the 
additional electricity unit cost (compared to the BAU scenario) of the future Cyprus 
generation system with the expected integration of the necessary RES-E technologies mixture 
by the year 2020.  
 
In all four RES-E scenarios, the natural gas combined cycle plants of 220MWe capacity 
remain a candidate option for the system expansion, with the addition of four RES-E 
candidate technologies, namely wind, PV, biomass and CSP with 6 hour thermal storage [9], 
in different capacity mixtures per scenario based on (a) satisfaction of the minimum indicative 
trajectories for the penetration of RES-E technologies in the Cyprus power generation system 
as set out in [3] and [4], (b) available potential of each individual RES-E technology, (c) level 
of penetration of each individual RES-E technology into the grid without any technical 
problems, (d) RES-E capacity installation priority and (e) RES-E contribution to the power 
generation system capacity reserve margin. Real data have been used in the case of 
conventional power generation technologies and RES-E technologies technical, economic and 
environmental parameters. In the case of fuel prices as well as CO2 EU ETS trading cost, 
projections have been used in line with recent EU estimates. 
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3.2. Simulations results and discussion 
One of the measures for the promotion of the use of RES-E technologies is the feed-in tariff 
(FiT) measure. FiT sets a guaranteed premium price to the RES-E producer and puts an 
obligation on the grid operators to purchase the output. The FiT price is typically guaranteed 
for a long period in order to encourage investments in new RES-E plants. Therefore, in order 
for the FiTs, corresponding to various RES-E technologies, to become attractive, a 
satisfactory IRR to the RES-E producer is necessary. The optimum results concerning FiTs, 
with an acceptable level of IRR to the RES-E producers, of 10% are illustrated in Figure 2. 
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Figure 2: Optimum RES-E FiTs for 10% IRR 
 
The results concerning the estimated overall cost increase in the electricity sector for the 
promotion of RES-E technologies, for the period 2010-2020 are illustrated in Figure 3. This is 
a differential cost increase compared of each RES-E scenario to the results obtained with the 
BAU scenario and takes into account the following factors: (a) fuel consumption since by 
increasing RES-E penetration fuel consumption is reduced, (b) CO2 emissions since by 
increasing RES-E penetration CO2 EU ETS trading cost is reduced and (c) conventional 
power system since by increasing RES-E penetration the conventional power system 
operating cost is increased due to the increased requirements of conventional reserve capacity 
and due to the operation of conventional plants at lower capacity factors. 
 
The overall cost increase in the electricity sector is expected to be recoverable through the 
electricity bills partly as a direct cost (RES-E levy) and partly as an indirect cost (utility RES-
E purchasing price and/or CO2 trading auctioning). For comparison purposes the following 
two cases are examined: (a) RES-E investments with no profit (i.e., IRR at 0%) and (b) RES-
E investments with profit (i.e., IRR at 10%). The overall results concerning the differential 
electricity unit cost from BAU scenario (no RES-E penetration) for the different RES-E 
penetration scenarios investigated are illustrated in Figure 3. For example, for 15% RES-E 
penetration, in the case of investments with no profit (i.e., IRR at 0%) the overall additional 
cost will be 0.79€c/kWh (in real prices), however, in the case of investments with FiTs with 
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IRR at 10% the overall additional cost will be 1.28€c/kWh (in real prices). For the latter the 
required level of RES-E levy in the electricity bills need to increase from the current level of 
0.44€c/kWh to 0.53€c/kWh. 
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Figure 3: Overall results for the differential electricity unit cost from BAU for RES-E promotion (in 
real prices) 
 
4. Conclusions 

The main purpose of this work was to assess the unavoidable increase in the cost of electricity 
of a generation system by the integration of the necessary RES-E technologies for the EU 
Member States to achieve their national RES energy target. The optimization model 
developed uses a GA technique for the calculation of both the additional cost of electricity 
due to the penetration of RES-E technologies as well as the required RES-E levy in the 
electricity bills in order to fund this RES-E penetration. Also, the procedure enables the 
estimation of the level of the optimum FiT to be offered to future RES-E systems. Such 
decision support methodology for the optimum RES-E penetration cost level is of high 
importance not only from an economic point of view, but also from a political prespective 
since it can be used to help politicians to decide on the least cost RES-E penetration scenarios. 
 
The applicability of the developed optimization model was applied to the small isolated 
power generation system of the island of Cyprus. The overall cost increase in the electricity 
sector for the promotion of RES-E technologies, for the period 2010-2020, was analyzed. This 
is a differential cost increase compared of each RES-E scenario to the results obtained with 
the BAU scenario and takes into account factors, such as, the fuel avoidance cost, the CO2 
emissions avoidance cost, the conventional power system increased operation cost, etc. The 
overall results indicated that in the case of RES-E investments with IRR of 10% the cost of 
integration is higher compared to RES-E investments with no profit (i.e., IRR at 0%) by 
0.3€c/kWh – 0.5€c/kWh (in real prices), depending on the RES-E penetration level. 
 
 
 

 

2353



References 

[1] European Commission, Renewable Energy Road Map - Renewable energies in the 21st 
century: building a more sustainable future, 2006, COM(2006) 248. 

[2] European Commission, Barcelona Process: Union for the Mediterranean, 2008, 
COM(2008) 319. 

[3] European Commission, Commission Decision of 30 June 2009 establishing a template for 
National Renewable Energy Action Plans under Directive 2009/28/EC of the European 
Parliament and of the Council, 2009, 2009/548/EC. 

[4] European Commission, Directive 2009/28/EC of the European Parliament and of the 
Council 23 April 2009 on the promotion of the use of energy from renewable sources and 
amending and subsequently repealing Directives 2001/77/EC and 2003/30/EC, 2009. 

[5] Poullikkas A., I.P.P. ALGORITHM v2.1, S oftware for power technology selection in 
competitive electricity markets, 2006, © 2000 – 2006, User Manual. 

[6] Poullikkas A., “Implementation of distributed generation technologies in isolated power 
systems”, Renewable and Sustainable Energy Reviews, 2007, 11, pp. 30-56. 

[7] Poullikkas A., “A decouple optimization method for power technology selection in 
competitive markets”, Energy Sources, 2009, Part B, 4, pp. 199-211. 

[8] Poullikkas A., 2009, “Economic analysis of power generation from parabolic trough solar 
thermal plants for the Mediterranean region – A case study for the island of Cyprus”, 
Renewable and Sustainable Energy Reviews, 13, pp. 2474-2484. 

[9] Poullikkas A., 2009, Introduction to Power Generation Technologies, NOVA Science 
Publishers, Inc., New York, ISBN: 978-1-60876-472-3. 

[10] Poullikkas A., Hadjipaschalis I., Kourtis G., 2010, “The cost of integration of parabolic 
trough CSP plants in isolated Mediterranean power systems”, Renewable and Sustainable 
Energy Reviews, 14, pp. 1469–1476. 

[11] Wien Automatic System Planning (WASP) Package: A Computer Code for Power 
Generating System Expansion Planning Version WASP-IV with User Interface User’s 
Manual, 2006, International Atomic Energy Agency, Vienna. 

 

2354



U.S. Climate and Energy Policy:   
What Went Wrong, and What it Means for Global Renewable Energy 

Technology Development 

Elias Hinckley 

Kilpatrick Townsend & Stockton LLP, Washington, DC, USA 
Georgetown University, Washington, DC, USA 

Tel: +202.824.1444, Fax: +202.585.0015, E-mail: eh@georgetown.edu 

Abstract: This paper examines the breakdown in discussion and the legislative process in the U.S. Government 
that led to the surprising failure to enact meaningful energy or climate legislation during the first two years of the 
Obama Presidency, while his Democratic party held control over the Government, including factors like 
opposition, the legislative process, the Gulf oil spill, and lack of understanding.  From this critical understanding 
the paper will examine where U.S. policy stands today, and what the likely path forward for U.S. energy and 
climate policy may be and how those policy decisions absent climate legislation will effect renewable energy 
technology development and deployment in the U.S. and global marketplace over the coming years.   
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1. Introduction 

While reports have the U.S. slipping behind China as the now second largest consumer of 
energy on the globe, [1] U.S. action on climate and energy remains one of the critical pieces 
of the global policy discussion about the future of renewable energy.  

Proponents of climate change legislation in the U.S., were dealt a stunning defeat when the 
U.S. Senate failed to reach a consensus and pass a climate and energy law.   In November of 
2008 the Democrats won a 'supermajority' in Congress and took control of the White House—
seemingly the only question was how quickly the U.S. would take a global leadership role on 
climate change.  More than 2 years into the Obama Presidency, no significant law on climate 
change or energy policy has been enacted, and the path forward for a changed energy and 
emission policy in the U.S. remains strikingly opaque.   

2. Methodology 

Following several inquiries about the process and explanations for the failure of the U.S. 
congress to pass comprehensive climate legislation during 2010 the author began to compile 
information on the process through major media coverage, direct interviews with members of 
the U.S. congress and their respective staffs.  In combination with available information on 
U.S. and global energy markets, this collected information was analyzed to determine why 
legislation was not passed, and what the near-term future of U.S. energy and climate policy 
will likely be. 

3. What Went Wrong 
That the U.S. Government did not pass a comprehensive carbon cap and trade law during 
2009 or 2010 was surprising to many observers both inside and outside of the U.S.  The 
consensus government, with Democrats controlling the White House, House of 
Representatives and with a super majority in the Senate, appeared perfectly positioned to act 
on the campaign promises of Barack Obama that the U.S. would act in a meaningful way on 
climate change by signing greenhouse gas limits into law, would take a leading role in 
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managing greenhouse gases globally, and accelerate the development of a clean energy 
economy.  For proponents of renewable energy this inaction by the U.S. government, while 
Democratic supporters were so well positioned to take decisive steps on both climate and 
energy, was seen as significant failure. 

The first hint that the passage of sweeping legislation related to climate change might face 
substantial headwinds despite the Democratic control of the government came in the weeks 
leading up to the Conference of Parties in Copenhagen in December of 2009.  Despite 
Obama’s publically expressed desire to go to Copenhagen with a new U.S. law as a base for 
negotiations there was little compromise in the month leading up to the COP on what that 
platform would be and effectively no legislative action. [2] With results from the Copenhagen 
meeting providing less clarity on the future plan for global climate change action than 
supporters had hoped (and with many pointing to the U.S.’s unwillingness to commit as a key 
reason why there was not more progress during the Copenhagen talks), the President returned 
to the U.S. again pledging action on new laws in the U.S. [3] 

Throughout the winter and spring following Copenhagen, the debate over U.S. climate and 
energy policy circled around two proposals which were both based on cap and trade programs 
similar to the EU’s cap and trade scheme designed to reduce greenhouse gas emissions.  The 
American Clean Energy and Security Act of 2009 (also known as the Waxman-Markey Bill) 
was passed by the House of Representatives in June of 2009.[4]  Several members of the U.S. 
Senate worked to pass a companion bill which could be reconciled with Waxman-Markey and 
then sent to the President to be signed into law.  Of the many ideas and positions that were 
raised, the leading option that eventually took center stage in the Senate was a proposed 
collaboration by Sen. John Kerry, a Democrat, Sen. Joe Lieberman, an Independent and Sen. 
Lindsay Graham, a Republican.  This bill, nicknamed KGL, was eventually drafted and 
formally introduced in the Senate, but not before Sen. Graham had splintered from the group 
citing concerns over Democratic action over immigration policy, growing concerns about the 
potential negative economic impact of cap and trade and tremendous pressure from some of 
his Republican colleagues. 

The resulting bill, the American Power Act [5] was introduced late in the Spring of 2010.  
Timing, increased partisanship over energy and climate, lingering economic concerns, and a 
strong lobbying presence by fossil fuel companies, all combined to limit substantive discourse 
on this bill.  By the time the bill was actually introduced on May 12th the Senate was nearly 
through its Spring session leaving only a light Summer schedule, which ended at the start of 
August under the 111th Congress [6] to debate and vote on legislation that was both divisive 
and complex on an unprecedented scale.  Republicans pulled together in an increasingly tight 
anti-climate block during this period, pointing to potential economic damage to a still weak 
U.S. economy.  Similarly, fractures in the Democratic majority over those economic concerns 
and tremendous uncertainty about broader energy policy questions as the Deepwater Horizon 
spill in the Gulf of Mexico continued unabated though the summer eroded support and slowed 
the debate process.  During this period the fossil fuel industry waged a coordinated lobbying 
effort to erode the support of both Democrats and Republicans for the bill by highlighting the 
potential increases in energy costs and job losses.  The result was that Democratic leadership 
in the Senate never managed to even get the bill brought up for a full vote by the Senate. 

During this period a number of alternative proposals designed to directly support the 
renewable energy industry had been developed and introduced in both Houses of Congress.  
Bills ranging from national renewable energy standards to expanded renewable energy 
research and development funding to energy efficiency and building use targets all gained 
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substantial support.  Leadership kept the Climate Bill as effectively the first order of business, 
with the only other focus of the session being related to rules governing offshore drilling—
and there was even a movement to combine these two efforts into a sweeping climate and 
offshore drilling package.  The result was that these two high-profile, but extremely divisive 
issues stayed in front of every other clean energy proposal and the Senate's summer session 
closed without even targeted energy legislation moving forward.  

There is little doubt that the results of the recent congressional elections in the U.S. will mean 
less support for incentives or new regulation that benefit the manufacture or deployment of 
renewable energy facilities.  Republicans now control the House of Representatives.  The 
party has, broadly, been less supportive of renewable energy integration or of restrictions on 
CO2

 emissions.  This lack of support has found very specific backing by several members 
who are attacking the science underlying the connections between fossil fuel use and climate 
change, as well as the widely held belief that the integration of energy resources, which are 
viewed as more expensive than traditional energy mix, will cause irreparable damage to an 
already struggling economy.  This includes very open attacks by the members who vied for 
control of the House Energy and Commerce Committee, which was eventually won by Rep. 
Fred Upton. [7] 

4. Where U.S. Policy Stands 
The current make-up of the U.S. government makes it difficult for either party to pass a new 
law.  Democrats control the Senate and the White House while Republicans hold a strong 
majority in the House of Representatives.  In order for a new law to be enacted, it must pass 
both the House and the Senate (and because of procedural rules, the minority party can 
prevent a proposed law or bill from passing by using a minority block of 41 votes to prevent a 
bill from being debated or voted upon. [8] Only after passage in both chambers of Congress is 
the bill sent to the President, who would then sign the bill into law or exercise his power of 
veto to reject the bill. 

Given the divide that has been growing between Democrats and Republicans over energy and 
climate, the current split in the control of Congress means that finding areas of compromise 
on energy or climate issues will be difficult, if not impossible over the next two years. 

A national cap and trade bill is very clearly not a viable near-term option. The next presumed 
Speaker of the House, Rep. John Boehner, commented before the election that “This election 
is going to be a referendum on [Democrats’] job-killing policies, one of which is cap and 
trade,” Boehner said. “There will be no tax increases; there'll be no cap and trade bill,” he 
added. [9] The failure of Democratic leadership to consolidate support this past summer to 
pass comprehensive climate legislation, combined with an increase of climate-science denial 
rhetoric by the Tea Party and the far-right of the Republican party means that there is simply 
no path to legislate a national price on greenhouse gases over the next two years (unless there 
is some very significant exigent event that dramatically focuses public perception on climate 
change).  

It seems very clear that natural gas, and possibly nuclear power, will play a meaningful role as 
lower-carbon options in the policy focus for both the power and transportation sectors over 
the next few years.  Natural gas, as an expandable source of electric generation (and as a 
potential power source to meet increased demand from the electrification of the transportation 
sector, which has broad support of both Democrats and Republicans) and as a direct use fuel 
in the transportation fleet, appears to be the most likely near term area of policy compromise.  
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There is substantial and inexpensive domestic supply of natural gas supported by the rapid 
growth in recoverable unconventional or shale gas made available by advances in 
hydrological fracturing technology.  As this is domestically sourced fuel, this new expansion 
of natural gas supply is seen to address energy security and trade imbalance concerns. 
Additionally, on a relative basis natural gas has a much lower carbon output than the current 
energy supply mix in the U.S., so a shift to natural gas is seen as a step towards cutting 
greenhouse gas emissions.  When speaking at a press conference following the election, 
President Obama indicated his support of natural gas development, “We've got, I think, broad 
agreement that we've got terrific natural gas resources in this country,” Obama said. “Are we 
doing everything we can to develop those?” [10]  

A rapid expansion (relative to the typical pace of energy infrastructure development) of 
natural gas use and demand is likely if part of an energy bill includes incentives to switch 
from coal to natural gas fired electric generation.  The scale and pace of the demand 
expansion is unclear, and it will be limited by the available economically-competitive excess 
natural gas supply (and the real cost of new nuclear development as that becomes better 
understood).  It is not clear at this early stage whether the election results will dramatically 
change the landscape with respect to environmental regulations related to non-conventional 
gas extraction (specifically for shale gas and the issues associated with hydraulic fracturing), 
as there is effectively no Federal oversight of these activities currently in place, though there 
are rules enforced at by state governments.  A meaningful set of environmental controls could 
eventually act to slow available low-cost gas supplies and limit the role of natural gas as the 
driver of U.S. energy policy.  In any event, the use of natural gas will likely be the lead 
approach in all energy and climate policy platforms developed in the U.S. over at least the 
next two years. 

Another dynamic at play in the national policy debate around greenhouse gas limitations is 
that there are a series of rules being drafted by the EPA under its authority to manage 
greenhouse gas emissions under the Clean Air Act.[11] The Clean Air Act, however, does not 
include any specific language with respect to greenhouse gases, and whether and how the Act 
should be applied to carbon emissions is a point of considerable acrimony.  Republicans in the 
House have already pledged to attack the EPA directly as well as through funding cuts to slow 
this rulemaking process. 

This attack the EPA regulation of greenhouse gases will be a priority for Republicans, and the 
initial reaction from the Obama Administration is that it will work to find a compromise on 
the scope and pace of EPA regulation of greenhouse gases in exchange for other policy 
platforms that will act as alternative carbon mitigation tools, such as expanded use of 
renewables power and natural gas as a coal replacement.  President Obama reinforced the idea 
this week, stating that “the EPA is under a court order that says greenhouse gases are a 
pollutant that fall under their jurisdiction. . . Cap and trade was just one way of skinning the 
cat; it was not the only way. . . And I’m going to be looking for other means to address this 
problem. . . I think EPA wants help from the legislature on this. I don’t think that the desire is 
to somehow be protective of their powers here. I think what they want to do is make sure that 
the issue is being dealt with.”[12] 

5. Where Does the U.S. Go From Here 
As things currently stand it appears that any action on energy (or climate) by the U.S. 
Government will be cautious and targeted.  Given the failures of several attempts at 
comprehensive policy changes, the safer and therefore more likely near-term approach will be 
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small, targeted initiatives.  These targeted policy platforms tend be directed at specific 
industries and have historically been incentive based.  Some of these platforms can actually 
be contradictory, as constituencies push for support of their own areas of focus without regard 
for the broader energy or climate policy landscape.  The result is that short term market 
distortions and the lack of long term certainty of price signals reduces investor appetite in all 
segments of industry development.  Even when considered in concert with the broad concerns 
over the lack of a developed approach to national energy and climate challenges, these 
problems will almost certainly not be an adequate incentive to revisit a more sweeping 
approach to energy or climate policy for at least the next two years. 

The most likely program platform will be direct incentive based programs have historically 
proven complex and challenging.  Especially for non-U.S. based companies, requiring a U.S. 
tax base or deep understanding of the U.S. tax system.  Some programs require compliance 
with rules such as U.S. sourced materials and labor.  The most significant support mechanism 
for renewable energy has been tax credits for the development or operation of renewable 
energy facilities.  Most of these credits are in place through the term of the new Congress, 
with two notable exceptions.  The credit for wind power generation is set to expire at the end 
of 2011 and will require legislative action in order to be extended.  Also, the popular 1603 
Grant program, which provides a direct payment in lieu of the tax credits is currently set to 
expire at the end of 2010, though this may be extended by a year through last minute dealings 
in the final days of the current "lame duck" Congress.  These two programs, along with other 
popular programs like funding for energy research and development are a very real risk, 
despite widespread conceptual support, as the focus of government programs is turned to 
balancing the budget and deficit reduction.  Extending or re-funding these programs may 
require matching offsets to produce the savings or revenue increases necessary to make the 
net cost to the government zero, which is an extremely contentious process.    

Another popular program, at least from the Government's perspective is the Federal Loan 
Guarantee Program, which is administered by the U.S. Department of Energy and supports, 
among other things, the deployment of renewable energy technologies and manufacturing 
capacity.  As with many of the direct incentive programs these guarantees have been complex 
and challenging to secure, which has been a source of substantial criticism from the industry 
and investors.  Further, the potential default of some early guarantees may also bring potential 
program costs into sharp focus as further program funding is contemplated, leaving the future 
of these programs in some doubt. 

Enactment of a national clean energy standard is one broad platform possibility in the coming 
months (and a program may be enacted by the time of the World Renewable Energy 
Congress).  Renewable Energy Standards have been a popular state government tool, but 
despite several attempts the program has never been enacted at the national level.  These 
programs are generally structured so that the local distribution company is required to hold 
Renewable Energy Certificates (RECs) commensurate with a set percentage of power that is 
required to be produced from identified renewable resources.  Production of renewable power 
creates a REC for every unit of power that is produced, which can be sold along with the 
power or separately. Due to its regulatory requirements to hold some number of RECs, the 
local distribution company sets overall demand (possibly in combination with some voluntary 
buyers) based its need to meet the target for renewable power purchases. 

It appears likely that in the near term states and regional programs will take the lead on 
climate specific rule-making (and possibly more aggressive renewable power targets).  As 
many states as many as 33 states have some form of renewable portfolio standard in 
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operation.  A handful of states have begun to experiment with feed-in-tariff programs similar 
to those used in Germany and Spain to drive rapid growth in solar and wind development.  
Several northeastern states are part of the Regional Green House Gas Initiative, which is a 
low-cost carbon cap and trade program for electric production facilities within member states, 
and in the Western US, the Western Climate Initiative as well as aggressive targets for 
California are both driving the development of regional markets.  These state based programs 
have generally been embraced by the public and local politicians, at least sufficiently to see 
programs enacted and expanded.  During the mid-term elections that saw historic Republican 
victories, California voters rejected a challenge to that state's cap and trade law, and New 
Mexico simultaneously enacted its own cap and trade program. 

6. Impact of Inaction by the U.S. on Global Energy and Climate Developments 
The slow pace with which the U.S. is embracing clean energy and climate policies will mean 
that deployment opportunities in the U.S. market will remain limited.  The U.S. accounts for 
as much as 25% of global energy resource consumption, and the lack of U.S. commitment 
will create friction against the pace of a global energy transition.  Given the scale of the U.S. 
energy economy, its pool of available energy investors, and the fact that the lack of clearly 
defined market for much of the new technology due to the lack of policy clarity will lead to 
less talent being engaged in the development of clean energy technology and business than 
would otherwise be engaged in the U.S., this resistance will be a drag on the pace of global 
growth for renewable power. 

Despite the absence of the U.S. as a fully engaged stakeholder in this global energy and 
climate transformation, the absolute scale of the global opportunity will keep some U.S. 
companies and investors engaged in the new energy economy and continue to drive some 
U.S. investment into these industries.  This limited role by the U.S. market will lead to better 
opportunities in both those developed nations where policy is better defined and in developing 
nations where sharp demand growth in fuelling investment.  Development of renewable 
energy in Europe has matured more quickly than in in the U.S., as it has been supported by 
the EU ETS and targeted renewable energy programs like feed-in-tariffs combined with 
higher energy prices. In China aggressive government driven development programs have 
accelerated the maturity of the clean energy industry there, and by some accounts China has 
overtaken the U.S. in clean energy investments.[13]   

7. Conclusion 

Inaction by the U.S. Congress on climate and energy policy has created a great deal of 
uncertainty in the both the U.S. and global energy marketplace.  Short-term relief for 
companies with exposure to greenhouse gas emission limitations will quickly give way to 
challenges planning for mid- and long-term investment choices.  This uncertainty is 
intensified when combined with a likely increase in volatility in the global oil market.  The 
one point of confidence that all stakeholders can work from is that the fall-out from this 
legislative push for climate legislation all but guarantees that for the next few years 
(notwithstanding a significant disruptive event), the path forward in the U.S. will be driven 
locally, or in very measured steps nationally.  As arguably the most important energy market 
in the world, the lack of clear long-term market signals in the U.S. will continue to impair the 
real value of many new energy and emission mitigation technologies. 
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Abstract: Local authorities are important actors in the transition of energy systems towards renewable energy 
resources and efficient energy use. One mean to manage and develop local energy systems is using energy and 
climate strategies. Sweden has a long history of energy-planning, which effectiveness has been debated. 
However, in the light of climate change, many Swedish local authorities have adopted energy and/or climate 
strategies in recent years. These strategies are intended to clarify, prioritize and suggest measures for achieving 
energy and climate related goals. To be able to assess the strategies’ effectiveness it is important to identify 
progress and goal achievement. There is little knowledge whether and how local authorities do this kind of 
follow-up. 
 
The aim of this paper is to explore approaches to energy strategy follow-up in six small and medium-sized local 
authorities in Sweden. Based on interviews with representatives from six Swedish municipalities, this paper 
discusses prerequisites for energy and climate strategy follow-up. Challenges for the follow-up, such as 
methodological descriptions, organization and lack of high quality data are identified and discussed. A 
conceptual model for a systematic approach to follow-up is presented. Conclusions on how a systematic 
approach to follow-up could facilitate organizational learning and a more strategic approach to energy issues are 
drawn. It is also discussed how a developed practice could be beneficial in terms of common methodologies and 
possibilities to request better statistical data from the national level. 
 
Keywords: Energy and climate strategies, local authorities, evaluation, follow-up 

1. Introduction 

The local level is important when it comes to developing sustainable energy systems. 
Arguments for this is for example the proximity to citizens, but also the diverse roles of local 
authorities such as responsibilities for planning, maintenance of infrastructure and as 
educators are important when it comes to forming and implementing energy strategies [1, 2]. 
Another important role of the local level is that there is greater emphasis on hands-on projects 
and what can actually be affected [3]. This means that local authorities have an important role 
in the transition of energy systems towards renewable energy resources and energy efficiency. 
To support local authorities in these issues there are a number of initiatives to provide 
networks, information sharing and knowledge transfer. For example, in the EU a large 
number of cities and communities participate in initiatives such as ManagEnergy Programme 
and the Covenant of Mayors. In Sweden there are several programs supporting local 
authorities in their work with energy and climate related issues, for example Sustainable 
Municipalities initialized by the Swedish Energy Agency and the Climate Municipalities 
funded by the Swedish Environmental Protection Agency. One important component in all of 
these programmes is the formulation of local energy and/or climate strategies or plans [4-7]. 
Such strategic documents are used to clarify, prioritise and suggest measures connected to the 
local authority’s fields of responsibility and activity within the energy system. There is also a 
legal requirement in Sweden that all municipalities should adopt a municipal energy-plan.  
 
The potential of local energy strategies have been highlighted in a number of studies [8-10]. 
Historically there have however been debates about the effectiveness of producing such 
documents, for example because many of the factors influencing the energy system lie beyond 
the reach of local authorities [11, 12]. To what extent energy strategies have been 
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implemented is however not known, partly because follow-up has been paid little attention. 
Follow-up is central to long-term overall effectiveness of a plan or an effort as it facilitates 
continuity and taking experiences from the past into the present. There is no formal 
requirement for follow-up of energy-plans in Swedish legislation and follow-up is often 
neglected in planning practice [13].  
 
However, energy-plans should be subject for environmental assessments and environmental 
assessment of programs and plans according to the EU directive 2001/42 should include 
follow-up [14]. Follow-up in environmental assessments is advocated in literature for 
example as a means for controlling plan implementation and, if necessary, formulating 
adaptive management actions. Follow-up may also and enhance organizational learning and 
process development [15]. This means that there is a powerful potential for improved energy-
planning practice as follow-up processes generate information that can be used in different 
ways for improving the actual environmental situation and for improving working procedures 
and processes [16]. 
 
1.1. Aim of this paper 
The aim of this paper is to explore approaches to energy strategy follow-up in six small and 
medium-sized local authorities in Sweden and discuss the possibilities for developed practice.  
 
2. Methodology  

Initially it was decided to choose municipalities for this study based on two criteria: they 
should be small in a Swedish context, which means less than 25,000 inhabitants and the 
energy-plan should be recently adopted. The first criterion was chosen because two thirds 
(192 of 290) of Swedish municipalities have 25,000 inhabitants or less [17]. The latter 
criterion, that the energy-plan should be recently adopted, was chosen as it was regarded more 
likely that the persons involved during the energy-planning process would still be working at 
the local authority and thus available to answer questions about how the issue of follow-up 
was treated in the planning process. These criteria however proved hard to fulfill as only six 
small in municipalities that possess such recent energy-plans were identified. Three of these 
declined to take part of the study for different reasons, for example since the person who had 
been responsible for the planning process changed jobs. In order to get a more information on 
how follow-up of energy plans is undertaken additionally three (in a Swedish context, 30,000-
45,000 inhabitants) medium-sized municipalities were chosen. The final set of municipalities 
in the study is presented in, table 1. 
  
Table 1. Empirical basis in the study: six small (<25,000 inhabitants) and medium sized (<45,000 inhabitants) 
Swedish municipalities. 
Munici-
pality 

Size Energy-plan 
adopted 

Responsible for 
planning process 

Follow-
up 

 No of Respondents 

A Small 2008 Workgroup and 
external support 

Yes 2 (Public official, 
energy advisor) 

B Small 2009 Workgroup and 
external support 

No 2 (Public official, 
energy advisor) 

C Small 2003 Workgroup Yes  1 (Energy advisor) 
D Medium 2008 Consultant No 2 (Public official, 

consultant) 
E Medium 2010 Workgroup Yes 2 (Public officials) 
F Medium 2003 Consultant No 1 (Public official) 
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For all municipalities the energy-plan was analyzed regarding how follow-up were supposed 
to be handled. In those cases where a person was stated as responsible he or she was 
interviewed about how follow-up had been conducted in practice. The named authors of the 
energy plan were interviewed about whether follow-up was regarded during the planning 
process. All interviews were conducted by telephone in a semi-structured form. 
 
3. Results  

This section presents the intentions for follow-up in the energy-planning process, how this 
was manifested in the energy-plans, and how follow-up has been conducted in practice in the 
six studied municipalities.  
 
3.1. Municipality A 
According to the energy-plan the progress should be monitored yearly in an annual “energy 
account”. Regional monitoring of environmental goals by the County Administrative Board 
will also be used as indicators of goal effectiveness. The municipal government is utmost 
responsible for this account, which is then presented to the municipal parliament. Two 
persons are involved in the practical work compiling the energy account. One was part of the 
planning process and one is new in the organisation. This new person has experienced 
difficulties in interpreting how the baseline values were calculated. This means that some 
parts of the energy-plan have not been followed up. This respondent also comments that the 
indicators chosen for goal achievement are not necessarily suitable for the purpose. For 
example, whether district heating leads to less emission depends on the fuel mix in the 
incinerator and what is substituted. An experienced obstacle for the follow-up is the quality of 
the available national statistics. The respondent means that local data is preferable to national 
statistics but in practice a mix is used. However the mix of different data sources is a problem 
since methodology descriptions from the baseline calculations during the planning process are 
missing.  
  
3.2. Municipality B 
Two persons are working with strategic energy issues in municipality B. One person has the 
main administrative responsibility and functions as contact person to the politicians. The other 
person’s main responsibility is to make sure that actions proposed by the energy-plan are 
implemented. The intended methodology for follow-up is to produce an environmental 
account where progress in implementing actions from the energy-plan is described. Focus in 
the follow-up will thus be on actions and whether they are implemented or not. The next step 
is to analyse to what extent this action has contributed to fulfilling goals in terms of decreased 
energy use and lowered emissions. This analysis is regarded as important since it sends a 
distinct message to the politicians. Exactly how the follow-up will be performed is not yet 
decided. However, the respondents emphasise the importance of this follow-up to become 
part of ordinary working procedures to avoid that the work becomes yet another burden for 
the public officials. Also in this case the low quality of available statistics is regarded as an 
obstacle to follow-up; therefore indicators based on local data will be used instead.  
 
3.3. Municipality C 
The energy and climate plan does not include any description on follow-up. The respondent in 
Municipality C has a supportive and advisory role in the energy-planning process; however 
he/she has not been involved in the follow-up. The energy-plan was followed up annually 
between 2004 and 2006, but since then no follow-ups have been performed. The respondent 
experiences that there has been a lack of continuity in the follow-up process during the last 
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few years and that the work with the energy and climate plan has been very dependent on one 
specific person. According to the respondent, there are no clear directives on how to proceed 
with the energy-plan. Follow-up was not an issue during the energy-planning process. Few of 
the goals stated in the energy-plan are quantifiable, which would complicate the follow-up 
process. Some follow-up has however been performed since the implementation of actions 
suggested in the energy-plan has been monitored.  
 
3.4. Municipality D 
According to the energy-plan, follow-up will be part of the local authority’s annual 
economical account. The energy-plan presents a follow-up system based on forms to be filled 
out by each part of the municipal administration and that compilation of the results will be 
made by the environmental coordinator. In addition to this, the energy-plan states that a 
number of indicators to monitor progress towards local environmental goals shall be designed.  
 
The environmental coordinator has the overall responsibility for the follow-up. This person 
was not employed at the local authority during the energy-planning process and the energy-
plan for the municipality was produced by a consultant. This consultant means that they did 
not only produce an energy-plan for the municipality, they also designed a strategic and 
continuous energy-planning process for the local authority to “inherit”. Even though the 
process was meant to be easily adopted into the local authority’s organisation, the 
environmental coordinator has experienced difficulties in understanding methods used and 
origins of data. Since a method description is missing, also the consultant has difficulties in 
explaining how data was obtained and how calculations were made in retrospect. The 
environmental coordinator does not think that there will be any problems in following up 
whether actions are accomplished or not, since they are very “hands-on”. But when it comes 
to evaluating whether actions lead to any actual decrease of carbon dioxide emissions this 
person thinks there will be difficulties. In the energy-planning process there was little 
attention paid to how to follow-up whether measures contribute to the overall goal for the 
plan. Instead efforts were laid on how to monitor whether actions are implemented. Also in 
this case the low quality of available statistics is mentioned as an obstacle to the follow-up. 
 
3.5. Municipality E 
Municipality E has a long tradition of producing and monitoring energy-plans and follow-up 
is a part of the administrative routines in the local authority. Results from the annual follow-
up are presented in the municipality’s annual environmental account. All goals stated in the 
energy-plan are connected to indicators for monitoring whether goals are fulfilled or not. Also 
actions will be followed up in the environmental account as they are implemented in the 
environmental action program. The environmental coordinator has main responsibility for this 
and leads a group of public officials that work with the follow-up.  
 
As the last energy-plan was produced an extra human resource was employed. Both this 
official and the environmental coordinator tell that the goals and indicators for the energy-
plan were carefully chosen to suit available data and the (poor) quality of the national 
statistics. Describing the baseline year and methods for calculations have also been important 
parts of the work. Feasibility for follow-up has therefore been a precondition in the energy-
planning process. When it comes to actions in the energy-plan, focus is to follow-up their 
implementation. To what extent different actions contribute to overall goals are currently not 
followed up as it proved complicated to perform such calculations.  
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3.6. Municipality F 
In municipality F the local climate strategy also functions as energy-plan. According to this 
climate strategy follow-up should be conducted annually by monitoring the development in 
the energy field. If there are any significant changes in practice compared to what is stated in 
the plan, the plan should be revised. However, there are no concrete instructions for follow-up 
in the climate strategy, nor are there any time plans or responsibilities designated for 
implementing proposed actions. 
 
The respondent in Municipality F has no formal role in the follow-up of the climate strategy. 
However, this person was active in the design process since one of the local environmental 
goals is connected to energy issues. According to the strategy a steering group and a reference 
group should be formed to take responsibility for energy issues. Also a local energy group 
with stakeholders should be initialized. However, none of these supportive structures have 
been formed. The goals in the climate strategy have instead been integrated in the local 
environmental goals where they also are followed up. The respondent means that one reason 
for the lack of follow-up of the climate strategy is that there is no organization for this task 
and that this work would have been facilitated if follow-up had been regarded during the 
climate strategy design.  
 
4. Analysis 

The results from this study indicate that follow-up has not been particularly prioritized in the 
energy-planning process, at least when it comes to defining working procedures for this 
follow-up. In one of the six studied municipalities with recent energy-plans follow-up is not 
mentioned in the energy-plan at all. Some kind of Follow-up activities have been undertaken 
in three of the six. Only in one case are there both structured documentation and organization 
for energy-planning follow-up (municipality 4). This municipality has long traditions and 
continuity in their strategic energy work and also resources allocated for these tasks.  
 
One reason for not doing follow-ups is, according to the respondents, lack of resources. 
Another reason is that there were no thought about follow-up in the active planning phase and 
that it has taken time to build up structures for the follow up. When follow-up is conducted 
these activities are limited to monitoring whether or not actions are implemented. To follow-
up whether these actions lead towards desired goals is however regarded too complicated. 
One of the obstacles towards calculating contribution to overall goals is lack of high quality 
data. Several of the respondents are frustrated with the low usefulness of the statistics 
produced at the national level. Since this data is unreliable there is a need to complement with 
local data. This in turn leads to methodological challenges as data origin from different years 
and sources. If the methods for data collection and baseline calculations are not very carefully 
reported follow-up will be almost impossible. In one case where the energy-plan was 
produced by consultants (municipality 2) this situation is evident. There were no 
methodological descriptions for calculating baseline values in the energy-plan, which has lead 
to that the public official needs to recalculate everything and invent own indicators for follow-
up.  
 
5. Discussion - How may follow-up be facilitated? 

Municipalities produce a wide range of plans, programs and policies and what is common for 
all, is that that in order to be effective, follow-up and evaluation is needed. Planning is often 
seen as a linear process where follow-up is little discussed [16]. Evaluating the plan’s 
implementation by analyzing the development after the adoption is of course important not 
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only in order to decide whether revision is needed but also to explore the effectiveness of the 
plan and to learn from that; If the plan did not lead to the desired changes, how should the 
plan and planning process be designed to be more effective? 
When adopting such continuous approach to energy-planning it is important to remember that 
municipal plans exist in a context. This context includes various institutional aspects and 
practices. Experience has shown that a success factor for energy-planning is taking the 
existing working procedures into account [18, 19]. Many local authorities have implemented 
environmental management systems [20] and in these, making use of the already implemented 
systematic approach and continual improvements may be a way forward to improving follow-
up practice in energy-planning [16, 21]. Standardized Environmental management systems 
(EMS) approach is organizational oriented and aims at continual improvements. This means 
that follow-up has a key role [22]. Adopting the systematic approach and continuity of EMS 
to planning could help overcoming the shortcomings in energy-planning follow-up, for 
example by providing annual follow-ups of goals and actions. Opportunities of connecting 
environmental management systems (EMS) to the planning processes have been discussed by 
for example Hjelm et al [16], where it is argued that EMS could contribute with continuity, 
routines and improvements of plans and planning. Connecting EMS processes and knowledge 
to energy-planning could also lead to other benefits as professionals from traditionally 
different fields meet and exchange knowledge and ideas. Figure 1 presents a conceptual 
model for the connections between energy-planning and EMS in the local authority. 
 
However, EMSs are more often used in larger local authorities so in the case of the 
municipalities in this study such an approach may be overkill. Several of the municipalities in 
this study have instead related their energy-plans to either their environmental account or 
budget system. This is to some extent analog to the EMS connection to the planning, since it 
implies continuity. The annual reports in accounts or budget systems could contribute to a 
systematic gathering of information for follow-up and revision of energy-plans.  
 

 
Figure 1. Conceptual framework for a continuous approach to planning and to link planning 
activities to organizational management such as EMS. The picture is inspired by Hjelm et al 
[16]. 
 
Based on the findings in this study, the municipalities seem to mainly follow-up whether or 
not actions have been taken rather than evaluating if the actions have led to e.g. reduced 
emissions of greenhouse gases. There is a challenge to find a methodology or approach, 
including this latter type of follow-up or evaluation. Also in this case a systematic approach 
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with a clear organizational setting with settled responsibilities could facilitate to make the 
energy-plan integrated in the daily work. Only when energy issues are a natural part of the 
daily work will it be possible to take the step further to strategic goals rather than 
implementing separate actions. If an EMS-approach is adopted, several advantages would be 
achieved: there are existing guidelines and vast practical experience from the EMS-field. The 
guidance in ISO 14004 stresses the importance of planning for the follow-up in terms of 
methods, indicators for activities and processes that give the most useful information [23]. 
The guidance also points out the importance of documented routines for follow-up. It would 
also be natural to lead experiences from implementation and monitoring back into the policy 
and planning processes for organizational learning and to formulate new actions as implied by 
for example Partidàrio [15].  
 
Another aspect on the adaption of an EMS-inspired approach to energy-planning follow-up 
related to the identified obstacles identified in this study is that it can facilitate the 
development of a common working practice and methodology. This would not only benefit 
the public officials who would recognize working procedures even if they change working 
places. Also, if many local authorities (and also consultants) adopt a similar working approach 
it would be easier to enquire better quality on specific statistical data from the Swedish 
Energy Agency.  
 
6. Conclusions and recommendations 

The aim of this paper was to explore approaches to energy strategy follow-up in six small and 
medium-sized local authorities in Sweden and discuss the possibilities for developed practice. 
It was found that in these cases follow-up is limited. Sometimes follow-up is neglected 
already in the planning phase and sometimes it is limited due to of lack of resources. Those 
who manage to conduct their follow-up have related their energy-plans to either their 
environmental account or budget system. This is one way to include the follow-up in a 
continuous process.  
 
If energy-planning follow-up is included in processes of continual improvement there are 
several possible gains: the working procedures in EMS are well-known and can facilitate the 
development of working practice and also the standardization of data use and methodology. 
This systematic work could also lead to well-defined organizational settings for energy issues 
which can both contribute to putting strategic energy issues on the municipal agenda and to 
organizational learning and adaptive local energy policies.  
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Abstract: The labor market implications of large investment into renewable energy (RE) are analyzed in this 
text. Although a growing RE industry can be observed in Germany the overall effect of large increases of 
expensive electricity and heat generating technologies on the German economy require a careful model based 
analysis. The paper shows the overall effects under different assumptions for fossil fuel prices, domestic 
installations and international trade. Most of these scenarios exhibit positive effects.  
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1. Introduction 

The positive impacts of an increasing share of renewable energy (RE) on the mitigation of 
climate change as well as on the decrease of the dependence of energy imports are 
indisputable. However, such are currently still the additional costs of heat and electricity 
generation from most renewable energy sources (RES). For a stable economic development, 
the overall balance of positive and negative effects under different possible future 
development pathways of fossil fuel prices, global climate policies and global trade is of 
interest. To account for all effects in a consistent framework, a macroeconometric model is 
employed. Economic development is measured via the comparison of economic indicators 
such as GDP and employment from different simulation runs. Overall net positive effects can 
be seen for instance as higher employment in one simulation run compared with the other.  
  
Additionally, the sectoral disaggregation of our model leads to a wide array of interesting 
results in terms of winners and losers of policies to support renewable energy. This 
contribution is organized as follows: This introduction is followed by section 2 on the 
methodology applied. The modeling framework is explained and the scenarios are described. 
Section 3 presents modeling results followed by a discussion. Section 4 concludes.  
 
2. Methodology 

2.1. Net economic effects 
The discussion about employment effects of the increase of renewable energy often centers on 
so-called net employment. The rising installation of renewable energy systems in some 
European countries such as Germany, Denmark and Spain has intensified the discussion of 
costs and benefits of renewable energy systems. One suggestion is that price increases from 
increasing shares of renewable energy lead to job losses somewhere else in the economy and 
the net effects will be negative.  
 
Production, installation, operation and maintenance of windmills, solar modules, biomass 
power plants or heating systems as well as biogas and solar thermal applications have a 
positive investment effect on the respective industries (Figure 1). Employment in these 
sectors increased steadily in Germany over the last years (cf. [1]) and is often referred to as 
gross employment. International demand for RE technologies increases employment in these 
sectors. The wind industry, for instance, makes up to 70% of its 2009 turnover from exports. 
Hydro energy and solar modules also exhibit high export shares in their respective turnover.  
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Figure 1: Economic effects of an RE increase on the labor market (cf. Staiß et al. 2006) 
 
Negative impacts on the economy stem from 2 different sources: firstly, investment in 
renewable energy technologies crowds out investment in fossil fuel technologies such as coal 
fired power plants, oil fired heating systems and maybe at some future point gasoline driven 
cars. This substitution effect leads to profit losses in the respective economic sectors. 
  
The second negative effect is larger than the substitution effect and comes from the additional 
costs of RE systems. Germany supports RE electricity with a feed-in tariff, which leads to 
electricity price increases for households and firms. This so-called budget effect (Figure 1) 
reduces the budget for other expenditures resulting in job losses in the respective sectors. 
Positive and negative impacts are multiplied and distributed through the economic system: 
additional employment results in additional expenditure on consumption and additional jobs 
in the respective sectors as well as additional taxes and therefore increases in the 
governmental budget. Negative impacts affect the economy through the same channels. For 
information on the net effects one has to employ a model of the total economy.  
 
2.2. Model 
The environmental macroeconometric model PANTA RHEI is at the core of our 
methodological approach. PANTA RHEI is an environmentally extended version (cf. [2], [3], 
[4], [5]) of the macro-econometric simulation and forecasting model INFORGE. It is based on 
official statistics and consistently describes inter-industry flows between 59 sectors. It 
includes consumption, government, investment, construction, inventory and exports as well as 
prices, wages, labor compensation, profits, taxes, etc. on the sectoral and macroeconomic 
level [6],[7].  
 
The behavioral equations reflect bounded rationality rather than optimizing behavior of 
agents. All parameters are estimated econometrically from time series data (1991 – 2008). 
Producer prices are the result of mark-up calculations of firms. Output decisions follow 
observable historic developments, including observed inefficiencies rather than optimal 
choices.  
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The energy module captures the dependence between economic development, energy input 
and CO2 emissions. It contains the full energy balance with primary energy input, 
transformation and final energy consumption for 20 energy consumption sectors, 27 fossil 
energy carriers and the satellite balance for renewable energy [8]. The energy module is fully 
integrated into the economic part of the model. 
 
To examine the economic effects of increasing shares of renewable energy in Germany our 
analysis applies PANTA RHEI to a set of scenarios and compares the resulting economic 
quantities. 
 
2.3. Scenarios 
Scenarios, in contrast to forecasts, present consistently derived different possible future 
developments. They enable a “what-if” analysis. For Germany, we apply the official scenario 
for the development of new RE installations, the so-called “Lead Scenario [9]. This scenario 
includes bottom-up modeled cost-structures of RE technologies, based on the learning curves 
for 10 RE technologies. It is a target oriented scenario, in which 84.7 percent RE will be 
reached in electricity generation, 49.4 percent in heat generation and 49.5 percent in primary 
energy supply. A scenario with zero investment in RE since 2000 serves as the respective 
(hypothetical) reference development.  
 
The scenario technique is often applied when future development hinges on the development 
of some crucial quantities, whose development is highly uncertain. Future employment effects 
from increasing renewable energy, for instance, critically depend on the relative costs of 
renewable energy compared to fossil fuels, on national policies for the support of renewable 
energy and on international climate regimes and RE strategies.  
 
Thus we constructed the following scenarios for the development of each of these decisive 
factors (cf. Table 1):  

1. two different price paths for international energy prices 
2. three different scenarios for the domestic investment 
3. four different export scenarios, which vary by the share of imports and domestic 

production in 10 world regions and 10 technologies and with respect to the trade 
shares of Germany. 

 
2.3.1. International energy prices 
International energy prices determine the reference price for the additional costs of renewable 
energy systems in Germany, because large shares of fossil fuels are imported. The future 
development path of import prices for fossil fuels is highly uncertain considering the large 
fluctuations in the past couple of years. Therefore we implement a lower price scenario and a 
higher price scenario with the respective consequences for renewable energy diffusion. The 
price scenarios follow essentially the projections of the IEA. The higher price level coincides 
with the projections in the World Energy Outlook (WEO) 2009 [10]. The lower price level is 
lower than the more recent projections in WEO 2010, [11], but the upper price level exceeds 
the assumptions there. Since our analysis tries to stay on the conservative side of things, in the 
following we report the findings for the lower price level. 
 
2.3.2. Domestic investment  
Germany has experienced a boom in the installation of photovoltaic panels in 2010. While the 
German government annually updates its “Lead Scenario” [12] for the future development of 
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electricity and heat from renewable energy, the latest update in 2009 did not include this rapid 
increase. Therefore, we included two more scenarios in our analysis, taking the likely PV 
developments into account. It turned out that the higher path of this set will even be 
overachieved in 2010, so that only the results of the original scenario and the highest 
sensitivity will be reported here.  
 
2.3.3. International development and exports 
Export is a major driver of the economic performance in Germany. This holds for the 
economy as such as well as for the sector of the production of facilities for the use of 
renewable energy. Earlier studies have shown [2] that net employment strongly depends on 
export levels. Therefore, RE technology exports have been modeled in great detail. Our 
analysis follows an idea developed by [13] for “green” goods. They analyze the world market 
for green goods and derive German export quantities from shares of traded goods in this 
market and shares of German producers in world trade. We follow a similar logic and 
determine the trade volume of renewable energy technologies for as a calibration for the 
projections. For this year, the trade shares of German producers can be estimated from 
statistical data and additional structural knowledge. For the future we develop four scenarios, 
all of them based on the Energy [r]evolution scenario for global installations [14]. 
  
Table 1: An overview of the most important scenario assumptions (highlighted scenarios are reported 
further), real prices (2005)  
 2009 2020 2030 
1. import prices  Oil 

$/bbl 
Gas 
€/TJ 

Coal 
€/t 

Oil 
$/bbl 

Gas 
€/TJ 

Coal 
€/t 

Oil 
$/bbl 

Gas 
€/TJ 

Coal 
€/t 

a.  high 58 5,794 79 96 10,700 155 118 13,800 202 
b. Low 58 5,794 79 79 8,400 123 94 10,000 147 
2. domestic 

investment 
billion €5 

a.  lead 
scenario 

20.4 15.4 15.1 

b. higher PV 20.4 16.0 14.1 
c. high PV 20.4 16.6 14.0 
3. export  billion € 
a. minimum 8.6 7,1 7,1 
b. slow 8.6 19.9 32.7 
c. optimistic 8.6 32.9 47.8 
d. maximum 8.6 41.3 59.1 
BMU (2010) 
 
The minimum case for exports is defined by holding the volume of exports constant until 
2030. This translates into a high loss of German trade shares. The maximum case is 
determined by holding the trade shares constant on a rapidly expanding market, which can be 
seen as an almost tenfold increase of export volumes. Both scenarios serve as an upper and 
lower boundary to the more likely developments. The optimistic scenario assumes that 
Germany maintains significant shares in global trade. The slower scenario can either be seen 
as a slowdown in German competitiveness or as a tendency to wall off markets in the future. 
Table 1 gives an overview of the main scenario settings. 
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Instead of a business-as-usual reference run, which in many studies describes a development 
under which no further measures are taken [15], this study uses a zero scenario (for the same 
approach [16]). It describes a consistent hypothetical development in energy generation 
without renewable energy from 2000 onwards and includes the additional fossil power plants 
and heat generation plants that would then be necessary along with the associated investment. 
In this scenario, renewable energy makes only a very limited contribution to the heat and 
electricity supply, for the latter predominantly from large-scale hydropower, which was 
already competitive even before the Renewable Energy Sources Act came into force. 
 
In the following analysis results will be reported for the low price path and the high domestic 
investment path. All export scenarios will be included in the reported results.  
 
3. Results 

The economic impact of an activity such as the expansion of renewable energy is assessed by 
comparing a simulation without the activity or economic policy measure with a simulation 
that includes the activity.  
The zero scenario based on the low price path is now compared to a development with 
differing degrees of domestic investment in RE and differing export trends based on the same 
price path. The comparison of simulation results shows macroeconomic effects such as net 
employment effects which can be traced back to the different scenario assumptions. 
 
3.1. Net employment 
To gain an overview of selected results in all the simulation runs, the charts below show the 
results for net employment over time. Absolute deviations from the zero scenario with the low 
price path are shown. Positive values should be seen as positive net employment by 
comparison with a development without expansion of renewable energy. Negative values 
indicate that employment lags behind the value it would have had without the expansion of 
renewable energy. 
 
The increase of renewable energy leads in most of the scenarios studied to positive net 
employment, rising steadily, particularly from 2020 onwards. The net effects are negative in 
the scenarios with minimal exports (i.e. remaining constant at today’s level), although this 
should be seen here more as a notional lower limit. In this case, for the two expansion paths 
(Lead Scenario 2009 and PV2) lower values for employment are observed by comparison 
with the zero scenario. However, at the end of the observation period there is a reversal in 
these cases: the net employment effects become slightly positive or are neutral. The influence 
of exports on the domestic employment level also becomes very evident in the scenarios 
studied: using the optimistic expectations, the positive net employment effect rises by 2030 to 
values in excess of 150,000. In combination with cautious export expectations, there are less 
positive deviations from the zero scenario up to 2015. After that the positive employment 
effects of exports become apparent. 
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Figure 2: Employment in absolute differences to the zero scenario, in 1000 persons.  
 
Since we are demonstrating only the low price path here, the higher additional costs, brought 
about by low prices for fossil energy sources, attenuate the positive net employment effects.  
Overall, the highest net employment stems from maximal export in combination with high PV 
expansion. Here net employment in 2030 is a little in excess of 200,000 people higher than it 
would have been without expansion of renewable energy in Germany. 
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Figure 3: Gross employment in 1000 for two selected scenarios based on high domestic photovoltaic 
increase combined with slow (blue) or optimistic (red) exports. 
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The RE industries will employ 500-600.00 people. The figure rises with firms continue to be 
successful on international markets. The importance of global markets can be read from 
Figure 3. The different assumptions about exports lead to 100.000 jobs more in the RE 
industry in the optimistic export scenario.  
 
The future increases in gross employment will not be as fast as they have been in the past. In 
Germany, the industry doubled its employment between 2004 and 2009 [17]. 2009 339,500 
people worked in the production, operation and maintenance, fuel production and input 
production of RE systems. Our results show a little less than twice this number by 2025.   
 
4. Discussion and Conclusions 

Our analysis shows possible positive impacts of the expansion of renewable energy in 
Germany – and the conditions and policy implication for a positive development. The 
literature also provides analysis with the prediction of negative impacts – for Germany and 
other countries. Frondel [18] calculates the additional costs of a projected increase with a 
national focus and claims that especially the costs of photovoltaic systems cannot be 
balanced. For Spain, Alvarez [19] showed negative economic impacts, only focusing on the 
domestic market. However, the main wind energy systems producer, Gamesa, realizes more 
than 90% of its turnover abroad. A sensible consideration of exports and global markets helps 
to understand the dynamics of countries which developed a RE industry sector.  
 
For the EU27, the EMPLOY-RES project [20] showed slightly positive effects. The two 
models used in this study are either more rigid in their price adaptation or they assume perfect 
substitution of all factors. The PANTA RHEI approach is less rigid but does include 
adaptation costs as opposed to perfect substitution.  
 
The issue of economic impacts of the expansion of renewable energy will be part of the 
sustainability discussion for the time to come. On the one hand, increasing installation brings 
down the specific costs through learning curves and scale effects. On the other hand, parity of 
electricity generation costs from renewables will only be reached within the next 10-15 years. 
The German example shows how a large domestic market leads to the development of a 
successful industry. However, these successes are vulnerable to abrupt policy changes, as 
experiences with the US industry or the Spanish market show.   
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Abstract: Costs and benefits of renewable energy use in electricity generation in the EU are assessed during 
low oil prices 1998-2002 and high oil prices 2003-2009. The EU statistical data is used. The renewable energy 
use in the EU was about 21% of the total energy inputs in 2008 and it was growing by 5% annual average 
during 2003-2008 compared to nearly nil growth of the fossil fuel input. During high and fast increasing oil 
prices, the correlations between the changes of consumers’ electricity prices and the growth of renewable energy 
use indicates that the large and growing use did not increase the prices but decreased the consumers’ electricity 
prices in several EU countries. An explanation is that the renewable energy enabled input diversification in 
electricity generation, which has reduced the costs. Consumers’ electricity prices are simulated in case these had 
followed the fossil fuel input costs and compared with the observed prices. It is found that high oil prices 
invoked substantial efficiency-increase and that the renewable energy input has been net beneficial to the EU 
citizens even when the periods of low and high fossil fuel prices are taken together.  

Keywords: Renewable energy, Electricity prices, Cost-benefit, Feed-in tariffs 

1. Introduction  

The European Union (EU) policy aims at a shift in electricity generation away from fossil 
fuels (coal, oil, gas and nuclear) towards renewable energy resources, which are biomass and 
waste, hydro-, geothermal-, solar-, and wind power; co-generation heat plants (CHP) is 
sometimes included (EU, 2005). This shift, however, is not evident because energy policies 
of the twenty seven EU member countries differ (Blok, 2006) and because renewable energy 
use for electricity generation is considered costly (Steger et al., 2005; EU, 2008). However, 
the cost-reducing technological progress (Gross et al, 2008) in combination with increasing 
oil prices after the year 2003 till 2008 created a competitive edge for renewable energy use in 
electricity generation called grid parity and global investments in renewable energy expanded 
from USD 29 billion in 2004 to USD 151 billion in 2008, out of it more than a third in the 
EU (UNEP, SEFI, New Energy Finance, 2010). Oil prices fluctuate cyclically, they fell down 
after 2008, and the renewable energy use became costly. A challenge in the EU policymaking 
is how to foster the shift regarding the oil price cycle.  

The EU policy could act anti-cyclic. It could support renewable energy during low oil prices. 
This support would maintain high investments entailing the cost-reducing technological 
progress and thereby, anticipate high oil price when no or little support is needed. Such an 
anticipation policy, however, causes social costs because it drives up electricity prices above 
the prices that would be based on the lower input prices on international markets. A higher 
input price also provides social benefits because it invokes efficiency-increase and reduces 
pollution, especially greenhouse gas emission due to lower combustion of fossil fuels 
(Sensfuß et al, 2007). A few available cost-benefit studies are inconclusive. For example, a 
study commissioned by the German government suggests that the German support of 
renewable energy in 2006, if scaled up to the EU level, would provide net benefit of 9.4 
billion euro in the EU, out of it 5 billion euro efficiency increase, 1 billion lower imports and 
3.4 billion euro due to lower pollution (Böhme and Dürrschmidt, 2007:29), but another 
German study, one into a fossil fuel tax in electricity generation, indicates net costs of this 
policy, albeit the benefits of lower pollution and innovations in energy saving are 
unaccounted (Walz and Schleich, 2009). Studies in the US suggest that some technical and 
social benefits of the renewable energy use are often omitted, such as lower thermal, transport 
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and conversion losses in electricity generation, transmission and use (NREL, 1997; Sawin 
and Moomaw, 2008), respectively self-reliance and local job creation (Bird et. al., 2008).  

2. Methodology 

The starting point in this paper is that supporting renewable energy during low oil prices to 
anticipate high oil prices is a costly policy. It is justifiable only if the renewable energy use 
would be net beneficial during the whole cycle of low and high oil prices, which means when 
the costs of renewable energy use during low oil prices would be outweighed by the benefits 
during high oil prices. This paper looks back at the last oil price cycle from the year 1998 
when the annual average price was at the lowest point in the last half century to 2008 when 
the price was at the highest point (www.inflationdata.com). Question is if renewable energy 
in electricity generation in the EU was net beneficial during the price cycle. The price cycle is 
divided into a period of low oil prices 1998 – 2002 when prices have fluctuated around the 
price in 2002 and the period of high oil prices 2003 – 2008 when the prices have annually 
increased. In the calculations, all fossil fuels prices are annual averages in constant (year 
2000) FOB prices using the US Energy Information Administration (EIA) data 
(www.eia.doe.gov). All EU data is based on the EUROSTAT (the EU statistical bureau), 
which is data on energy and electricity generation and consumption. The consumers’ 
electricity prices are excluding taxes in constant (2005) Euro (www.statline.eu). The 
assessment covers only the statistically observable prices.  

The uses and prices of energy inputs in electricity generation are presented in Section 2. The 
impact of the renewable energy use on consumers’ electricity prices during high fuel prices is 
discussed in Section 3. The costs and benefits of the renewable energy use in electricity 
generation are covered Section 4. The conclusions are drafted in Section 5.  

3. Results 

3.1. Energy inputs 

The question addressed in this section is if renewable energy has substituted fossil fuels. The 
following data is compiled for the periods 1998 – 2002 (low oil prices) and 2003 – 2008 
(high oil prices): the shares of energy inputs in electricity generation in 2008, the average 
annual volume growth, the annual average international market prices of fossil fuels and the 
prices of fossil fuel mix in electricity generation (weighed for volume). The prices of nuclear 
power and renewable energy are not found. Table 1 shows the data. 

The energy inputs in electricity generation have changed during the prices cycle 1998-2008 
alongside with 2% annual electricity generation growth. During high oil prices, coal and oil 
inputs decreased, even though the coal price is below the oil price, nuclear somewhat 
decreased, and the gas use has increased albeit its price follows neatly the oil price. The 
renewable energy has grown by 5% during the high oil prices compared to 1% in the period 
of low oil prices. In result, the share of renewable energy in total energy inputs increased 
from 18% in 1998 (not shown in the table) to 21% in 2008. In addition, the CHP share in 
energy input increased from nearly nil in 1998 to 11% in 2008. Hydropower and biomass & 
waste are the largest renewable energy uses, whereas solar- and wind energy uses grow very 
fast though the volumes were nearly nil in 1998. Renewable energy use has substituted fossil 
fuels. The substitution cannot be attributed to the public support of renewable energy because 
the support of fossil fuels in the EU was much larger (EEA, 2004). The renewable energy use 
in electricity generation has, apparently, advantages during high oil prices.  
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Table 1 Energy inputs for electricity generation, excluding CHP and geothermal energy 
Volume data from 
Eurosta *), prices 
data from EIA(**) 

Input 
in 
total  

Average annual volume 
growth 

Average annual prices 
€/t.o.e. 

2008 1998-
2008 

1998-
2002 

2003-
2008 

1998-
2008 

1998-
2002 

2003-
2008 

Coal  18% -0.1% 1% -1% 85        62  104 
Oil 3% -6% -3% -9% 230 161  288 
Gas 26% 7% 8% 7% 194      159  223 
Nuclear 31% 0.0% 1% -0.9% N.A. 
Fossil fuels mix 
(volume weigh) 

79% 1% 2% 0.6% 149 115  177 

Biomass & waste 5% 5% 2% 8% N.A. 
Hydropower 12% 0.3% -0.1% 0.6% 
Solar 0.2% 61% 47% 73% 
Wind 4% 29% 38% 22% 
Renewable energy  21% 3% 1% 5% 
(*) No Eurostat data for the biomass & waste use; here assumed 80% of all production is for 
electricity generation with 15% conversion efficiency. (**).Price converted into €/t.o.e.: Euro/USD 
with the www.inflationdata.com*42.2 €/GJ * EIA inputs prices, which are for coal USD/metric 
ton*24GJ, for oil USD/b.o.e*6.1 GJ, for gas USD/1000m3feet*35.5*39GJ 

 
3.2. Consumers’ electricity prices 

In this section we discuss whether renewable energy growth caused higher consumers’ 
electricity prices in the EU. If renewable energy would be costly compared to fossil fuels, its 
growing use would drive up consumers’ electricity prices, this predicts theory, and this 
impact on prices would be significant because the renewable energy use has a substantial 
share in the total energy inputs. To assess this impact, the countries’ annual volume growth of 
renewable energy in electricity consumption is rank correlated with the annual changes of 
consumers’ electricity price. A positive rank correlation of the volume growth with the price 
change indicates that the renewable energy use causes higher price, and vice versa a negative 
rank correlation indicates that the use causes lower prices. A rank correlation (R2) 0.8 and 
higher, or – 0.8 and lower is assumed to indicate a significant impact. The assessment covers 
the period 2003 - 2008 and within this period the timeframe 2005 – 2008 when the oil prices 
almost doubled. Table 2 shows: countries’ share of the renewable energy use in electricity 
consumption, energy growth, prices changes and the rank correlations during 2003 - 2008 
and 2005 – 2008.  
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Table 2 Growth of the renewable energy use in gross electricity consumption and changes of the 
consumers’ electricity prices (without taxes). Bold: significant negative correlation, italic: average 
consumers electricity prices above the EU average price (2005-2008), Minus: net importers of 
electricity 
Eurostat 
data for the 
volume and 
prices 

2008(*) 2003-2008 2005-2008 
Renewable 
energy use 
electricity 
consump. 

Volume 
growth 

 
Prices 

Correlat. 
Volume: 
prices 

Volume 
growth 

 
Pric
e 

Correlat. 
Volume: 
prices 

 EU(**) 17% 3% 6%     (0.2) 6% 5%      0.0  
 Belgium - 5% 19% 1%      0.4  26% 7%     (0.4) 
 Bulgaria  7% 13% 3%     (0.5) 4% 5%     (0.3) 
 Czech R. - 5% 8% 2%      0.7  18% 13%     (0.6) 
 Denmark  29% 10% -3%     (0.5) 7% 7%     (0.9) 
 Germany - 15% 16% 1%     (0.4) 17% 1%     (0.8) 
 Estonia - 2% 53% 5%      0.9  33% 4%      0.8  
 Ireland  12% 20% 7%      0.4  25% 10%      0.2  
 Greece  8% 13% 9%     (0.8) -2% 13%     (0.9) 
 Spain  21% 8% 4%      0.1  3% 6%      0.7  
 France - 14% -2% -5%      0.1  2% 0%      0.4  
 Italy - 17% -1% 19%     (0.1) 2% 5%     (0.9) 
 Cyprus  N.A.       
 Latvia - 41% 4% 11%      0.8  9% 16%      0.8  
 Lithuania - 5% 14% 5%      0.6  20% 8%      0.5  
Luxemb.  4% 7% -4%      0.5  17% 5%      0.1  
 Hungary  6% 48% 7%     (0.0) 68% 13%     (0.7) 
 Malta  N.A.       
Netherland 9% 13% -3%      0.6  15% 6%      0.5  
 Austria  62% 0% 5%      0.2  5% 7%     (0.2) 
 Poland - 4% 14% 1%      0.9  26% 9%      0.8  
 Portugal  27% 13% -2%      0.1  8% -4%      0.2  
 Romania - 28% 2% 10%      0.8  6% 15%      1.00  
 Slovenia  29% -1% -4%      0.2 4% 2%      0.3  
 Slovakia  16% 1% 1%      0.6  10% 3%      0.6  
 Finland  31% 3% 2%     (0.4) 7% 3%     (0.8) 
 Sweden - 56% 0% -2%      0.1  8% 5%     (0.9) 
 Un.King - 6% 14% 0%      0.4  17% 14%     (0.8) 
(*) Renewable energy use is excluding CHP 
(**) The EU average price is total EU value of sales divided by the volume of sales. 

 
In the period 2003 - 2008 the significant positive rank correlations between the renewable 
energy growth and the changes of consumers’ electricity prices are found for Estonia, Latvia, 
Poland and Romania but all these countries hardly use renewable energy, which is largely 
imported. The high negative correlation is found for Greece that is a large user of renewable 
energy. The findings in the period of the fast increasing oil prices 2005 – 2008 provide more 
insight. Next to the significant positive correlations for the countries that hardly use 
renewable energy, significant negative correlations are found for Denmark, Germany, 
Greece, Italy, Finland, Sweden and United Kingdom. All these countries except United 
Kingdom are large users. These significant negative correlations cannot be explained by 

 

2381



cheap domestic and imported hydropower because it has decreased in all EU countries except 
Bulgaria and Romania. Cheap imports of other renewable energy inputs can be somewhat 
relevant for Germany, Italy, Sweden and United Kingdom but not for Greece, Denmark and 
Finland that are net exporters of renewable energy. It could be that the countries in which the 
significant negative impact is found already experience higher consumers’ electricity prices 
than the EU average, which holds for Germany, Italy and United Kingdom but not for 
Greece, Denmark, Finland and Sweden.  

The growing renewable energy use had low impact on the consumers’ electricity prices 
during 2003-2008 and it has contributed to the lower electricity prices during 2005-2008 
(when fossil fuel prices increased very fast) particularly in the countries that are large users of 
renewable energy. A plausible explanation is that the electricity generators that start with 
using renewable energy face higher input costs, which are reflected in the higher electricity 
prices. The generators that use much renewable energy learn to benefit from this input 
diversification with positive effects on the production costs, which are reflected in the lower 
consumers’ electricity prices 

3.3. Cost and benefits of renewable energy 
Regarding the positive impact of renewable energy use on the consumers’ electricity prices 
question is whether its use is costly throughout the oil price cycle. Therefore, the observed 
annual consumers’ electricity prices are compared to a hypothetical situation in which 
electricity prices would have follow the fossil fuel mix prices (see Table 1). The social 
benefits are in case of lower consumers’ electricity prices than if the prices had shadowed the 
fossil fuel mix prices, and vice versa the social costs are in case of higher consumers’ 
electricity prices than had they shadowed the fossil fuel mix prices.  

In the assessment, the year 2002 is taken as the reference because thereafter the oil prices 
have annually increased and the renewable energy use has grown. Since the electricity prices 
during 1998 - 2002 are not available for all EU countries it is assumed that they equal to the 
price of 2002, which is acceptable for this assessment because the annual fossil fuel mix 
prices fluctuated around the 2002 price. The total social costs and benefits are assessed and 
the costs and benefits that can be attributed to the renewable energy use, which is based on 
the additional renewable energy use compared to the reference year 2002. Table 3 shows the 
energy inputs and outputs in electricity generation, the renewable energy use and its 
additional use after the reference year, costs of energy outputs and electricity prices, social 
costs and benefits.  
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Table 3 Social costs and benefits of renewable energy use in electricity production. 
 Reference Average a year Year 

2000 1998-
2002 

2003-
2008 

2008 

Energy inputs and electricity generation in GWh 
Total energy inputs 2,753,671  2,667,958  2,930,344  2,987,611  
Renewable energy use 474,417  482,221  550,345  628,069  
Additional use compared to 2002                -           7,804       75,928  153,652  
Electricity consumption  2,599,739  2,510,120  2,779,549  2,855,561  
Price of energy inputs and electricity in €/GWh 

 Fossil fuels prices     9,826  9,849  15,207  18,784  
Electricity price (‘98-‘01 equal 2002)  83,019     83,019  102,632  115,033  
Index energy input cost 100.0  100.2  155            191  
Index electricity price 100.0  100.0  124            139  
Social costs and benefits of electricity consumption in € billion 
Had electricity followed fossil fuel price           216  210           358  453  
Observed electricity prices          216 208  286            328  
Total net social benefit       -  1.88  72            125  
Benefit additional renewable energy use      -          0.65  8  18  

 
During low oil prices (1998 – 2002), the consumers’ electricity prices closely shadowed the 
fossil fuel prices, but during high oil prices (2003 – 2008) the consumers’ electricity prices 
were well below the fossil fuel mix prices. The improvements created a net social benefit on 
average 72 billion euro a year, which is equivalent of 20% efficiency increase. Out of this 
benefit on average 8 billion euro a year should be attributed to the additional use of 
renewable energy. Note that in 2008 the total net social benefit has peaked to 152 billion 
euro, out of it 18 billion euro attributable to the renewable energy use. Throughout the whole 
oil price cycle 1998 - 2008 the total net benefit attributable to the renewable energy use 
approached 49 billion euro. When looking back, support of the renewable energy with the 
incentives of this order of magnitude would be justifiable because it would create cost-neutral 
renewable energy capacity that would enable to anticipate increase of fossil fuel prices. 

4. Conclusions  

With reference to the EU policy that aims to shift from fossil fuels to renewable energy in 
electricity generation, the question is discussed whether it is socially beneficial to support 
renewable energy during the low oil prices in order to anticipate high oil prices. An answer is 
given using statistical data for the periods of low oil prices (1998-2002) and high ones (2003-
2008). The fossil fuel mix prices in electricity generation have shadowed oil prices though 
coal at lower prices. During high oil prices 3% of the fossil fuels use is substituted by 
renewable energy because the latter has grown much faster and within fossil fuels the coal 
and oil use is substituted by gas. The growing use of renewable energy in the EU did not 
increase the consumers’ electricity prices except in the countries that hardly use it but had a 
significant calming effect on the prices in the countries that are large user of renewable 
energy. A plausible explanation of this finding is that the renewable energy diversifies energy 
inputs and thereby creates opportunities for efficiency increase in inputs allocation. The cost - 
benefit assessment for the whole oil prices cycle 1998 – 2008 confirms it. The observed 
electricity prices are compared with the electricity prices had they shadowed the fossil fuel 
prices and it is assessed whether the additional renewable energy use has caused higher costs 
or benefits. It is found that 72 billion euro net social benefits are attained in the EU (about 
20% efficiency increase). About 11% these net benefits are attributable to the additional 
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energy use. For the whole oil price cycle 1998 - 2008 the total net benefit attributable to the 
renewable energy use is estimated at 49 billion euro. The renewable energy, though it is 
uncompetitive during low oil prices, becomes a viable option during high fossil fuel prices. 
The policy that anticipates the high prices through incentives for renewable energy has a 
calming effect on consumers’ electricity prices and is socially beneficial. 
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Abstract: This study on German utilities' business models for renewable energies provides new insights into the 
thinking of Germany's leading utilities about future business models. Two generic business models are derived 
from the literature and are subsequently analyzed based on a series of in-depth interviews. A core result is that 
utilities clearly favor large scale projects over small scale projects on the customer-side. This result can be 
explained with the return potential and renewable energy portfolio standards. Contradictory to the existing 
literature, German utilities do not see electricity generation on the customer-side as threat to their business 
model. Instead, they develop very different approaches for large scale projects. It can be concluded that utility 
engagement in customer-side business models will remain limited in Germany, whereas large scale projects are 
seen as a promising future business model. The analysis from a business model perspective also shows that both 
business models, for small scale as well as for large scale projects, still offer room for innovation. Hence, 
business model innovation can help utilities to create and capture more value in the energy transition.  
 
Keywords: Renewable Energy, Business Model, Utility, Energy Transition 

1. Introduction 

About 82% of the world's electric energy supply is either based on fossil fuels like coal, gas, 
and oil, or nuclear energy [1]. A key measure to fight climate change and resource depletion 
is the transformation of the electric power sector towards a more sustainable form of energy 
production based on renewable energies [2]. It is expected that the transformation will change 
the structure of the industry and the electric utilities as its largest actors. Several studies on 
this issue indicate that there will be little room for the utilities' business model in its present 
form [3][4][5].  
 
The present study contributes to the discussion about utilities' business models for renewable 
energies by providing insight into the thinking of Germany's leading utilities. The traditional 
utility business model is delivery of electricity generated from large centralized power plants 
to the end customer. Since renewable energies are more decentralized, some authors argue 
that the increasing share of renewable energy generation by customers is a threat to the 
traditional utility business model, because it leads to decreasing electricity demand and, 
consequently, erosion of revenues [3][4][6][7]. Following this argument, finding new 
approaches to serve customers with less and cleaner energy requires a fundamental rethinking 
of how utilities produce, transmit, and sell electricity. Therefore the research question of this 
work is: How do German utilities shape their business models for renewable energies? 
 
Two generic business models are derived from the literature and are subsequently analyzed on 
the basis of in-depth interviews with managers of German utilities. The preliminary results 
show that utilities clearly favor large scale projects and do not expect small scale renewable 
energy projects on the customer-side to be of great importance. This preference can be 
explained with transaction costs, economies of scale, and ambitious renewable portfolio 
standards. 
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The study is organized as follows. Section 2 introduces the business model concept and 
provides a literature review on utilities' business models for renewable energies. Section 3 
describes the methodology, section 4 displays the results. The essay finishes with a discussion 
in section 5 and a conclusion in section 6. 
 
2. Literature Review 

2.1. The Business Model as a Tool for Analysis and Management 
The business model is a valuable new tool for analysis and management in research and 
practice [8]. In terms of analysis, the concept enables the examination and comparison of 
companies and markets in a structured way. Using the business model as a classifying device 
helps to expand the understanding of business phenomena by building generic categories and 
the development of ideal types [9]. As a management tool, the business model helps managers 
to design, implement, operate, change, and control their business [10]. In this context, 
business models can function as "recipes" or "blueprints" that are ready for copying or 
variation and innovation [9]. Furthermore, thinking in business model terms also enable 
managers to react to external factors and influences quicker and more appropriately.  
 
Despite the increasing importance of the business model concept in the academic literature 
there is no generally accepted definition. A review of the literature shows that many business 
model definitions are comprised of four basic elements [11][12][13]. The value proposition 
describes the products and services that are offered to the customers [11][14]. The customer 
interface describes the overall interaction with the customer [15]. The infrastructure 
comprises the companies’ activities and assets required to create the value proposition, thus 
the internal organization of the value creation process [11]. The revenue model represents all 
revenues and costs associated with selling the value proposition [13][14][15]. 
 
Table 1. The Business Model Conceptualization [12][15] 
Business Model Pillar Description  

Value Proposition The value proposition describes the bundle of products and 
services that create value for the customer and allows the 
company to earn revenues. 

Customer Interface Customer interface comprises the whole contact with the 
customer. 

Infrastructure The infrastructure describes the architecture of the 
company's value creation.  

Revenue Model The revenue model describes the relationship between costs 
to produce the value proposition and the revenues that are 
generated by offering the value proposition the customers. 

 
The conceptualization of the business model displayed above refers to the terminology of 
Alexander Osterwalder and Yves Pigneur [12][15]. The authors define: "a business model 
describes the rationale of how an organization creates, delivers, and captures value" [15]. 
This conceptualization offers some advantages: first, it is easy to apply and has been 
extensively tested in practice. Second, the terminology is widely used and accepted, and third, 
it has already been successfully applied to the field of renewable energies [16].  
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2.2. Utilities’ Business Models for Renewable Energy 
The renewable energy business model currently most widespread in Germany (as well as in 
the United States and Europe) functions as follows: the customer or a private investor owns 
and controls a renewable energy system, while the utility provides grid connection and is 
obliged to purchase the electricity. The costs for these services can be passed on to the 
consumer, but no return may be earned from this service [6]. The utility remains passive and 
just complies with the regulation. In this model, an increasing share of renewable energies is a 
threat to utilities, because utilities lose market share and revenues.  
 
Many studies on utilities' business models have focused on this threat from customer-side 
renewable energy systems. Authors of these studies argue that an increasing share of 
renewable energy systems owned and operated by customers leads to decreasing electricity 
demand and consequently erosion of revenues [3][4][5][6][7]. Hence, the question for utilities 
is how to benefit from increasing customer-side generation. The literature provides different 
ideas on how an utility business model for customer-side renewable energy could look like 
[6][7]. For example, Frantzis et al. observed that the most promising approach for utilities is 
to own and operate the renewable energy system, because a return on the assets can be earned 
[3][6]. Referring to these studies a generic business model for customer-side renewable 
energy can be characterized as follows: 
 

Customer-side renewable energy business model: In this business model the renewable 
energy systems is located on the property of the customer. Possible technologies are 
photovoltaic, solar thermal hot water, CHP micro power, geothermal heat pumps, and 
micro wind turbines. The size of the systems usually ranges between a few kilowatts and 
about 1 MW. The value proposition offered by the utility can range from simple 
consulting services to a full-services package including financing, ownership and 
operation of the asset [3][4][5]. Utility financing and ownership of customer-side assets 
intensifies the customer relationship and can provide access to new customer segments, of 
customers who otherwise could not afford installation of renewable energy systems [4]. 
As far as the utilities’ architecture of value creation is concerned, a management approach 
for small scale projects is needed [7]. The revenues for the utility come from return on the 
assets and charge for services, while costs arise from administration, installation and 
operation of the systems [6]. 
 

Another option for utilities is to invest in large scale renewable energy projects. This 
approach is represented by the second generic business model:  
 

Utility-side renewable energy business model: The projects are larger than customer-side 
projects and range from one to some hundred megawatts. Typical technologies are on- and 
offshore wind farms, large scale photovoltaic projects, biomass power plants, and solar 
thermal power plants [4][6][7]. The value proposition in this business model is bulk 
generation of electricity that is fed into the grid [6]. Therefore, the customer interface 
consists of power purchase agreements on a business to business level, rather than a 
relationship to the end-customer. As far as the infrastructure is concerned, these projects 
are much more similar to traditional centralized power plants than the customer-side 
business model. They are much closer to the utilities’ core competency of asset 
management and operation [6][7]. Costs arise from construction and operation of the 
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energy project, while revenues come from regulated feed-in tariffs for electricity or tax- or 
investment credits. 

 
The two generic business models are “ideal types” and represent the two sides of a spectrum 
[9]. Of course variations are possible. Both business models will be subsequently analyzed in 
the context of the German utility sector to identify challenges and potential and eventually 
derive evidence for future trends. 
 
3. Methodology 

The present study is based on an explorative qualitative research design, because there is no 
empirical evidence on this issue from the German market yet. The data is derived from a 
series of semi-structured interviews with managers of German utilities. The sample selection 
focuses on Germany, because the country is considered one of the world's leading markets for 
renewable energies. Of some 800 utilities of very different size and scope of activity four 
categories were identified by theoretical sampling [18]. Since the selected qualitative 
approach does not allow to derive statistically relevant information, the innovation leaders in 
every of the four category were selected - following the idea of extreme cases by Yin [19]. 
The selected companies were identified through internet research and consultation of industry 
experts from utilities, industry associations, and consulting.  
 
Table 2. Categories of German Utilities 
Category Revenues in million € Size of Category 

1. Multinational utilities >10.000 4 
2. Regional utilities 10.000-1.000 10 
3. Large Local Utilities 999-100 ~ 80 
4. Small Local Utilities 100-0 ~700 
 
To date, 15 interviews have been conducted, with managers from 11 utilities. In some cases 
two interviews per utility were helpful when the responsibility for customer-side and utility-
side business models lay in different departments. It is planned to conduct 9 more interviews 
in the coming weeks. Therefore, the results of this essay are preliminary. So far, the following 
utilities are included in this study: E.on, Vattenfall, EnbW, RWE, Stadtwerke München, 
EWE, Mainova, HEAG Südhessische Energie, Stadtwerke Aachen, Stadtwerke Karlsruhe, 
and Hamburg Energie. The interviewees are directors or managers, mainly from business 
development departments. The interviews are partly conducted in person and partly via 
telephone. Length of the conversations varies between 45 and 90 minutes. The interviews are 
recorded on tape and subsequently transferred into a written protocol. The protocols were 
analyzed following the conceptual business model components presented above.  
 
4. Preliminary Results 

The results show that the interviewed utilities have very different opinions on the future role 
of customer-side renewable energies. Whereas the future development in this market is not at 
all clear today, the business model for utility-side projects is clear and plays a significant role 
in utilities current activities. The reasons for this result can be explained by analyzing the two 
generic business models following the four pillar structure (see section 2.1). 
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4.1. Customer-Side Renewable Energy Generation 
The interviews show that contrary to the argumentation in the literature, 9 out of 11 
interviewed utility managers do not see customer-side generation as a threat to the current 
utility business model. They mainly see customer-side renewable energy as a niche market 
without much revenue potential for utilities.  
 
4.1.1. Value Proposition 
Five of the 11 interviewed companies offer customer-side renewable energy products or 
services. For example they support their customers to install solar PV systems or micro CHP 
systems. But in practice, none of them is actively promoting these offers, because none of the 
offerings is actually profitable. In practice, it is far from clear what utilities intend to offer to 
their customer. Only 2 out of 15 interviewees expect customer generation to become a severe 
threat to the current value proposition. The rest does not see a profitable market and thus no 
urgent need to develop new value propositions in this field. The utilities that actively try to 
develop new value propositions admit that they severely struggle to find economically 
sustainable business models.  
 
4.1.2. Customer Interface 
Renewable energy is considered to have positive effects on the customer relationship by all 
interviewees. The existing products and services for end-customers are designed to increase 
the individual customer relationship and secure long term gas and electricity delivery. 
Projects like installation of solar systems on schools or public buildings are used to 
demonstrate community involvement.  
 
4.1.3. Infrastructure 
Infrastructure for customer-side business models exists on a very small scale, because the 
projects are not profitable yet. Activities are seen as “pilot project” and are organized in 
separate firms to have better control over costs and revenues. The main purpose is testing the 
market. New infrastructure is hardly built up before the value proposition and revenue model 
are clear. One approach to be active without the need to build up own infrastructure is to 
establish partnerships with local companies that provide installation and other services.  
 
4.1.4. Revenue Model 
All interviewed utilities’ that have some sort of some customer-side renewable energy 
business model struggle to earn sufficient returns. There is no economic sustainable revenue 
model in the market yet. Customer-side projects are too small and too fragmented to be able 
to contribute significantly to the earnings of the company. An economically sustainable 
revenue model is the key to unlock the market of customer-side renewable energies for 
utilities. 
 
4.2. Utility-side Renewable Energy Generation 
The interviewed utilities are currently investing billions of Euros into utility-side renewable 
energy projects. Most attractive technologies are on- and offshore wind energy as well as 
biomass and biogas. Solar energy only plays a minor role in investment budgets, since this 
technology only contributes a small share to the electricity generation capacity.  
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4.2.1. Value Proposition 
The interviewees do not see the traditional value proposition under pressure by increasing 
shares of large scale renewable energy projects. On the contrary, most managers see an 
additional value that can be offered to the customer in the form of green electricity tariffs.  
 
4.2.2. Customer Interface 
The interviewees perceive customers as increasingly critical towards utilities. In this context 
utilities try to strengthen their customer relationship by positioning themselves as 
environmentally friendly. In addition, the regional and local utilities use renewable energies to 
demonstrate community involvement. On the other hand, utilities face stakeholder opposition 
towards new large scale renewable energy projects. One approach to ease such a conflict is 
offering participation in the project. This way utilities and customer become joint investors. 
Overall, the utilities see the customer interface positively affected by renewable energies. 
 
4.2.3. Infrastructure 
Utilities are currently investing massively in projects to create their own renewable generation 
infrastructure. In this context they also develop the corporate infrastructure to operate and 
manage the renewable energy assets. The main question in this context is in which steps of 
the renewable energy project value chain the utility should become active. Larger utilities 
tend towards integration of project development and maintenance services into their business 
model. This way they enhance the value creation in the project and are able to earn a higher 
overall return with the energy project. Smaller utilities rely much more on external service 
providers for project development and maintenance service, because it is too costly to hire 
skilled personnel for a small generation infrastructure. While “blueprints” for utility-side 
revenue models are available in the market, it seems as if the project value chain offers room 
for business model innovation for all types of utilities. 
 
4.2.4. Revenue Model 
Investment decisions for utility-side renewable energy projects are usually based on well 
defined return expectations. Therefore, the revenue model is the key to the decision whether a 
renewable energy project is realized or not. Although renewable energy projects provide 
lower returns than conventional power projects, they include less risk which makes them 
attractive to utilities from a financial viewpoint as well. While the interviewed multinational 
utilities point out the role of business model innovation to increase revenues and decrease 
costs, the interviewed regional and local utilities emphasize the need to also include 
community aspects in their decisions. The optimization of the value chain according to the 
utilities competencies offers large potential to increase earnings. 
 
5. Discussion  

The present study shows that the interviewed utilities mainly do not perceive revenue erosion 
by customer-side electricity generation as a threat to their current business model. Only two 
interviewees speak of a severe threat. The utilities clearly favor large scale utility-side 
projects over customer-side projects, as the former offer more attractive returns and allow to 
reach renewable portfolio standards more quickly. The higher returns were identified to be 
mainly a consequence of transaction costs, which e.g. comprise project development cost, 
such as costs for planning, permission, and administration. These costs account for a 
significant portion of the overall costs and do not rise in proportion with the size of the 
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project. Also larger projects allow favorable cost structures for asset management as well as 
operation and maintenance. Therefore, larger projects have comparatively lower project 
development costs [20]. Besides, for the same reason larger projects make reaching a certain 
renewable portfolio ratio in a given time easier and cheaper. Furthermore, the analysis from 
the business model perspective revealed that utility-side projects offer a series of advantages: 
they do not make new value propositions necessary, the customer interface is positively 
affected, and revenue potential is clearer than is seen with customer-side projects. Customer-
side renewable energy was not considered an interesting future market by most interviewed 
utilities. Some of the utilities have undertaken first steps to build customer-side business 
models, but activities are at a very early stage and budgets are small. The analysis reveals that 
many questions about the value proposition, the infrastructure, and the revenue model are 
unanswered. The main challenge is to reach profitability of the revenue model. 
 
Many authors on utilities' business models for renewable energy argue that customer-side 
electricity generation from renewable energies requires utilities to develop new value 
propositions to combat loss of market share and revenue erosion [3][4][7]. The analysis in this 
study shows that most utilities focus on large scale projects and do not see customer-side 
renewable energy as a threat to their business. From a business model perspective it makes 
sense to invest in large scale projects, because business model templates are available and 
returns are higher. Furthermore, large scale projects make it easier to reach the renewable 
portfolio standards. From these findings it can be concluded, that utility engagement in 
customer-side business model for renewable energy will remain limited in Germany, whereas 
large scale renewable energy projects are a promising future business model for utilities. 
 
The findings are subject to some limitations. The method of conducting qualitative semi-
structured interviews has proven well suited to gain a first insight into utility thinking, but it 
does not allow drawing any rigorous generalizations. Furthermore, the high level approach in 
the interviews creates the danger of over-simplification. The same is true for the approach to 
analyze two generic business models, which cannot cover all details of real world utility 
business models. Furthermore, business models are highly dependent on the regulatory 
framework, so the results might not easily be transferred to other markets [6]. Also, the data 
collection is not fully completed yet, therefore, the results of this article are preliminary. 
 
The research raises a series of new questions on how utilities can improve their business 
models. Further research should focus on both utility-side business models as well as 
customer-side business models in more detail. The former still offer room for revenue 
improvement when further steps in the value chain are integrated or suitable collaborations 
are installed. The latter represents a market which is mainly untapped by utilities to date, due 
to comparably low return expectations. Research on new business model designs might help 
to overcome this hurdle and open a large new market for utilities.  
 
6. Conclusion 

The present study shows that utilities focus on large scale utility-side project rather than on 
customer-side projects. The analysis showed that both business models offer much room for 
innovation. Consequently, utilities should intensify their thinking about business models to 
increase their potential to create and capture value from the energy transformation. 
Furthermore, policy-makers should pay close attention to the developments in this field in 
order to shape the framework for a truly sustainable energy future. 
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Abstract: There are paradoxes and contradictions in the interpretation of the concept of energy security among 
the micro sphere (the level of business organizations and individual users), the macro sphere and the global level. 
For example, in the global interpretation it is no longer sufficient to focus on meeting objective social needs for 
energy alone. We should also take into consideration the environmental impacts of meeting these needs (global 
warming, climate change etc.) as well as sustainability. We need to adopt a comprehensive approach at the level 
of our energy security policy as well. This may be effectively supported by Energy Security Centers (ESC), 
which are virtual energy security knowledge centers. The essay analyses the issues for consideration listed in the 
“Stock taking document - Towards a new Energy Strategy for Europe 2011-2020” from the aspect of the 
possible application of ESCs to the solution and support of these issues and proposes the EU level establishment 
of ESCs. Based on the analysis of the stock taking document, the aim of the study is to  highlight the advantages 
resulting from the institution of an European network of knowledge centres (Energy Security Centres) for the 
implementation of the European Energy Policy.  
 
Keywords: Energy policy, Energy Security Centres, European Union 

1. Introduction 

The authors’ research in the field of energy security has revealed the necessity of the 
establishment of energy security centres to facilitate the knowledge management support of 
the solution of energy security problems. Regarding their basic nature, energy security centres 
function as virtual energy security centres. In a legal sense, they are autonomous public 
administration institutions. By autonomous public administration institutions we mean 
institutions like agencies of various profile in the United States, directly subordinated to 
Congress. This legal status along with normative financing ensures the independence of these 
institutions, which is a prerequisite for authentic operation. According to our concept [1], the 
main role of such an Energy Security Centre (ESC) is to provide authentic information to aid 
the solution of energy security problems and to create the conditions required for decision 
makers to use this authentic information effectively in practice. With the help of knowledge 
centres it also becomes possible to place the knowledge transfer supporting energy security on 
qualitatively new foundations. The authors hold that the establishment of knowledge centres 
and the development of a knowledge centre network open up new opportunities in the 
interactive development and implementation of the comprehensive energy policy of the 
European Union.  
 
The study points out the issues for consideration listed in the Stock taking document towards 
EU Energy Strategy for the period 2011 – 2020 [2] where the application of knowledge 
centres is of outmost importance. Based on a background analysis, the study considers the 
most important advantages resulting from the functionality of ESCs, points out the most 
important aspects of developing an ESC network, and makes specific recommendations 
regarding its establishment.  
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2. The Role of Energy Security Centres: A Comprehensive Approach 

2.1. The Functionality of Energy Security Centres 

Former inquiries regarding the concept of energy security reveal that there are paradoxical 
contradictions among micro level, macro level and global interpretations. [3] As a result, 
certain statements which may be true using a given approach, for example at the level of the 
micro sphere, will not hold if we apply a macro level or global approach. It is becoming more 
and more typical that even the management of relatively simple, local problems requires a 
global approach. 
 
With reference to the above study we should mention that the interpretation belonging to the 
micro sphere, in other words to the world of companies and organization, starts out from a 
threat to the satisfaction of our demands for energy and applies a supply security centred 
approach. The macro level interpretation of energy security focuses on issues related to the 
satisfaction of the objective energy needs of a given society. The global interpretation 
examines the question of need satisfaction in close connection with the results of the 
satisfaction of needs. It takes into consideration that the method of need satisfaction will have 
an impact on the possibility of the satisfaction of future needs. 
 
Accordingly, the complete satisfaction of energy demands in a given country by no means 
guarantees that objective energy needs in that country are also completely satisfied, or 
saturated. The recognition of needs and their transformation into demand is influenced by a 
number of distorting factors. The most important of such factors are related to our 
shortcomings in recognizing these needs and the impact of various interests on demands. The 
recognition of needs is a task for science, while the transformation of these needs into goals is 
a political task, and the determination of specific demands belongs to the realm of the market 
and the economic interests in play. These three areas are characterized by close interaction 
and a contradictory relationship with each other. What they all have in common is that none 
of them can exist without authentic factual information. The importance of the need for 
factual information is well illustrated by an EU Commission Staff Working Document [4], 
which states the following: 
 
“The problem that requires action is the lack of consistent data and information on investment 
projects (in their different phases) and the related shortcomings. ........... EU institutions lack 
relevant/consistent data on the development of energy infrastructure in the EU to assess the 
strategic supply/demand balance. Industry is potentially affected by insufficient transparency 
on the likely evolution of the EU energy system.” [4] 

 
The solution of energy security problems through the application of a global approach may be 
effectively supported by energy security centres. [1] Regarding their basic nature, energy 
security centres are virtual energy security centres with the following functionality: 

 
A) Fast and efficient output of new knowledge and information required for competent 
energy-related policy-making, energy-related developments,  environment statutes, etc. 

B) Acceleration of the acquisition of practical knowledge required for competent energy 
related policy-making, implementation of policy guidelines and for the identification of 
specific problems arising in connection with energy security. 

C) Creation, maintenance and continuous improvement of a platform designed for the 
efficient transfer of knowledge; establishment of foundations with completely new 
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characteristics, to be used in addressing energy security issues in order to provide best 
practice methodology. 
 
The application of modern ICT solutions and knowledge management to support the 
implementation of energy policies and the solution of energy security problems is not a 
unique idea. For example, we should mention the book edited by M. Bazilian and F. Roques 
[5] and the work of K. Metaxiotis [6] The concept of ESCs is different from the approaches 
appearing in these works and various other publications in a sense that it treats the creation of 
the authentic spatial information required for problem solving, the development of the 
capacities required for the effective use of information, and knowledge transfer as part of the 
same system.   

 
The realization of the basic functions of energy security centres in accordance with the above 
is relevant not only to the solution of specific energy security problems but the 
implementation of energy policies as well. A network of energy security centres covering EU 
member states would be able to provide effective support to the implementation of a 
comprehensive EU Energy Policy.  In the following we will discuss the role of a network of 
energy security centers in the implementation of the Stock Taking Document [2]. 
 
2.2. The basic concept of the “ Stock Taking Document” 

An analysis of the Stock Taking Document reveals that the approach used at its drafting 
reflects what we have referred to as a global approach. The document addresses the following 
issue: 
 
“Completing the internal energy market, achieving energy savings and promoting lowcarbon 
innovation are the main vectors to reach the objectives of competitiveness, sustainability and 
security of supply. A well functioning internal market, based on regional and pan-European 
interconnections, will serve all consumers, ensure energy security and allow the transition 
towards a low-carbon electricity system. There remains large scope for cost-efficient energy 
saving measures in order to reduce greenhouse gas emissions; energy savings also lower the 
energy bill and reduce dependence on energy imports. Finally innovation will be essential to 
make our energy system sustainable and to renew Europe's manufacturing base and create 
green jobs.” [2] 
 
In other words, the Stock Taking Document aims to resolve the contradictions between supply 
objectives based on demand and objective needs, and states that there is a need for the 
recognition and exploitation of the connections between existing needs and the consequences 
of the satisfaction of these needs. 
 
The Stock Taking Document lists the key issues of Energy Strategy for Europe 2011-2020 as 
well as the priority areas for the future strategy. They are the following [2]: 
o Modern integrated grids 
o Making progress towards a low-carbon energy system 
o Leadership in technological innovation 
o A strong and coordinated external energy policy 
o Protecting EU citizens against the lack of supply and/or unaffordable energy prices 
 
The document summarizes the issues for consideration for the short-term as well as the issues 
for consideration for the longer-term with regard to each priority area, the following of which 
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may be effectively supported through the realization of the basic functions of energy security 
centres: 
a) Strengthening cooperation and coordination at EU-level of energy networks to build a pan-

European integrated, interoperable, secure and modern grid. 
b) Strengthening the role of ACER (Agency for Cooperation of Energy Regulators) & 

ENTSOs (European Network of Transmission System Operators) to develop a more 
integrated regional and European energy market. 

c) Using consumer-centred tools (e.g. labels, information campaigns and long-term education 
initiatives) to promote energy savings, smart use of energy and fuel switching by energy 
users. 

d) Using market-based instruments to give the right price signals and incentives for energy 
savings, smart use of energy and fuel switching by energy users, through the emissions 
trading scheme (ETS), energy taxation and phasing-out of fossil fuel subsidies. 

e) Developing a more coordinated European approach towards the licensing and design 
certification framework for nuclear investments. 

f) Implementing the European Strategic Energy Technology Plan (SET-Plan) 
g) Launching a dedicated set of large industrial innovation programmes of strategic 

importance for European energy future. 
h) Intensifying efforts in the global energy organisations and initiatives (e.g. IEA, G20, 

WTO) to promote well-functioning, open, transparent and competitive energy markets, 
good governance and comprehensive energy policies. 

i) Deepening cooperation with consumer countries, including emerging economies, to 
promote adoption of sustainable energy policies and a shared view on energy security. 

j) Increasing transparency. Improving market transparency on network operation and supply 
which guarantees equal access to information, making pricing more transparent, increasing 
trust in the market and helping to avoid market manipulation. 

k) Providing with guidance on the appropriate tools to facilitate consumer participation in the 
energy markets through transparency and clarity of information and comparability. [2] 

 
Specific support may be characterized by the following:  
 By ensuring the authenticity of the information used, ESCs make an effective contribution 

to the development of coordination and collaboration. This is particularly important in 
case of the tasks listed in points a), b), e), f), g), h), i) since authentic information is a basic 
requirement for good collaboration and successful coordination. Authentic information 
can be provided through the realization of the first basic function of ESCs. The second 
basic function, which is the acceleration of the acquisition of practical knowledge, also has 
a fundamental role in the support of coordination and collaboration. Coordination and 
collaboration are not only a question of intent: Their implementation requires a 
considerable amount of expertise. ESCs can support the fast and effective acquisition of 
this special knowledge with their simulation services.  

 The implementation of objectives c), d), j) and k) also requires access to authentic 
information. This is important not only with regard to the direct use of information. The 
authentic information provided by ESCs also makes it possible to control the authenticity 
of the information published by market players, governments and various other 
institutions, and the existence of such a control will force data providers to adopt an 
ethical behaviour.  

 While the main aim of the second function (the function based on simulation) is to support 
the preparation and work of decision makers and developers (for example in objectives f), 
g), h), i)), transparency, information provision and the strengthening of conscious 
consumer attitudes are ensured through the realization of the third (knowledge transfer) 
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function. Access to authentic information has a crucial importance regarding the above 
objectives, especially the ones listed in point j) such as “helping to avoid market 
manipulation”, as well. The realization of effective knowledge transfer has primary 
importance in strengthening the role of ACER & ENTSOs in accordance with point b). It 
must be emphasized that our first priority is not the knowledge transfer development 
between ACER & ENTSOs and national (member state) institutions collaborating with 
them. Rather, we point out the importance of the knowledge transfer taking place between 
and among member state institutions and market players. This knowledge transfer will 
ensure the development of a unified view at the EU level and the recognition of the 
significance of collaboration with ACER & ENTSOs.  

 The implementation of the SET-Plan and launching a dedicated set of large industrial 
innovation programmes require the coordinated realization of the three basic functions.  

 Basically, all the issues for consideration listed in the Stock Taking Document [2] could 
be supported by knowledge centres one way or another. The objectives set in a)-k) and 
highlighted above specifically require and cannot lack such support. The matrix below 
illustrates the strongest connections between the different functions and the issues for 
consideration.  

 
Table 1. Connections between ESC functions and issues for consideration 
 Functions of ESC 
Issues for consideration A) B) C) 

a) X X  
b) X X X 
c) X   
d) X   
e) X X  
f) X X X 
g) X X X 
h) X X  
i) X X  
j) X  X 
k) X   

 
Besides the support resulting from the realization of the basic functions, the implementation 
of issue j) also depends on the way ESCs are applied and the regulations in force. Member 
state and EU level regulations should ensure access to authentic factual information provided 
by knowledge centres free of charge. Access to simulation and knowledge transfer services 
should also be made available with one condition: namely, that in the case of certain services 
users may have to pay a charge.  
 
Apparently, the income resulting from the provision of the above services is not sufficient to 
finance the operation of knowledge centres. Member state and EU level support are both 
needed, and the form of support should ensure the independence of knowledge centres. The 
essay previously referred to [1] discusses in detail the possible forms of financing; here we 
will only note that it would make sense to develop a normative financing method, where the 
sums of support are determined in proportion with the income and expenditure of individual 
member states and the European Union. The independence of knowledge centres, which is a 
guarantee for their authenticity, should be strengthened with legal regulations. At the nation 
state level, these institutions should be set up and operated as autonomous public 
administration institutions. In other words, they should be subordinated only to legislative 
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bodies such as Parliament or Congress. In this regard, we should consider the practice applied 
in the United States concerning the establishment of agencies subordinated to Congress alone. 
We should note that, as a result of developments in political power relations, in certain 
member states not even such measures will be sufficient to guarantee independence. In that 
case we can still count on the authenticating function of the ESC network, through which the 
not authentically functioning ESC may be excluded from cooperation.   
 
3. A Few Questions Regarding the Application of Energy Security Centers 

The application of energy security centres to solve the issues raised in the Stock Taking 
Document has the following guidelines: The energy security centres should be set up in the 
member states (possibly one in every member state) so that they enjoy autonomy and operate 
independently from the central government. This is a basic requirement in order to ensure 
authentic and credible operation. [1] EU level recommendations should also be made to 
promote the standardization of the legal status of energy security centres. 
 
The authorization of energy security centres for cooperation and information exchange should 
constitute an integral part of legal regulation. It should be a commonly applied principle that 
energy security centres may obtain information only from open sources such as the internet, 
journals, books, conferences, governmental and market data provision etc. The situation is 
similar regarding the classification of the confidentiality of output information as well: 
Information provided by energy security centres may not be classified. This rule will no doubt 
create considerable problems at the level of individual nation states, but desired levels of 
efficiency cannot be attained otherwise and the missing, or zero information created as a 
result of classification could create serious problems in simulation procedures supporting the 
realization of the second basic function. 
 
The virtual solution, according to which the operation of the centres is based primarily on 
rented ICT capacities, makes possible the application of an exceptionally cost effective 
solution due to network level cooperation. For example, one or more European super 
computer centres would be able to serve the entire network of European energy security 
centres. It is already apparent that there is sufficient band-width available at the level of the 
entire European Union. What should be concentrated due to the costs involved in interfaces is 
the simulation capacity required. Therefore, an European energy security simulation centre 
should be established after the model of The National Exercise Simulation Center (NESC) of 
Federal Emergency Management Agency (FEMA) of US Department of Homeland Security 
[7]. As it has been discussed in detail in the essay published in Energy [1], the functionality of 
FEMA NESC is very close to the second function of energy security centres, which is placing 
the acquisition of empirical knowledge on qualitatively new foundations. This does not mean 
that simulation cannot be of divided parameter at the same time. In this regard applications 
such as IBM Serious Games could play an important role. All the above could be realized on 
the basis of cloud computing as well. In the case of individual ESCs the goal was the creation 
of the conditions required for virtual simulation. However, an ESC network would be able to 
create such an interface and other conditions which would make it possible to employ a mix 
of live, virtual and constructive simulations. 
 
As the example of the 2009 gas crisis shows, the failure of gas supply can seriously affect 
electricity supply, domestic heating and industrial heating. The lack of gas supply could also 
lead to shutting down factories and plants, resulting in serious economic consequences. One 
of the tasks of the simulation centre may be the modelling and analysis of the impacts of the 
disruption of gas supply and the exploration of the possible consequences of unexpected 
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events. The other task of simulation is the analysis of the effectiveness of measures aiming to 
reduce or avoid negative impacts. This analysis could provide a basis for the further 
development of common EU energy policy tools as well. 
 
The interactive conference centre module can also be virtualized or set up as a divided 
parameter network of accredited conference criteria. In this regard, the application of 
standardized video conferencing systems is of primary importance. A new element compared 
to the former concept of energy security centres is the institutionalization of the application of 
IBM Jam. It means that the European Union could organize EU level IBM Jams on a regular 
basis to promote the solution of problems emerging during the implementation of the energy 
strategy and to support innovation. The usefulness of the application of the IBM Jam in this 
field is supported by a number of references. 1 
 
4. Conclusions 

A network of ESCs, outlined only briefly due to the scope of the present paper but discussed 
in more depth in earlier publications, is capable of satisfying “ripe” objective needs. We 
should add that these needs do not appear only at the level of the European Union, but at a 
global level as well. The reason for that is that energy security is a global problem, which can 
only be solved through global cooperation. Knowledge centres of a different specialization 
created after the model of the ESC Network will create the background for the qualitative 
changes envisioned by Manuel Castells [8], according to which the present, oversized national 
state institutions trembling under the burden of hopeless problem solving will be transformed 
into development states focusing on planning a desirable future.  
 
We have pointed out that the significance of the creation of an EU level ESC network goes 
beyond the question of the solution of direct energy security problems and it would create 
qualitatively new conditions for the implementation of the new energy policy of the European 
Union. The establishment and development of an ESC network is an EU institutional 
development task. Its realization requires the support and cooperation of the member states 
and the creation of an EU level legal regulatory framework.  
 
It must be emphasized that the ESCs should by no means be regarded as research institutions 
or think-thanks. The task of the latter is to add value information to authentic factual 
information, while ESCs focus solely on supplying authentic factual information. While it is 
not possible to support the above argument in more detail in the present paper, the authors 
hold that there are no significant functional overlaps with regard to other EU or nation state 
institutions either.  
 
The virtual solution proposed with regard to the establishment of ESCs would create a 
background for the cost effective development of an EU level ESC network. The European 
Energy Security Simulation Centre would be the only component of the network tied to 
specific geographic coordinates, the creation of which could be based on various other, 
similar EU institutions. The simulation centre should be set up at a location where the critical 
mass of intellectual and technological potential required for interactive development is 
already available.  
 

                                                            
1 http://www.globalpulse2010.gov/index.html  , http://www.prnewswire.com/news-releases/security-experts-
cite-need-for-major-policy-changes-to-protect-global-security-in-report-to-nato-and-the-european-union-
93254954.html  , http://www.ibm.com/ibm/responsibility/minijam/overview.html 
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Based on the above, we recommend the following:  
 
I. The initiation of the development of a European ESC network and its global extension 

by the EU Presidency.  
II. The inclusion of the creation of an ESC network in EU strategies and plans, with special 

focus on EU Energy Policy and the SET-PLAN.  
III. The development and financing of research and development programs and projects 

required for the creation of an ESC Network.   
IV. The simulation of the development of the ICT infrastructure required for the operation 

and collaboration of ESCs.  
 
As a form of support to the realization of the above, we offer the results of the eSCIT’09 
(Global IT Infrastructure of Energy Security Centres) organized on 5-6 October 2009 in 
Veszprém, Hungary and the expected results of the eSCIT’11 conference, the organization of 
which is taking place currently.  
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Abstract: In ecology study, numerous ecologists have been concerned with the concept of diversity in studying 
the structure and functions of ecosystems for a v ery long time. Diversification can be seen as a l ong-term 
survival strategy of ecosystems by allowing high flexibility and adaptability. Similarly, diversity is also seen as 
an important characteristic of a stable socio-economic system. In energy policy, diversity plays important roles 
in energy supply security, efficiency of energy use, and adaptability of energy system. Many of the trends reflect 
the increasing significance of renewable energy relative to conventional energy sources, and it w ill increase 
diversity of energy supply. It is also beneficial for a system both through extending choice and increasing 
competition. However, changing the structure of energy sources and increase energy diversity for strategic 
system security can be difficult for the countries which highly depend on the imported energy. This paper 
considers that the diverse distributions of energy flows in a system can open up more possibilities and channels 
for cooperation and interdependency in energy utilization. Not only diversity of supply side, but also diversity of 
demand side is critical for an energy system because increasing variance and balance of the energy consumers 
enhances efficiency and adaptability. In this paper, we develop a quantitative analysis method to explore both of 
supply and demand sides of energy system structure for four Asian countries, Japan, Korea, Taiwan and 
Indonesia based on the OECD data set from 1987 to 2006. The tremendous growth Asian countries have seen in 
recent decades required a h uge amount of energy. Energy systems of Japan, Korea, and Taiwan are short of 
indigenous energy sources and highly dependent on imported energy sources except Indonesia. Indonesia’s 
indigenous energy source reserves support national economy as a source of energy, industrial raw material and 
export goods. And then Indonesia’s renewable energy also can be as a source of energy to support energy use. 
Furthermore, we are not only to compare the diversity temporal patterns of national energy supply and use, but 
also to compare the industry sector diversity temporal patterns of energy use of these countries. 
 
Keywords: Energy system, Diversity, Security, Adaptability 

1. Introduction 

In recent years, there have been many interests in energy security due to the high oil prices 
and the geopolitical supply tensions. Security of energy supply can be defined as a system’s 
ability to provide a flow of energy to meet demand in an economy in a manner and price that 
does not disrupt the course of the economy [1]. Many of the trends reflect the increasing 
significance of energy sources, including renewable energy, relative to conventional energy 
sources (including coal, oil, natural gas, and nuclear). Measuring security of energy supply is 
therefore becoming an important topic on t he studies of energy policy. Diversity in energy 
(fuel) type and geographic sources is thought to be an important means of hedge against 
supply risks [2,3] and is used frequently as a key indicator to assess energy security. For 
example, Stirling’s application of the Shannon-Wiener diversity index to electricity resources 
provides some useful insights into how government and electric utilities can objectively 
measure diversity and thereby gauge the effectiveness of their own investments in alternative 
resources [4]. 
 
Stirling (1999)[5] argues that an index of energy diversity should consider three key elements: 
Variety (the number of categories into which the quantity in question is partitioned), Balance 
(the pattern in the apportionment (spread) of that quantity across the relevant categories), and 
Disparity (the nature and degree to which the categories themselves are different from each 

 

2401



other). Both through extending choice and increasing competition, energy diversity is thought 
as an important characteristic in energy supply security, financial risk, efficiency of energy 
use, and the environment [4,6]. Increasing diversity of energy supply is beneficial for a 
system both through extending choice and increasing competition. It is traditionally argued 
that diversity is best achieved by a mix of fuel sources and by a preference for domestic over 
imported energy supplies [7].Grubb et al. (2006) [1] calculated diversity of fuel source mix to 
represent one dimension of security-robustness against interruptions of any one source and 
applied diversity indices to electricity system scenarios. Furthermore, diversity is considered 
as an important property of energy system which provides resilience against physical supply 
disruptions. Global energy disruptions are more and more translated into price shocks, which 
can spill over from one market to another [3].  
 
In ecological researches, however, measuring diversity is not a new method for studying 
ecosystem properties. Numerous ecologists have been concerned ecological diversity in 
studying the structure and functions of ecosystems [8,9,10,11,12]. From a systematic 
perspective, diversity of interacting components builds feedback loops and these loops 
regulate materials absorption, storage and release and landscape structure construction[13,14]. 
Webs of connections and feed-back information are the basis of system’s self-regulation. 
Following a succession adjustment period, feedbacks regulate absorption, storage and release 
of materials, and construction of landscape structures [13]. A diversified ecosystem system is 
therefore considered as a more resilient and stable system. By allowing high flexibility and 
adaptability, the existence of diversity can be seen as a l ong-term survival strategy for 
systems as a consequence of permanently changing environmental condition [15]. Ecosystems 
either adapt to their internal scarcity by optimizing the use of the scarce resources or are 
flexible and able to changing environmental conditions [15,16]. 
 
Additionally, one can transfer the knowledge and the understanding from biological sciences 
to social sciences based on t he analogies between biological and socioeconomic evolution 
[17]. Matutinović (2001) [17]argued that the functional properties of diversity in 
socioeconomic system are analogous to that of biological evolution: (1) adaptation to different 
environment, (2) avoidance of head-to-head competition, (3) efficient use of energy and 
resources and (4) providing a range of responses to new selective pressures. Socioeconomic 
system diversity is therefore expected to generally increase during development and to 
improve efficiency, productivity and output of the system [18,19]. In order to studying the 
relationships between diversity and socioeconomic development, Templet (1999) [19] defined 
diversity of economic system as the number of sectors by using energy and the equitability of 
the energy flows among them. He adopted an energy flow network method and development 
capacity formula [18] to investigate the relationships among economic diversity, output and 
development policy. His conclusion is that economic system is generally capable for making 
more efficient use of energy and reducing energy intensity as the diversity rises. 
 
Based on ecological theory of diversity and the analogies between ecological and energy 
systems, diversity of interacting components in energy systems is thought as an important 
property to build feedback loops regulating energy use, storage, and release. Diversity of 
energy system can enhance the energy efficiency and open up t he channels for the 
cooperation of energy use. A diversified energy system is therefore considered as a m ore 
resilient and adaptable system to cope with disturbances. However, most of recent studies on 
energy diversity are generally focused on t he issues of energy supply. The importance for 
diversifying systemic components and building feedback loops in energy systems were gotten 
fewer attentions in energy policy studies. Moreover, for the countries which highly depend on 
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the imported energy, changing the structure of energy sources to increase energy diversity for 
strategic system security is relatively difficult. This paper therefore considered that not only 
the diversity of energy sources (supply side) but also the diversity of energy use (demand side) 
is critical for an energy system because increasing variance and balance of the energy 
consumers enhances efficiency and adaptability. In this paper, we develop a quantitative 
analysis of diversity to explore both of supply and demand sides of energy systems for four 
Asian countries, Japan, Korea, Indonesia and Taiwan based on t he data sets from 1987 t o 
2006. Furthermore, we are not only to compare the diversity temporal patterns of national 
energy supply and use, but also to compare the industry sector diversity temporal patterns of 
energy use of these countries. 
 
2. Methodology 

2.1. Diversity indicators 
The index mostly used to measure diversity is the Shannon–Wiener index: 
 

 

with pi representing the share of fuel i in the energy mix or the market share of supplier i. The 
higher the value of H, the more (dual concept) diverse the system is. This index rises 
monotonically with increasing variety and balance.Ecologists frequently apply diversity as an 
index of ecosystem stability [14]. Templet (1999) [19] use the Shannon and Weaver (1949) 
equation to capture how many deferent types of economic activities exit within the system 
and how equitably energy is distributed between them. The Shannon-Weiner index was 
considered to be the most satisfactory measure of energy diversity because it incorporates the 
concepts of variety and balance [4].  
 
In this study, we also use the Shannon–Wiener index to calculate the diversity of energy 
consumption and industry sector. We consider that the diverse distributions of energy flows in 
a system can open up more possibilities and channels for cooperation and interdependency in 
energy utilization. Not only diversity of supply side but also diversity of demand side is 
critical for an energy system because increasing variance and balance of the energy 
consumers enhances efficiency and adaptability. 
 
2.2. Data sets of four countries in Asia 
Our quantitative analysis method primarily based on the OECD data sets: Energy balances of 
OECD and non-OECD countries, from 1987 to 2006 [20,21]. Year presented the energy 
balances in various sources of energy and different origins and uses. In energy supply side, 
six types of energy supply source data (see Fig.1.) are analyzed diversity index in these four 
countries by year (see Fig.2.). In energy consumption side, energy demand data of these four 
countries is collected into five categories labeled industrial, transport, residential, commerce 
and public services, and agriculture sector. Then, we calculate energy demand data by 
economic sectors (see Table.1.) and analyzed diversity index in these four countries by year 
(see Fig.3.). Energy demand data of industry sector are also collected into 13 categories 
labeled iron and steel, chemical and petrochemical, non-ferrous metals, non-metallic minerals, 
transport equipment, machinery, mining and quarrying, food and tobacco, paper, pulp and 
printing, wood and wood products, construction, textile and leather, and non-specified. To 
analysis diversity index trend in these three countries highly depend on imported energy, we 
calculate these data sets and draw the lines of result by year (see Fig.4.). 
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Japan is the world’s second largest economy after the United States in 2009 [22]. Gross 
domestic product (GDP) per capita of Japan increases almost two fold between 1987 (i.e. 
$20,025) and 2009 (i.e. $39,372) [23]. Because of low self-sufficiency index (0.1788 in 2008), 
Japan is the first-largest net importer of coal (114.19 Mtoe) in 2008, and increases coal use for 
power generation; Japan is also the second-largest net importer of oil (224.82 Mtoe) in the 
world [20], and most all the oil is imported from the Middle East. Above all, the aim of 
Japan’s energy policy will achieve the 3E’s goal-energy security, economic growth and 
environmental protection-in an integrated manner [24]. 
 
Korea has experienced tremendous economic growth over the last three decades. GDP per 
capita of Korea increases over six fold between 1987 (i.e. $3,366) and 2009 (i.e. $22,055) 
[23]. As low self-sufficiency index (0.1971 in 2008) like Japan, Korea’s energy policies 
currently promote a stable energy supply, market efficiency through competition, and 
implementation of an environmentally friendly energy system with the end-goal of 
sustainable development [20,25]. 
 
Taiwan is one of the most densely populated areas in the world, and GDP per capita of 
Taiwan increases over three fold between 1987 (i.e. $5,276) and 2009 (i.e. $18,867) [23]. 
There are no oil or coal reserves in Taiwan, but gas reserves are around 8.4 bi llion cubic 
meters [24]. Here, Taiwan has very limited domestic energy resources and relies on imports 
for most energy requirements. According to IEA’s indicator, Taiwan’s total energy self–
sufficiency index is 0.12 in 2008 [21]. In 2009, Taiwan draw up the“Master Plan on Energy 
Conservation and GHG Emission Reduction” [26] and set up the national reduction targets as 
energy efficiency, emission reduction and low carbon energy. One of these targets is reducing 
energy intensity by 2% per annum and totally reducing 25% in 2015. Further reduce energy 
intensity by 50% in 2025 with technological breakthrough and administrative measures. 
 
Indonesia’s GDP per capita of Indonesia is $511 i n 1987; it is $2,323 in 2009[23](IMF 
estimated). Indigenous oil, gas and coal reserves have played an important role in Indonesia’s 
economy as a source of energy, industrial raw material and foreign exchange. In 2008, oil and 
gas exports contributed the largest share (21.1%) of Indonesia’s total exports of USD 136.76 
billion, followed by minerals (including coal) at 18.8% [24]. According to IEA’s indicator, 
Indonesia’s total energy self–sufficiency index is 1.75 in 2008 [21]. 
 
3. Results of energy analysis 

3.1. Diversity index of energy supply side 
Total primary energy supply (TPES) of four countries respectively increases rate of 41.24% 
(Japan), 224.29% (Korea), 176.79% (Taiwan), and 136.88% (Indonesia) between 1987 and 
2006. Comparing to four countries’ supply fuel shares in 1987 and 2006 (see Fig. 1.), TPES in 
Japan, Korea and Taiwan is dominated by oil and coal, through the portion of natural gas has 
increased rapidly in recent year. Japan and Korea both increase nuclear energy supply, 
however, Taiwan decreases the nuclear supply and Indonesia does not have the energy supply 
in TPES. Relative to conventional energy supply, the renewable energy supply share 
(including hydro, geothermal, solar, wind, etc.) of Indonesia’s TPES is much higher than 
Japan, Korea and Taiwan. The renewable energy supply shares of Indonesia’s TPES in 2006 
are 33%, but other three countries’ are below 3%. 
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a. Coal and coal products / b. Oil and products / c. Natural gas / d. Nuclear /  
e. Hydro / f. Geothermal, solar, wind, etc. 

Fig.1. Fuel shares in these four Asia countries (source: IEA, 2010). 
 
A representative set of country’s supply diversities are shown in Fig 2 over time. Comparing 
to diversity of four countries’ energy supply, Japan’s diversity index trend is the highest and it 
is going steadily. Indonesia’s diversity trend is going up continuously, and in 2006 its 
diversity index is the highest of the four countries. Before 1994, Taiwan’s diversity trend is 
going down and it reaches the lowest point in 2002. After 2002, it goes up quickly, but in 
2006 its diversity index is the lowest of the four countries. Korea’s diversity number is lowest 
in 1992, but it has a peak in 1994, then, after 1997 it is going up straightly. 
 

 
Fig.2. Country diversity of energy supply by year. 
 
3.2. Diversity index of energy consumption side 
Total final energy consumption (TFC) of four countries respectively increase rate of 39.40% 
(Japan), 170.99% (Korea), 128.72% (Taiwan), and 120.36% (Indonesia) between 1987 and 
2006. By sector of energy use, industry sector are the large share of energy consumption, 
accounting for almost or over 30% of total demand, and the industry sector of Indonesia has 
the distinct growth rate of energy use(see Table 1). By energy source, oil products are the 
most important one of energy consumption, accounting for over 50% of total energy demand 
in Japan, Korea and Taiwan. Oil products and bio-energy are accounting separately for 34.2% 
and 35.44% of total energy demand in Indonesia. 
 
A representative set of country’s demand diversities are shown in Fig 3 over time. Comparing 
to diversity of four countries’ energy consumption, the diversity index in Korea is the highest 
of the four countries. The diversity index trends of Korea and Japan are similar, and these 
lines go down gently. Taiwan’s diversity index trend climbs up gently, and Indonesia‘s 
diversity index climbs up obviously. 
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Table 1.  Sector of energy use. ( Source: IEA, 2010) 

Sector of Energy Use Japan Korea Taiwan Indonesia 
1987 2006 1987 2006 1987 2006 1987 2006 

Industry sector (%) 40% 33% 31% 36% 51% 44% 13% 28% 
Transport sector (%) 28% 29% 23% 28% 25% 30% 15% 21% 

Residential sector (%) 16% 15% 32% 17% 11% 11% 70% 46% 
Commerce and public 

services sector (%) 12% 22% 10% 16% 6% 8% 1% 3% 

Agriculture sector (%) 4% 1% 4% 3% 7% 7% 1% 2% 
Total final consumption 

(only energy use) 
(Mtoe) 

224.89 313.50 41.78 113.22 21.76 49.77 55.45 122.19 

 
 

 
Fig.3  Diversity of national energy consumption 
 
Due to Japan, Korea and Taiwan highly depend on the imported energy, except Indonesia. 
And all three countries face rapidly economic development and their energy supply and 
demand rate increase significantly. In the same way, industry sector of three countries is the 
primary energy consumer (see Table.1.) Therefore, we focus on industry sector diversity 
index trend in three countries, and analysis the meaning of them. As shown in Fig 4 over time, 
Korea’s line climbs up continuously, but Japan and Taiwan go down steadily.  
 

 
Fig.4. Country industry sector diversity of energy consumption by year. 
 
4. Discussion and conclusion 

4.1.  Discussion and Conclusion 
The fuel shares of these four Asia countries are shown in Figure 1 i n this paper, and our 
quantitative analysis method primarily based on the OECD data sets from 1987 t o 2006. 
Energy systems of Japan, Korea, and Taiwan are short of indigenous energy sources and 
highly dependent on i mported energy sources except Indonesia. Indonesia’s indigenous 
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energy source reserves have played an important role in national economy as a source of 
energy, industrial raw material and export goods. And then Indonesia’s renewable energy also 
can be as a source of energy to support energy use. These three countries are usually other-
directed for the imported energy types, price, and geographic sources and are sensitive to the 
fluctuations of international fuel supply. Therefore, it is difficult for them to change the 
structures of energy sources to increase diversity for their strategic energy security. The 
restricted variation of fuel-type diversity of energy supply of Japan, Korea, and Taiwan are 
revealed in Figure 2. However, the diversity index pattern of an indigenous energy system as 
Indonesia reveals a more flexible characteristic. 
 
Recent years, all the total energy consumptions of these four countries were dramatically 
increased. Industrial sectors are the main energy consumers in Japan, Korea, and Taiwan. The 
energy consumption of commerce and public services sectors in these countries increase a 
little bit (see table 1). In Indonesia the residential sector is the main energy consumer. This 
study calculated the diversity index for national energy consumption (demand side) and the 
results showed that the temporal patterns of energy diversity in demand side of Japan, Korea, 
and Taiwan remained steady over two decades. However, energy diversity of Indonesia rose 
due to the significant decrease of residential sector and the raise of the energy consumption in 
industrial and transportation sectors (see Fig. 3). 
 
Furthermore, this study also investigates diversity of energy use in the industrial sectors 
because the industrial sector of Japan, Korea, and Taiwan is the main energy consumer. The 
results show that energy diversity of Taiwanese industrial sector was going down due to the 
concentration of energy use in the iron and steel sector as well as the chemical and 
petrochemical sector (see Fig. 4). The energy diversity of Japanese industrial sector was also 
going down because several industrial production sectors were shrinking in past two decades. 
Relatively, diversity of Korean industrial sector was remained steady. The decreasing 
diversity of Industrial sector indicates a centralization of energy flow in the dominated 
industrial production. 
 
Based on the analyses of energy diversity of fuel types, the results show that changing the 
structure of energy sources and increase energy diversity for energy security is difficult for 
the countries which are highly dependent on imported energy source. However, from the 
analogies of the concept of diversity between ecological and socioeconomic systems we argue 
that the diversified distributions of energy flows in an energy system can open up m ore 
possibilities and channels for cooperation and interdependency in energy utilization. The 
diversity of energy distribution in demand side is critical for an energy system. Diversity can 
increase variance and balance of the energy consumers and enhances energy efficiency. 
Moreover, diversity also improves the internal adaptability for coping with energy scarcity 
and external disturbances.  
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Abstract: Energy security is crucial for an energy policy but so far is not included in the current Strategic 
Environmental Assessment (SEA) program in Taiwan. The SEA report of energy policy prepared by the Bureau 
of Energy, Ministry of Economic Affairs, also demonstrated the same need. However, a feasible and quantifiable 
indicator has been missing. For the reason, this study is aimed to establish a practical assessment tool to assess 
energy security. Two indexes are suggested, which are the energy mix diversification (EMD) and energy import 
diversification (EID). The former one considers the national energy structures and expressed as Shannon index. 
The later is to assess the dependency on imported sources. The both indexes result in low energy security in 
Taiwan because of too high percentage of imported coal and oil in energy structure. The example of SEA policy 
is according to the Taiwan’s Sustainable Energy Policy Framework, in which the energy efficiency is set to 
increase 2% annually in the future eight years. The increasing energy efficiency does not contribute significantly 
to improve energy security. The indexes used in this study can assess diversity of the whole energy structure and 
the imported energy sources, should benefit to SEA quality and energy security assessment. 
 
Keywords: Strategic Environmental Assessment, Energy Security, Diversity. 

1. Introduction 

Strategic Environmental Assessment (SEA) is aimed to pre-assess the likely integrated 
environmental impacts from a policy, plan, or program (PPPs). Unlike a project with specific 
development content, the assessment scopes of SEA are vague and uncertain. In Taiwan, SEA 
is included in the Environmental Impact Assessment Act and the SEA Regulation is 
announced as the basic guideline. Energy policy is one of the listed policies which ought to 
carry out SEA under the Regulations. Several assessment items are appointed; however, these 
items cannot reflect the core issue of an energy policy, which is energy security. Energy 
security equals to national security and should be considered in SEA. Although energy 
security does not induce direct impacts on natural environment, it does impact significantly on 
the whole environment.  
 
The SEA Regulation was announced in 2000 but only five cases completed to date. 
Sustainable Energy Development Framework was proposed by the Bureau of Energy. 
According to the requirement of SEA Regulations, the Bureau initiated the SEA in 2006 and 
the draft was completed in 2009. The SEA draft pointed out that the assessment items should 
be adjusted to specifics of policies to strengthen the relations between assessment items and 
policies. Thus, additional assessment factors, such as stability, efficiency, and clean of energy 
policy were suggested to be added.  
 
Energy security is a complex issue and comprises diverse components, such as supply 
security, consumption security, production security, transportation security, ecological 
security, environmental security, and so on. Unfortunately, the definition of energy security is 
not received consensus (Loschel, et al., 2009). Due to the complicated definition, it is hardly 
to quantify its security level. Some definitions can be found in Bohi and Toman (1996), IEA 
(2007), Lin (2008), Commonwealth of Australia (2009), and Kruyt et al. (2009). In addition 
to the Taiwanese experiences, the assessment of energy security for SEA of energy policies is 
weak and obscure (Noble, 2002; Jay, 2010; Josimovic and Pucar, 2010).  

 

2409

mailto:cqf2@faculty.pccu.edu.tw


 
Therefore, the objective of this study is to establish feasible tools to address the impacts of 
PPPs on energy security. Energy security consists of three important respects, which are 
adequacy, reliability, and affordability (Commonwealth of Australia, 2009). Due to economic 
analysis is necessary to examine the affordability of energy policies and more monetary 
information are required, this study excludes the considerations of affordability and is focus 
on diversity or dispersion of energy policies as energy security assessment.  
 
2. Material and Method 

2.1.  Energy Security in Taiwan 
Taiwan depends on extremely high imported energy. The dependence on imported energy is 
up to 99.23% in 2008, in which the dependence on oil is 49.5% and 83.62% of imported oil is 
from middle-east counties. The heavily high dependence on particular imported regions is a 
big challenge to conserve energy security. Besides, the imported value of oil occupies 19.35% 
of the whole imported value due to the increased oil price. It is the first time that the imported 
value of oil is larger than 10% of GDP in Taiwan. Not only the high dependence on imported 
energy, but also the high energy consumption is opposite to the international trend which 
decreases fossil fuel usage. Chang (2004) compared oil supply of six Asia countries with 
Shannon-Weiner Index and concluded that high risk happened in Taiwan and Philippines. In 
these two countries, mostly oil is imported from west Africa where politics is unstable. Lin 
(2008) assessed Taiwanese energy security with economic model and demonstrated the 
decreased trend of energy security since 2000, because of the high energy intensive business 
structure. The official annual report addressed energy security with five indicators, including 
energy dependency on imports, energy dependency on oil, values of energy imports/total 
imports, oil imports dependency on the middle east, and oil dependency on imports. The 
major causes to low energy security in Taiwan are the high dependency on imported energy 
and imported oil.  
 
2.2.  Strategic Environmental Assessment in Taiwan 
The implementation of SEA in Taiwan is based on the article 26 in Environmental Impact 
Assessment Act, in which the PPPs with significant environmental impacts should be 
assessed. The SEA Regulations was announced in 2000 and amended in 2005 and 2006. In 
the Regulations, ten policies are required to implement SEA. Until December, 2009, only five 
SEA cases were finished. Many arguments have been discussed, such the listed policies, 
assessment scope, and assessment tools. Basically, the policy proponent checks whether the 
proposed policy is listed in the Regulations. If yes, the proponent cooperates with professional 
agency to produce the SEA report and submit it to official administration. A consult 
committee under administration will do the final examination and feedback to the policy 
proponent. The SEA report is the supplement document provided to decision maker. Eight 
impact aspects are assigned in the Regulations, i.e., environmental capacity, natural ecology 
and landscape, public health and safety, land resources, water resources, cultural property, 
international environmental regulations, and society and economy. In each impact aspects, 
several sub-factors are listed. The final assessment results are expressed as qualitative 
symbols, ++, +, 0, -, --. The symbols indicate significant positive effect, positive effect, none 
effect, negative effect, and significant negative effect, respectively.  
 
2.1. Energy Security Indicators 
The quantitative indicators for assessing energy security can be divided into two types. One is 
focus on particular aspect and uses individual indicator, such as the dependency on imported 
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energy or imported oil, the percentage of imported energy, the concentration of energy 
supply, and so on. The other is integrated index, which combines several concerned aspects of 
energy security into one integrated index. for example, the energy security market 
concentration (ESMC) and energy security index (ESI) by International Energy Agency (IEA, 
2007), and the Energy Indicators for Sustainable Development developed by International 
Atomic Energy Agency, which are to assess energy security with considerations of economic, 
social, and environmental impacts (IAEA, 2005; Vera and Langlois, 2007). Some indicators 
are incorporated with risk evaluations, such as geopolitical market concentration risk (Blyth 
and Lefévre, 2004) and risk weight in energy security (Wu et al, 2006). 

 
The energy security should satisfy stable supply and affordable price (IEA, 2007). In this 
study, the stable supply is particularly considered in SEA and the economic impact on energy 
price is excluded at this stage. While considering the physical characteristic of energy 
security, the more vulnerable to physical disturbance means the less energy security. The 
vulnerability usually comes from less energy sources in energy structure or high dependency 
on particular sources. The diversification of energy policy is used to demonstrate the physical 
disturbance. Two commonly indices are developed for assessing diversity, i.e., Shannon-
Wiener index and Herfindhal-Hirschman index. The shannon-wiener index is orginially 
served as a biodiversity measure, combinding the number of species and the proportion of 
each species. A value of shannon-wiener near to zero means that almost the sample is the 
same species, implying very low diversity. on the contrary, the great value indicates the 
species distribute more equally and the diversity is high. the herfindhal-hirschman index is a 
common meaure of market concentration. it is calculated by summng the squares of the maket 
share of each firm.  
 
In Taiwan situation, the most important issue on energy security is to increase energy 
diversification because more than 99% of energy in Taiwan is depended on imported energy. 
Therefore, indicators to assess energy diversity in energy policy is focused and two indicators 
are used in this study. Regarding to energy diversity, diversity in national energy structure, 
diversity in imported energy, and diversity in different energy sources are concerned. Two 
indicators are able to express the concerned diversity with simple calculation. They are 
Energy Mix Diversification (EMD) and Energy Imported Diversification (EID). The EMD 
mimics Shannon Index, considering the number and distributions of energy sources, to 
evaluate the national energy diversification. The EID further assesses the imported countries 
of the same energy source and the percentage of energy quantity from each imported country. 
The EID is able to reveal the imported distributions of particular energy source, such as oil, 
coal, or natural gas. Due to this indicator is focus on imported energy, high imported 
percentage of the overall national energy will decrease this indicator significantly. The two 
indicators share similar concept with Shannon index and ARE easily to use. The required 
information can be found in public annual statistic report and not necessary on complex 
computations. Although the core concept is similar, the highlights of the two indices are 
different. The EMD index focus on diversity of the whole energy structure and the EID 
underlines diversity of imported energy and diversity of each energy source as well.  
 
The equations of the two indicators are as follows.   
 

∑ ×−=
i

ii ppEMD ln  (1) 
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where pi is the percentage of energy type i in the overall energy (%), Ii is the imported 
diversity of energy type i and calculated by )ln( ,, jijii wwI ×−= ∑ . wi,j is the percentage of 
energy type i imported from country j.  

 

 
3. Results and Discussion 

3.1.  Energy security of the current policy 
The energy security indicators, EMD and EID, are used to demonstrate the past and current 
situation in Taiwan. The energy data is from official statistic report.  
 
(1) EMD analysis 
The energy sources in Taiwan are classified as seven types, i.e., coal, oil, natural gas, 
hydropower, nuclear energy, solar and wind power, and thermal energy. The highest diversity 
occurs when average distribution among the seven energy types, which is 1.95. However, 
more than 80% of energy is coal and oil. The EMD is ranged at 1.13 ~ 1.18, depicted as Fig. 
1(A). There is no significant change in the past 15 years, implying that the energy supply 
structure does not change, or, not improved.  
 
(2) EID analysis 
Except renewable energy, the fossil fuel and nuclear energy are almost imported. In 2008, the 
coal is imported from five countries and more than 90% is from Australia and Canada. The oil 
is imported from seven countries and 55% is concentrated in Saudi Arabia and Kuwait. The 
natural gas is also from seven countries and 65% is from Indonesia and Malaysia. Therefore, 
the imported diversity of the different energy sources is 0.77, 1.69, and 1.52 for coal, oil, and 
natural gas, respectively. The performance of diversity of energy type shows that the diversity 
of oil is better because of the more imported countries and higher distributions. In addition, 
the percentage of the three energy types to the overall energy is 32.42%, 49.46%, and 9.42% 
in 2008. Thus, the EID in 2008 is 0.117. The EID trend is as Fig. 1(B). Due to the dependency 
on imported energy is too high, the EID value is very low.  
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Figure 1 The results of (A) EMD index and (B) EID index in Taiwan.  
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3.2.  Energy security of Sustainable Energy Development Framework 
(1) scenario of energy policy 
The lately announced energy policy in Taiwan is the Sustainable Energy Development 
Framework. In this study, one of the strategies listed in the framework is used to demonstrate 
the energy security assessment. Many objectives are set in this Framework and one of them is 
to increase energy efficiency. In this study the objective of energy efficiency is used as energy 
policy scenario, in which the energy efficiency is increased 2% annually in future eight years 
and the energy intensity (or energy consumption) is decreased 20% of the level of 2005 by 
2015.  
 
The energy efficiency is the ratio of energy production to input, expressed as NT$/ LOE (New 
Taiwanese Dollar/ litter of equivalent oil). In 2009, the energy efficiency is 113 NT$/LOE 
and the value will become 133 NT$/LOE in 2017 under the policy scenario. If the production 
is 1000 NT$, the 8.85 litter of oil is required in 2009; however, only 7.52 litter of oil is 
required in 2017 according to its higher energy efficiency. Therefore, the 15% of energy will 
be saved in 2017 if assuming other impact factors are maintained. This means primary energy 
consumption of 121,333 thousand kLOE in 2009 will decrease to 103,557 kLOE in 2017. The 
total saved oil is 17,776 thousand kLOE in 2017. The assumed trend of energy efficiency and 
primary energy is showed in Fig. 2. After translating the policy objective into the detailed 
energy change information, the information is used to assess the impact of energy security 
incurred by the policy.  
 

 

Figure 2 The simulated trend of energy efficiency and primary energy under the scenario of increased 
2% of energy efficiency annually in eight years (base year 2009).   
 
(2) EMD analysis 
Due to the increased energy efficiency, the total of 17,776 thousand kLOE can be saved in 
2017. If the saved energy is contributed to coal and oil savings and the other energy maintains 
as the same quantity in 2009. The energy structure is then changed as Fig. 3. The percentage 
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of coal is from 34.6% in 2009 decreased to 31.9% in 2017 and the oil is from 45.2% to 
44.4%.  
 
The performance of EMD is 1.167 in 2009 and 1.254 in 2017 because of the decreasing 
percentage of coal and oil. Although the distribution of energy sources is slightly raised 
because of the improved energy efficiency, the EMD value is still less than Japan and Korea, 
which is 1.38. The big difference is caused by the high percentage of coal and oil. Even in 
2017 scenario, the percentage of coal and oil is summed up to 76.3%. However, this value in 
Japan and Korea is less than 70%, which implies that the improvement of energy efficiency 
seems not contribute significantly to energy security and the developments of the other energy 
are important as well.  
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Figure 3 The energy structure in 2009 and 2017 
 
(3) EID analysis 
There is no detailed information about the change of energy imported countries under the 
scenario of improved energy efficiency. Assuming the number and distribution of energy 
imported countries is the same with that in 2009, i.e., 0.77 for coal, 1.69 for oil, and 1.52 for 
natural gas. But the percentage of coal, oil, and natural gas to the overall energy is changed, 
the final EID is therefore from 0.117 in 2009 to 0.164 in 2017. The more diversity energy 
structure in 2017 results a better consequent EID value as well.  
 
4. Conclusions 

Energy security is the core issue of energy policy and should be included in SEA. However, 
assessing energy security is difficult due to its indistinct definition and no indicators can 
reflect the complete energy security. The need of a quantitative tool of energy security is 
obvious in Taiwan; especially applying it in SEA. This study clarifies the physical 
characteristics of energy security and suggests that diversification can represent the energy 
security. Two indicators are proper to quantify the diversification, which are energy mix 
diversification (EMD) and energy imported diversification (EID). The EMD reveals the 
diversification of the national energy structure. When disperse the dependency on particular 
energy sources, the EMD will sequentially increase. The EID is an advanced indicator and is 
able to reflect the imported diversity of a particular energy type.  
 
In Taiwan, the domestic energy production is very low and almost 99% of energy depends on 
imported energy. The results of EMD and EID show the consistent low energy security. The 
current energy structure is heavily relied on coal and oil and results in low EMD value. The 
high percentage of imported energy causes low EID value. Even increasing energy efficiency 
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according to the objective of a newly energy policy, the improvement on energy structure is 
limited. Unless the dependency on coal and oil is decreased to less than 70%, the energy 
security would not promote dramatically in Taiwan.  
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Abstract: In this paper, it was emphasized that the conversion process of renewable energy resource was non-
renewable, and energy resources were re-classified as self-consumption-based energy resource which mainly 
consumed itself and carrier-consumption-based energy resource which mainly consumed carriers. This 
classification avails to improve energy conversion efficiency and utilization efficiency based on their respective 
disciplines and mechanisms. 
Conventional energy system is established on the basis of self-consumption-based energy resource. And its 
theoretical, academic and technical contents have been unable to meet the needs of carrier-consumption-based 
energy resource for technological innovation. Therefore, in the era of vigorously promoting renewable energy 
resource, the energy theory and technology system corresponding with carrier-consumption-based energy 
resource must be established and new ways to use energy must be explored corresponding with carrier-
consumption-based energy resource conversion mechanism.  
We emphasized that it was necessary to set up the new theoretical and technical system of energy to adapt to 
renewable energy development, which was the key to solve energy problems.  
Although the new theory deviates from the conventional view, it’s crucial for establishment of new energy 
science and technology innovation system, and would play a significant role on sustainable development of 
human society and low carbon technology innovation.  
 
Key words: Renewable energy, Self-consumption-based, Carrier-consumption-based. 

Nomenclature  

EA Available energy ............................................................  j 
ES Self energy ...................................................................... j 
ηc Conversion efficiency 
ηcc Carrier consumption efficiency 
ePE Index of unit energy environment ........................  ppm⋅j-1 

Pep Pollution in equipment production process .............. ppm 
PEP Pollution in energy production process .................... ppm 
EP Energy production .......................................................... j  
 
1. Introduction—Energy resource and energy 

Energy resource has always been a hot debate since the outbreak of oil crises. There are about 
twenty definitions of energy resource up to now. In The Encyclopedia of Science and 
Technology, energy resource is defined as the resources from which energy, such as heat, 
light, electricity and so on, can be obtained. In Encycopedia Britannica, energy resource is a 
union of all fuels, water, solar, wind, and can be converted into required energy by the 
appropriate means. Thus energy resource is not equal to energy. Energy resource can be 
considered as the resources which can be converted into energy. And these resources can’t be 
utilized directly, but be utilized in the form of energy after corresponding conversion. So 
energy is the outcome of energy resource conversion and not equal to energy resource. 
 
This paper clarified the difference between energy and energy resource through the systematic 
expatiation and proposed corresponding solution for the deficiency existing in the present 
energy research. And methods to improve the energy utilization efficiency were proposed 
through a clear classification of different types of energy utilization in order to clarify each 
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bottleneck of energy utilization efficiency. Therefore, the current low energy utilization 
efficiency could be improved fundamentally, and the new energy was promoted to become 
the leading energy resource. 
 
2. Analysis of non-renewability for “renewable energy resource”  

The history of human civilization is a history of human utilization of energy resource, and 
creation of any substance is inseparable from energy resource utilization. The development of 
human society has experienced three stages [1]: a stage that mainly utilize “renewable energy 
resource” such as solar, wind, geothermal, water and so forth; a stage that mainly utilize fossil 
fuels such as petroleum, natural gas, coal, and so on, which are not renewable; and a stage 
devoting major efforts towards development of renewable energy resource. At the first stage, 
human used natural energy sources intuitively to do simple work, provide heat and keep warm 
etc. At the second stage, the invention of steam engine promoted development of 
industrialization marked as fossil fuels (petroleum, natural gas and coal). Theory and 
technology system corresponding with energy resource generated gradually. But lack of 
theory and technology system corresponding with renewable energy resource constrained the 
development of energy resource. At the third stage, serious environmental problems and 
energy resource supply issues emerged constantly due to the large-scale utilization of fossil 
fuels at the second stage. Human is once again faced with the necessity to strongly emphasize 
the development of renewable energy resource. 
 
In order to meet the demand of industrialized society, the emerging energy resources should 
be developed in a high efficiency, low consumption, high energy density, sustainable and 
little environmental impact direction. Therefore the renewable energy resources should be 
converted into stable energy such as electric power. With respect to high energy-density 
energy resources, such as oil and coal, most of renewable energy resources are low energy-
density energy resources, such as wind, solar, tidal energy resources, they will consume more 
equipments (also carriers) in conversion process. The conversion efficiency, life, cost, and 
resources of carriers will determine the utilizing efficiency and the development of renewable 
energy resource. This is the reason why the renewable energy resource was substituted by 
fossil fuels at the second stage and couldn’t be utilized on a large scale at the third stage [2]. 
To solve this problem, we proceeded with the substrate of renewable energy resource and 
explored ways to improve its efficiency through the technological analysis of renewable 
energy resource. 
 
3. Energy system methodology 

3.1. Classification of energy resource by dichotomy   
Currently energy resource is classified into fossil energy, renewable energy, nuclear energy 
and hydropower, etc. in the form of energy resource, rather than in the form of energy 
resource utilization and conversion. From an objective point of view, some energy resources 
including fossil energy, nuclear energy and biomass energy are all available through their own 
consumption, while other energy resources, such as solar, wind, geothermal, ocean energy, 
etc. are available through carrier consumption. And these two forms of energy utilization and 
conversion have their own rules and theoretical basis. 
 
When wind energy and solar energy included in renewable energy resource are converted 
from resource into energy, carriers are needed during the conversion process and the 
conversion efficiency depends on the adoptive carriers. Herein it can’t simply be thought that 
energy resource is renewable so that the whole process of energy resource utilization is 
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renewable. Because the energy resource utilization efficiency doesn’t depend on energy 
resource itself but depend on the adoptive carriers attributed to the low energy-density. 
Although this type of renewable energy resource are considered to be renewable but its 
renewability during the conversion process accompanied by carriers’ consumption is 
untenable. So this type of renewable energy resource can’t be entitled as “renewable energy 
resource”. Here we focused on the different determinants in the energy resource utilization 
process and reclassified energy resource, which conduced to the development of new energy 
resource and acceptance of new energy resource as the mainstream in this society.  
 
Here we focused on the different determinants in the energy resource utilization process, 
abandoned the existing classification of energy into renewable energy and non-renewable 
energy, reclassified the overall energy system, cleared the direction of the new energy 
development, which could conduced to effective solution of the new energy efficiency 
bottleneck issues, and acceptance of new energy as the mainstream in this society. 
 
According to the determinant of energy efficiency, energy resource is re-classified as self-
consumption-based energy resource which mainly consumes itself and carrier-consumption-
based energy resource which mainly consumes carrier. According to the energy resource 
utilization ways, energy resource is re-classified as fuel type energy resource and non-fuel 
type energy resource. From the perspective of energy efficiency, the energy efficiencies of 
self-consumption-based energy resource and fuel type energy resource mainly depend on the 
substance itself, while the energy efficiencies of carrier-consumption-based energy resource 
and non-fuel type energy resource low energy-density are mainly determined by carrier 
ascribed to low energy-density. This classification is conducive to improve energy efficiency 
more effectively when studying laws and mechanisms, respectively, and to clear the 
relationship between different types of energy resources, finally clear the development 
direction of renewable energy resource. 
 
At present, all of the energy resource theories are built on the basis of traditional energy 
resources. However, these theories have been established before the emergence of new energy 
resource. And new energy resource here mainly means carrier-consumption based energy 
resource and non-fuel-based energy resource proposed above. 
 
In other words, these theories can’t meet the demand of the existing energy resource 
technology innovation. And traditional production and living style, and traditional energy 
resource utilization ways can’t pull birth of more rational, more scientific, more efficient, 
low-cost, new energy resource technologies. Therefore, in this era vigorously advocating the 
development of renewable energy resource, energy theories and technical systems 
corresponding with new energy resource should be build up, new energy resource utilization 
ways consistent with new energy resource conversion mechanism should be explored, and a 
revolutionary energy resource technology innovation should be developed, finally a new 
industrial revolution which is different from the previous industrial revolution marked as the 
steam engine should be activated.  
 
3.2. Life circle analysis of energy technologies 
We demonstrated the above view through life cycle analysis (LCA) of the energy utilization. 
LCA [3, 4] is an approach in which all energy and material inputs and outputs are accounted 
for in a technology system, and compilation and evaluation of the potential environmental 
impacts. The assessing object of LCA method is environmental impacts and material 
conversions caused by the product system or service system. LCA can identify and quantify 
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the energy consumption and waste discharge associated with the assessing object, and it also 
can assess the caused environmental burden correspondingly. Assessment of the 
environmental impacts caused by energy consumption and waste discharge can help provide 
an overview interaction between the product system and environment as complete as possible. 
It avails to find the timing and means to improve energy utilization efficiency and protect the 
environment, and provides products and technology criteria. Therefore, LCA can determine 
the non-renewability of energy utilization process and demonstrate bottlenecks of energy 
utilization efficiency through energy consumption, which not only proved the correctness of 
our classification, but also point out how to improve the energy utilization efficiency from the 
point of an overall view. 
 
Therefore, human must re-examine the “renewable energy resource” problem. Carrier-
consumption-based energy resource and non-fuel type energy resource are inexhaustible, 
clean and pollution- free as the existing substance in nature. They need to be converted into 
energy in the application process. And carriers must be used in the conversion process. Once 
these energy resources are converted into energy through carriers, the utilization process will 
consume carrier materials and give rise to pollution of the production process, coat, efficiency 
and waste proposal issues, which are critical issues of this energy resource utilization. In order 
to clarify the impact factors and developing direction of energy resource, the corresponding 
LCA-type formulas are established shown as below: 
 

A S C CCE E η η= × ×  (1) 
 

( )PE ep EP Pe P P E= + ÷  (2) 

 
The energy production and costs of energy production in the utilization process can be 
clarified according to above formulas. Solar and wind energy are chosen as an example. Since 
solar and wind energy can be greatly influenced by the natural environment and climatic 
conditions, with instability and uncertainty, in order to improve power quality, new energy 
storage devices must be set in new energy power generation system so that excess energy is 
stored when the external energy is sufficient, and lacked energy is complemented when the 
external energy is insufficient. For example wind generator can store the wind energy through 
inductive energy storage device and improve the quality of power supply. In addition to the 
traditional batteries and energy storage inductor, modern energy storage devices have been 
developed such as super-capacitors and flywheels, etc., but the exploitation of these materials 
and preparation process has huge energy consumption. 
 
Amorphous silicon cells in solar photovoltaic industry provide an example [5, 6]. The 
photovoltaic industry chain consists of four parts: silicon material, silicon chips, solar cells, 
solar energy battery components. Preparation of silicon materials have gone through silicon 
ore mining, preparation of industrial silicon, the process of preparation of crystalline silicon 
and so on. Investigation of energy storage systems and examination of issues associated with 
waste disposal of expired batteries and development of energy storage devices for long-term 
use must be carried out in order to achieve stability in the independent power generation. At 
present, solar power plant construction requires an investment which is approximately 7-8 
times that of coal [7], the power generation cost of solar electricity is about 8-9 times of coal, 
and requires much more land area than coal-fired electricity. By this token, the solar power 
generation technology presents not only high-cost problem but also the problem of 
consumption of resources, the process of pollution, waste disposal and other issues. 
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Take wind energy as an example [8], the world’s wind power calculation is based on the 
standard of power generated by the largest wind of annual local detection, known as peak 
power. However, the maximal wind power of the year couldn’t be maintained every day. In 
fact wind power unit effective power only reach to 20% of peak power, which makes wind 
energy cost of unit power very high; brings about large quantity of consumption of resources 
such as converting equipment, fan blades, transmission, generator; causes equipment 
maintenance and waste disposal problem latterly [9]. Without exception, the utilization 
efficiency of above energy in the utilization process mainly depends on the energy conversion 
means, which is the carrier consumption we mentioned above. In other words, this type 
energy converts through the carrier consumption. So we named this type energy carrier-
consumption-based energy. 
 
Here we propose the existing problems of new types of energy, don’t oppose vigorously the 
development of new energy resources, and don’t deny classifying energy into the renewable 
energy resource and non-renewable energy resource, but understand energy resource from 
another point of view. At the same time due to the shortage of fossil energy, we need to 
develop new energy resources vigorously. Raising these issues is only for pointing out that the 
new energy resource developing road is a materials innovation road, technological innovation 
road, process optimization road. 
 
Through the re-classification of energy resource, developing directions of different types of 
energy resources can be clarified, e.g. the developing directions of self-consumption based 
energy resource and fuel type energy resource are the deployment of process and the 
implementation of energy saving measures; the developing directions of carrier-consumption-
based energy resource and non-fuel type energy resource are choose of materials, study of 
technical principles. Here selection of materials for carrier-consumption-based energy 
resource mainly includes new materials for energy efficiency improvement and cost reduction 
etc. 
 
3.3. New energy resource theory and technology system 
There is another reason for the difficulty of existing new energy resource technologies to 
break through. It is that so far no scientific research institutions or scholars could propose a 
systematic concept and planning for energy science and energy systems, so the real energy 
discipline has not been established. The so-called discipline has two meanings: the disciplines 
and branches of knowledge; teaching, research and other functional units, which is relative 
definition on the teaching and research activities. Here “discipline” partially refers to the latter 
meaning, but are also relevant with the first meaning. While there are quite a bit researches on 
the branches of energy resource in the world and there are quite adequate research methods 
for all kinds of energy resources, the researches on energy system and energy discipline are 
relatively less, which causes the division between the disciplines, non-shared resources, over-
specialization of talent education, narrow range of knowledge, narrow direction of research, 
overall low benefit and relatively decentralized scientific research especially individual 
research.  
 
The re-classification on energy resource can’t make changes on the nature of energy resource, 
but is very helpful for the improvement of energy efficiency, the establishment of energy 
discipline and talent education. For example, for the self-consumption-based energy, the 
establishment of discipline should be interdisciplinary-based on chemical engineering, energy 
chemistry, thermal engineering and so on; for carrier-consumption-based energy, the 
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establishment of discipline should be interdisciplinary-based on mechanical engineering, 
material science, energy biology, energy physics and so on. 
 
Construction of a discipline possesses multiple functions, such as talent education, scientific 
research, social services, etc. Discipline set up under the right guidance of academic 
philosophy could develop the discipline of various functions of discipline much better. The 
establishment of energy discipline is in line with this standard. From the view point of energy 
classification, it can be analyzed that energy discipline is the intersection of parts of materials 
science, chemical technology, physics and mechanical engineering etc. 
 
From now on, the systematic energy discipline hasn’t been established, which causes a serious 
split within the disciplines. So, logical relationships between different types of disciplines, 
discipline characteristics and patterns of development can’t be reflected accurately. This 
situation not only seriously affect the interaction between the cross discipline, integration, 
resulting in blind comparisons and vicious competition between different disciplines, 
impeding the normal development of energy disciplines, but also affect the energy talent 
education. Rational energy talent education is more conducive to the development of energy 
resource disciplines and the correct development path for energy can properly guide the 
efficient development and utilization of energy resource. Therefore, we must create the right 
energy system, adjust the energy disciplines reasonably, and establish the corresponding 
theoretical basis in order to study its regularity and mechanism. E.g. theoretical system for 
carrier-consumption-based energy resource may include energy ecology, energy transfer 
study, energy materials, energy bionics, energy chemical, biological energy, energy physics 
etc., and its technology system should include collection technology, conversion technology, 
energy storage technology, using technology and so on. 
 
Discipline construction can promote the development of scientific research and industry and 
then stimulate the improvement of scientific research level and overall strength. With the 
social development and technological progress, the discipline construction has been the 
crucial factor to strengthen internal discipline, enhance the overall academic level of scientific 
research and promote talent education. In the beginning of establishing a new energy 
discipline system, the direction of development may not be stable. Therefore, it need to go 
through a period of adjustment, differentiation, and eventually evolved into a purposeful, 
organized common action. When this action is recognized by the society, a new discipline 
comes into being. 
 
4. Conclusions  

In this paper, starting from the energy resource, the non-renewability of energy utilization 
process was proposed on the basis of the exploration of the energy resource and it was pointed 
out that the existing energy utilization theory could not meet the existing demand for energy 
technology innovation. Therefore, new energy theory and technology system should be 
established corresponding with the new energy system and new energy utilization ways 
should be explored corresponding with the new energy conversion mechanism. So 
classification of energy resource by dichotomy was proposed and energy was re-classified as 
self-consumption-based energy and carrier-consumption-based energy. And this viewpoint 
was demonstrated by the LCA. In conclusion, after effectively addressing these problems, the 
corresponding energy systems should be established through discipline construction to 
promote scientific research and industrial development.  
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Today is accelerating development new energy resources. We must start from the origin of 
energy utilization and promote new energy resource into the mainstream of energy resources 
through exploring the origin of energy, principle inquiry, technological innovation, discipline 
construction and other means, so as to establish a new industrial revolution different from that 
marked as steam engine. 
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Abstract: Environmental problems and high import dependency from fossil fuels are core problems of the 
energy policy of the European Union (EU), therefore the EU has committed to increase the share of renewable 
energy sources (RES) in final energy consumption to 20% by 2020. Individual targets for each EU member must 
be incorporated in National Renewable Energy Action Plan (NREAP). To evaluate the possibilities for 
development of sustainable energy industry and for preparation of NREAP, evaluation of future energy needs 
must be made, national RES potentials must be examined and increase of RES share must be planed. In this 
paper the energy balance and the consumption structure of energy sources in Slovenia, EU and the World is 
analyzed. The share and growth of RES in Slovenian energy balance is compared with the average values of EU 
and the World, with emphasis on examining RES potential in Slovenia. Compatibility of RES potentials with the 
planed utilization for individual RES potentials in Slovenia is analyzed from economic and technological point 
of view with environmental considerations taken into account. The purpose is to examine which RES potentials 
have not been fully exploited and compatibility of measures provided in Slovenian NREAP with the estimated 
potential of RES.  
 
Keywords: Energy, Renewable energy sources, Energy Policy, Slovenia, Potentials 

1. Introduction  

In the 20th century, dramatic 20 fold increase of energy consumption has been noticed [1]. It 
is expected that the energy consumption will also rise in the future. The forecast of 
International Energy Agency (IEA) in its reference scenario estimate, that world energy 
demand from 2005 to 2030 will rise for approximately 52% [2], while predictions of World 
energy council estimate double energy demand by 2050 what is comparable to IEA. Other 
recent estimates suggest that energy demand over the next five years will rise 2.5% annually 
and after that for 1.5% annually by 2030. Fossil fuels will remain the major energy source, 
which will cover approximately three quarters of elevated energy needs.  
 
The amount of fossil fuels consumed annually (about 80% of the total energy consumption) is 
about 7.5 bi llion tons when converted to carbon units (toe). Because the current world 
population is more than 6.86 billion people, the average consumption of fossil fuel energy by 
the people of the world at the turn of the century was just a little more than one ton per 
person. World average in annual energy consumption in 2008 was approximately 1.44 toe per 
capita. Calculation based on the data in national energy balance [3] shows, that the average 
consumption of fossil fuels in Slovenia is about 50% higher than the world average while 
average annual energy consumption in Slovenia is 2.38 toe, which is 65% more than world 
average what, on this criteria, range Slovenia among developed countries. Energy mixes of 
the members of EU-27 typically include approximately 60% of fossil fuels. IEA noted that 
predicted increase of energy demand in the next twenty years will have a s imultaneous 
influence on increased prices of energy sources and increased green house gas (GHG) 
emissions. That is why IEA is drawing attention to the problems of fossil fuels consumption 
and calls for international climate agreement to cut GHG emissions. Continuous increase of 
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energy consumption in Slovenia in the past and the future expectations are not sustainable and 
energy related emissions are already around 80% of all GHG emissions in Slovenia [4].  
 
Pollution, GHG emissions, rising energy demand and high import dependency of energy are 
the core of energy problems in EU as well as in Slovenia. That is why RES are seen as a long-
term solution and a short-term reduction of the above stated problems. The EU is aware of the 
issues related to conventional energy sources (CES) and supports the development of RES 
and sustainable energy. Sustainable energy comprises two key components: energy efficiency 
(EE) and RES. The investments in EE and RES are highly important since RES causes less or 
no pollution, enables use of local resources, lowers import dependency and increases EU 
competitiveness at the same time.  
 
First ambitious goal set in EU in 2001 for the EU Member States, was 12% share of RES in 
2010, which is unlikely to be reached. Second goal is represented in 20/20/20 objectives that 
require 20% of RES in EU by 2020. Specific target for Slovenia is 25% of RES. Achieving 
this objective is encouraged also with renewable energy Directive (2009/28/EC) that requires 
Member States to submit NREAP by 30th June of 2010. These plans had to be prepared in 
accordance with the template published by the Commission, provided detailed roadmaps of 
how each Member State expected to reach its legally binding 2020 target for the share of RES 
in their final energy consumption. Member States had to set out the sectoral targets, the 
technology mix they expected to use, the trajectory they would follow and the measures and 
reforms they would undertake. 
 
The ever-growing worldwide consumption of fossil fuels and the concomitant emissions as 
well as the limited availability of fossil fuels, have led to a growing interest in the application 
of RES, therefore RES potentials must be examined. The increased general awareness of the 
negative environmental impact of the use of fossil fuels demands sustainable alternative 
energy sources. To enable further growth of sustainable energy sector, energy consumption 
and RES share must be examined, that is why we are analyzing and comparing energy 
consumption and RES share between 2000 and 2010 in Slovenia, EU and the World. We are 
also examining and evaluating individual RES potential. Total, technical and economic 
potentials of individual RES and plans of Slovenian energy policy are analyzed and 
additionally evaluated with our own recognitions and calculations. Our thesis is that potentials 
of RES are certainly not taken appropriately into account in the Slovenian NREAP that is why 
we have also tested compliance of RES potentials in Slovenia with NREAP.  
 
2. Methodology 

Statistical data presented in the study are gathered on the base of compilation method. 
Different independent sources (statistical offices, national, international and private studies 
and analysis, scientific papers and national energy balances) were used. Data of energy 
consumption, RES share, total, technical and economic RES potentials (exploited and 
unexploited), barriers of RES exploitation and all others data are statistically analyzed, 
evaluated and cross-compared.  
 
Comparison energy production and RES share in Slovenia, EU and the world presents 
situation analysis. Our contribution is identification and combination of data, since individual 
data from different sources are not comparable because they were obtained by different 
methodologies. On this basis actual similarities and differences of energy statistics of 
Slovenia, EU and the world were than examined and cross-compared. In the second part RES 
potentials of Slovenia are examined. We examined and critically evaluated many existing 
studies, evaluations and documents. Where the deviations of RES potential between 
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individual studies were large, comparison with our own calculations of RES potentials that 
was based on characteristics of Slovenia (natural and physical characteristic, theoretical 
energy conversions) was made. In case of solar potential, our estimation is calculated on the 
base of average annual solar radiation and multiplied with the total surface of Slovenia and in 
case of wood biomass potential, our calculation is based on annual natural forest increase and 
annual forest cut down and supported with the average heat of combustion. Our calculations 
and synthesis of many different data from different sources and characteristics of Slovenia 
presents the basis on which we made a comparison and compliance testing with the data and 
measures about RES potentials and measures written in Slovenian NREAP and national 
energy program (NEP). 
 
The survey and analysis of Slovenian RES potentials is held on t he basis of currently 
established economical, technological and environmental acceptability. We assume that 
technological and economic RES potential will increase in the future due to technological 
development, internalized external costs and increased prices of fossil fuel but the 
environmental potential will be reduced because of stricter environmental requirements. 
Although the study relates to NREAP that also includes calculations and forecasts about heat 
pumps, whose potentials are not yet fully discovered and liquid biomass that is mostly going 
to be imported in Slovenia, these two categories are not included in this study. 
 
3. Results and discussion 

3.1. Energy consumption in Slovenia, EU and the World 
In order to achieve the development of sustainable energy policy all over the world, an 
international agreement, similar to 20/20/20 objectives, that are obligatory for EU members, 
is necessary. Gross inland consumption of primary energy in Slovenia compared to EU and 
World in 2000 to 2009 is presented in Table 1. From table 1 it is also visible that in EU RES 
share and the production of energy from RES increases more successfully than in Slovenia. 
Calculation of trend, based on data from table 1, for years 2005 to 2009 has shown that EU-27 
is reaching its target of renewable energy sources much faster than Slovenia itself.  
 
Share of RES in Slovenian gross primary consumption is more or less constant from 2000 to 
2009. The biggest share of RES in Slovenia belongs to wood and hydroelectric energy. Minor 
changes in RES share between 2000 and 2009 are mostly a result of hydrological conditions 
in Slovenia. RES share and energy production from RES is growing slowly; only from 2007, 
meanwhile RES share in EU-15, EU-25 and EU-27 is growing constantly from 2002. We 
have also compare Slovenia with the world energy statistic because we surprisingly found 
some similarities of Slovenia and the world, like later mentioned peak energy consumption or 
share of RES in world primary energy consumption that is like in Slovenia also more or less 
constant from 2000 to 2008. These pattern similarities are sometimes even stronger and more 
visible than similarities with EU pattern, although Slovenia is more similar to EU because it is 
a developed country above the world average from the energy use, GDP and standard of 
living point of view. However the world energy production from RES is growing. The cause 
is that the world growth of energy production from RES is the same as the growth of world 
primary energy consumption. Energy intensity in Slovenia slightly rose in 2008 and in 2009 it 
fall back to the level of 2007. Meanwhile EU energy intensity is continually declining since 
2003 [5, 6]. Peak of gross primary consumption in Slovenia was in 2008, while EU-15 
reached peak consumption in 2005, EU-25 in 2005, EU-27 in 2006 and the world in 2007 [2, 
5, 6]. A giant decline in energy production in 2009 can be seen in all analysed objects. This 
data among others also suggested cooling of economy, especially in most developed countries 
in EU and could be used as a forecast of economic trends in the near future.  
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Energy demand in Slovenia exceeds Slovenian production capacity that is why Slovenia is 
going to import around 50.6% of its energy and energy sources in 2010. S lovenian 
dependency on energy imports (49% in 2009) is very close to the EU-25 average (51%). Both 
data shows that Slovenia and EU are highly dependent on energy imports. This dependency 
that causes economical, political and social vulnerability of EU members must be seen as a 
challenge and opportunity for sustainable energy policy. Slovenia is going to import 100% of 
hard coal, anthracite, coke and oil products along with 99.7% of natural gas. Domestic supply 
in year 2010 is based on lignite, brown coal, hydro energy, wood biomass and electric energy 
from nuclear power plant Krško [3]. Oil products will cover the biggest share, approximately 
47.6%, of imported energy sources [4]. Oil also remains the dominant fuel in the primary 
energy mix of EU-27 till 2035 [2].  
 
Table 1. Total primary energy supply - TPES (2000-2009) [1, 2, 5, 6, 7]. 

Slovenia 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 

TPES (ktoe) 6360 6749 6820 6931 7129 7307 7318 7336 7749 6990 
RES (ktoe) 761 776 716 714 822 774 768 735 845 874 

RES share (%) 12.0 11.5 10.5 10.3 11.5 10.6 10.5 10.0 10.9 12.5 
EU-15           

TPES (Mtoe) 1454 1469 1502 1497 1530 1552 1552 1544 1527 n.a. 
RES (Mtoe) 85 88 85 92 99 103 110 124 130 n.a. 

RES share (%) 5.8 6.0 5.7 6.2 6.5 6.6 7.1 8.0 8.5 n.a. 
EU-25           

TPES (Mtoe) 1655 1668 1706 1702 1743 1766 1766 1764 1747 n.a. 
RES (Mtoe) 90 93 97 95 103 111 115 123 137 n.a. 

RES share (%) 5.4 5.6 5.7 5.6 5.9 6.3 6.5 7.0 7.9 n.a. 
EU-27           

TPES (Mtoe) 1724 1763 1759 1803 1825 1825 1826 1808 1799 1681 
RES (Mtoe) 98 101 100 108 116 121 129 143 151 151 

RES share (%) 5.7 5.8 5.7 6.0 6.4 6.6 7.1 7.9 8.4 9.0 
World           

TPES (Gtoe) 10.02 10.17 10.23 10.58 11.04 11.44 11.60 12.06 12.00 n.a. 
RES (Gtoe) 1.29 1.29 1.31 1.33 1.37 1.41 1.44 1.50 1.47 n.a. 

RES share (%) 12.9 12.7 12.8 12.6 12.4 12.3 12.4 12.4 12.3 n.a. 
 
From the energy mix analysis it is clear, that if we can not place our expectations on 
intensification of nuclear energy, we will need to focus our efforts into the development of 
renewable energy. Slovenia will have to restrict its attention to those technologies that could 
be introduced at a significant scale in the near future. 
 
3.2.  Estimation, analysis and examination of RES potentials in Slovenia 
Because RES are the key element of sustainable energetics, we analysed and examined data 
about RES potentials in Slovenia. RES potentials are presented in table 2. Presented data and 
calculations from table 2 are not fully comparable, because they are combined from many 
different sources and studies of RES potentials in Slovenia that were or at least should be 
considered in preparing NREAP and NEP and compared with our own calculations. 
Differences also occur because forecasting RES potentials can not be totally reliable. 
Indicative prices for RES energy plants are a s ubject of investments in electricity 
(cogeneration) power plants only. Investments in heating power plants are much lower.  
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A hydro energy potential (HE) of Slovenia, a high efficiency of hydro electric power plants 
(HEPP), a very long life (over 100 years) and non-emission operation together with obtained 
cheap energy should make HEPPs the priority of the Slovenian energy industry. We estimate 
that the investments in large and small HE should be a priority of Slovenian electricity sector, 
because HEPP can significantly impact on mid-term replacement of CES. HE in Slovenia 
allows construction of small HE with additional 100 MW installed power [8, 9]. Small HEPPs 
also have positive impact on t he decentralization of energy industry and are over 90 %  
efficient. Technical and economical potential of large HEPP is much higher than small HEPP 
potential but the construction of large HEPP causes a large local environmental impacts. 
Meanwhile small HEPPs cause much less environmental strain, can be built in many locations 
and require relatively small total investments, that is why small HEPPs are attractive also for 
private capital. Small HEPPs must also be encouraged in rural regions because they present 
social and economic benefits for rural development. Despite efficiency of HE exploitation can 
be improved also with renewing and upgrading existing HEPPs, Slovenia is not giving 
enough emphasis on this measure.  
 
Table 2. RES potentials in Slovenia at the end of 2010 [ 5, 8, 9, 10, 11, 12]. 

RES 

Total 
potential 
(TWh/a) 

Technical 
potential  
(TWh/a) 

Economical 
potential by 

2020 (GWh/a) 

NREAP 
2020 goal 
(GWh/a) 

Price 
(million 

EUR/MW) 

Installed 
(MW)  

Hydro 19.4 9.1 6370 923  819 
large HEPP  8.6-8.0 6070 837 1.5-2.6  
small HEPP  0.5-1.1 300 86 1.3-3.0 90 
Solar 25835.4 8.6-2777.8 139-1300 343 3.0-5.0 17 
Wind 15.6 3.1 226-1000 191 1.0-1.4 0 
Wood biomass 19.6 2.9-10.1 300-4305 1249 2.0-4.5 115.4 
Biogas 47.3 2.8-4.3 265-927 255 3.6 20.5 
Geothermal >5.4 0.6 44.4 - 150 38 4.6 0 

 
Total potential of solar energy potential is approximately 25.84 PWh/year. As we can see 
from table 2, technical potential is estimated approximately from 0.01 to 2.77 PWh/year [11]. 
If we would like to achieve the maximum value of technical potential which is 10.8% of total 
potential, we should cover 10.8% of Slovenia’s surface that is why we estimate this as an 
unrealistic value. However we have been witnessed 300% growth of photovoltaic in year 
2009 [12]. High growth is expected also in 2010. The reasons are the current level of 
operating support and guaranteed purchase price. However reference costs will be 20% lower 
in 2011 and 30% lower in 2012 therefore moderate growth can be expected in the future. 
 
Wind energy potential in Slovenia is currently totally unexploited. Total installed capacity of 
wind power plants (WPP) in Slovenia is 0 MW [12] despite the fact that wind is one of the 
cleanest and fastest growing RES on the world and especially in EU. The usage of WPP is 
limited due to lack of appropriate geographic locations, as well as the fact that almost 36% of 
Slovenia is included into NATURA 2000 network. Although construction of WPP represents 
significant intervention in the environment, we can achieve synergy with nature by thoughtful 
and sustainable positioning of WPPs, especially in degraded areas near roads. We propose the 
installation of a few pilot WPPs and the examination of their functioning. The results obtained 
would facilitate the decisions about new investments in WPPs and critics of environmental 
organizations which do not support WPPs in Slovenia. We have witnessed some unsuccessful 
investments in installations of WPP, therefore Slovenia is going to study and analyse proper 
areas for WPP. Because of the trends of WPP in EU, Slovenia’s department for energy is 
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going to make a list of environmentally undisputed areas with sufficient wind that would 
attract potential investors. This measure will enable faster commercialization of wind energy.  
 
Maximal technical potential of wood biomass estimated in NREAP and NEP seems 
excessively high. Technical potential is indeed estimated from 2,875 to 10,108 GWh/year 
[11]. However estimation 2,875 GWh/year covers only wood biomass that can be exploited 
only in minor energy plants and households, while maximum estimation covers also wood 
biomass that can be exploited in major energy plants and as co-incineration in thermal power 
plants. In spite of that, differences in wood biomass potential estimations are significant and 
very different from our calculation. Annual natural forest increase in Slovenia is 8 m illion 
cubic meters and average energy potential calculated from average heat of combustion of 
eleven different types of domestic Slovenian wood is 2,440GWh per million cubic meters of 
wood [11, 13]. That means that for achieving maximal technical potential Slovenia should 
exploit approximately one half of annual forest increase what is almost impossible, because of 
wood processing industry and current annual cut down that is approximately 3 million cubic 
meters of wood. Because of that we believe that this estimation is overestimated. Although 
NREAP goal for wood biomass is ambitiously set, wood biomass increase will have to be 
well supported for achieving the objective. 
 
Relatively high biogas potential of Slovenia also seems to be overestimated. In similar studies 
which were not included in the preparation of NREAP and NEP (like the study of BigEast), 
estimated technical and total potential is much smaller. However, the NREAP goal is not so 
ambitiously set, because the study made by Agricultural and forestry chamber, that was not 
included in the preparation of NREAP and NEP, estimates that biogas potential by 2020 is 
927 GWh/year [13] which is almost four times more than the NREAP goal is for 2020. 
  
Slovenia currently exports a lot of biological waste to Austria [4]. Instead of this we believe 
that Slovenia should search for options for bigger domestic exploitation of biological waste. 
Important emphasis also must be made on cogeneration of heat and electricity and more 
extended use of landfill gas. Especially problematic is the use of heat from biogas plants, 
because they are mainly in the areas where not many heat consumers live. Slovenia should 
also support the cooperation between local farmers and local communities that should become 
partners in biogas plant investments. This kind of partnership is very appropriate for rural 
development and for preserving jobs in rural areas that means that positive effects of biogas 
as a RES are not just a matter of energy policy. Future measures are appropriate, because 
exploitation of biogas has strong growth. Growth from 2008 to 2009 was considerable 117%. 
Despite the enshrined measures, the main problem of biomass exploitation, whether to exploit 
rural areas for food or for energy corps supply remains the same. 
 
Estimated geothermal energy potential of Slovenia differs greatly in different sources and 
studies. Geothermal energy potential data are collected every 5 years. Last available data are 
from year 2005, therefore Slovenian geothermal potential can not be accurately estimated. 
Nevertheless we can say the annual potential is at least 5443 GWh [11].  
 
As it is evident in table 2 comments, NREAP has both good and bad sides and does not only 
deal with RES potentials but is also a plan for the future state of Slovenian energy sector.  
 
3.3.  Key factors for forecasting and planning future energy policy in Slovenia  
Whereas the preparation of NREAP is a challenging project, only four members of EU have 
managed to submit NREAP in time (until 30.6.2010) and six members still did not submit it 
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until the end of 2010. Slovenian NREAP was submitted to EC with minor delay (8.7.2010) 
which is a result of completion and improvement of the NREAP content. Slovenian energy 
consumption forecasts and goals are presented in table 3. Calculation of future energy use in 
Slovenia for 2016, directed with 2006/32/EC, is based on 2006/32/EC directive methodology. 
 
Table3. Forecasting and planning final energy consumption (FEC) for achieving 20/20/20 or 25 
objectives [3, 10, 11]  

category 

2007 2008 2009 2009 
evaluation 

2010 
forecast 

2012 
forecast 
(Kyoto) 

2016  
objective 

(- 9%)        

2020          
objective             

(20/20/20) 
FEC in 
Slovenia (ktoe) 4867 5232 4891 

4960-
5176 

4744/ 
4927* 5031* 

4267 (9%) 
/ 5214* 

5232*  
or “x” 

RES in FEC in 
Slovenia (ktoe) 745 780 787 813-849 

840/ 
872* 941* 1137* 

1324* or 
0.25 “x” 

RES share in 
Slovenia (%) 15.3 14.9 16.1 16.4 17.7 18.7 21.8 25.3 
RES share in 
EU-27 (%) 9.7 10.3 11.0 n.a. 12.0 n.a. n.a. 20.0 
* - NREAP forecast 9% - goal of directive 2006/32/EC    

 
In the table 3 w e can see that NREAP plan shows 20/20/20 objectives are achievable at 
Slovenian and EU level. Because 2020 goals do not prescribe future energy consumption but 
only the share of RES, we marked energy consumption in 2020 w it “x”. For 20/20/20 
objectives future energy consumption is not so important but it is essential that RES share 
advocates 25% of “x”. Especially important and problematic for achieving 25% of RES in 
Slovenia is raising share of transport [10] that is becoming the biggest problem in meeting 
Kyoto GHG emission targets as well. The lack of implementation of past objectives can also 
be seen in NREAP planning. Objective 33.6% of electricity from RES, set for 2010 for 
example, is planned to be reached (exceeded) only by 2015. In table 3 we can also see that 
NREAP objective is not planning to lower final energy consumption but to lower its growth. 
Because smaller and energy efficient use is also the goal of EU and because energy use 
declined in 2009 [5], mainly because of the economic crisis, we only have to retain it on the 
current level, what is more favorable than reducing it. That is why this is not a very ambitious 
goal. NREAP is actually planning to breach 2006/32/EC directive, which directs Slovenia to 
achieve 9% energy savings relative to the annual average energy consumption of 2001-2005 
by 2016. We believe that increased EE and gradual change of consumer habits should be fully 
included in NREAP, because this brings the best long-term opportunity for smaller and 
efficient energy use. However it is realistic to expect a smaller growth of energy consumption 
by 2015 due to economic recovery but this trend must be limited already in the present. 
 
Disregarding Kyoto targets can also be seen. Planed closure of inefficient blocks of thermal 
power plant could be made in 2012 instead of 2014 [8]. With this measure Slovenia would 
significantly reduce possible penalty for failing Kyoto targets and improve the basis for the 
South Africa agreement as a successor to the Kyoto.  
 
4. Conclusions 

In the study we have proven that studies and data about RES potentials differ significantly. 
That makes the estimates about RES potentials and future energy policy goals planning partly 
inaccurate. We discovered that our calculations about RES potentials are not exactly the same 
as in NREAP and NEP therefore we are not totally sure about appropriateness of goals and 
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measures set by Slovenian energy policy. Possible cause of differentiation of different studies 
about RES potential could be inaccurate data, different databases or different methodology of 
some studies. It is also possible that data presented in NREAP and NEP could be more 
accurate if more studies and researches about RES potentials would be made. However, all 
the studies had shown that Slovenia has many unexploited RES potentials, especially hydro, 
solar and wood biomass potentials, which are appropriate for future exploitation from 
technological, economical and environmental point of view, therefore they must be 
particularly stimulated. NREAP goals are ambitiously set and high growth of RES in all four 
sectors of NREAP is planned. Wood biomass and hydro potential will be increased most of 
all. Our opinion is that achieving these goals will be the most problematic. We have also 
noticed the lack of ambitious measures for smaller and energy efficient use, based on 
cogeneration or threegeneration, that could also be based on the 2006/32/EC directive.  
 
We believe that reduced and efficient energy use is the only solution that leads to the 
sustainable energetics. Most important is that efficient technologies will be used regardless of 
the RES and that measures regarding RES and EE will be combined and implemented. 
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Abstract: The paper examines the key features of the small hydropower development environment in Sri Lanka 
which led to sector’s rapid expansion.  The recent development framework of the small hydropower sector was 
based on the importance of using indigenous resources, recognizing the positive environmental impacts and the 
avoidance of high cost alternative thermal generation.  This framework also recognized the pioneering effort of 
the developers in site identification by giving rights to develop on a first-come first-served basis.  The policy 
framework was later extended with a renewable energy portfolio standard to achieve 10% of power generation 
through renewable energy.   The standard power purchase arrangements reduced the transaction costs.  The 
feeding tariffs originally based on avoided costs later shifted to cost based, technology specific tariffs 
encouraging diversification of the renewable energy portfolio.  The introduction of net-metering for renewable 
energy based distributed generation and the limited interventions in the form of green tariffs also assisted the 
renewable energy development.  The paper concludes that the policy and regulatory frameworks and different 
approaches to implementing them have been mostly successful experiences in Sri Lanka and they would provide 
useful lessons for similar countries when formulating and implementing related polices, regulations and legal 
frameworks. 
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1. Introduction 

Sri Lanka has a long history of using renewable energy for its power generation dating back 
to early 20th century when most of the tea plantation companies installed small hydropower 
plants to provide their electricity needs.  Since then, the country’s power generation system 
gradually developed into a large hydropower dominated system until early 1990s when almost 
100% of its supplies came from hydropower.  With the exponentially increasing demand for 
electricity and due to limited large hydro resources the country turned to oil based thermal 
power plants to supply its base-load requirements.  The small hydropower development, 
though impeded until 1980s due to penetration of the national grid and large hydropower 
domination, became an attraction, with the increasing fuel costs for thermal power generation.   
 
The paper examines the key features of the framework for grid connected renewable energy 
and in particular small hydropower development in Sri Lanka and how the policy and 
regulatory interventions assisted the sector’s rapid expansion. 
 
2.  Policy Environment 

2.1. Renewable Energy Development Policy 
In the mid 1990s there was a resurgence of the interest in small hydropower development, 
particularly on the grid connected power plants.  The policy environment was developed by 
the government with the assistance of the Ceylon Electricity Board (CEB) which was the sole 
purchaser of power generated by outside its own generation system.  This process involved, 
assigning sites for development, licensing and power purchase agreement.  Later with the 
rapid development of the small hydropower sector, the need to facilitate expansion into other 
renewable energy sources led the government to specifically address these aspects in the 
energy policy being drafted in 2006/07.  From the beginning, the government policy has been 
to allow the private sector to develop all grid-connected plants up to 10MW. 
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The Energy Policy and Strategies of Sri Lanka has given due emphasis to the development of 
both the conventional and non-conventional renewable energy based generation (NCRE) [1].  
One of the key policy elements is the promotion of indigenous resources in energy supplies.   
The relevant strategies have been identified in order to achieve this objective.  They are the 
following 

• The use of economically viable, environmentally friendly, non-conventional renewable 
energy sources to be promoted by providing a level playing field in generation sector 
development 

• Concessionary financing to be sought to implement hydroelectric projects which are not 
viable under normal commercial terms 

• Necessary incentives to be provided to other non-economic non-conventional renewable 
energy resources where appropriate to ensure their contribution to the energy supply 

• A separate facilitation centre dedicated to the systematic planning and promotion of non-
conventional renewable energy sources will be established. 

• Appropriate steps to be taken to ensure the development and efficient use of non-
commercial energy supplies such as biomass. 

• Research and development on adopting new technologies and practices to  be promoted 

The policy has identified small hydropower, biomass power and wind energy as the three 
leading non-conventional forms of renewable energy sources to be promoted in Sri Lanka for 
grid connected electricity generation. The Government would endeavour to reach a level of 
10% of grid electricity generated to be produced using NCRE by 2015.  Though this policy 
has not yet been formally translated into a renewable energy portfolio standard issued by the 
regulator, the government and the regulator are taking necessary measures to reach this target.   
 
The government has recognized the principle that the natural resources are public goods and 
hence the associated benefits need to be passed on to all the citizens in the country.  But in the 
interest of expanding the NCRE technology penetration no resource cost is charged for a 
period of 12 years from the date of commercial operation. The resource charges will be used 
to finance incentives for further NCRE development through the Energy Fund.  Therefore this 
recent development framework for renewable energy sources within which the small 
hydropower sector operates was based on the importance of using indigenous resources while 
recognizing the positive environmental impacts and the avoidance of high cost alternative 
thermal generation. 
 
2.2. Institutional Framework 
During the initial development phase of the small hydropower sector, CEB was the main 
institution involved as the sole purchaser of electricity generated by these plants.  Central 
government agencies and provincial and local authorities have been involved in the areas such 
as land acquisition, environmental clearance and water rights.  Once after commissioning the 
plant, apart from licensing and notifying the annual power purchase tariff determined by 
CEB, the central government’s role in the sector was minimal.   

With the expansion of the small hydropower sector and the interest of the private sector in 
developing other renewable energy sources, the government strongly felt the need to have a 
dedicated agency with adequate authority for NCRE resource development.  Not only this 
agency needed to be able to facilitate the process of NCRE development but also it was to 
have the statutory powers to intervene and overcome barriers.  Addressing this requirement 
the Government passed a new legislation to establish the Sustainable Energy Authority (SEA) 

 

2432



in 2007 [2].  The board of directors of SEA has the representation from all important 
stakeholder state agencies and the private sector.  This has enabled SEA to address many of 
the critical issues within their board meetings. 

2.3. Site Selection and Development 
The CEB developed the hydropower master plan in 1989 which identified many of the 
hydropower development sites greater than 1MW capacity [3].  In addition, independent 
investigations by prospective developers and interested individuals and groups also have led 
to identification of many sites for small hydropower development including those below 1 
MW capacity.  The government policy has been to allow private sector to be the sole 
developer of all the sites below 10MW capacity connected to the national grid.  The right to 
develop each of the sites has been awarded on a first-come first-served basis through a letter-
of-intent offered by the CEB, recognizing the pioneering effort of the developers in site 
identification.  Later, in order to avoid excessive delays in developing sites for which the 
letters-of-intent have been issued, the government decided to impose a time limit for 
development activities to start and progress.  If no progress is made within the timeframe 
provided the letter-of-intent for the relevant site is withdrawn. 
 
During the development of the grid-connected small hydropower sites, the developers usually 
respond to the needs of the local population partly advocated by the local government bodies 
in order to ensure smooth implementation.  Such interventions by the developers include 
those such as construction of paved access roads and bridges in the surrounding rural areas 
which improve transport facilities for the rural communities.  In addition, local manpower and 
other resources are used to the maximum during construction and operation of the plants.    
 
The off-grid micro-hydropower sites often identified by rural communities have been 
developed by the community organizations themselves, with the assistance of some non-
governmental organizations.  The community contributes both in-kind through manpower and 
material for construction and operation of the plants and in cash.  These micro-hydro plants 
have varying capacities ranging from 5kW to 25kW each serving 25- 200 village households 
depending on the capacity.   
 
3. Regulatory Environment 

The regulatory environment for small-hydropower involves licensing, power purchase 
agreements and feed-in tariffs.  In the initial stages of development the institutions involved in 
this regard were the Ministry of Power and Energy and the CEB.  With the establishment of 
the Public Utilities Commission of Sri Lanka (PUCSL) in 2003 and the enactment of the Sri 
Lanka Electricity Act of 2009, the regulatory authority over the small-hydropower sector fell 
within the purview of the PUCSL.   
 
3.1. Standardized Power Purchase Agreement 
In 1997 CEB introduced a standardized power purchase agreement (SPPA) for small grid-
connected renewable energy based electricity generating plants less than 10MW.  SPPA binds 
the CEB to purchase power generated by these plants without a limitation at a tariff declared 
every year.  Further, the generator was assured a minimum tariff of 90% of tariff in the first 
year of its commissioning, throughout the SPPA duration. 
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3.2. Feed-in Tariffs 
3.2.1. Avoided Cost Based 
In 1997/98 the government declared that the SPPA tariff would be based on the “avoided 
cost” principle.  The tariff calculated as the three year moving average was published at the 
beginning of each year.  Initially the avoided cost was determined using the long term 
generation planning model which derives the generation expansion plan for the country for 
the following 20 years. It is a rolling plan and the calculation methodology captured the long 
term impact of the addition of renewable energy based small power plants in the overall long 
term generation plan.  Later with the understanding between the CEB and developers the 
methodology was shifted to the operational planning model used in the system control centre 
where the short term operational costs provided the key inputs to the calculation process [4].   
 
3.2.2. Project Cost based 
In 2007/08 the government took a decision to reexamine the feed-in tariff regime as a part of 
the new energy policy where specific renewable energy targets are to be achieved by 2015.  
This process led to the introduction of the technology specific cost based feed-in tariffs for all 
types of renewable energy based plants which would be developed.  Initially these renewable 
energy sources were limited to small-hydropower, wind and biomass.  The tariff is designed 
to make sure that the developer would always have positive cash flow during the SPPA 
period.  The tariff is revised periodically to ensure gradual penetration of different 
technologies.  This new tariff is expected to encourage wind and biomass based plants which 
tend to have costs higher than those can be recovered through avoided cost based tariff.  The 
plants already in operation or those in which SPPAs had been signed were given the option to 
remain in the previous tariff regime or to switch to the new regime.   
 
3.2.3. Green-Power Tariff 
In 2008 PUCSL initiated action on the allowing interested consumers to purchase power from 
identified NCRE based power plants.  Though direct power wheeling from the generators to 
the users has not been legally permitted under the electricity act, PUCSL could encourage 
green-power consumers to enter into agreements with the generators to pay an additional 
charge directly for the power delivered while paying the standard consumer tariff to the CEB.  
PUCSL annually verifies whether the energy delivered to the consumers by such generators 
would satisfy their annual consumption expectation of green-power as agreed in advance.  
Accordingly, the final payments are reconciled.   
 
3.3. Net-metering 
On the advice of SEA, government and the CEB agreed for net-metering of premises with 
NCRE based systems connected to the grid in 2009.   Though the feed-in tariff is not offered 
to these systems unless they have an SPPA, these premises can still use the grid as an energy 
storage.  If systems are properly designed, net-metering now opens the door for such premises 
to be carbon neutral in their power consumption.   
 
3.4. Exemptions from generation license 
In the initial stages of development, off-grid generators never used to obtain generation (and 
distribution) license which is required under the law.  The authorities ignored this situation 
considering that the requirements to fulfill for generation license are too cumbersome for the 
community operated small off-grid systems to fulfill, though operating these systems without 
a license was in contravention to the Electricity Act.  When the PUCSL became empowered 
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with regulatory authority over the power sector in 2009, under the provisions of the Sri Lanka 
Electricity Act it has been taking steps to exempt off-grid generators from licensing.   
 
4. Analysis and Discussion 

4.1. Policy 
The government policy of working towards an NCRE development target by 2015 has helped 
the SEA, CEB and the PUCSL to justify incentives for NCRE development.  This can be in 
the form of direct government subsidies or cross-subsidies in the sector.   
 
The policy of allowing private sector to develop all grid-connected power plants below 
10MW and offer of an standardized power purchase agreement with guaranteed unlimited 
power purchase at a predictable price have encouraged both local and foreign investors to 
enter into the small hydropower sector.  The sector was further attracted by the investors due 
to the policy of offering sites on a first-come first-served basis which incentivized rapid site 
identification, investigation and development.  The resulting exponential development since 
1998 can be seen in figures 1 and 2 where NCRE development up to 2008 has been totally 
dominated by small hydropower. 
 

 
Source: Ceylon Electricity Board 

Fig. 1. Total Capacity Additions of Non-Conventional Renewable Energy Based Generation 
 

During the initial stages, the rights to develop the sites were obtained by those who actually 
wanted to invest in the projects.  As the sector development gathered momentum, interested 
parties used the prevailing policy of site allocation to obtain the right to develop the site and 
sell the rights to other investors.  This created an unhealthy market for letters-of-intent for 
small hydropower sites which eventually increased the effective project costs and delayed 
development. This situation was arrested to a certain extent with the introduction of a time 
limit for development where the investment needed to be in place within a specific time 
frame. 
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The optimal capacity of the power plant to be constructed at given site is a function of the 
investment and the returns it brings based on the hydrological conditions.  As a result of the 
investors being allowed to choose the capacity of the plants to be constructed, the plant 
capacity became a function of available financing.  This has resulted in under-sizing of plant 
capacity in certain sites leading to an economic loss.  This situation could have been avoided 
if the utility or the SEA carried out an independent assessment and incentivized the 
developers to construct the plants to their optimal capacity. 
 

 
Source: Ceylon Electricity Board 

Fig. 2. Total Energy Supply from Non-Conventional Renewable Energy Based Generation 
 
4.2. Regulation 
The feed-in tariff based on the avoided cost of generation provided significant returns to the 
investors of small hydropower plants, in the initial phase of development where most of the 
better sites had been developed.  Since during this initial period the avoided cost calculation 
was based on the long term generation plan, the feed-in-tariff was linked to the most 
economical generation expansion in the country.  But this hardly reflected the actual situation 
on the ground where the CEB could not follow this plan due to external interventions.  This 
led to the avoided cost calculation being shifted to the operational plan where short term 
generation schedule was the key input to the calculation.  Since the generation system has 
been suboptimal the avoided cost determined in this manner provided even a higher feed-in-
tariff.  This environment attracted more investors to the small hydropower sector since even 
less economically efficient sites could be now developed while the more economically 
efficient sites led to significantly large returns to the investors.  With this approach to feed-in-
tariff, the benefit of low cost hydropower was never passed on the final electricity consumer 
nor it did not assist development of other NCRE sources such as wind and biomass. 
 
With the introduction of the cost based feed-in-tariff the small hydropower sector provided 
savings which could be used to subsidize other more expensive technologies such as wind and 
biomass while still providing adequate returns to the investors in small hydropower sector.  
Also it reduced the financial burden on the government and the final electricity consumers 
due to addition of these expensive plants. 
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Green-power transactions facilitated by the PUCSL opened a new approach to supplying 
green-power to the interested consumers within the existing legal framework where power 
“wheeling” is not allowed.  This enables, particularly green manufacturing which is fast 
becoming an important export oriented sector, to expand.  Net-metering arrangements can 
further enhance these opportunities for the green-power generation and consumption.   
 
5. Conclusions 

The paper discussed the experience in the policy and regulatory environment in the Sri Lanka 
renewable energy sector.  This included the areas such as renewable energy targets, 
institutional mechanisms, renewable energy site selection and allocation, feed-in tariffs and 
green-tariffs.  
  
The paper concludes that the policy and regulatory frameworks and different approaches to 
implementing them have been mostly successful experiences in Sri Lanka.  These along with 
less successful experiences would provide useful lessons for similar power systems in other 
countries when formulating and implementing related polices, regulations and legal 
frameworks leading to accelerated development of the renewable energy industry.   
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Abstract: Existing Policy & Strategy as well as new tendency in renewable energy sources (RES) use in Latvia 
will be presented in the paper. The main directions of the energy policy are aimed at improving the security of 
energy supply of the country by encouraging diversification of supplies of primary energy resources. Creation of 
competition conditions, promotion of use of renewable and local energy resources and environmental protection 
also play a substantial role.  
In accordance with the Latvian “Law on the Energy Performance of Buildings” environmental and economic 
considerations, as well as binding regulations of the local government and other regulatory enactments, shall be 
taken into account in designing buildings, in order to evaluate the possibility to use as an alternative solution in 
these buildings systems, in which RES are used.  
Paper will describe good experience and practice of this Policy and Strategy. 
Papers will describe the geothermal energy and solar energy using opportunities in Latvian conditions. 
Recommendations for new legislation on RES effective and rational use will be presented. 
The main directions of the energy policy are aimed at improving the security of energy supply of the country by 
encouraging diversification of supplies of primary energy resources. Creation of competition conditions, 
promotion of use of renewable and local energy resources and environmental protection also play a substantial 
role.  
The main objectives of the energy policy are to ensure sustainable accessibility to necessary energy resources 
and security of supply in order to foster economic growth and improve quality of life; to ensure environmental 
quality retention and meet the objectives set in the Kyoto protocol of UN FCCC and Latvian Climate Change 
Program on GHG emissions reduction for years 2005 – 2010. 
 
Keywords: policy, renewable energy sources 

1. Introduction 

The main directions of the energy policy are aimed at improving the security of energy supply 
of the country by encouraging diversification of supplies of primary energy resources. 
Creation of competitive conditions, promotion of the use of renewable and local energy 
resources and environmental protection also play a substantial role.  
 
The main objectives of the energy policy are to ensure sustainable accessibility to the 
necessary energy resources and security of supply in order to foster economic growth and 
improve quality of life; to ensure environmental quality retention and meet the objectives set 
in the Kyoto protocol of UN FCCC and Latvian Climate Change Program on GHG emissions 
reduction for years 2005 – 2010. 
 
Latvia’s total final energy consumption is secured from local energy resources and the flow of 
primary resources from Russia, the CIS countries, the Baltic countries, EU and other 
countries. Currently, three types of energy resource making up approximately equal 
proportions dominate in the delivery of Latvia’s primary resources – oil products (mainly 
petrol and diesel), natural gas and wood-fuel. Like many other European Union (hereinafter – 
EU) countries, Latvia is dependent on i mports of primary resources. Having regard to the 
reduction of economic activity in Latvia, although consumption fell during 2008. 
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The share of RES has traditionally been significant in Latvia’s energy supply and in 2008 it 
comprised 29.9% of the total final energy consumption. Rapid growth in final energy 
consumption and the slow development of RES projects has reduced the RES proportion by 
2.6% compared with 2005. In the consumption structure for electricity, the RES segment is 
made up of hydropower plants, wind power plants, biogas power plants and biomass power 
plants, as well as cogeneration stations utilising RES. In 2008, RES made up 39.6% of the 
total final consumption of electricity, with the majority of this, a little over 97%, supplied by 
large hydropower plants, with the remainder coming from wind power plants, biomass 
cogeneration power plants and small hydropower plants. RES makes up the largest proportion 
in the final consumption of heat energy, including district heating, at 42.7%. [6] 
 
The import of fossil energy resources is characterised by large price fluctuations, which does 
not facilitate the sustainable development of the economy. Latvia’s natural gas is supplied by 
only one country – Russia – Latvia, having regard to the potential of RES available in its 
territory and the significant position RES already takes in Latvia’s current primary energy 
resource balance compared with other European Union Member States, must attain national 
energy independence both through promoting measures to increase energy efficiency and 
increasing the share of local RES in energy, diversifying energy resources and energy supply 
sources and reducing energy imports. [6] 
 
2. Policy and Strategy for the RES use  

2.1. Energy policy framework documents: 
2.1.1. Guidelines for Energy Sector Development for 2007-2016 
The main bases for Energy policy are: The guidelines to ensure security of supply in the 
country as the main goal of energy Policy. The increasing of self-sufficiency and greater 
diversification of energy resources supply are the next very important subjects of Energy 
sector development. Latvia has to search for its own fossil fuels and to increase effective use 
of renewable sources of energy and energy production in cogeneration (CHP) processes;  
 
2.1.2. Guidelines for Use of Renewable Sources of Energy for 2006-2013 
Setting targets for the use of RES are: 

- 49.3 % share of RES-E by 2010; 
- 8 % share of electricity produced in highly efficient CHP using biomass by 2016; 
- 5.75 % share of biofuels in total consumption by 2010; 
- 10 % share of biofuels by 2016 (in comparison to less than 2 % in 2006). 
- 35 % share of RES in the Energy Balance (in comparison to 28 % in 2007). 

 
2.2. Legal Framework  
2.2.1. EU Directives: 

- Directive 2001/77/EC on electricity production from RES; 
- Directive 2004/8/EC on the promotion of cogeneration based on a useful heat demand in 

the internal energy market. 
- Directive 2009/28/EC on the promotion of RES usage 

 
2.2.2. National laws: 

- Energy Law; 
- RES Energy Law (project); 
- Electricity market Law; 
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- Law on the Energy Performance of Buildings; 
- Regulations No. 262 on Production of Electricity from Renewable Sources of Energy; 
- Regulations No. 221 on Electricity Production in Cogeneration Regime. 

 
2.3. Main support instruments 
2.3.1. Mandatory procurement of electricity produced from RES on basis of fixed purchase 

price formulas 
- Regulations No. 262 on Production of Electricity from RES (in force since March 2010); 
These Regulations (No. 262) indicated criteria’s of produced electricity as compulsory 
purchase trades. If electricity produced of biomass or biogas in power station with installed 
capacity over 1 MW, it is possible to get guaranteed fee of set up power.  

- Regulations No. 221 on Production of Electricity in Cogeneration Regime (in force since 
March 2009). 

2.3.2. EU Structural Funds 
In accordance with the Latvian “Law on the Energy Performance of Buildings” environmental 
and economic considerations, as well as binding regulations of the local government and other 
regulatory enactments, shall be taken into account in designing buildings, in order to evaluate 
the possibility to use as an alternative solution in these buildings systems, in which RES are 
used. 

2.3.3. Investments in the energy sector  
State support in the energy sector is only given to Projects linked to adjustment of heat supply 
system. The priorities for the use of EU Structural Funds are listed in the Development Plan; 
these priorities are sub-divided into measures, which in turn are sub-divided into activities. It 
is planned to allocate approximately EUR 140 million in the energy sector from the Cohesion 
Fund in the next Structural Funds utilization period of 2007-2013. This amount will be 
distributed to measures for increase of efficiency of district heating systems, for development 
of cogeneration plants that use biomass and development of wind farms in Latvia.  
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Fig. 1.  Potential financial sources for development of RES use (2006-2013) 
 

2.3.4. A feed-in tariff (FiT) 
A feed-in tariff involves the obligation on the part of a utility to purchase electricity generated 
by renewable energy producers in its service area at a tariff determined by public authorities 
and guaranteed for a specific period of time (generally 20 years). A FiT’s value represents the 
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full price per kWh received by an independent producer of renewable energy, i.e. including a 
premium above or additional to the market price, but excluding tax rebates or other 
production subsidies paid by the government.  
 
Different tariffs can be defined for different technologies (wind, solar, biomass, etc.) or 
different countries depending on resource conditions (e.g. solar irradiation). The rate of a FiT 
is furthermore reduced each year for new installations in order to stimulate decrease in 
production costs. Feed-in laws have been the primary mechanism used to support RES 
development in Europe and the US. They have a track record of some two decades and are 
well established throughout the European Union. At present, they are being applied in 21 EU 
member countries. While many countries in Europe have introduced a FiT on different levels, 
only some of them (e.g. Germany) have adopted appropriate rates specifically for PV. Others 
used inadequate FiT parameters (for instance Austria – too low a ceiling on total installed PV 
capacity) and thus failed to stimulate significant investor interest. 
 
The feed-in tariff (the mandatory procurement of the energy produced from renewables), a 
method of support Latvia has chosen, is a straightforward and effective way to reach the 
renewable targets. This approach is widely used in other member states, too. However, it also 
bears a number of risks, namely: the procurement price and support timeline is tied to the 
moment when the energy production equipment becomes operational; and the pricing formula 
relies on e lectricity prices and fossil fuel prices. A thorough and unbiased analysis of 
conditions needs to be carried out s well as a calculation of reasonable return on assets. The 
pace and direction of technological progress needs to be estimated, a hard task. 
Misjudgements in setting the procurement price and the length of support could go both ways. 
Truly effective, market-based mechanisms are yet to be found. In Latvia, a quick analysis of 
the procurement price for the energy produced from biogas or in established hydro-electric 
power plants reveals overestimates. The quota system favours a closed circle of businesses, 
whose ties to the political parties are apparent. No wonder the Ruling Coalition Council had 
to agree on t he pricing principles and quota volumes before the decision was made by the 
Cabinet of Ministers. Unreasonable procurement pricing undermines the principles of 
renewable energy use for sustainable development. [7] 
 
2.3.5. Other support mechanisms 
In EU countries exist significant variety of support mechanisms. Their main goal is to 
introduce renewable energy sources into the market and to make them as a common source 
for gaining electricity. It is commonly admitted that activity of scientific circles and 
informational campaigns connected with demonstration projects play an important role in the 
RES development. In case of photovoltaic FiT Tariff is the most important and most effective 
way in creating development in that branch provided that correct designing of FiT law is 
submitted.  
 
Investment based support mainly depends on providing investment subsidies, tax credits, and 
bank loans with beneficial interest rates. Supports mentioned above are significant due to their 
impact on i nitial market development. Investment based support has importance in case of 
expensive technologies and currently it is used in many European countries. 
 
Quota schemes (also called Renewable Portfolio Standard - RPS) oblige the producers of 
electricity and retail provider to attain a specified minimum level of shares RES in its mix. 
RPS is commonly combined with the Tradable Green Certificates system (TGC). TGC relies 
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on market competition and therefore is unstable in the matter of price. These certificates being 
the subject of trade contain additional profit for the renewable user of energy. Tradable Green 
Certificates system does not favor the most future-orientated and ecological technologies of 
producing green electricity such as photovoltaic and off-shore wind turbine.  
 
Tendering or Competitive Bidding is a transitional mechanism between FiT and RPS. Under a 
tendering scheme developer of project submits his own proposal and indicates the wholesale 
price he would like to get for the produced electricity. The one, who offers the lowest 
production costs of every kWh, will be able to sell electricity for the lower price and will 
enter a contract which guarantees that electricity will be bought over a defined period of time. 
 
2.4. New Energy Policy 
The first proposals are submitted to the Ministry of Economy of Latvia. Some 
recommendations for the new legislation on effective and rational use of the RES: 

- there is a w ell-established national support scheme for production of electricity from 
RES – mandatory procurement applicable to electricity production in wind-, hydro-, 
biomass- and biogas PP; 

- with regard to the RES, we convinced to reach a balance between electricity demand and 
supply potential from local Power Plants by years 2011 – 2012; 

- to further develop and implement support schemes for highly efficient cogeneration and 
use of renewable energy resources in the power generation;  

- to improve facilitation activities for bio-fuel production and consumption; 
- to implement energy efficiency measures; 
- to actively participate in EU and other international R&D projects; 
- as a major challenge we regard the upcoming renewable energy policy development on 

the EU level and the ambitious individual target for Latvia – 42 % by 2020; 
- to develop  pilot projects and implementation. 

 

2.4.1. New Latvian Policy on RES 
Overall, the national renewable energy policy is to promote their use, respecting environment 
and achieving CO2 emission reduction. The main renewable energy policy objectives to be 
achieved is as follows 

- Electricity production of RES is 49,3% of all produced electricity in 2010; 
- Renewable energy must be at least 37% in total energy balance;  
- The share of biofuels of all marketed transport fuel should be 5,75% in 2010. 

 
The aim of the Government policy is to achieve the balance between electricity demand and 
supply potential from Power Plants by years 2011-2012;  
The goal is to promote maximum energy efficiency measures and supply of the power plants 
that use local fuels and renewable sources of energy in the high-efficiency co-generation 
cycle. 
 
The remaining part of the required supply capacity will be diversified to other fossil fuels, to 
prevent over-dominance of natural gas. 
During the development of cogeneration plants, energy from renewables will increase power 
capacity potential of transmission and distribution systems. Two support tools have been 
selected for this purpose: 

- compulsory purchase at a s pecified price, whether in terms of all Latvian electricity 
consumer payment in proportion of consumption; 
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- Renewable sources of energy promote the development of cogeneration power plants 
earmarked for investment in the power structure, the purpose of EU structural funds. 

For improvement of RES use and promotion of the development of biomass cogeneration, it 
is expected to attract the means of EU Structural Funds and support of Cohesion Fund. Till 
the year 2016 it is expected to attract 8,1 million LVL from the State Budget and 27 million 
LVL from EU Structural Funds.  

RES exploitation strategy is closely connected with the introduction measures of energy 
efficiency. RES policy includes an integrated approach to energy efficiency issues. 

2.4.2. RES Law (project) 
Aims and Objectives 

Aims of the Law: 

- to promote local RES production, use and export; 
- to determine stable long term investment environment for production, usage and export 

of local RES support; 
- to contribute reducing technologies of the greenhouse effect and gas emission; 

 
Law challenges to achieve goals: 

- Till the year 2020 i ncrease the RES usage in gross final consumption up to 40% and 
continue to gradually increase it; 

- to promote openness and accessibility of information on energy scope; 
- to establish administrative procedures in RES production and usage; 
- to determine the support measures for local RES production and usage. 

 
2.4.3. National goals of RES use 
Law enforcement is a specific period till the year 2020 to achieve the following percentage of 
gross in RES usage: 

- till year 2012 not less than 34,08%; 
- till year 2014 not less than 34,82%; 
- till year 2016 not less than 35,93%; 
- till year 2018 not less than 37,04%; 
- till year 2020 not less than 40%. 

 
2.4.4. Republic of Latvia National Renewable Energy Action Plan for implementing 

Directive 2009/28/EC of the European Parliament and of the Council of 23 April 2009 
on the promotion of the use of energy from renewable sources and amending and 
subsequently repealing Directives 2001/77/EC and 2003/30/EC by 2020.  

The action plan ‘Latvia’s national renewable energy action plan’ stipulates indicative targets 
for the share of RES in each type of final energy consumption, to foster the fulfillment of the 
common objective pursuant to Directive 2009/28/EC, taking into account the potential RES 
available and usable in Latvia. Having regard to the potential of economically usable RES 
available in Latvia, the main types of usable RES will continue to be solid biomass, mainly 
wood, as well as biogas, wind power and hydro power. [6] 
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2.6. North Vidzeme Biosphere Reserve as a good practical experience 
The administration of the North Vidzeme Biosphere Reserve (NVBR) has completed erection 
of the Environmental Education and Information Centre with a potential area of 675m2 in the 
town of Salacgriva. This centre is expected to provide local residents, businesses, 
municipalities and state institutions with information about the natural assets of the reserve as 
well as about protection of natural resources and the use of innovative solutions in the 
regional development. By now, a project of the environment-friendly building in the 
Biosphere Reservation (BR) on the north of Latvia (Vidzeme) has been accomplished. The 
BR covers the area of Salacas River − a temperate forest zone characteristic of the Baltic Sea 
coastal ecosystems. Its land area is 4577km2, with the population of about 80 000 people. Half 
its area is covered by forests and 15% by wetlands. The reservation includes 167.5 km2 of the 
Gulf of Riga coastal aquatorium. The Environmental Education and Information Centre 
building were completed in 2009. The relevant project was funded by the European Economic 
Area and Norwegian Government Financial Mechanism. The Centre will serve as a model for 
the use of environment-friendly renewable energy. According to the project, the heating-and-
cooling equipment was installed for geothermal energy use and solar collectors – for 
preparing hot water. Energy savings through compression modular equipment were used in 
the reverse cycle heating of the building and solar collectors − for hot water production up to 
90 MWh/ year. As a result, the following was achieved: 

• CO2 reduction (taking fossil fuel use as the basis) − 56.6 tonnes / year. 
• Number of holes drilled for space heating and cooling −  11; 
• Solar collector’s area for production of 500 l hot water − 18 m2. 

Such systems are highly efficient, therefore they were selected with the aim to reduce the 
management costs of Environmental, Education and Information Centre. Although there are 
some Backlogs, however system works and functions in full. 
 
3. Conclusions 

Recommendations for RES effective use were prepared upon the realized projects and 
analyses of the National RES Policy and Strategy.  
Within the frame of the State Research Program’s Project ‘’Research and development of the 
renewable energy resources production and consumption technologies for climate changes 
generated by energy sector mitigation’’ suggestions were worked up a lso for rational RES 
use.  
 
The action plan provides for guidance towards the more extensive use of local RES in Latvia, 
noting the measures to be taken to attain the target prescribed in Directive 2009/28/EC, 
implementing sustainable development, conserving environmental quality and contributing to 
the reduction of greenhouse gas emissions, increasing Latvia’s energy self-sufficiency, 
ensuring the sustainable utilisation of Latvia’s natural resources and the socio-economic 
benefits of their utilisation. Support mechanisms for generating energy from RES that operate 
more successfully than previous ones must be established, not only for electricity but also for 
heating and transport fuel. [6] 
 
The EU has stepped up efforts to harmonize policies on the promotion of the use of energy 
from renewables in all member states by defining legally binding policy principles for the 
renewable energy promotion measures and setting individual renewable energy targets for 
each of the countries. Despite that, Latvia’s renewable energy support policy, particularly the 
mandatory procurement scheme for the energy produced in power plants using renewables, is 
an area with an unstable legal framework, susceptible to frequent fluctuations in political 
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opinions and interests, which often are not based in the country’s economic and welfare 
considerations. The New RES Law is prepared to approval. The Law will improve the current 
situation of RES in total, as well as will prevent confusion. 
 
In the recent years, Latvia’s energy policy practice was marked by inconsistencies and the 
lack of socio-economic reasoning, which allows, in some cases, to suspect influence of 
lobbyists on t he development of legal framework. Examples of that trend are the 
aforementioned frequent changes in the mandatory procurement regulation and the feed-in 
pricing formula, which is politically motivated rather than based in thorough economic 
reasoning. In the energy sector, is the lack of flexibility in the mandatory procurement 
scheme, which is meant to promote the use of renewable energy resources. The inflexibility 
may lead to situations when support schemes follow the letter of the EU directives, but not the 
spirit. The quota system supports the renewable energy target (49.3% ) on pa per, but the 
structure of the system does not prevent the situation when the businesses with the 
procurement rights do not set up the planned renewable energy plants whilst the businesses 
that would be willing to do so have no access to the quotas. 
 
The Environmental Education and Information Centre fulfilled its function as to promoting 
the state’s comprehension of the importance of the RES use. Investments involved in the 
project were an economically viable option; besides, the realized project helps to reduce the 
yearly maintenance costs. As a r esult of the project it has become clear that the energy 
independence of Salacgriva from imported energy resources is an invaluable and nationally 
important issue, which could be as a model to several European Union countries. The project 
also includes informational events that promote the advantages of using renewable energy for 
heating; this especially concerns heat pumps in combination with solar collectors.  
 
As one more example of good experience, must be mention Institute of Physical Energetics 
(IPE). It is leader for solar energy research and development in Latvia.  Achieved solar energy 
is used for IPE hot water supply.  Solar energy polygon could be used not only as auxiliary 
heat supplier for IPE, but also as an education and training polygon for new specialists - 
students, PhD students, etc.  
 
References 

[1] Latvian Energy Law (03.09.1998). 

[2] P.Shipkovs, G. Kashkarova, I. Purina, K. Lebedeva, M.Jirgens, A.Zigurs, A.Cers, 
Financing schemes for biomass in Latvia, World Sustainable Energy Days, Wels, Austria, 
5.3.-7.3.2008., CD proceedings, 9 pp. 

[3] P.Shipkovs, RES in Latvia policy and strategy, Workshop „Data Gathering on Renewable 
Energies for New Member States and Candidate Countries”, 13-15 November 2007, 
Istanbul, Turkey. Book of proceedings, EUR 23558 EN-2008, 300-319 pp. 

[4] Regulations No. 262 on Production of Electricity from RES (March 2010); 

[5] Energy Efficiency Law (18.04.2007.). 

[6] Republic of Latvia National Renewable Energy Action Plan; 

[7] Dr. A. Sprūds, Latvian energy policy: towards a sustainable and transparent energy sector, 
Soros Foundation - Latvia, 2010 

 

2445



New and Renewable Energy Policies of Jeju Island in Korea  

Youn Cheol Park1,*, Dong Seung Kim2, Jong-Chul Huh1, Young Gil Kim3 

1 Department of Mechanical Engineering, Jeju National University, Jeju, Korea 
2 Clean Energy Research Center, Jeju National University, Jeju, Korea 

3 Future Strategic Industry Section, Jeju Special Self-Governing Province, Jeju, Korea 
* Corresponding author. Tel: +82 647543626, Fax: +82 647563886, E-mail:ycpark@jejunu.ac.kr  

Abstract: This study provides information on the energy status of Jeju Island in Korea (located at south of the 
Korean Peninsula), including general demographics, primary energy consumption and energy consumption by 
source, energy consumption by sector, power generation, and new and renewable energy.  
The purpose of this study is to establish a regional sustainable energy supply system and to promote new and 
renewable energy industries throughout Jeju. Although Jeju, and Korea in general, already have some renewable 
energy development, there is strong demand and desire to greatly expand the level of renewable energy adoption. 
Jeju will not only expand the solar and wind industries, but also pursue bioenergy, geothermal power, 
hydropower, stationary and mobile fuel cells, ocean energy, and waste energy.  
Jeju’s regional energy planning is based on the Energy Basic Law established in 2006. Specifically, these 
programs have included policies supporting loans for purchase of renewable energy infrastructure, subsidies for 
renewable-based facilities, the 100 thousand green homes program, subsidies for solar thermal development, 
subsidies for local government investment in green technology, certificate programs, training programs, feed-in-
tariffs, the formulation of new companies specialized in new and renewable energy, and regulations for 
mandatory use of new and renewable energy in new public buildings. 
  
Keywords: Jeju Island, Renewable Energy, Energy Policy 

1. Introduction  

Energy use is a primary component of daily life. It is the basic to economic development and 
modernization. Energy consumption is also related to physical comfort and military strength. 
This fossil fuel-based lifestyle triggers some problems, such as economic instability, 
environmental pollution and hazards, and global warming. For economic instability, if the 
economic system of a country is based upon fossil fuels, the amount and price of fossil fuels, 
especially oil, will directly influence economic development and stability. 

Regional energy planning is an extremely important component of any future development 
goal. Not only is it important for regions to know how development will unfold in their own 
jurisdiction, but also understand how development will unfold in nearby jurisdictions that are 
inherently linked to their own. Many times regional energy planning can capture specific 
development goals that are not achievable through national- or international-level policy. It is 
because of the localized framework in which regional energy plans are developed that they 
are able to focus on region-specific goals and accomplish tasks that are sometimes overlooked 
at the national level. In many areas of the world, regional energy plans have been under 
development for many decades and have become increasingly utilized since the 1990s. 

The purpose of this study is to discuss the establishment of a regional sustainable energy 
supply system and to promote new and renewable energy industries throughout Jeju. 
Renewable energy development is an integral part of energy sustainability. Various forms of 
renewable energy can be exploited for electricity generation, with hydro and wind power 
currently dominating the renewable energy economy. Wind power is already competitive 
compared to fossil fuels in terms of cost of generation, and it has been shown that risk 
assessments favor this type of energy.  
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2. Basic Information  

2.1. Overview of Energy Status in Jeju  
This section provides information on the energy status of the Province of Jeju, including 
general demographics, primary energy consumption and energy consumption by source, 
energy consumption by sector, power generation, and new and renewable energy as shown in 
Tables 1 to 6. This information will be used at a later point in this paper to assist the analysis 
of the energy, environmental, economic, and social components of Jeju’s energy framework.  

Table 1. Area, population and gross regional domestic product (2006) 

 
Area 
(km2) 

Population 
(1,000) 

Population Density 
(persons/km2) 

GRDP (2005, current 
price, billion Won) 

Korea 99,678 49,268 497.8 817,811.9 
Jeju 1,848 560 303.9 7,663.9 

 
Table 2. Primary energy consumption (2006) (Unit: 1,000TOE(Tonnage of equivalent energy)) 

 Total Coal Petroleum LNG Hydro Nuclear Others 
Korea 233,372 56,687 101,831 32,004 1,305 37,187 4,358 
Jeju 1,149 - 1,120 - - - 29 

 
Table 3. Total energy consumption by source (2006) (Unit: 1,000TOE) 

 Total Coal Petroleum City gas Electricity Heat energy Others 
Korea 
(%) 

173,584 
22,660 
(13.1) 

97,037 
(55.9) 

18,379 
(10.6) 

29,990 
(17.3) 

1,425 
(0.8) 

4,092 
(2.4) 

Jeju 
(%) 

924 0 
653 

(70.7) 
3 

(0.3) 
249 
(27) 

0 
19 

(2.0) 
 
Table 4. Energy consumption by sector in Jeju (Unit: 1,000 TOE) 
Criteria Total Coal Petroleum City Gas Electricity Heat energy Others 
Total 924 0 653 3 249 0 19 
Industry 209 0 130 0 78 0 2 
Transportation 359 0 359 0  0  
Residential/ 
Commercial 

302 0 151 3 146 0 2 

Public & others 54 0 14 0 25 0 15 
 
The purpose of Jeju’s mid- and long-term Roadmap is to establish a regional sustainable 
energy supply system and to promote new and renewable energy industries throughout Jeju. 
Korea already has some experience with renewable energy; as of June 2008, 100 thousand 
homes have adopted solar power systems, accounting for almost 22 MW of photovoltaic 
power and an additional 8.4 MW is planned for power generation. Solar thermal water heating 
systems have also been in use since the 1970s, but have experienced technical setbacks. Wind 
power has also experienced some development with 192 MW of wind power installed by 
2007 in Korea.  

Table 5. Power generation (2006) 
 Generation Facilities (MW) Generation (MWh) 

Korea 65,514 381,180,710 
Jeju 631 2,073,144 
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Table 6. New & renewable energy (2006)  
 Korea Jeju 

 Capacity Production(TOE) Capacity Production(TOE) 

Total - 1,249,920 - 16,012 

Wind 78,941kW 59,728 3,210kW 9,196 

Solar Power 22,322kW 7,756 427kW 296 

Solar thermal 24,314m2 33,018 269m2 770 

Geothermal 10,007RT 6,208 70RT 28 

Bio 

Total - 274,482 - 2,861 

Biofuel 141,597t/y 53,346 - -- 

Biogas 30t/h 77,390 - -- 

Others - 143,746 4,133t (RDF) 2,861(LFG, RDF) 

Fuel cells 270kW 1,670  - 
 
2.2. Energy Development at a National Level 
Much of Jeju’s positive attitude towards renewable energy comes from the overall Korean 
desire to achieve sustainability. In Korea’s 2008 National Energy Basic Plan, goals were set 
to achieve a 46 percent energy efficiency improvement for newly installed energy and nearly 
fivefold increase in new and renewable energy by 2030. It is planned to expand photovoltaic 
power by 44 times, from 80 to 3,504 MW; wind 37 times from 199 to 7,301 MW; bioenergy 
19 times from 1,874 to 36,487 G cal; and geothermal 51 times from 110 to 5,606 G cal.  
Further, there are plans to introduce a renewable portfolio standard (RPS) with mandatory 
obligation for public buildings, and a 1 Million Green Homes program supporting wind, 
ocean, and bioenergy sources of energy. Lastly, the plan seeks to increase investment in 
research and development (R&D) for wind, fuel cells, and solar power.  

Achieving Korea’s goals will require an investment of 111.5 trillion won ($93.3 billion USD) 
by 2030. A large portion of this funding will go towards basic R&D, including the 
development of specific technologies such as Si PV (Silicon based Potovolatics) by 2015, thin 
Si PV and CIGS(Copper-Indium-Gallium-Selenide based Potovoltaics) by 2015, and organic 
PV by 2020.  For wind power, goals are to develop 2 MW by 2010 and 5 MW by 2016 with a 
strong emphasis on wind turbines in urban areas, deploying by 2010. Solar thermal goals are 
the most aggressive, vying for 10 kW of generation by 2012 and 200 kW by 2013.  

Specific policy initiatives include market- and private-driven plans such as a RPS by 2012 
including new and renewable energy for public and private buildings; and a major increase in 
the role of local government. Further, Korea seeks a large increase in private investment 
through policies including removal of market barriers, an increase in flow of public 
information, development of new industrial codes, and development of human resources.  

3. Regional New and Renewable Energy Pane  

Jeju’s regional energy planning is based on the Energy Basic Law established in 2006, which 
consists of: (1) energy demand projections; (2) measures to provide reliable energy supply; 
(3) the new and renewable energy plan; (4) measures relating to carbon emission reductions; 
(5) district heating development; (6) development of new energy resources; and (7) other 
energy issues necessary for the region. Specifically, these programs have included policies 
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supporting loans for purchase of renewable energy infrastructure, subsidies for renewable-
based facilities, the 100 thousand green homes program, subsidies for solar thermal 
development, subsidies for local government investment in green technology, certificate 
programs, training programs, feed-in-tariffs, the formulation of new companies specialized in 
new and renewable energy, and regulations for mandatory use of new and renewable energy 
in new public buildings.  

Although the development of the 10 MW wind farm in Haengwon(located in Jeju Island) is a 
noteworthy accomplishment, the wind farm accounts for only 1 percent of Jeju’s electricity 
demand.  Another project, the Green Village Project, includes 57 households powered by PV 
electricity, producing 160 thousand kWh/year and accounting for 75 percent of the 
households’ loads. Excess peak electricity is sold back to the grid, thus turning some profit for 
the homeowners in wind Green Village.  However, these projects account for a very small 
portion of total energy consumption and thus renewable energy development is needed to a 
much greater degree.  

The prospects for new and renewable energy development in Jeju are promising, since 60 
percent of the national wind potential is concentrated in Jeju Island if its offshore areas are 
included. As such, Jeju plans to build 500 MW of wind generating facilities by 2020, 
accounting for 20 percent of Jeju’s total electricity demand at that time. Jeju plans to achieve 
this level of growth by concentrating on self-generating facilities located close to the end-
users and limiting the development of large-scale facilities.  Jeju will also consider the 
development of transmission lines between the mainland and the island, allowing for 
transmission of excess generation or sale of generation at a competitive rate.  

Geothermal development will face barriers of high cost, but is applicable for large-scale 
projects. Comprehensively, Jeju hopes that the 20 percent target for wind power can be 
achieved sooner than planned.  In the meantime, Jeju will deploy large geothermal generation 
plants to complement the intermittency of wind and solar power. Landfill gas plants will also 
provide additional renewable energy. Hydrogen power is a longer-term prospect, but a 
hydrogen refueling station is already being considered at the site of the Haengwon wind farm 
for the purpose of introducing a hydrogen car by the end of 2009.  

3.1. Wind Power 
Jeju has outlined basic goals to foster increased wind power development in the province by 
maximizing its wind potential for future energy resources. In 2050 produce 440.8 thousand 
TOE (936.2 MW) potential energy by wind power, accounting for 30 percent of renewable 
energy supply. 

Jeju’s public and private investment projects for wind power seek to develop 936MW of wind 
capacity by 2050 according to the following schedule: 289MW in 2013, 565 MW in 2020, 
809MW in 2030, and 936MW in 2050. Out of 809 MW in 2030, 609 MW is scheduled to 
come from the off-shore wind development. As of 2007 the installed wind capacity in Jeju 
was only 34MW. As of the end 2008, the installed capacity of wind power in all of South 
Korea was 236MW. 

Jeju Island’s first demonstration project for wind power generation was planned by the 
Korean Government’s Ministry of Trade, Industry and Energy and the Korea Institute of 
Energy Research (KIER), and started operating in February 1995 (CADDET, 1998).  In 2003 
the first major wind farm was installed in the island.  Local government administration has 
enjoyed broad autonomy while the public support for environmental conservation increases.  
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For these reasons, Jeju has good prospects to develop renewable energy sources, including 
wind power.  

Jeju has outlined goals to meet 30 percent of its renewable energy with wind power by 2050. 
The above global trends in wind power development combined with Jeju’s excellent wind 
potential suggest that Jeju could have more than 30 percent of renewable energy supply from 
wind power. According to the Roadmap, 60 percent of Korea’s national wind potential is 
concentrated at Jeju Island including its offshore areas. This potential should be exploited to 
the furthest degree possible. In most applications, wind power is least expensive form of 
renewable energy and Jeju should pursue this technology as its flagship renewable 
technology.   

3.2. Geothermal Power 
Jeju has outlined basic goals to foster increased geothermal energy development in the 
province, especially through building geothermal facilities located close to the industrial sites. 
In 2050 produce 220.5 thousand TOE (130.1 MW) of energy by geothermal power, 
accounting for 15 percent of total renewable supply. 

This project involves a trial development of geothermal electricity and heating and cooling 
services for large-scale industrial parks in Jeju.  This project will involve the attraction of 
private capital as well as a feasibility study on a 10MW geothermal plant.  The benefits of this 
project include the development of a true fossil fuel-free city which relies entirely on 
renewable energy. This will likely prove to have environmental and economic benefits for the 
businesses located in the industrial park.  

In Korea, hydrogen fuel cells, PV, and wind power have been selected as the main areas of 
development  (IEA, 2004).  For geothermal energy, Korea has just begun to develop its 
geothermal resources, and the technology has not been implemented on a large scale.  
Compared with other countries it is evident that geothermal use in Korea is considerably less 
than other similar regions.  As such, the government should devote greater resources to 
developing advanced geothermal resources, especially in geographically-promising areas like 
Jeju.  

Geological conditions and economic costs are two crucial limitations for geothermal energy 
development.  Jeju island has abundant geothermal potential and has annual investment plan 
from year 2008 to 2011. Therefore, geothermal energy could play a significant role in Jeju’s 
renewable energy future. 

3.3. Solar Power 
Jeju has outlined basic goals to foster increased solar power development in the province.  
Solar power, especially PV, is currently being heavily researched both in academia and in the 
industrial sector.  Solar power is a broad term that covers many different types of energy 
production.  Among these are photovoltaics (PV) and different types of solar thermal such as 
solar hot water and large scale solar thermal power.  Jeju could build solar power plants by 
using surplus property within wind farms.  A summary of the goals, as discussed in Jeju’s 
Roadmap, is provided here. In 2050 produce 110.1 thousand TOE (449.7 MW) of energy by 
solar PV power, accounting for 7.5 percent of total energy supply. In 2050 produce 36.8 
thousand TOE (681,482 square meters) of energy by solar thermal power, accounting for 2.5 
percent of renewable energy supply. 
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By 2030, the target of Jeju’s renewable resources in total will account for 30 percent of the 
energy supply.  Since Jeju island has a high degree of solar insolation, it is projected that solar 
PV will account for 8 percent and concentrated solar thermal plants will account for 2 percent.  

The use of solar power technologies in South Korea is becoming increasingly important to 
meet the growing needs of energy and address the shortage of energy resources.  In addition, 
electricity generated through renewable energy sources has been aggressively promoted 
because energy prices are soaring and awareness of environmental issues is increasing.  To 
facilitate more extensive adoption of solar power electric generation, Jeju launched programs 
and incentive policies aimed at increasing solar energy supply, such as direct funding of solar 
installations, the green home project, and the construction of the solar power plant. Further, 
Jeju will create a desalination plant using solar energy, which in effect advances both 
desalination and solar technologies.  

3.4. Biomass and Biofuels  
Jeju has outlined basic goals to foster increased biomass development in the province. R&D 
will be conducted to develop vehicle technology in order to accommodate biogas industry.  
By 2030, 25 percent of diesel consumption will be replaced with biodiesel (BD20 blend). In 
2050 produce a total of 10 thousand TOE (9,479 net cubic meters) of energy by biogas.   In 
2050 produce a total of 136.9 thousand TOE (161,000 kiloliters) of energy by biofuels. In 
total, biomass will account for 10 percent of renewable energy supply. 

The biofuel projects involve the construction of biodiesel production and supply facilities 
from 2007 to 2010 and secondly, bioethanol production and supply facilities from 2010 to 
2012.  The biodiesel(feedstock is Rapeseed Oil) project will have an installed production 
capacity of 3.4 million gallons (13,000 kiloliters) per year.  The bioethanol project will have 
an installed capacity of 22.1 million gallons (76,000 kiloliters) per year and will produce and 
supply bioethanol by using discarded citrus for processing.   

The biogas projects involve the creation of a biogas facility using livestock manure and other 
organic waste sources.  The goals are to treat organic waste at a rate of 100t/day and produce 
biogas at 11,000 m3/day and organic fertilizer at 20t/day.  The project will have a total 
investment of US$362 million (420 billion Won).  

3.5. Hydrogen and Fuel Cells 
Jeju has outlined basic goals to foster increased hydrogen development in the province. The 
goal is to provide a hydrogen economy through a focus on hydrogen technology. In 2050 
produce 514.4 thousand TOE (455 MW) of energy by fuel cells, accounting for 35 percent of 
renewable energy supply. 

This project involves the construction of a test and evaluation research center for hydrogen 
and fuel cells.  Construction of the research center will have a total budget of US$31.9 million 
(37 billion Won) (from the Central Government) and had been constructed from 2005-2008 
by the Korea Institute of Energy Research. Secondly, the project involves a monitoring 
project for commercialization of the hydrogen fuel cell vehicle supply.  The monitoring 
project will have a total budget of US$82.8 million (96 billion Won) and will be undertaken 
from 2008-2010 by the Central Government and Hyundai Motors. This project will include 
the construction of two hydrogen stations and operation of four hydrogen-electric vehicles 
(three sedans and one bus).  The primary benefit of this project is the development of an 
integrated system of fuel cells and hydrogen which is produced from domestic renewable 
energy resources.  
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The hydrogen source in Jeju could be electrolysis. The electricity of the power needed to 
electrolysis is wind power. As mentioned before, Jeju has a large potential of the wind power 
even the electricity consumption of the province is small. The idea to using hydrogen in Jeju 
is based on surplus wind power which cannot be used due to quality of electricity when it 
connected to the grid line. 

3.6. Specific Development Targets 
The Korean central government aims to increase the share of new and renewable energy in 
electricity generation to 11 percent of total energy demand by 2030 (National Energy Basic 
Plan in 2008).  In response to these goals, Jeju pursues the development of six leading new 
and renewable projects, including projects for wind, geothermal, solar, biodiesel, bioethanol, 
biogas, and hydrogen.  

Mid- and long-term projections of electricity demand show an annual growth rate of 2.5 
percent for Korea and 2.4 percent for Jeju to 2020.  The annual growth rate of primary energy 
in Jeju will be 2.2 percent during 2007-2016; then 1.5 percent during 2017 to 2030; and then 
0.7 percent during 2031-2050. Wind power generation will experience rapid growth, 
accounting for 9 percent of electricity demand in 2011, 17 percent in 2015, and 28 percent in 
2020. Renewable energy in total will account for 10 percent in 2013, 20 percent in 2020, 30 
percent in 2030, and 50 percent in 2050. By 2030, wind energy will account for 50 percent of 
total renewable generation, solar will account for 8 percent, concentrated solar thermal plants 
will account for 2 percent, geothermal 15 percent, bioenergy 10 percent, and fuel cells 15 
percent as shown in Table 7. 

Table 7. New and renewable energy supply targets by energy source(Unit: 1,000TOE) 

Year 2007 2013 2020 2030 2050 

Wind 
16.0(90.4%) 

34 MW 
136.2(70%) 

289 MW 
266.4(60%) 
565.8 MW 

380.8(50%) 
808.8 MW 

440.8(30%) 
936.2 MW 

Solar Power 
0.34(1.9%) 
1.36 MW 

17.4(8.9%) 
71.1 MW 

56.6(12.7%) 
231.2 MW 

60.9(8.0`%) 
248.7 MW 

110.1(7.5%) 
449.7 MW 

Solar thermal 
0.046(0.2%) 

848m2 
2.1(0.1%) 
38,889m2 

10.0(2.3%) 
185,185m2 

15.2(2.0%) 
281,482m2 

36.8(2.5%) 
681,482m2 

Geothermal 0 
7.7(4.0%) 
4.5 MW 

44.4(10%) 
26.2 MW 

114.3(15%) 
67.4 MW 

220.5(15%) 
130.1 MW 

Bio energy 1.3(7.3%) 30.2(15.5%) 44.4(10%) 76.1(10%) 146.9(10%) 

Fuel cells 0 
1.0(0.5%) 
0.88 MW 

22.2 (5%) 
19.6 MW 

114.3(15%) 
101.1 MW 

514.4(35%) 
455 MW 

Total  17.7 194.6 444.0 761.7 1,469.5 

 
3.7. Annual Investment Plan(’09-’13 1st step Project) 
The Annual Investment Plan for 2009 to 2013 is the first step in a larger scheme. The plan has 
a total budget of US$718.8 million (833 billion Won). Details on the allocation of the budget 
are provided in Table 8. 
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Table 8. Jeju's annual investment plan (Unit : Million Won) 
 Total ‘08 ‘09 ‘10 ‘11 ‘12 ‘13 

Total 833,100 101,610 207,527 57,028 178,855 149,040 139,040 
Central Government 53,067 5,700 27,767 4,800 4,800 5,000 5,000 

Jeju 44,153 7,800 22,953 3,200 3,200 3,500 3,500 
Private Investment 627,255 30,500 143,820 41,000 160,855 130,540 120,540 
Research Institute 108,625 57,610 12,987 8,028 10,000 10,000 10,000 

 
4. Conclusions  

The Roadmap has clearly identified the energy demand and supply up to the target year 
(2050).  The target year of choice is an important component of the regional energy plan.  The 
Roadmap’s proposed rates of the development of new and renewable energy sources correlate 
to each decade and are interestingly proportional as shown in Table 9. Jeju aims for 20 
percent new and renewable energy share in 2020; 30 percent in 2030; and 50 percent in 2050.  
Achieving a 50 percent renewable energy contribution will require aggressive and smartly-
crafted policy intervention.  
 
Table 9. Overview of new and renewable energy supply targets in Jeju(Unit : 1,000TOE) 

 2007 2013 2020 2030 2050 

Primary energy demand 1,708 1,946 2,220 2,539 2,939 

Renewable energy 17.7 194.6 444.0 761.7 1,469.5 

Renewable share (%) 1% 10% 20% 30% 50% 
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Abstract: This study aims to explore the availability and potential of renewable energy sources in Turkey and 
discuss the government policies and economic aspects. Turkey is a country which has the highest hydropower 
and wind energy potential among European countries. Current energy policy of Turkey primarily aims to 
maximize geothermal, wind and hydropower potential of the country in next 15 years. In Several incentives were 
developed for electricity generation from renewable energy sources by the publication of Law No. 5346 in 2005. 
The most important ones are: ease of land acquisition and feed-in-tariffs which promises purchasing of 
electricity generated by legal entities with a price of 5-5.5 €c/kWh. Since Turkey is a European Union (EU) 
candidate its laws and regulations must be compatible with EU. As the legislation in EU member states is 
investigated it is apparent that Law No. 5346 should be restructured. This should include: (i) redetermination of 
feed-in-tariff amount according to type and capacity of renewable energy source, (ii) taking installed capacity 
into account instead of reservoir area for hydroelectric power plants as renewable energy source, (iii) making 
detailed Environmental Impact Assessment (EIA) report obligatory for renewable energy plants. The emphasis 
has been given on hydropower and wind energy. The renewable energy policy of Turkey has been compared 
with the advanced economies in Europe like Germany and Norway 

Keywords: Renewable energy, EU policy, Turkey.  

 
1. Introduction 

Energy is one of Turkey’s most important development priorities. Hence, utilization of 
domestic renewable energy sources is of vital importance for Turkey to reduce its dependence 
on foreign energy supplies, provide supply security and prevent the increase in greenhouse 
gas emission. Turkey’s energy policy targets to increase the current share of renewable energy 
which is 20% to 30% in coming years. Turkey has quite miscellaneous energy resources 
including hard coal, lignite, oil, hydropower, natural gas, geothermal, wood, animal and plant 
wastes and solar. However, utilization of these resources is not adequate to meet the demand 
of the country. The energy demand of Turkey has been growing more rapidly than the energy 
production since it is a socially and economically developing country (Fig. 1). 
 
Insufficient government efforts have forced Turkey to increase its dependence on f oreign 
energy supplies. Instead of sufficiently promoting the usage of domestic energy resources and 
taking necessary precautions governments has relied highly on foreign energy supplies.  
 
Thus, for example, the share of natural gas by the year 2005 as a thermal power plant fuel 
reached to 60% though Turkey has insufficient natural gas reserves [1]. It was reported that 
74% of Turkey’s total energy demand was met by imported energy in 2007. In Turkey, 
natural gas and electricity prices for residential and industrial use have increased by almost 8 
and 7 t imes, respectively between 1999 a nd 2010. Thus, renewable energy sources have 
become a challenging alternative to fossil fuels for the country. In this study, current situation 
of renewable energy sources was investigated in detail and energy policies applied in Turkey 
was scrutinized by taking EU policy into account. The promotion of electricity from 
renewable energy sources (RES) is a high European Union (EU) priority.  
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The RES Directive (2009/28/EC) concerns electricity produced from non-fossil renewable 
energy sources and it states that the share of renewable energy in the total energy 
consumption of the EU must increase to %20. 
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Fig. 1. Trends in total energy production and consumption of Turkey between 1970 and 2006 (data 
source: [1]). 

 
2. Current Energy Trends and Economic Profile of Turkey 

Monopoly of public sector was finished in 1982 in Turkey and private sector was allowed to 
build power plants and sell the electricity generated to Turkish Electricity Administration. The 
first law (Law No. 3096) that formed the frame for the participation of private sector in 
electricity industry was published in 1984. T his law constituted the legal basis for private 
entrepreneurs to build new generation plants by means of Build-Operate-Transfer (BOT) 
contracts. Law No. 4283 (Law on Building and Operating of Electricity Generation Plants by 
BOT Model and Regulation of Energy Marketing) which provided the participation of private 
sector in building and operating of energy plants inured in 1997. 

Turkey has become one of the biggest economies around Europe and the world within last 30 
years with rapid increase in population and industrialization. According to International 
Monetary Fund (IMF), by the year 2008, Turkey was 15th biggest economy of the world and 
6th biggest economy of Europe with a GDP (based on pu rchasing power parity) of 915.4 
billion USD. In addition, average annual growth of GDP (based on current prices) is 4.3% in 
last 20 years [2]. Economic growth and increase in population, of course, has brought more 
energy demand. Annual growth rate and population increase projections show that this trend 
will continue in coming years. In addition to a number of forecast models developed for 
Turkey, current authors also proposed a model based on fuzzy logic methodology to forecast 
gross electricity demand of Turkey [3]. In the model proposed gross electricity demand was 
predicted only using GDP data. The fuzzy logic model proposed has showed that there is a 
direct relationship between GDP and gross electricity demand. This finding is also consistent 
with the literature. Mahadevan and Asafu-Adjaye (2007) stated that for electricity importing 
countries there is a mutual causality between GDP and energy consumption. 

3. Renewable Energy Potential of Turkey and Current Situation 

Turkey is quite a rich country in terms of renewable energy potential. Turkey has a significant 
hydropower and wind energy potential with its coastal line of 7200 km and an average 
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elevation of 1132 m . Turkey’s wind energy potential is primarily focused in Aegean, 
Marmara and Mediterranean regions from higher to lower, respectively. Since Turkey’s 
geological structure has volcanic origin the existence of more than 600 hot water sources 
whose temperature reach almost 100°C makes the country very rich in terms of geothermal 
energy. By the year 2009, h ydropower, wind, geothermal and wastes (biogas +biomass) is 
used in electricity production (Table 1).  

 
Table 1. Potential of renewable energy sources in Turkey and current situation in 2009. 

Type of Energy Technical 
Potential                          

(MW) 

Economical 
Potential 

(MW) 

Installed Capacity 
(MW)a 

Hydropower 54,000 42,000 14,553 
Wind 114,000 20,000 802.8 

Geothermal 1,500 600 77.2 
Wastes (Biogas 

+Biomass) - - 81.2 

Solar 56,000 - - 
aData source: [5] 

Although Turkey has the highest technical hydro and wind power potential in Europe, only 
very small portion of this potential is used when compared to those countries (Table 2). It can 
be easily seen that Germany, Spain and Austria is leader countries in developing their wind 
power potential. This is mainly due to incentive policies that government of these countries 
implement towards promoting the utilization of renewable energy sources. 

 
Table 2. Comparison of wind and hydropower potential of Turkey to some European countries. 

Country Land Area 
(x103 km2) 

Technical 
Hydropower 

Potential 
(TWh/yıl)a 

Technical 
Wind Power 

Potential 
(TWh/yıl)b 

Developed 
Hydropower 
Potential by 
2006 (%)c 

Developed 
Wind Power 
Potential by 
2006 (%)c 

Turkey 781 216 166 20.5% 0.1% 
Norway 324 200 76 59.7% 0.9% 
Sweden 450 100 41 72.8% 2.4% 
France 547 100 85 56.3% 2.5% 
Italy 301 105 69 35.2% 4.3% 

Austria 84 75 3 46.5% 57.4% 
Switzerland 41 43 1 71.9% 1.5% 

Spain 505 66 24 38.8% 95.9% 
Germany 357 25 24 79.6% 128.0% 
England 244 3 114 153.3% 3.7% 

Data sources: a[6], b[7], c[8] 

4. Assessment of Renewable Energy Policies in Turkey in EU Policy Perspective  

Renewable energy sources have gained importance in last decades due to growing energy 
demand. It can clearly be seen that policies applied by governments towards the utilization of 
renewable energy sources have a pronounced importance on the promotion of the utilization 
of these resources. Thus, though their financial and environmental disadvantages, incentive 
policies and privileges foster the utilization of renewable energy sources. In this context, it is 

 

2456



 

considered that the increase of the utilization of renewable energy sources strongly depends 
on government policies.  

A total of 64 countries are supporting electricity generation from renewable energy sources 
and 45 c ountries are offering purchase guarantee by feed-in-tariffs for electricity generated 
from renewables in the world by the year 2009 [9]. As a result of these policies installed 
capacities of solar battery and wind power plants increased by 6 and 2.5 times, respectively. 
For example, after the publication of Renewable Energy Law in Germany in 2000 electricity 
generation from wind and solar energy in 2007 increased by 5 and 50 times, respectively. 

Turkish government primarily targets to increase the share of renewable energy sources in 
electricity generation to at least 30% while decreasing the share of natural gas below 30%. In 
this context, Turkish government has planned to make the required changes in Law No. 5346 
in 2010 t o (i) utilize the whole economically feasible hydropower potential in electricity 
generation, (ii) utilize the whole economically feasible wind energy potential in electricity 
generation, (iii) provide full utilization of economically feasible geothermal energy potential 
of 600 M W, (iv) encourage and expand the utilization of solar energy for electricity 
generation until 2023. In order to achieve these targets Turkey needs to increase the installed 
capacities of hydropower and wind power plants to 20000 MW and 19200 MW, respectively 
within the next 15 years [10]. 

Since Turkey is an EU candidate its laws and policies are expected to be consistent with those 
of EU. In terms of energy production EU is promoting electricity production from renewable 
energy sources to decrease energy import and reduce greenhouse gas emissions throughout 
the union. Main instruments used in promoting renewable energy in EU are; purchase 
guarantees by feed-in-tariffs, quota applications and energy tax exemptions. In Turkey first 
promotion instrument towards electricity generation from renewable energy sources was the 
publication of Electricity Market Law (Law. No. 4628) in March 2001. In the context of this 
law, individual and corporate entities built electricity generation facilities from renewable 
energy sources having maximum installed capacity of 500 kW were exempted from licensing 
obligations and setting up a  company. Moreover, by this law Energy Market Regulatory 
Authority (EMRA) was founded and private sector entrepreneurs were allowed to build and 
operate power plants by taking out a license from EMRA. In May 2005, Law on t he 
Utilization of Renewable Energy Sources for Electricity Generation (Law No. 5346) was 
published in official gazette in Turkey. Renewable energy sources included in the context of 
this law were; wind, solar, geothermal, biomass, biogas, wave, stream energy and tide, 
channel, SHP or hydropower production facilities having a reservoir area less than 15 km 2. 
Some incentive mechanisms were introduced to Turkish market for electricity generation 
from renewable energy sources by Law No. 4628 and 5346. These mechanisms can be 
classified as licensing, land appropriation and purchase guarantee by a constant feed-in tariff. 
Table 3 presents the details of these mechanisms developed in Turkey. Even though these 
mechanisms were introduced in Turkey markets they are still inadequate when compared to 
EU countries leading the utilization of renewable energy sources. For example, Germany 
offers different feed-in tariff amounts for different energy sources specified in German 
Renewable Energy Law (Table 4).  Nevertheless, in Turkey, a feed-in tariff of 5.5 €c/kWh is 
applied without taking energy source into account and any installed capacity limitations. This 
issue is considered to cause a serious confliction to EU.   
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Table 3. Incentive mechanisms offered to individuals and corporate entities by Law No. 4628 and 
5346. 
Incentive Mechanism                                 Incentives 

1) Licensing 

a) Installed capacity of 500 kW are exempted from 
licensing and setting up a company 
b) Only 1% of the licensing cost is paid by corporate 
entities applied to get a license and these entities do 
not pay annual licensing cost for the first eight years.  
c) Priority is given for system connection.  
 

2) Land Appropriation 

a) Real properties which are either regarded as forest 
or the private property of Treasury are leased or right 
of easement or usage permits are given to such 
properties. 
b) 85% discount is applied to rent, right of easement 
and usage permits and Forest Villagers Development 
Revenue, Forestation and Erosion Control Revenues 
are not demanded during the first 10 years. 
 

3) Purchase Guarantee 

a) Government guarantees to buy electricity generated 
for 10 years offering a feed-in tariff amount of 5-5.5 
€cent/kWh. 
 

  

Table 4. Feed-in tariff amounts specified in German Renewable Energy Act 2009. 

Type of Energy Feed-in Tariff Amount 

Hydropower 
12.67 €c/kWh, P<500 kW; 

8.65 €c/kWh, 500 kW<P<2 MW 
7.65 €c/kWh, 2 MW<P<5 MW 

 
Wind Energy 

9.2 €c/kW, in the first five years after the installation 
5.02 €c/kW 

Solar Radiation 

43.01 €c/kWh, P<30 kW; 
40.91 €c/kWh, 30 kW<P<100 kW 
39.58 €c/kWh, 100 kW<P<1 MW 

33 €c/kWh, P>1 MW 
 

Publication of Renewable Energy Law in Turkey had a clear effect on hydropower 
development (Table 5) as well as on the installed capacity of wind power which increased 
from 20 MW to 802 MW between 2005 and 2009 (Fig. 2). Hydropower potential increased by 
15% in 2007 as compared to 2006 and planned plants increased by 4 times in the same year. 
Furthermore, planned installed capacity increased by 7% in 2007 as compared to 2006 and 
most of the projects at that year was composed of SHPs [11]. Fig.3 presents the status of 
hydropower energy in Norway and in Turkey. Norway is a country nearly produced its total 
electric energy from hydropower. But 22.2% of its hydropower potential is not used in order 
to preserve protected areas [12]. On the other hand in Turkey, the hydropower policy is based 
on to develop its all hydropower potential which is not complying with the EU Water 
Framework Directive. However in the country, ecologically sensitive sites should be 
preserved like the example of Norway. 
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Table 5. Progress in hydropower plants after the publication of Renewable Energy Law in Turkey 
([13], [14]). 

 
 

In 
Operation 

(2006) 

In 
Operation 

(2007) 

Under 
Construction 

(2006) 

Under 
Construction 

(2007) 

Planned 
(2006) 

Planned 
(2007) 

Number of projects 142 148 40 158 573 977 
Installed Capacity (MW) 12788 13306 3197 6564 20765 22260 

Energy (GWh/yıl) 45930 47590 10518 23620 73851 79177 
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Fig. 2. Progress in installed capacity of wind energy in Turkey between 2003 and 2009. 
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Fig.3 The total hydropower production in Norway and Turkey at the end of 2007 (Data sources: for 
Norway; [12] and for Turkey; [11]). 
 
5. Conclusions 

In this study, availability and potentials of renewable energy sources in Turkey was evaluated 
as well as the effectiveness of government policies focused particularly on Renewable Energy 
Law (Law No. 5346) and its compatibility to EU policy. Even though Law No. 5346 
contradicts with EU legislations, its effect can be clearly seen immediately after it w as 
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published. Nevertheless, conflictions of Renewable Energy Law (Law No. 5346) published to 
increase the utilization of renewable energy sources with EU policies creates serious obstacles 
to achieve this target. First confliction is, on the contrary to EU, the constant feed-in tariff 
amount offered in Turkey without taking capital investments of specific energy sources into 
account. Second issue considered as a confliction is that hydropower plants with a reservoir 
area less than 15 km2 are considered within the definition of renewable energy defined by 
Law No. 5346, thus shifting private sector interest from SHPs to big hydropower plants. This 
issue is handled differently in EU in a way that governments take installed capacity of power 
plants into account and plants with lower installed capacities get higher amount of incentive. 
The last issue considered as another contradiction to EU legislation is that no detailed 
Environmental Impact Assessment (EIA) report is required in the construction of power 
plants utilizing renewable energy sources in Turkey. However, in EU, the organizations such 
as Europe Investment Bank investigate the probable harms of a project to the environment 
while considering financing it [15]. This is a serious confliction as more and more attention is 
being paid to environmental issues in EU as well as the world. 
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Abstract: In this work we present the results of a Q -study aimed to systematically represent lay-people’s 
perspective on energy and sustainability issues. Especially we explored lay-people’ perspectives on what are the 
overriding issues related to energy, (e.g. energy security and environmental crisis) as well as which actors are 
responsible to address these issues. In this context we elicited people’s opinions on contested alternative 
technologies (e.g. nuclear power, wind energy, hydrogen). We were able to identify tree different environmental 
perspectives and a non-environmental one. Despite interesting common points (e.g. mistrust in the government) 
the data show dissimilarities in the perception of how the future energy system might look like. The main 
divergences turn around the employment of nuclear energy and in general of large scale decentralized system vs. 
small scale one. Although the presence and the distribution of the results in the larger population it is still to 
further enquire we retain the results useful for policy makers and practitioners involved in the designing, the 
decision making or implementation phase of new technologies to achieve energy sustainability as well as in the 
communication activity with the large public. 
 
Keywords: Lay-people’s perspectives, Energy, Sustainability, Q-methodology,  

1. Introduction 

Challenges like climate change, energy security or air pollution require a long-term strategic 
decision making where different policies are designed and implemented today to develop 
the sustainable energy system of tomorrow. These strategies will change the shape of the 
current system by supporting certain technologies and promoting certain behaviors (e.g. less 
car use, more solar panel installations in households).  

Ideally these strategies result from the negotiation of the different actors’ perspectives in the 
policy arena. We can define a perspective (or frame [1]) as a constellation of values, beliefs, 
assumptions and interests, which determines not only the problem that matter but also the 
boundaries of the solution space. Given that no perfect solution is possible, these strategies 
reflect the negotiated priorities, values, the issues that should be solved (e.g. energy 
independence or carbon emission) and how (e.g. biomass, nuclear energy or bicycles).  

However this negotiation process is not isolated within the boundaries of the policy arena, 
but is affected by more or less stable exogenous factors like cultural or technological 
innovation. A relatively unstable and influential exogenous factor is public opinion, which 
can affect the process by determining the discussion agenda or by giving more power to 
certain actors in the arena [2]. 

In this context we aimed to explore people’s opinion on energy related issues, controversial 
technologies (e.g. biomass, hydrogen or nuclear energy) and other non technical solutions. 
Especially we aimed to explore how people look at the issue, if and how they construct the 
problem boundaries and thus define the solution space (perspective thus as a combination of 
beliefs on what are the problems, who is responsible to solve them and how). 

The research aims are resumed in the following research questions: What are the lay 
people’s perspectives on energy related issues? How are these perspectives agreeing and/or 
conflicting?  
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We expected that divergences in the acknowledgement of the issues and responsibilities by 
the public would have led to the preferences towards different technologies. Moreover we 
expected to find other perspectives beside the largely explored environmentalism. Similarly to 
the environmentalism we expected these other perspectives to lead to the preference (or 
rejection) towards the different technologies but for different reasons. 

Aiming to understand the line of reasoning behind the preferences we opted for a qualitative 
research method, rather then a quantitative one. After a brief description of the chosen method 
(section 2) we will present the results of the study (section 3) and discuss them in section 4. 
We reserved some considerations in the conclusive section (section 5).The study, which is an 
ongoing research, has been designed to be an intercultural project in two countries: the 
Netherlands and Italy. For the sake of clarity, in this paper we will be presenting and 
discussing only the results from the Italian work.  

2. Methodology 

To pursuit our research scope we chose for the Q-Methodology, which combines qualitative 
and quantitative techniques to make explicit the different perspectives on a certain topic [3] 
[4] [5].  The Q-methodology was thought to be particularly suitable to overcome the possible 
lack of knowledge on the technical aspects of the topic or the absence of a preexisting opinion 
in the respondents. In fact in a Q-study the subjects are asked to assess a set of sentences 
through a likert scale (for example agree vs. disagree) but in the context of an interview. We 
thought the sentences, formulated as opinions, would have facilitated people to give reactions 
at least on the sentences themselves. Moreover, unlike conventional R-surveys in a Q-sort the 
sentences are not considered singularly but rather ranked and put in relation one to each other. 
The respondents are asked to distribute the sentences written on small cards in a predefined 
grid accordingly to how much they agree or disagree with them. The task of ranking is 
enriched by comments and explanations on the different choices. In this way through a Q-sort 
(a particular disposition of the cards) it is possible to build up and organize in a structure the 
personal point of view, even if it was not present before. In other words, the Q-method can 
either elicit an existing perspective or help in constructing one. 

In a second quantitative phase all Q-sorts are statistically related and grouped in shared 
perspectives. Given the nature of the statistics used, the q-methodology doesn’t require big 
samples, as far as the sample guarantees a sufficient variety of perspectives. This technique 
hence does not aim to give a representatives distribution of the opinions among the population 
(such an opinion pool) rather to disclose the variety of perspective on a certain topic and dig 
into them [4]. The “extreme” positions are frozen as cardinal points between which everybody 
will than distribute their opinions. 

The use of statistic helps the researcher to process more information at the same time and can 
reveal unexpected results when combining the subjects’ profiles. The comments collected 
during the interviews are used to reconstruct the narratives. Contrarily to a conventional 
quantitative analysis, the perspectives are enriched with useful qualitative data about the 
“how” and the “why” certain variables are related. The interpretation of the links among 
variables derives directly from the point of view of the interviewees and not from the free 
interpretation of the researcher.  

A Q-study entails different steps. Firstly it is necessary to record and resume all the variety of 
opinions and beliefs that represent the flow of communication object of the study. In our case 
we organized 7 focus groupsi for a total of 49 people interviewed covering different age and 
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background. We asked people to discuss about what are the main problems related to energy 
production and consumption and which actors are responsible to do something about it. The 
entire flow of communication has been reduced into 40 s entences (a sample of them is 
showed in table 2), which have been chosen to represent the variety of perspectives rather 
than for their frequency or relevance. 

In the second step of a Q-study the respondents (the P-set) are asked, in the context of a single 
interview, to dispose the sentences written on 40  small cards in a predefined grid, with the 
shape of a quasi normal distribution. As in qualitative studies the P-set is selected so to 
represent the maximum variety of perspectives. In our case, we started by collecting the 
environmentalist’s perspectives by interviewing people belonging to association or companies 
working in the sustainability field but also people living in the countryside and having solar or 
photovoltaic panels. Starting from few of these people we continued contacting people by 
snowballing: each interviewee was asked to put us in contact with somebody who thought 
similarly and someone who thought very differently. With the snowball method we contacted 
up to the 5th level of interconnection. As a further control variable we looked for people with 
very different political preference. In this way we got to a P-set of 36 subjects whose 
characteristics are resumed in table 1. Together with the task of disposing the cards into the 
grid the subjects were asked to comment the cards and explain the reasons behind their 
disposition. 

Table 1 Socio-demographic characteristics of the Italian P-set. The subjects are all living in the 
province of Ancona, in the center of Italy. We organized the data dividing the P-set in subgroups 
according to the political preference. We show the average age (∏) and its standard deviation  (∆); 
gender (M=male; F=female) and the education level measured in years (high-school degree or less 
=13y; bachelor degree=16y; master degree or more+18y) 

Socio-demographics → Age Gender Education (in years) 
↓ Political preference ∏ ∆ M F ≤13y 16y ≥18y 
Left (PC, 5Stelle,SeL) 29 11 5 2 1 2 4 

Center-Left (PD) 46 14 3 4 - - 7 
Center (non specified) 41 10 1 3 - 1 3 

Center-Right (PDL-UDC) 40 11 3 2 1 - 4 
Right (FN, exAN, LN) 39 13 6 1 3 1 3 

No preference 39 13 3 3 3 1 2 
TOTAL 39 14 21 15 8 6 22 

 
The last step of a Q-study is the data analysis. With the PQMethod program, we performed a 
centroid factor analysis and we ortognally rotated the 7 resulting factors through the varimax. 
To perform the Q analysis we selected four of the seven the factors, which had the 
Eigenvalues higher than 1.4 of  and at least four subjects loading purely (subjects highly 
correlating only with one of the four factors). The selected factors explained alone the 55% of 
cumulated variance and are presented in section 3. 
 
3. Results 

Through statistic analysis we identified four different factors representing four shared 
perspective on the matter of energy related issues. Recalling the qualitative information 
collected during the interviews we reconstructed the narratives of the factors. We also labeled 
each factor with a title resuming the core of the perspective.  
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In the following sections (3.1 to 3.4) we resume in few lines the main points of the logics 
behind the different factors.  
 
3.1. Factor 1 the hopeless environmentalist. 
Whatever problem there is with energy (like climate change, pollution or overconsumption) 
the point is that nobody cares about. People don't care, the newspapers don't talk about these 
things, the Government does nothing, the technologies are ready but there is a powerful lobby 
that is blocking their venue in the market. The only way out is that future generation will 
become more responsible in energy consumption. Therefore education since the primary 
school is the key solution. Nuclear should not be implemented, because of the waste, because 
it's dangerous, because it is hold. The decentralization of the energy production is a good idea, 
so to avoid the transport energy and to keep multinational's hands off the energy. Off-grid 
houses, usage of urban waste or biomass to produce energy, small-scale renewable energy 
plants, this is how the future should look like.  
 
Table 2 Example of the 40 sentences composing the set of cards that people have been asked to 
q-sort in a scale from -5 to +5.  On the right side of the table we can see the ranking value of each 
sentence per each of the 4 factors identified. 
 Factors 
Sentences 1 2 3 4 
I am a climate-skeptical. I don't think climate change is an issue. There 
are even scientists that say that it is a normal process and that it has 
nothing to do with our energy consumption. 

-3 -1 0 -5 

Humans are more important than nature, we are on top. We should satisfy 
our needs, but not completely disregard the nature. 

-1 -4 3 -2 

The majority of oil comes from political unstable countries. We would 
have a serious problem if the Middle East would close the tap of oil. We 
should not depend on them. 

2 4 5 1 

I wish it would be possible to completely independent from the electric 
grid. I would prefer producing the energy at home on my own. 

3 -3 3 2 

Maybe we could come back in doing things locally, also energy. It would 
be nice to produce energy locally and not to transport it 

4 -2 2 4 

Nuclear energy is good way to solve the issues related to energy. -4 2 2 -4 
 
3.2. Factor 2, the practical environmentalist 
This factor underlines the socio-political aspects of the issue. The real problem is the 
uncontrolled consumerism: the overconsumption is an issue in itself. This overconsumption is 
also bringing issue with the energy like the environmental problems: human being is part of 
the nature and we have to respect it since everything we do against nature will backfire on us 
anyway. Noteworthy in this perspective the environment is intended as the landscape, the air-
quality thus the local natural resources rather than the global issues like climate change. The 
overconsumption may also lead to less availability of energy and in anyway it is unacceptable 
to depend on other countries for our energetic needs, especially if they are politically unstable, 
totalitarian and culturally outdated like the Middle East. 

From this perspective the government is incapable of handling this situation, although it 
should have only a marginal role. The mistrust in the government is compensated by the trust 
in the liberal market: the change will come from down-up, when the people consume less and 
better, new sustainable products will diffuse in the liberal market. The Government should 
support this chain through education, which makes of people responsible consumers. 
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Concerning the solutions, decentralization is not the future, nor the local production and 
certainly not the independent houses. Decentralizations means too much responsibility on 
people and it would be impossible for them to mange all this. Centralized production and the 
use of existing infrastructure: that is the key. Nuclear is a good compromise: it can increase 
our energy independence in an economically viable way without harming too much the 
environment. Using urban waste to produce energy is indeed a good idea, since it solves two 
problems in one (i.e. where putting the waste and energy availability) while using potential 
food might be an issue (table x.4.3). 

3.3. Factor 3 No to no - Yes to progress, the futuristic citizen 
This is the economic and technical focused perspective. The real issue is not the environment: 
climate change is a natural process and the human activity is too small to have any effect on 
it. Pollution? We are much more aware of our environment now than in the past and 
definitively air was more polluted during the industrial revolution than nowadays.The reality 
is that we need energy for everything we do. We cannot come back to stone-age and consume 
less: the progress lead us to an increase in the quality of life, we cannot go back! We are at the 
top of the chain, therefore we have to find a way to have enough energy to satisfy our needs, 
of course without completely disregard nature. Developing countries are their energy 
consumption, but in the end energy availability is not a problem: we don't know which 
technological surprise science holds for us in the future.  

The focus of the issue with energy is at the geo-political level. The worries are not for the 
increasing consumption of developing countries, which means more people pulling the corner 
of the same blanket, but rather the energy dependence issue. Particularly it is not seen 
favorably the dependence from Middle East countries (but also from Russia) for our energy 
supply. For these issues people cannot do a  lot. The government should take instead a key 
role, not only by giving the guidelines, but also giving clear directives to people on what to 
do. In this discourse technology has a central role. For example if hydrogen is the future, we 
should go for it. What ever change in the system or in people behavior is needed to realize the 
future it should have to be pushed top-down, promoted or even imposed if necessary. An 
example is the smoking-ban. People might be not so open-minded or lack of long-term vision 
and therefore block the progress.  

Progress and technology will give us the solution and it is not possible to say always no to any 
new technology, like the incinerators or hydrogen. Why not having hydrogen at home or in a 
car?! What is scaring of new technologies? Terrorism? Why no to nuclear energy? Why no to 
Methane? Say yes to progress.  

3.4. Factor 4 the liberal environmentalist. 
From this perspective the current (over)consuming model is leading our society nowhere. We 
should consume less and better. For instance we should consume locally. This doesn't hold 
only for seasonal-local food but also for the energy sources. Although technology can help us 
no technical fix is possible: we need to change our behavior, that is why education to 
sustainability is so important. 

The responsibility of making our world more responsible is equally divided among the 
different actors: it is true that industry consume and pollute a lot, but we buy their products. 
We should stop to blame the industry or China for pollution. Also the Government has limited 
power, since it is a complex international issue, with delicates geopolitical balance.  
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The government can help with taxation or monetary incentives and especially with education, 
since a real change cannot come without a deep awareness. The change should be realized 
bottom-up: the responsible and aware consumers will pull the market, the companies will 
invest in research and better technologies will be developed. Decentralization is definitively 
the way to go, so using waste or biomass to produce energy? OK, but these are buffering 
solutions not the future. In the future we should produce less waste rather than count on them 
for our energy supply!  Nuclear is a 30 years old question, and the answer is NO! (x.4.5) 

4. Discussion 

In the previous section we described the narratives resuming the four identified perspectives 
on energy issues and sustainability. The Eigenvalues of the factors are higher than 1.4 and 
they  explain alone the 55% of cumulated variance, both values indicating rather strong 
results.  

The Hopeless, the Practical and the Liberal environmentalist (factors 1, 2 and 4) substantially 
share an environmental position especially if compared with the Futuristic citizen (factor 4) 
that instead focuses on the geo-political and technical aspects of the issue minimizing the 
environmental crises. The three perspectives sharing the environmental focus however, give 
different meanings the word “environment”:  from the global aspects of climate change (the 
liberal and the hopeless environmentalist) to the aesthetic view of the natural surroundings 
(the practical environmentalist). The fourth perspective (the futuristic citizen) claims also the 
need of a change but in the name of progress rather than a supposed environmental crisis. 

The responsibilities of this change are distributed in a different way in the four perspectives: 
some see the need of a top-down change, with clear indication of what to do, since citizens do 
not have a long-term view nor enough knowledge. From another perspectives, sustainability 
can come out of the liberal market as far as people want it: through a bottom-up change the 
citizens/consumers pull the market by changing their consuming behavior.  

As we hypothesized, the four lines of reasoning drive to different vision of the future energy 
system. It is noticeable the clear-cut anti-nuclear position of environmentalists (the liberal and 
the hopeless) as well as the pro-nuclear position of the other two perspectives: the practical 
environmentalists see nuclear energy as an inevitable necessary compromise, while the 
futuristic citizen welcome it as any other alternative technology. Although everybody seems 
to be in favor of the diffusion of the renewable and alternative energy sources, in different 
measure wind, solar, biomass but also urban waste there is a clear distinction of their role in 
the future energy system. The decentralization of the energy production, i.e. communities and 
single individuals producing energy,  is seen as a key change from the environmentalists (the 
liberal and the hopeless). At the opposite side is the other environmentalist sub-group, the 
practical environmentalist, which sees decentralization as an excess of responsibility on lay-
people, while centralized production system should guarantee lower cost of energy and 
security of supply. The futuristic citizen instead seems to give a different meaning to the 
(de)centralization: the production of energy will be with but not limited to local/individual 
systems because this is the direction that technology is taking.  

Last, we would like to underline an interesting pattern observed in our data: an apparent 
coherence (but not statistically proven) between the perspective and the political preference. 
In our sample the futuristic citizen seems to be consistent with a rightist political perspective; 
the liberal environmentalist compatible with a leftish one; the centrists (center left and center 
right) divided themselves among the hopeless and the practical environmentalist. 
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5. Conclusion 

We started this work asking two questions, formulated in section 1 of this paper as: What are 
the lay people’s perspectives on energy related issues? How are these perspectives agreeing 
and/or conflicting? We hypothesized that differences in looking at the issue would have led to 
a divergence in defining the solution space and thus what is acceptable or not from the lay-
people’s point of view.  

We performed a Q-methodology study, which combines qualitative and quantitative 
techniques to identify the different perspectives and the agreeing/conflicting points. Through 
this methodology we were able to identify the nuances among the three identified 
environmental point of views,  i.e. the difference meanings given to the word “environment” 
and the different attitudes towards the issue, i.e. hopeless. Remarkably we identified a fourth 
non-environmental perspective, which is, to the best of our knowledge, still unexplored in the 
literature.  

According to our results these different frames correspond to different solution space 
demarcation, e.g. different ways of looking at the future. The hopeless and the liberal 
environmentalist, these who look at the global environmental issues, claim for a deep societal 
change. This change is expressed also in a revolution in the current energy system, where the 
energy is locally produced and managed by people’s organization. The same deep change is 
claimed as well by the other environmental group but it is expressed in a completely opposite 
way: a business as usual but clean. At the implementation level, the futuristic citizen 
surprisingly comes in the middle: for different reasons they envisage a combination of the 
two. If the data result to be externally valid, a special attention should be given in the 
communication, firstly distinguishing which kind of environmentalist are addressed and 
secondly by taking into account that other frames are in audience that would also step 
onboard but for different reasons. 

Interestingly but not surprisingly, the data suggest a possible political conflict around the 
energy issue. Notably political preference and solutions space seem to be strongly related a 
priori, since few political parties in the Italian political arena have a cl ear program on the 
topic energy and sustainability.  

However, being a qualitative study we are careful in claiming a systematic relationship among 
frames, solution space and political preference. These aspects could find a (dis)confirmation 
in a quantitative study. Concerning the external validity of the data, many authors [3] [4] 
claim that the Q-methodology is capable of disclosing the variety of perspective by means of 
small samples provided that the latter offers a sufficient variety of way of thinking. However, 
given the difficulties in our work to identify a priory the “sufficiency” of the variety, it would 
be interesting to verify how stable are the data and if and how these perspectives are 
distributed in the larger population.  

In conclusion we underlie that according to our results, other frames beyond 
environmentalism justify the shift towards a new energy system in lay-people perspective; in 
addition, different frames seam to lead to the preference towards different kind of future 
energy system (especially concerning the implementation of centralized vs. decentralized 
systems and the employment of the primary energy sources, like nuclear power.), this aspect 
deserve further research to be (dis)confirmed. Future research will address the definition and 
the distribution in the larger population of the above-described frames and solution spaces 
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(i.e. technology preference and policy acceptance). We think that the results can be used by 
policy makers and practitioners both in the designing and decision making process as well as 
in the communication phase. 
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i Six focus groups were conducted with Dutch participants, while one was conducted with Italians (living in the Netherlands 
from less than 4 years). It might be argued that organizing the focus groups in the Netherlands might have led to overlooked 
some important issues from the perspective of the Italians. However, during the interviews, we asked to the Italians 
interviewee if some important aspects were missing. Only one over 36 remarked that a sentence about the “future threat of a 
war among nations because of energy depletion” was missing. The same topic raised up during the Italian focus group and 
during the coding  was classified under the geo-political topic and thus included in the sentence “The majority of oil comes 
from political unstable countries. We would have a serious problem if the Middle East would close the tap of oil. We should 
not depend on them”. In this light we think that the 40 selected sentences are indeed representing the main points of the 
energy related issues including a sufficient variety of point of views.  
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Abstract: In India expectations have been high on production of biodiesel from the oil-crop Jatropha. Jatropha is 
promoted as a drought- and pest-resistant crop, with the potential to grow on degraded soil with a low amount of 
inputs. These characteristics encourage hope for positive environmental and socio-economic impacts from 
Jatropha biodiesel production. The purpose of this study was to explore the performance of Jatropha biodiesel 
production in Southern India, to identify motivational factors for continued Jatropha cultivation, and to assess 
environmental and socio-economic impacts of the Jatropha biodiesel production. 106 farmers who have or have 
had Jatropha plantations were visited and interviewed regarding their opinion of Jatropha cultivation. The result 
indicates that 85 percent of the farmers have discontinued cultivation of Jatropha. The main barriers to continued 
cultivation derive from ecological problems, economic losses, and problems in the development and execution of 
the governmental implementation of the Jatropha programme. The Jatropha characteristics were overrated, and 
the plantations failed to provide income to the farmer. A common factor for the farmers who continued Jatropha 
cultivation was that they had the economic means to maintain non-profitable plantations. As the Jatropha 
programme was not as successful as expected, the expected positive environmental and socio-economic impacts 
have not been realized. 
 
Keywords: Household interviews, Drivers and barriers, Land use, Rural development. 

1. Introduction 

Jatropha Curcas (Jatropha) has been regarded as one of the most promising crops for 
securing energy supply and for socio-economic development in developing countries. 
Jatropha is a small tree or large bush that develops fruits containing seeds with an oil content 
of 32 to 40 percent, which can be transformed into biodiesel [1]. Promoters of Jatropha argue 
that the biodiesel from Jatropha does not compete directly with food production since the 
whole plant is toxic and hence non-edible. More importantly, the potential of Jatropha to grow 
on degraded soil and its resistance to drought and pests enable cultivation on land that is not 
suitable for food production [2]. The characteristics of Jatropha have raised expectations for 
positive environmental and socio-economic impacts from biodiesel production.  
 
India is one of the countries that have had high expectations on production of biofuels for 
secured energy supply and sustainable environmental and socio-economic development. In 
2003 the Indian government declared a National Mission on Biofuels, to drive large-scale 
implementation of biofuel production. The National Mission on Biofuels stated a five percent 
blending target of biodiesel in conventional diesel, with a 20-percent blending target for 2012 
[2]. The Planning Commission for the National Mission on Biofuels announced that Jatropha 
was found to be the most suitable biodiesel crop for the stated energy, environmental, and 
socio-economic purpose, and initiated a programme for Jatropha implementation [3]. The 
Planning Commission estimated land areas needed to achieve the blending target and 
identified land areas available and suitable for Jatropha cultivation.  
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2. Description of the study and methodology 

This study was performed during the spring of 2010 with the purpose to explore the 
performance of Jatropha biodiesel production under prevailing energy and agricultural 
conditions in Southern India. The focus was to identify motivational factors for continuation 
and termination of Jatropha cultivation and to assess environmental and socio-economic 
impacts of the Jatropha biodiesel production.  
 
To address the purpose, semi-structured interviews with farmers in the states Andhra Pradesh 
and Tamil Nadu who have or have had Jatropha plantations were performed with the aid of a 
translator. Questions regarding the socio-economic situation of the farmers, the performance 
of their Jatropha plantations, and their reasons for continuing/discontinuing cultivation were 
asked. Farmers targeted for participation in this study were respondents from a field study 
performed in 2005-06 by researchers from the Indian Institute of Science in Bangalore which 
focused on gaining knowledge on the performance of Jatropha plantations in Southern India 
and the socio-economic status of the Jatropha farmers. Additional farmers were added to the 
sample during the process to get a more complete picture of Jatropha cultivation within the 
two states.  
 
The total number of respondents was 106 (77 in Andhra Pradesh, 29 in Tamil Nadu), where 
54 were a part of the previous study. A distinction was made between the respondents 
depending on the ownership of their land, dividing them into three groups; private farmers, 
community land, and industry/research land. The majority of the respondents were private 
farmers, having ownership rights to their land or having land assigned specifically to them by 
the government to sustain their livelihood. Apart from the interview respondents government 
officials, scientific researchers, and other concerned actors contributed to understanding of the 
subject through informal discussions.  
 
Three limitations made within the study need to be acknowledged. Geographically the field 
study was limited to the two states Andhra Pradesh and Tamil Nadu. Regarding the 
exploration of the performance of Jatropha biodiesel production the study mainly focused on 
the cultivation stage, since the production process in the studied districts had often not 
reached further stages. When analysing the results private farmers have been in focus due to 
that one of the objectives of the study was to assess the socio-economic impacts of Jatropha 
cultivation.  
 
3. Results 

The results of the field study provide information on the performance of Jatropha cultivation, 
and information on socio-economic status of Jatropha farmers was needed for understanding 
and further interpretation of the results. For knowledge on socio-economic status the private 
farmers were asked basic questions regarding landholdings, size of household, occupation and 
education level. The results indicate that Jatropha farmers commonly have small landholdings 
and low level of education, and that the economic situation is stronger among Jatropha 
farmers in Tamil Nadu than in Andhra Pradesh. 
 
3.1. Implementation of Jatropha 

 

The initiation of large-scale Jatropha cultivation was driven by the government through 
national and state government agencies, and within the states the different district 
governments were encouraged to design and initiate implementation programmes for Jatropha 
plantation. The National Mission on Biofuels stated that investments in the implementation of 

 

2471



biodiesel production should have been made by the government, for example by using already 
existing poverty alleviation programmes. 
 
The implementation in the studied districts was driven mainly by agricultural and rural 
departments of the government, but in some cases also by local NGOs and private companies. 
A majority of the respondents, 74 percent in Andhra Pradesh (57 of 77 respondents) and 90 
percent in Tamil Nadu (26 of 29 respondents), state that the idea of initiating Jatropha 
plantations came from a government agency. 
 
To promote plantation of Jatropha to farmers the local governments announced incentives in 
the form of free Jatropha seedlings, financial subsidies, subsidised agricultural facilities, bank 
loans and promises of future income from the plantations. The involved farmers were also 
promised information and training in cultivation practices. 
 
3.2. Continuation and termination 
The field study shows that a majority of the interviewed farmers discontinued cultivation of 
Jatropha; 85 percent of the farmers (90 of 106 respondents) discontinued cultivation and 15 
percent (16 of 106 respondents) continued, with or without maintenance of the plantations 
(see Fig. 1). 

 
3.3. Drivers 
The field study shows that only 15 percent of the interviewed farmers (16 of 106 respondents) 
have continued cultivation of Jatropha. Of the continuing 16 respondents nine have continued 
with maintenance of their plantations and the other seven respondents have stopped 
maintaining their plantations but have not removed the plants in order to use the land for other 
purposes. Reasons mentioned for keeping plantations or parts of plantations without 
maintenance and with no expectation on outcome are costs for removal of the plants and not 
having any plans for alternative uses for the land. 

85%

8%
7%

Continuation or discontinuation

Discontinued

Continued with 
maintenance

Continued without 
maintenance

Fig. 1. Percentage of the total number of respondents who have 
discontinued or continued (with or without maintenance) 
cultivation of Jatropha. 
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Drivers to continued Jatropha cultivation mentioned by the farmers were divided into three 
categories: economic, ecological and implementation (see Fig. 2). Drivers mentioned were 
hope for future economic possibilities, that the Jatropha plants have a positive effect on other 
plants, that the plants have survived even if the plantations are not maintained and that the 
plantations were implemented and kept for demonstration purposes. Each farmer could 
mention more than one driver. 

 
The number of continuing farmers is small, they work under different agricultural and 
economic conditions and have a variety of reasons for keeping their plantations, and there are 
no clear differences between drivers mentioned by farmers in Andhra Pradesh and farmers in 
Tamil Nadu. Hence it is difficult to draw any general conclusions on the drivers for continued 
cultivation of Jatropha. What can be noted is that all farmers who have kept and maintained 
their plantations have the economic means to maintain non-profitable plantations. In the case 
of private farmers or companies who have continued they all have other sources of income 
and incomes from Jatropha are considered additional. Where non-private actors have 
continued cultivation, the plantations are undertaken and continued for the purpose of 
demonstration or research and are not privately funded. 
 
3.4. Barriers 
The main reason for choosing Jatropha for the large-scale programme for biofuel production 
was its agricultural characteristics: the suitability for cultivation on barren and fallow land, the 
low demand for inputs, and the resistance to pests and drought. Experiences from plantations 
clearly show that Jatropha production has not been able to meet the high expectations, 85 
percent of the interviewed farmers (90 of 106 respondents) have discontinued cultivation of 
Jatropha. 
 
The farmers were asked about their reasons for not continuing cultivation of Jatropha and 
mentioned a wide range of barriers to cultivation. These barriers were divided into five main 
categories: economic, ecological, market, knowledge, and implementation, where barriers 
within the ecological category were most frequently mentioned (see Fig. 3). The main barriers 
within the ecological category are connected to problems for Jatropha to grow and yield under 
poor conditions; 54 percent of the respondents (57 of 106 respondents) state water scarcity 
and climatic problems as barriers, and 11 percent (12 of 106 respondents) mention insufficient 
yields. In the economic category the most mentioned barriers are insufficient income from the 
plantations and cost for labour. The respondents also experienced barriers derived from the 
implementation of the Jatropha programme; the most mentioned barriers within the 

33%
42%

25%

50% 50%

25%

Economic Ecological Implementation

Drivers

Andhra Pradesh Tamil Nadu

Fig. 2. Percentage of the respondents from both states who mentioned 
drivers within each of the three categories. 
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implementation category are lack of support from the government or other actor that initiated 
Jatropha cultivation, and that promises made in the initial stage had not been fulfilled. Some 
of the reasons mentioned are closely connected, sometimes it is difficult to distinguish one 
single barrier since one problem mentioned may be the root of another. For example, if low or 
no income is mentioned as a barrier to continued cultivation, this lack of income may be due 
to low yields caused by water scarcity. 
 

 

 
3.5. Inputs 
Jatropha was promoted as a crop that could survive and yield on barren land without inputs of 
water and fertilizers. Jatropha’s drought resistance provided an opportunity for farmers on 
rainfed lands, who had been suffering from drought and had not been able to gain yields from 
their land. But under harsh rainfed conditions Jatropha plantations failed to yield and could 
often not even survive. The single largest barrier to continued cultivation of Jatropha 
mentioned by the interviewed farmers was water scarcity. It seems that inputs of both water 
and fertilizers are needed for survival of the plantations on poor soils. 70 percent of the 
interviewed farmers (74 of 106 respondents) mentioned that they have been using some kind 
of irrigation system, and 25 and 32 percent used chemical and biological fertilizers, 
respectively. Note that these figures do not take amount and frequency into consideration. 
However, even with inputs Jatropha failed to give satisfying yields. 
 
3.6. Insufficient yields and incomes 
One of the most important barriers to continued cultivation of Jatropha was the low or non-
existing economic returns from the plantations. In most cases there was no or very low yield, 
and hence no incomes from harvests to cover the cost for the plantation. 6 percent (5 of 77 
respondents) in Andhra Pradesh and 55 percent of the respondents (16 of 29 respondents) in 
Tamil Nadu harvested seeds from their plantations. The resulting amount of dry seeds from 
these 21 respondents who harvested ranged from 2.5 to 2470 kgs/ha/year, where only two of 
the respondents reached more than 370 kgs/ha/year, while the yield suggested by district 
initiators ranged from 2470 to 12355 kgs/ha/year [4]. Adding to the financial problems many 
farmers substituted Jatropha for other crops and experienced loss of income from these crops. 
 
 
 

Fig. 3. Percentage of respondents from both states who mentioned 
barriers within each of the five categories. 
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3.7. Jatropha plantation details 
Jatropha was promoted as a plant that could be cultivated on wasteland, not suitable for 
cultivation of other crops, to avoid competition with food production. In Andhra Pradesh, 78 
percent of the land used for Jatropha was regarded by the respondent as cropland, 17 percent 
was wasteland or barren land, four percent of the land was used for grazing, and one percent 
was considered forest land. In Tamil Nadu 93 percent of the land used for Jatropha was 
cropland, three percent wasteland/barren land, and three percent was used for grazing. In total, 
82 percent of the interviewed farmers in the two states planted Jatropha on cropland, which 
was previously used to grow a variety of food crops that were removed for plantation of 
Jatropha. However, to consider land as cropland does not necessarily mean that the land is 
high-quality arable land since there are often discrepancies in what is regarded as cropland 
depending on who defines it. 
 
In general the Jatropha plantations in both states were kept for a short period of time. Out of 
the farmers who have discontinued Jatropha cultivation no respondent have kept their 
plantation for more than 5 years, a majority discontinued within three years, and 33 percent 
already within one year. The results indicate that the respondents in Andhra Pradesh in 
general kept their plantations for a shorter period of time than the respondents in Tamil Nadu. 
 
4. Discussion 

The results from the field study have provided a picture of the performance of Jatropha 
cultivation and the experiences of the Jatropha farmers. However, the interviews did not 
always provide a clear picture of the reasons to problems experienced in the field, and further 
discussion is needed for understanding of these problems. 
 
4.1. Insufficient yields 
One of the main problems encountered during Jatropha cultivation is the failure to reach 
satisfying yields. To some extent the explanation can be that the expectations on Jatropha 
characteristics, such as drought resistance and ability to grow on degraded soils, have been 
too high and that cultivation under poor conditions has failed. But experiences in the studied 
districts show that even if inputs are applied and plantations are properly maintained the 
yields have not reached expected levels. The field study has failed to provide any explanation 
to this problem. When questioned about reasons for yields failing, neither farmers, 
researchers, nor government officials were able to provide clear answers. They have 
mentioned reasons such as unsuitability of soil and climate or poor maintenance. One theory, 
provided during an informal discussion with a representative of an institute involved in 
Jatropha research, is that cross-pollination by air has created hybrids of different Jatropha 
varieties that do not possess the agricultural characteristics of Jatropha Curcas. This would 
mean that what the farmers actually grow on their fields is not Jatropha Curcas but a variety 
that is not as resistant and high-yielding as the intended crop.  
 
4.2. Plantation life time 
When discussing failing yields, one important aspect to consider is the life time of the 
Jatropha plantations. Jatropha is not producing any economic yield the first three years, but 
most farmers have removed their plantations within three years after planting, hence before 
the time when economic yield could be expected. Furthermore, 33 percent of the farmers 
removed their Jatropha plantations within one year after planting. This may affect the total 
perception of yield failure, since the plantations could possibly have yielded if maintained for 
a longer time. However, most of these farmers cultivated Jatropha under poor conditions and 

 

2475



as plantations on similar lands in the area have failed, it is uncertain if this aspect has a 
significant effect overall.  
 
One explanation for the early removal is that farmers could not afford to maintain plantations 
without any additional sources of income. Without maintenance, the plantations were in bad 
condition, which made it hard to expect that a good yield would ever be reached. Another 
explanation may be in the guidelines for implementation of the Jatropha programme. These 
guidelines provided the opportunity to implement plantations under already existing poverty 
alleviation programmes. As a consequence, a large part of the targeted actors were poor and 
marginal farmers. People living in poverty are constantly in acute need of cash to sustain their 
livelihood, and many farmers accepted to start Jatropha plantations just to get access to the 
financial subsidies and loans promised in the implementation programme. The farmers 
received seedlings to start their plantations, but in most cases other subsidies failed to reach 
the farmers. Without income, poor farmers could not afford to maintain their Jatropha 
plantations. With government subsidies or loans it could have been possible for farmers to 
keep their plantations until the time economic yields could be expected. A prerequisite for this 
is that the farmers are aware of details regarding yield expectations and the stages of the 
plantation development. 
 
4.3. Effects of the planning and implementation of the Jatropha programme 
Many of the problems seem to root in poor planning and implementation of the national 
Jatropha programme. It is common practice in the studied districts to make a technical 
assessment and present a scientific protocol before the release of new crops to ensure 
compatibility with prevailing conditions. In the case of Jatropha no trials were made, instead 
district level authorities trusted information from the national and state level, and provided 
this to the farmers. If studies under prevailing conditions had been made prior to 
implementation, the inability to meet the expectations on Jatropha´s agricultural 
characteristics could have been discovered and the government departments could have 
avoided promotion of an unsuccessful crop to the local farmers. Pre-studies could also have 
allowed for better-performing varieties to be developed. Better information on Jatropha and 
its characteristics would have enabled better extension services to the farmers, and the farmers 
need not have been insufficiently knowledgeable about maintenance and use. 
 
Another problem rooting in poor implementation is lack of government support to Jatropha 
farmers. The National Mission on Biofuels stated that investments in the implementation of 
Jatropha production should be made by the government. This would be ensured by subsidies 
and loans to the farmers. From the interviews it is clear that the incentives promised during 
the implementation programme often did not reach the farmers. The majority of the farmers 
received free seedlings as promised. Only 39 percent of the private farmers (37 of 96 
respondents) received some kind of support apart from free seedlings. Many farmers 
mentioned lack of government support or unfulfilled promises as barriers to continued 
cultivation of Jatropha. 
 
4.4. Land use and competition with food production 
One of the main reasons Jatropha was chosen for the biofuel programme was that it would not 
compete with food production. The Planning Commission identified land areas available and 
suitable for Jatropha plantation. The identified land areas were on land classified as 
wasteland, not suitable for cultivation of other crops, to avoid competition with food 
production. Still, 82 percent of the farmers (87 of 106 respondents) removed plantations of 
food crops for Jatropha, or planted it on land which is suitable for other crops. One reason for 
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this could be a gap in perception of what is considered wasteland; the government targeted 
farmers on land they classified as wasteland, while the farmers viewed it as cropland. The 
reason could also be that economic incentives, promises of higher incomes and pressure from 
the district authorities pushed farmers to substitute Jatropha for their food crops. The district 
authorities may have been influenced to implement Jatropha on cropland due to lack of 
information on the National Mission on Biofuels and pressure for fast implementation from 
national and state governments. In 2008, the Indian government announced a new biofuel 
policy that further emphasized some of the issues that were criticised in the National Mission 
on Biofuels, among these the competition with food production.   
 
5. Conclusions 

85 percent of the interviewed farmers have discontinued cultivation of Jatropha due to poor 
performance. Jatropha biodiesel production was advocated based on the idea that Jatropha 
could be cultivated on degraded or barren land, that demand for inputs was low, and that the 
crop was resistant to drought and pests. Experiences in the field show that Jatropha has failed 
to survive and/or grow on poor soils and that a majority of the farmers planted Jatropha on 
cropland. The plantations have not been able to tolerate drought as well as expected, and pest 
attacks have occurred in several cases. Farmers have experienced that the crop requires inputs 
for survival and growth and have used irrigation, fertilizers, manure, and pesticides. Even 
when planted on fertile land and provided inputs, Jatropha did not produce a sufficient yield. 
Problems experienced in the field can be related to the planning and implementation of the 
Jatropha programme where a major problem is that the implementation was not preceded by 
studies of cultivation under prevailing conditions. A major problem experienced by the 
farmers is that they have not received subsidies and other support that was promised during 
the implementation process.  
 
The Jatropha programme was expected to have positive socio-economic and environmental 
impacts. However, 82 percent of the farmers planted Jatropha on cropland, which entailed 
competition with food production. Instead of gaining additional income from Jatropha 
plantations, farmers experienced financial losses and reduced income. Further, as only small 
amounts of Jatropha biodiesel was produced, the positive impacts on environment and energy 
security was not realized.  
 
In Southern India there is still on-going research on Jatropha and hope for Jatropha biodiesel 
production, but more scientific knowledge on Jatropha characteristics is needed, and 
development of high-yielding and resistant varieties is required, for Jatropha to become a 
successful biodiesel crop. 
 
References 

[1] W. M. J. Achten, L.Verchot, E. Franken, Y. J. Mathijs, V. P Singh, R. Aerts, B. Muys, 
Jatropha bio-diesel production and use, Biomass and Bioenergy 32, 2008, pp. 1063-1084 

[2] P. K. Biswas, S. Pohit, R. Kumar, Biodiesel from jatropha: Can India meet the 20% 
blending target? Energy Policy, article in press. 

[3] Ministry of New & Renewable Energy, Government of India, National Policy on 
Biofuels, 2008 (http://www.svlele.com/nbp.pdf) 

[4] DWMA – District Water Management Agency (2005) Annual Action Plans 2005-06. 
http://www.rd.ap.gov.in/CRDAction%20plans/actionplans/Kadapa.htm (2010.05.21) 

 

2477



PURE - Public Understanding of Renewable Energy 

Lars Broman1,*, Tara C. Kandpal1,2 

1Strömstad Academy, SE-45280 Strömstad, Sweden 
2Centre for Energy Studies, Indian Institute of Technology IIT-Delhi, Delhi 11001, India  

* Corresponding author. Tel: +46 708 810 178, E-mail: lars.broman@stromstadakademi.se 

Abstract: Public understanding of science PUS is a central concept among science communicators. Public 
understanding of renewable energy PURE is proposed as an important sub-concept of PUS. The aim of our paper 
is to interest and invite renewable energy scientists to join a PURE research project. Four separate important 
questions for a PURE research project can be identified: (A) Is PURE important? (B) Which issues of PURE are 
the most important ones, according to renewable energy scientists? (C) What understanding of renewable energy 
has the general public today, worldwide? (D) How to achieve PURE? 
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1. Introduction and Definitions 

Public Understanding of Science is today an established concept. There is even since 1992 a 
scientific journal with this name. The concept is usually referred to as PUS. Bauer [1] has 
given a 3-fold definition of PUS: (1) "Debunking of superstitions, half-knowledge, complete 
and utter ignorance, misunderstanding and mumbo-jumbo, and virulent memes that give rise 
to anti-science." (2) PUS is to "improve science literacy, to mobilize favourable attitudes in 
support of science and new technology, to increase interest in science among young people 
and other segments of society, and to intensify public's engagement with science in general 
and for the greater good of society." (3) "PUS considers common sense as an asset" and PUS 
research  should "chart out the public controversies arising from new developments and in 
different regions of the world" exemplified by "the impact of the climate of  opinion on 
knowledge production." 
 
During the planning of Sweden's first science centre The Futures' Museum, one of the authors 
(Broman) gave seven reasons for creating a science centre [2], slightly revised [3]: (1) Give 
an insight that science is understandable. (2) Awaken curiosity. (3) Give people the courage to 
experiment. (4) Facilitate public understanding of science. (5) Provide preparedness to 
withstand superstition and pseudoscience. (6)Amuse and entertain. (7) Provide aesthetic 
experiences. The reasons have been described in some detail in English elsewhere [4]. Reason 
(4) is in line with Bauer's definitions (2) and (3), and reason (5) coincides with Bauer's 
definition (1). 
 
Underlying the statements is the notion that PUS is important, which scientists happily 
believe, and we of course agree, but it is not as simple as that. There are e.g. so many different 
sciences (which in turn are divided into many disciplines). A rather popular notion is that 
"science" is that same as "natural sciences", but that is not the case. Again citing Bauer, 
science also "includes engineering and medicine, the social sciences and humanities, old and 
new disciplines with clear boundaries, but also ... fuzzy transdisciplinary techno-sciences." 
But maybe all different disciplines are not equally important that the public understands? 
 
It is also vital to identify target groups, since some may be more important than other. 
Loosely defined target groups frequently mentioned are young people (in the world of science 
centres often restricted to the "7-eleven group" of elementary school children), voting adults, 
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and decision makers. Other interesting groups may include teenagers, refugees, religious 
fundamentalists, senior citizens, people living in villages as well as cities, just to name a few. 
 
It is also important to identify groups of science communicators. As an example, The 
European Science Communication Network ESCOnet, 2005-8 developed and conducted a 
series of workshops on science communication training aimed at young post-doc researchers 
[5]. 
 
Since renewable energy is our main interest, the authors have decided to investigate a sub-set 
of PUS, namely public understanding of renewable energy PURE. The remainder of this 
article attempts to give a starting point of a potential research project on PURE. The main 
questions are "is PURE important?" and, if the answer is yes, "how could PURE be achieved, 
and which means of achieving PURE are potentially useful?" 
 
2.  On the Importance of Public Understanding of Renewable Energy 

There are several reasons why public understanding of renewable energy might be important. 
Four of them are these: 
 
(1) The earth is a lonely planet in a vast space, not as crowded as the impression one gets 
from science fiction movies. For humans to move from a destroyed earth to another 
hospitable planet is just impossible. 
 
(2) The earth is a planet alive with a dead sister and a dead brother. Venus is too hot for life 
due (also) to too much greenhouse gas, while Mars is too cold due (also) to too little 
greenhouse gas. 
 
(3) Anthropogenic influence on the world's climate, in particular climate warming due to 
release of greenhouse gasses like carbon dioxide CO2 and methane CH4 is generally agreed 
upon among [6]. 
 
(4) One major source of greenhouse gases is combustion of fossil fuels, which has to be 
replaced by increased energy efficiency and large-scale worldwide dissemination of 
appropriate technologies for harnessing renewable sources of energy.  
 
A reasonable conclusion is that public understanding of renewable energy is important. An 
important task of a research project on PURE would be to identify pros and cons in this 
respect. There are also several attendant questions: What do professionals - researchers, 
planetarians, teachers - say? How interested is the public - and different target groups - in 
renewable energy, and what do they already know? Which disciplines in renewable energy 
science are more important than others? A very crucial role exists of common people in the 
success of this objective of large scale harnessing of renewable sources of energy, since as 
adoption as well as design, developing, manufacturing etc, would require their participation. 
 
3. How Could Public Understanding of Renewable Energy be Achieved, and which 

Means are Potentially Useful? 

There are of course several different channels that can be and are used in conveying attitudes 
towards and knowledge of renewable energy subjects: Newspapers, TV programs, books, 
interactive exhibits in science centres, lessons in the school. Different media certainly attract 
different target groups. One of the tasks for the project to find out is of course how science 
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centres with interactive exhibits can be used for the envisaged purpose i.e. PURE. It is even 
not possible to judge all centres the same - it is of course a great difference between large 
science centres (like Nehru Science Centre in Bombay, Cité de Science and Technologie in 
Paris or Exploratorium in San Francisco) and small ones (like Ekohuset in Strömstad and 
Molekylverkstan in Stenungsund; both Sweden).  
 
As has been shown by several authors, among them Franck Pettersen in a master thesis [7], is 
that a combination of watching a planetarium show and doing experiments related to the show 
is very useful. (Planetariums used to be devoted basically to astronomy using a classical opto-
mechanical star projector. Increasingly, planetariums today concentrate on edutainment shows 
with astronomic content, using all-dome video technique. Shows related to climate change 
and its solutions would be easily produced using modern planetarium projectors and would fit 
nicely under the planetarium dome.) Here are two other voices on interactivity: 
 
Michael Spock, former Director of Boston Children's Museum, borrowed the Chinese 
philosopher Confucius' proverb as a motto for the museum: I hear and I forget, I see and I 
remember, I do and I understand (cited in [8]). 
 
William Glasser wrote [9]: We learn 10% of what we read, 20% of what we hear, 30% of 
what we see, 50% of what we both see and hear, 70% of what is discussed with others, 80% 
of what we experience, and 95% of what we teach. 
 
An important component of achieving PURE is likely to be interactivity and hands-on 
experience, and useful environments for this are science centres. Some examples of this are 
shown elsewhere [10] in photographs from the Teknoland outdoor science centre 2000-2001: 
Yourself a Sundial, Toddlers' Teknoland, Solar Energy Surfaces, The Greenhouse, and The 
Solar Heated Chess Board. 
 
3.1. Popular Education of Renewable Energy through IASEE and ISREE 
International Association of Solar Energy Education IASEE started in December 1989. In 
September 1990, IASEE became the International Solar Energy Society ISES Working Group 
on education (see e.g. [11]). Also since 1991, IASEE has arranged a series of symposiums, 
International Symposium on Renewable Energy Education ISREE, held every or every 
second year, sometimes as part of the biennial ISES Solar World Congress. At each 
symposium, between 10 and 30 papers were presented. Most papers have dealt with education 
in schools and at university level, and certainly school children and university students are 
important target groups, but here we will concentrate ourselves on the general public. 
 
One of the 1991 ISREE papers presented was On the Need for Solar Energy Education [12]. 
In this paper, elementary and secondary school education, vocational training, university 
courses, educating decision makers, and educating the general public are treated. An excerpt 
from the paper reads (slightly edited): 
 

EDUCATING THE GENERAL PUBLIC 
 
Ordinary people are the ultimate utilizers of energy from the sun and accordingly 
need basic knowledge in how to make use of this new technology and be 
motivated to use it. A number of ways to educate large populations are readily 
available. Some proven examples: 
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Mass media. This includes newspapers, weekly magazines, radio, and TV. You 
address professional journalists, and if you manage to teach them some basic facts, 
they will frequently make o good job in popularizing what they have learned. 
 
Exhibitions. We have built both Science Centre exhibitions (1986 and 1990 on 
solar measurements for the Futures' Museum in Borlänge, Sweden) and travelling 
exhibitions (Alternative Energy 1976, Solar Energy Exhibition 1989 [13]). The 
educational value of an exhibition is greatly improved if it provides hands-on 
experiences. 
 
Another kind of exhibition is the trade fair with commercial and institutional 
exhibitors. Such fairs can range in size from the one hundred m2 or so of exhibits 
that accompany SERC's Solar Energy Days to the multi-acre exhibition of the UN 
Conference on New and Renewable Energy Sources of Energy in Nairobi 1981. 
Such fairs contain up-to-date technological information for many categories of 
visitors and should be made available both to professionals and to the general 
public. 
 
Lectures, etc. General admission popular lectures sometimes attract good-size 
crowds, especially if arranged as debates or panel discussions, or if a well-known 
speaker is featured. Lectures can also be video-taped, and can, with appropriate 
solar powered equipment, be shown just about anywhere (see [14]). 
 
Community college courses. These are excellent in giving interested individuals 
more-than-basic knowledge. The aim of such courses can even be that every 
participant builds his own solar collector (see [15]). 

 
Another paper at ISREE'91 dealt with renewable energy education and training in an Egyptian 
village with a programme consisting of public presentations, group discussions, simple solar 
kits, children competitions, technical training workshops, exhibits with working models, 
working systems, video-training systems, and a communal library [14]. 
 
A regional training workshop was held in Libya in December 1990 with the objective of 
familiarizing women in developing countries with renewable energy development and 
technology; the workshop was presented at ISREE'92 [16]. 
 
A community college type of educating people that is popular in Sweden is called study 
circles.  A typical study circle consists of a circle leader - the teacher - and 5-10 participants. 
Especially during the 1990ies, knowledge about solar heating was spread in many locations in 
Sweden in this form, where each study group built a solar heating system at one of the 
participants' house, using a popular build-yourself solar collector kit; this was presented at 
ISREE'93 [15]. A thorough investigation of this kind of education is a case study done by 
Henning [17]. 
 
The importance of public understanding of renewable energy was dealt with at ISREE'02 
[18]. In this paper, a result from SAS [19] was cited:  

The study Science and Scientists (SAS) asked ten thousand (10 000) 13-year old 
pupils in 21 countries: 
   "What do you want to learn about?" 
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   "New sources of energy - sun, wind" 
was among the 25% least popular answers, and it was much less popular among 
girls than among boys. 
 * Why is it so? 
 * Should we do something about it? 
 * If so, how? 
 
 * Why is it so? 
Pupils - and adults - are interested in scientific and technological subjects for a 
number of reasons: 
 * Economical reasons 
 * Usefulness 
 * Interesting, fun 
 * Relevant 

Renewable energy obviously does not meet these requirements! At ISREE'02, the rhetorical 
question Should we do something about it" was answered with a Yes! followed by If so, how? 
and a try to answer [18]: 

 * Visibility of renewable energy is important 
 * The school is important 
 * Media are important 
 * Exhibitions, Science Centres and Science Parks could be used to meet people of all 

ages. 
 
Experiences from using science centre exhibits in educating the general public on renewable 
energy were presented at ISREE'03 [10]. 
   
3.2. Renewable Energy Dissemination at Village Level 
A large proportion of the Earth's population is rural, and their quality of life could be 
improved at the same time as their impact affection on climate is decreased by introduction of 
renewable energy utilization at village level: "Low carbon technology for low-purchasing 
power people." This includes a multitude of technologies and education of users is therefore 
critically important. A good example is dissemination of family size biogas plants in India - to 
date 4 million units and the aim to increase the number of plants to 12 million. 
 
Another example: Electricity for light has quickly become affordable by the development of 
low-cost white high-intensity low-energy light emitting diodes (LED). Mobile phones are 
spreading rapidly also among rural people in developing countries, and these are effectively 
charged using the same small not-so-expensive photovoltaic (PV) modules used for powering 
LED lamps. 
 
When educating rural people, it should be understood that many people live below the 
poverty line and that illiteracy is common. It is not always easy as the following example may 
illustrate [20]. Egyptian authorities wanted in the early 1980ies to implement solar collectors 
for water heating in a rural area. The farmers however refused to use them for from their point 
of view good reasons. In an earlier campaign in the same area, authorities had tried to 
introduce family planning, and the local people suspected that this new technology was just 
another attempt to decrease their fertility. 
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4. A PURE Research Project Proposal 

As obvious from the preceding chapters, we have for several years been interested in public 
understanding of renewable energy. We believe however that presently this concept is more 
important than ever. An interdisciplinary and international science communication project on 
public understanding of renewable energy is proposed with the hub at Strömstad Academy 
(www.stromstadakademi.se) in Sweden. It should include both research on the importance of 
PURE and on the impact of different methods to achieve PURE including determining which 
methods are best adapted for different target groups. 
 
This means that different target groups have to be approached from renewable energy 
specialists and energy policy makers to school teachers [21], engineering students [22] and 
different kinds of end-users. A variety of methods, such as questionnaire studies, interviews 
and focus groups, should be considered. 
 
We have made a start by supervising Science Communication master students and teacher 
students at Dalarna University during the last decade. Some of them have written their theses 
on the impact of experimenting with renewable energy at science centres on school pupils in 
ages 6 to 18. One example is the thesis of Harahsheh [23], indicating a measurable impact on 
15-yr. old pupils on their attitude towards renewable energy.  
 
There is however much more that need to be done. A possible start could be a questionnaire 
distributed world-wide to a well-defined target group (such as visitors to science centres) 
aiming at finding out the present level of public understanding renewable energy. We would 
also like to know how renewable energy scientist grade different topics in PURE. 
 
Please contact us if you would like to participate in the PURE project. The corresponding 
author's email address is found at the top of the article. 
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Abstract: Agriculture has the potential to supply large amounts of biomass for renewable energy production 
from residues from traditional crop production and from dedicated energy crops. This renewable energy 
production has significant potential to contribute to the reduction of GHG emissions in the energy sector by 
using ethanol and biodiesel to displace petroleum based liquid fuels and direct burning of biomass to displace 
coal for generating electricity. To quantify this biomass potential, we used the Canadian Economic and 
Emissions Model for Agriculture to estimate renewable energy production from biomass and the impact on 
agricultural production.  We used two scenarios: the first scenario that looks at a combination of market 
incentives and mandates, and a second scenario that looks at only market incentives.  The results show that: in 
the markets and mandates scenario, biomass production is higher, both ethanol and electricity are required to 
take place and land use change occurs. Agriculture has significant potential to generate biomass for energy under 
different scenarios, the incentive mix can have a large impact on the type of bioenergy produced, there is 
significant potential for GHG emission reductions and there is potential for unintended GHG effects, such as the 
increased clearing of land for crop production.     
 
Keywords: Bioenergy, Policy, Agriculture, Greenhouse gas emissions, Land use change 

1. Introduction 

For several years, countries have been expanding their production of renewable energy from 
biomass [1-3].  To date in Canada, most renewable energy has come from grains and oilseeds 
to supply first generation biofuels.  In Canada and elsewhere, significant research is underway 
on the uses of cellulosic biomass, such as residues and dedicated energy crops to expand the 
biomass supply available for renewable energy production [4-6]. 
 
Climate change is an important issue to governments around the world [7-8]. The effort to 
reduce net emissions of GHG in Canada could have major implications for Canadian 
agriculture. Renewable energy production has the potential to contribute to GHG emission 
reductions by displacing GHG intensive sources of energy.  Based on previous analysis [9], 
the largest potential for agriculture to contribute to reduced GHG emissions is to provide 
bioenergy feedstocks that would substitute for fossil fuels. However, the use of biomass for 
renewable energy can have unintended consequences, such as land use change, which could 
increase GHG emissions from agriculture.  Further, the use of biomass for renewal energy has 
implications for food availability.   
 
Increasing renewable energy production from biomass can be accomplished by mandates that 
require their use or market incentives, such as a carbon price that rewards emission reductions 
and is technology neutral. There has been extensive work done at Agriculture and Agri-food 
Canada (AAFC) on the implications of using biomass for renewable energy. This paper will 
present results from two illustrative forward looking scenarios that will allow us to examine 
the impacts of using a combination of market incentives and mandates on biomass production 
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and renewable energy production compared to using only a market based incentive.  It will 
conclude with a discussion of results and highlight areas for future areas of research. 
   
2. Methodology 

We used two scenarios that represent possible outcomes for market and policy conditions that 
could be present in 2017.  We then used the Canadian Economic and Emission Model for 
Agriculture (CEEMA) to estimate how different policy scenarios will affect resource 
utilization, GHG emissions and bioenergy production.   
 
2.1. Canadian Economic and Emissions Model for Agriculture (CEEMA) 

CEEMA is composed of two models – the Canadian Regional Agriculture Model (CRAM) 
which assesses the regional resource use implications and the Greenhouse Gas Emissions 
Module (GHGEM) which assesses the GHG emissions associated with these resource 
changes (Figure 1).  The CRAM component of CEEMA was also enhanced to have a limited 
ability to clear land based on land availability estimates from a mapping and remote sensing 
overlay exercise. 
 
2.1.1. The Canadian Regional Agricultural Model (CRAM) 

CRAM is the main analytical tool used to assess the economic impacts and resource 
utilization patterns resulting from the scenarios examined. CRAM is a static partial 
equilibrium model of the Canadian agriculture sector. While CRAM does not give 
information on the growth of the sector over time, it can provide a very detailed before 
(baseline) and after (scenario) snapshot of the agriculture sector. CRAM incorporates all of 
the primary production for both crops and livestock, and also includes some processing 
activities, such as oilseed crushing, production of biofuels form grains and oilseeds, dairy and 
livestock slaughter. CRAM is spatially disaggregated across 55 regions in Canada. 
 
For the purpose of this analysis, CRAM used AAFC’s 2008 Medium Term Outlook to 
generate a baseline for the agriculture sector in 2017.  This 2017 baseline already includes 
expectations about the state of the domestic and international biofuels market and assumes 
that Canada has met its existing target that ethanol replace 5% of gasoline and biodiesel 
replace 2% of diesel fuel and heating oils [10]. 
 
2.1.2. The Greenhouse Gas Emissions Module (GHGEM) 

The GHGEM is a spreadsheet based accounting model that translates changes in resource 
utilization, as determined by CRAM, to GHG emission estimates. It contains modules to 
estimate direct and indirect GHG emissions from production of crops and livestock. The three 
greenhouse gases that the model provides estimates for are carbon dioxide (CO2), methane 
(CH4) and nitrous oxide (N2O) [11].  The emissions can be broadly grouped into the following 
categories: emissions from farm level activities, emissions that are indirectly related to the 
farm level activities, emissions from induced economic activities, and emissions from other 
agro-ecosystem related land use [12].  
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Figure 1. Structure of CEEMA 

 
2.1.3. Land availability estimation 

We also enhanced CRAM to have ability to clear land for new agricultural production based 
on land availability estimates.  We estimated the area of non-agricultural land on soils with 
agricultural potential by examining the intersection of soil capability maps and land cover 
maps. Soil capability for agriculture maps for most of the southern parts of Canada were 
created through interpretation of detailed soil maps and aerial photographs under the Canada 
Land Inventory program (Department of Regional Economic Expansion, 1969) and are 
available in digital format (Natural Resources Canada, 2008). These maps were intersected 
with land cover maps derived through classification of 30-metre Landsat satellite imagery by 
Agriculture and Agri-Food Canada (2008). This data was then used to populate CRAM with 
information on which regions had land that could be cleared of forest or shrub cover for crop 
production [13].  
 
2.2. Scenarios 

Two scenarios were used.  Each scenario is drawn from a family of scenarios that were used 
for previous analysis.  Each scenario allows for the use of corn stover, cereal straw, hybrid 
poplar and perennial grass for renewable energy production.  These scenarios were intended 
to be illustrative as opposed to prescriptive, given the uncertainty related to what will be the 
actual policy and market environment in 2017 [14].   
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2.2.1. Scenario I: “Markets and mandates” scenario 

The “Markets and Mandates” scenario is drawn from a family of scenarios that were 
originally developed to examine the effects of various future renewable energy targets and 
market conditions on the Canadian agriculture sector. The scenarios consisted of a 
combination of market drivers and mandates that impact the production of renewable energy. 
The main renewable energy options in the scenarios are liquid fuels for transport and 
electricity for the displacement of coal power. Although we considered a range of oil prices, 
carbon prices, and mandated renewable energy targets, for this paper we are drawing on the 
scenario with the following characteristics:  
 

Table 1.Policies assumptions in “Markets and mandates” scenario  

Market incentives  Mandates 

Oil price 
($/bbl) 

Carbon price 
($/Mg CO2 eq.) 

Ethanol 
(% of 

gasoline) 

Biodiesel 
(% of 

petroleum 
diesel) 

Electricity 
(% of coal based 

energy 
substituted) 

120 50 20 8 20 
 
This scenario contains the highest oil price, carbon price, and mandated renewable fuel use.  
We also required that 50% of ethanol must come from cellulosic biomass.  
 
2.2.2. Scenario II: “Markets only” scenario 

The markets only scenario is drawn from a family of scenarios that were developed to look at 
the impact of a technology neutral carbon price to provide an incentive for renewable energy 
production.  The scenarios looked at the impact of a $10, $30 and $50 CO2e price on the 
agriculture sector.  This scenario did not assume a specific oil price but it is built into the 
scenario that implementing a carbon price will put some upward pressure on the overall price 
of energy from fossil fuels.  This results in an oil price of roughly $80/bbl.  For the purpose of 
this paper, we will be drawing on only the results from the $50 carbon price scenario.   
 
3. Results 

3.1. Biomass production  

Biomass production is higher in the markets and mandates scenario.  The mandates require 
that a minimum amount of renewable energy be produced that, in turn, requires the 
production of large amounts of biomass for various source (Figure 2). Total biomass 
production in the markets and mandates scenario is 37.3 MT compared with 20.6MT in the 
markets only scenario.   
 
In both cases the biomass supply is dominated by residues, and the distribution of biomass 
production among the various types of biomass is relatively similar.   
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Figure 2. National biomass production by scenarios 

 
3.2. Bioenergy production 

In the markets and mandates scenario the production of both ethanol and electricity are 
required to take place.  Production of electricity only takes place due to the mandates, as the 
higher oil price for ethanol out-competed the effect of the carbon price on electricity 
production for biomass.  In the markets only scenario where the only driver is the carbon 
price, nearly all of the biomass produced is used to offset coal based electricity as there is far 
greater emission reduction potential associated with reducing use of coal compared to 
gasoline.  
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Figure 3. Renewable energy production by scenarios 

3.3. Land use change  

Land use change occurs only in the markets and mandates scenario.  Because this scenario 
places very high pressure on the agricultural land base to supply biomass, additional land 
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comes into production.  Overall 319 kHa would be cleared in 2017 for agricultural production, 
representing a 1% increase in land available for cropping. There is no land use change 
observed in the markets only scenario.   
 
3.4. Greenhouse gas emissions 

Emissions reductions in the energy sector are much greater than the emissions savings in the 
agriculture sector (Figure 4).  Almost all the emissions reductions in the energy sector are 
accomplished from the use of biomass to offset coal. Very little emissions reductions are 
associated with ethanol use. 
 
It should be noted that because of the land use change in the markets and mandates scenario 
overall emissions can significantly increase.  Emissions from land use change could reach 181 
MT CO2e (lower if biomass removed during clearing is used), overriding any initial positive 
benefit associated with bioenergy production.  Over time continued emission reductions from 
bioenergy production can potentially offset the initial release of carbon, but this will only take 
place after several years and these future emission reductions are not reflected in the results 
presented above.    
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Figure 4. Emission reductions related to bioenergy production 

 
4. Discussion and conclusions 

4.1. Biomass production and impact on agricultural commodity production 

In both scenarios, the majority of the biomass production comes from the use of residues. 
Residues generally outperform dedicated energy crops due to the fact that they are a by-
product of crop production only require harvesting, nutrient replacement, and transportation 
costs.  As residues come from existing land already under the production of traditional crops 
they do not have to compete for land the way dedicated energy crops do, and since residues 
already come from existing land, their use requires less land be used exclusively used for 
renewable energy production. To meet Canada’s current bioenergy target of 5% ethanol and 
2% biodiesel that is expected to come from grains and oilseeds, 5% of cropland would be 
required to provide the necessary feedstock. In the markets and mandates scenario with 20% 
ethanol, 8% biodiesel and 20% coal displacement this would increase to 16% of cropland 
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used exclusively for bioenergy, not including the impact of increased corn imports from the 
US.  In the markets only scenario, because electricity accounted for almost all the bioenergy 
produced there was no increase in the use of grains for first generation biofuels.  There was 
some expansion in the production of dedicated energy crops but this amounted to only 7% of 
cropland as most feedstock came from residues and did not impact traditionally commodity 
production.  Through the diversion of land from traditional commodity production can place 
additional pressure on the overall system’s ability to supply agricultural commodities; the 
shifts in Canadian production are not expected to impact world commodity prices. 
 
4.2. Renewable energy production 

While the distribution of biomass production in the two scenarios is relatively close, the 
production of renewable energy is not.  When incorporating the effects of mandates and a 
higher oil price, there is a much stronger tendency to produce ethanol from biomass. When 
looking at the impact of only a carbon price and no mandates, the results show that biomass 
production is used mainly to displace coal electricity.  Mandates require specific renewable 
energy outputs to be met while the use of market based instruments allows the market to 
allocate resources. 
 
4.3. GHG reductions 

In our modeling framework, GHG-reducing activities will benefit from the carbon market. 
For example, producing liquid biofuels from grains and biomass, as well as electricity from 
biomass are assumed to generate GHG reductions that add value to the production activity 
relative to the strength of their emission reductions.  In this analysis using one unit of biomass 
for coal electricity displacement generated roughly 10 times the benefit of using that same 
unit for ethanol to displace gasoline.  The impact on soil organic carbon with the production 
of additional perennial crops was also incorporated but it had a relatively small impact 
compared to the downstream benefits from renewable energy production.  
 
Canada has about 10 million ha of land that has potential for agriculture that is currently and 
predominantly under shrubs or forest.  If the scope of GHG considered in the policy does not 
include emissions from this clearing this land and land use change occurs, then the emission 
from that clearing could result in a large initial increase in emissions and it would time for 
emission reductions from bioenergy to drive the system to being a net contributor to GHG 
reductions.  
 

4.4. Other considerations and future areas of research 

There are other items that are not addressed in this paper such as the longer term impact of 
residue removal on soil erosion and the broader interaction with the forestry sector.  These are 
important items for future research that will need to be carefully considered related to the 
large scale production of biomass from residues and dedicated energy crops. 
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Abstract: Mozambique and Tanzania are countries with very low rural electrification rates – far below 5 % 
percent of the rural population use electricity. The pace of rural grid electrification is slow and for most remote 
areas access to the national electricity grids will not occur within a foreseeable future. Off-grid (decentralized) 
electricity grids are seen as a complement and fore-runner to the national grid, making electricity available many 
years in advance and creating demand and a customer base. Most off-grid systems are supplied by diesel 
generators which entail unreliable and costly electricity. Alternative off-grid energy sources exist in the region, 
such as biofuels, wind, micro-hydro and solar PV; but there are significant barriers to adoption, adaptation and 
diffusion of such RE-based technologies. In this study, the specific drivers and barriers for rural electrification 
and off-grid solutions in both countries are explored across a stakeholder spectrum. It is part of a larger research 
effort, undertaken in collaboration between Swedish and African researchers from natural, engineering and 
social sciences, aiming at an interdisciplinary assessment of the potential for an enhanced utilization of available 
renewable sources in off-grid solutions. By qualitative methodology, data was collected in semi-structured 
stakeholder interviews carried out with ten national level energy sector actors. Findings illustrate country-
specific institutional, financial and poverty-related drivers and barriers to grid and off-grid electrification, as 
perceived by different energy sector stakeholders. 
 
Keywords: Rural Electrification, Off-grid Systems, Renewable Energy, Africa, Drivers and Barriers  
 

 
1. Introduction 
 

There is little doubt that access to and use of electricity is a benefit to people, not only in the 
current electricity-dependent world but also in developing rural areas. While electricity may 
not bring development on its own it is a highly desired commodity and a prerequisite to rural 
development in long term perspective [1] [2]. In the first industrial countries massive 
electrification was initiated in the 1880’s, to be completed only decades after the World War 
II; a huge effort backed by powerful institutions. The challenge is now to spread the same 
technologies in emerging economies with often very different institutional, cultural and 
financial conditions. One such region is sub-Saharan Africa where the electrification level is 
minute – especially in rural areas.  
 
In this study, the current and future prospects for rural electrification (RE) in Mozambique 
and Tanzania are assessed in terms of drivers and barriers for RE through grid extension and 
off-grid solutions; based on interviews with key stakeholders from government, international 
donors, private sector and civil society in both countries carried out during 2010. The aim is 
to conduct a cross-sector analysis of country specific drivers and barriers to successful RE and 
use of renewable energy sources (RES) in off-grid systems, as perceived by stakeholders 
influencing the development in each country. Both countries have very low RE levels and 
there is a long history of Swedish bilateral partnership within the energy sectors. The analysis 
reveals important drivers and barriers at national and local level, some of which are not 
addressed in literature reviewed. The paper starts with a description of current conditions for 
RE in sub-Saharan Africa. Thereafter, the electricity sub-sectors of Tanzania and 
Mozambique are outlined followed by a section on method. The results for each country are 
presented and discussed, followed by conclusions. 
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1.1. Prerequisites for rural electrification in sub-Saharan Africa 
 

In any country the construction of electric grids to distribute power in rural areas is an 
infrastructure assignment carrying huge expenses, not less so in most African countries where 
existing infrastructure is rudimentary. In Africa and elsewhere, RE has largely been the 
responsibility of the public sector, which in the African context generally implies a large 
influence from donors. In comparison with industrial countries and own ambitions, RE in 
Africa has been progressing at a slow pace. In order to speed up the process and involve the 
private sector as encouraged by the World Bank, many African countries have in later years 
taken on energy sector reforms, strategies which have yet not shown intended results [3]. The 
large distances and low incomes make distribution expensive and rural customers financially 
unattractive to private sector investors. 
 
Expenses associated with vast distance could be met by decentralized grids in wait of full grid 
coverage. Such off-grid approaches for supplying electricity in remote areas are frequently 
powered by diesel generators which are dependent on fuel transports for operation, and 
generate a comparatively higher running cost. An alternative to diesel powered off-grid are 
available renewable energy sources (RES). In sub-Saharan Africa the potential of RES is high 
[4] and particularly micro hydro power and solar photovoltaic (PV) have been utilized so far. 
Due to the low population density and geographical distances, RES are often the least-cost 
alternative and financing instruments like the Clean Development Mechanism can become an 
important driver for RES in both countries [4, 5].The extensive pan-African literature covers 
progress and constraints of such RES based off-grid implementations [6] [7] [8]. Moreover, 
development programs have addressed the use of PV systems, solar home systems (SHS), in 
rural households which have resulted in an internal market for these technologies in some 
countries. The SHS trend is accompanied by a substantial impact assessment literature. Rural 
area energy transition is not unproblematic and several barriers have been identified – both 
regarding RE in general and regarding the use of RES in off-grid in particular. An earlier 
literature review [9] identified barriers within the following areas: institutions and 
stakeholders performance; economy- and finance; social dimensions; technical system and its 
management; technology diffusion and adaption; and rural infrastructure.   
 
1.2. Rural electrification in Tanzania 
 

Tanzania’s current electricity generation relies heavily on hydropower; secondary sources are 
domestic natural gas and imported oil. In 2008 the total power generation capacity was 
1100 MW. The transmission grid covers a minor part of the country leaving out most areas, 
particularly western and southern regions. District capitals and other important centers are 
supplied by diesel generators. The RE level is currently 2% (2009). There is an outspoken 
intention to utilize the prominent availability of RES, in particular for enhancing RE [10]. 
Still, there is little use of RES for electricity generation and only 13 % of the disbursed budget 
2008/2009 was used for RE and RES altogether (corresponding to 1/3 of what was used for 
the gas and petroleum sector). 
 
The Tanzanian power subsector, under the Ministry of Energy and Minerals, is dominated by 
the public agency Tanesco (Tanzania Electric Supply Company). An energy sector reform has 
taken place during the last decade, leading to the enactment of the Electricity Act in 2008 
[10]; private sector is now encouraged to take an active role within the sector and a regulatory 
oversight of the tariff system is ensured by the EWURA (Energy and Water Utilities 
Regulatory Authority), established in 2006. The responsibility of RE has been transferred 
from TANESCO to the Rural Energy Agency, REA, which became operational in 2007. REA 
is responsible for facilitating RE which is done by supporting applicants (public, NGO or 
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private) with grants for organizational learning and for capital investment (normally covering 
up to 30% of the project). Other important actors are donors, who provide major parts of the 
energy budget, NGO’s (primarily TaTEDO) and international consultants. 
 
1.3. Rural electrification in Mozambique 
 

In Mozambique the electricity generation is heavily dominated by the 2075 MW hydro power 
station Cahora Bassa, situated in the north western part of the country. Cahora Bassa, a few 
smaller hydropower stations and a back-up coal power station supply all electricity to the 
national grid. The lion share of electricity from Cahora Bassa is exported to neighboring 
countries but transmission lines reach the largest cities and some towns. Since the country is 
stretching over enormous distances transmission losses are significant and the power supply 
becomes fragile in the outskirts of the grid. Numerous diesel generators have been allocated to 
supply smaller and remote districts. In difference to Tanzania the country has endured a long 
lasting civil war, ended in 1992. Since then the efforts in grid extension have been significant; 
still the RE level was below 2% in 2007. 
 
EdM (Electricidade de Moçambique) is the governmental utility responsible for electrification 
(generation, transmission and distribution) in Mozambique, but a restructure is considered. 
EdM buys most of its distributed electricity from the Cahora Bassa dam to low costs which 
somewhat complicates competition and introduction of other energy sources. The private 
sector, however, are free to contribute. EdM carries out RE by extending the national grid and 
the tariff is regulated by the Ministry of Energy. Another public institution is FUNAE 
(National Fund for Rural Electrification), founded in 1997 and strongly supported by donors, 
in practice responsible for rural off-grid electrification mainly using diesel generators and 
solar PV systems. Like in Tanzania, foreign consultants play an important role both in 
development of national strategies and project specific planning. In Mozambique very few 
NGO’s are involved in RE. 
 
2. Method 
 

The study was conducted during eight weeks of field work in Tanzania and Mozambique in 
January-March 2010. By qualitative methodology data were collected through interviews with 
stakeholders. The interviews addressed six themes: (1) current state of the electricity 
infrastructure in rural areas; (2) institutional and socioeconomic drivers and barriers to RE; (3) 
productive uses of electricity; (4) potential for off-grid and renewable energy systems; (5) 
local participation in electrification processes; and (6) impact from electricity on people’s 
lives. The themes were based on a review [9] of mostly African-related peer-reviewed 
literature (results presented in Table 2 alongside interview results). The interviews were 
recorded (unless circumstances made this impossible) as sound files. The interviews were 
semi-structured, i.e. asking open-ended questions, using an interview guide, and considering 
the professional experience of the respondent [11]. This paper presents the findings from 17 
interviews carried out with government staff, donors, consultants and NGOs. The respondents 
were selected based on their influence in and experience of RE processes. Some interviews 
are with two or three respondents at the time. Our analytical strategy is based on theoretical 
propositions [12] and the concepts of ‘drivers’ and ‘barriers’, which are commonly found in 
the management literature, but are also commonly used by stakeholders in the field, as to 
signify factors that enhance or hinder the wished-for development. 
 
The interviews have been transcribed and then analysed using the Atlas.ti software for 
qualitative data analysis. Each interview is read through and then all meaning units 
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(quotations) are sorted into subcategories (e.g. “communication problems”), that are part of 
categories (e.g. “barriers for RE”) which are in turn related to the themes. This type of 
analysis combines a deductive analysis (categories are based on the themes of interest) with 
inductive analysis (subcategories emerge from the material) in an iterative process [11]. The 
software then allows for analysis of e.g. specific categories, subcategories and Boolean 
queries. The result is a cross-sector mapping allowing for comparison between various 
perspectives, organizations and between countries.  
 
Some methodological weaknesses should be pointed out. First and foremost, the analysis is 
limited in scope both in terms of number of respondents and time allocated in each interview. 
The respondents are in general very knowledgeable in their area and much more can be learnt 
from each stakeholder. For practical reasons, only one interview was held with each 
respondent, implying that the analysis reflects what stakeholders found relevant at a specific 
point in time. However, the format of semi-structured interviews allows for respondents to 
reflect on their own answers and bring up additional aspects even if not asked for. Second, 
there is always a risk of misunderstandings, due to lacking language skills. Interviews were 
held in English and translated by local interpreter when necessary. Further, information given 
must be assessed critically as respondents may lack knowledge or hold subjective perceptions 
that are inaccurate in some areas. Such weaknesses are addressed through triangulation of 
findings. It also matters if there are sensitive issues to which respondents are unwilling to 
answer. The question of biases in interviews, the concepts of reliability and validity (coming 
from quantitative science) are discussed in length in literature and take on a slightly different 
meaning for this type of analysis [11]. In this study, trustworthiness of results is sought by 
two researchers searching for inconsistencies and comparing findings to existing literature.   
 
3. Results 

3.1. Indicated drivers and barriers for rural electrification 
 

Results of identified barriers and drivers are shown in Table 1 and 2 respectively, and 
discussed in section 4. The respondents’ reflections regarding the potential for renewable 
energies are not included in the tables but presented in the following section (3.2.). 
 
3.2. Respondents’ reflections regarding the potential of renewable energy sources 
 

Among the renewable energy sources known to be available in the region micro/pico hydro 
power were evidently the source most appreciated among respondents. In Mozambique most 
respondents and in particular the EdM were very enthusiastic about the potential of micro 
scale hydro for off-grid applications (notably, no larger expansion of hydro power have been 
undertaken since colonial time in the country). Apart from hydro power EdM showed little 
interest for renewable sources. In Tanzania the potential exploitation of new hydro power 
resources, including micro scale, was greatly advocated by Consultant A who also stated that 
hydro power expansion in Tanzania are being successfully counteracted by the gas lobby. 
Hydro power has the strong benefit of higher capacity than e.g. solar PV while the flipside of 
the coin are the seasonal droughts that in particular have affected Tanzania. Regarding wind 
power there were little support in both countries, with skepticism related to costs and 
fluctuations. However, wind power got some support from Tanesco’s research division. Solar 
PV is used for off-grid electrification in both countries still it was referred to as generally 
expensive and of low productive use. Regarding geothermal energy conversion Consultant A 
reported that a previous assessment has indicated good resources but low political interest. 
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Table 1. Identified barriers or constraints to successful RE in general (B) and to off-grid 
electrification in particular (b) extracted from stakeholder interviews and Africa-related literature (L).  
Tanzania: 1=Tanesco, 2=REA, 3=TaTEDO, 4=Donor, 5=Consultant A. Mozambique: 6=EdM, 
7=FUNAE, 8=Donor, 9=Consultant B, 10=Consultant C. Number of interviews: i-iii.  
 

Identified barrier Source 
 L 1 2 3 4 5 6 7 8 9 10 
  iii ii i ii i iii ii i i i 
Institutions and stakeholder performance            
  Low institutional quality B    B B B    B 
  Inadequate planning capacity B B   B B   B   
  Organizational structure and strategies B     B      
  Lack of co-investments (rural develop.) B     B      
  Lack of private sector involvement B  b  B       
  Incompatible donor policies      b      
  Top-down management in energy sector    b B B B     
Economy and finance            
  Tariff system and connection fees B  b  B B      
  Subsidies B  b  B       
  Insufficient rural financial institutions B  b  B       
  Poor rural market and low productive use B B b  b  B  B B B 
  Admin. costs in small off-grid systems B         B  
  Compensation (in land acquisition)  B          
  Lack of consistency between RE projects  B          
  High costs of diesel  B  b   b b  B b 
  Donor dependency     B B B  B B  
Social dimensions            
  Poverty and low household affordability B b b b b B B     
  Gender issues B   b        
  Problems in local participation and theft B        B  B 
  Lack of local engagement      b  b    
  Change of mind among costumers        b B B  
Technical system and local management            
  Lack of access to skilled personnel B  b       B b 
  Weak maintenance culture B   b  B    B b 
  Low capacity of solar PV systems B     b  b    
  Low access to required components B B     B b    
  Low generation capacity      B B  B  B 
Technology diffusion and adaption            
  Unwillingness of behavioral change B  b b        
  Users’ low awareness of techn. potential B           
  Lack of local entrepreneurship      B B     
Rural infrastructure            
  Scattered population B B    B B b B   
  Limited rural infrastructure (roads etc.) B     B      
  Long distance transmission       B    B 
  Traditional houses (electricity prohibited)     b B      
  Devastating cyclones          B  
  Nature reserves and national parks     B B B     
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Table 2. Identified drivers to RE in general (D) and to off-grid electrification in particular (d) 
extracted from stakeholder interviews. Tanzania: 1=Tanesco, 2=REA, 3=TaTEDO, 4=Donor, 
5=Consultant A. Mozambique: 6=EdM, 7=FUNAE, 8=Donor, 9=Consultant B, 10=Consultant C. 
Number of interviews with each organization: i-iii.  
 

Identified driver Source 
 1 2 3 4 5 6 7 8 9 10 
 iii ii i ii i iii ii i i i 
Policy and poverty mitigation ambitions           
  Governmental policies and subsidies D d d D D D d D  D 
  Political campaigning D     D   D  
  Donor push / support   d D D   D D  
  Pushing from individuals in gov. agencies     D     D 
Private sector involvement           
  Market incentives D d       D  
  Churches  d   d      
  Social responsibility in private sector      D     
  Niche market for certain energy systems        D   
Local demand           
  Increasing demand (industry, households) D d d   D d D  D 
  Grass-root organizing    D  D d    
  Off-grid RE creates demand for grid ext.     D     D 
Other           
  Need of increased sustainability in grid      D  D   
  Promotion of renewable energy / CDM    d     d  
 
4. Discussion and conclusions 

According to stakeholders, the main drivers for RE in Tanzania are political priorities.  
Tanzania confronts challenges both at the national and local levels, while no references are 
made to important actors at the intermediate level. Tanesco is considered the main actor but 
with major financial and organizational problems. According to donors and consultants, lack a 
of planning at government level is a main issue, causing inefficient implementation and 
financing problems – in fact only a minor part (14%) of available funds for energy projects in 
2008-2009 were disbursed on time. The opening up for private sector involvement is 
considered a driver but so far little private investment is taking place in RE. Low return rates, 
political setting of tariffs and a weak customer base in rural areas makes RE unattractive. 
Tanesco and REA both use economical potential and productive energy use as indicators for 
RE planning, still, much would be gained if RE projects would also be accompanied with 
complementary infrastructural investments according to experienced consultants. Among 
local barriers, most stakeholders mention poverty and low population density – the latter 
having huge impact on both distribution and transmission costs. Despite low tariffs (that are 
financially unviable), rural customers find it difficult to afford connection and subsidies are 
often used to overcome this barrier. To find a level appropriate both for satisfying consumers 
and encouraging private sector incentives in the energy sector is difficult. For off-grid, all 
stakeholders agree that diesel generators are costly and unreliable, but where grid extension is 
not economically feasible, off-grid solutions are necessary for political goals to be attained.    
 
Also in Mozambique, political ambitions are considered the main driver for RE, for social and 
economical reasons. EdM regard RE as means to slow urbanization, providing better health 
care and education, and lower birth rates in rural areas. The lack of industry poses a barrier as 
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RE is not commercially viable and in comparison to Tanzanian agencies the emphasis on 
prevalent economical potential and productive use are seemingly not used as a strong 
indicator of where to direct RE. New generation is needed; Mozambique is depending on the 
large hydro plant Cahora Bassa and long distances leave most of the country without power. 
Another recognized barrier is that private actors find it hard to compete with Cahora Bassa’s 
cheap electricity. The energy sector is top-down oriented and donor dependency creates 
problems in budgeting; the budget becomes more of a wish-list than a planning instrument. 
Diesel generators are very common for small-town electrification and rural off-grid systems 
but very costly and unappreciated. There is a good hydro potential but virtually no expansion 
have been implemented since colonial times. FUNAE has a major mission carrying out off-
grid throughout the country but is still a rather limited and new organization. Off-grid barriers 
are high costs of diesel, logistics (incl. spare-parts), and communication with costumers due to 
bad infrastructure. For sustainable off-grid solutions, a technical support system is needed to 
facilitate maintenance, and most probably there are huge benefits waiting in micro hydro 
power. Local people’s engagement is important but variable, according to FUNAE, impacting 
off-grid system sustainability. Along the coast, the occurrence of cyclones destroys 
infrastructure and impedes investments.  
 
In comparison, the two countries face similar challenges with low population densities, weak 
customer bases, large distances and inadequate infrastructure. While domestic actors regard 
social demand as an important driver for RE this view is less pronounced by the foreign actors 
who rather regard the (lack of) economic demand as a barrier. At the national level, both 
countries rely on external funding for RE, but low institutional capacity and quality – both 
countries suffer from corruption and politically motivated but economically unviable plans– 
hinder efficient implementation and use of funds. There is political recognition that grid 
extension needs to be complemented by off-grid solutions, but the responsible agencies are 
yet to become fully operational.  
 
The drivers and barriers identified in this study are largely corresponding to those in the 
literature, as can be seen in Table 2. However, the problems associated with donor 
dependency and how this impacts budgeting and implementation comes out as important 
constraints for both countries, which is not discussed in any detail in the RE literature. 
Institutional weaknesses are often discussed in terms of bad governance, but in Tanzania the 
lack of correspondence between local realities and donor criteria for RE projects also create 
institutional barriers. In this study it further found that traditional building techniques (using 
mud and grass) in rural areas slow down connection rates; a barrier not previously 
emphasized. All stakeholders turned out to share a view on diesel generators as expensive and 
unreliable. Here, appropriate RES could assist but the interest among stakeholders is weak.  A 
barrier with certain relevance for the region is the reported lack of complementary services 
and co-investments to accompany RE. Here, Tanzania seems to have taken more account of 
recognizing other rural development when carrying out RE. In sum, our results support earlier 
findings but complement with country-specific drivers and barriers. To be remembered, 
importantly, RE takes decades to implement even in the wealthiest country; due to strong 
political ambitions, donor support and an accumulating experience among stakeholders the 
rate of electrification is keeping up in both studied counties.   
 
The methodological weaknesses are primarily due to time constraints and a follow up on 
sector development over the coming years would improve credibility of finding. This study 
provides an assessment of drivers and barriers to RE that is broader in scope and more 
detailed than earlier writings, and provides an excellent basis for cross-country comparison 
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and in-depth studies for each country. It is also valuable for stakeholders, such as donors, 
consultants and policy makers, to gain overview of challenges to address.     
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Abstract: Climate change and fossil fuel depletion are the main drivers for the recent focus on finding 
alternative energy resources. Renewable energy (RE) is an obvious choice to reduce carbon dioxide and other 
pollutants contributing to global warming.  However, the high cost of RE technologies is the main obstacle 
facing the diffusion of RE power generation, therefore economical and political intervention is inevitable.  In the 
United Arab Emirate (UAE) population and economic growth are the main reason of a fast increase of energy 
demand, leading to two problems, first the UAE has one of the highest carbon footprint in the world and second, 
the fast depletion of its main energy generation resource – fossil fuel, which highlights the need to establish a 
RE sector.  In this study, literature reviews are conducted covering 61 countries focusing on their efforts to 
adopt RE resources in the power generation sector as well as policies implemented by their respective 
governments and decision makers. Furthermore, we investigated the applicability of the main RE policies 
implemented worldwide in the Abu Dhabi - the capital of the UAE- context. As a result of our analysis, we 
recommend to apply a mixed policy of Feed-in-Tariff (FIT) and the Quota system for RE electricity generation 
in order for the UAE to meet its 7% target by 2020. 

Keywords: Renewable Energy, Renewable Energy Policy, Masdar Initiative 

1. Introduction 

Climate change and fossil fuel depletion are the main drivers for the recent focus on finding 
alternative energy resources.  Renewable energy (RE) is an obvious choice to reduce carbon 
dioxide and other pollutants contributing to global warming.  However, the high cost of RE 
technologies is the main obstacle facing the diffusion of RE power generation, therefore 
economical and political intervention is inevitable. These interventions usually include 
legislation, incentives to investment, energy generation targets, guidelines for energy 
conservation, strategies to stimulate the energy industry, and taxation [1].  Economic support 
policies that encourage investments in new technologies that promote the adoption of RE 
have been implemented in many countries. In particular, a variety of economic support 
policies for RE has been developed and implemented mainly in Europe and the USA. These 
policies include: Quotas, Feed in Tariffs (FITs), Bidding or Tendering, Tax incentives, and 
Subsidies. 

In the Unite Arab Emirate (UAE), population and economic growth are the main reason for 
the fast increase of energy demand, leading to two problems, first the UAE has one of the 
highest carbon footprint in the world [2] and second, the fast depletion of its main energy 
generation resource – fossil fuel, which highlights the need to establish a RE sector.  To 
address these issues, in this work we study the fundamental requirements to introduce 
relevant RE polices as a first approach to promote RE use in the UAE. In 2008, the first RE 
policy set by UAE government -at least seven percent of the emirate's power generation 
capacity will come from RE sources by 2020- provided a critical missing piece of the UAE‘s 
overall strategy in energy and sustainability.  This policy marks the start of new energy era in 
the UAE; nevertheless, this policy does not state the mechanism of how to achieve this target.  
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This paper will first introduce the key features of the different (RE) policy options. Second, it 
will present a comparative analysis of the RE policies mechanisms as well as summarizing 
the requirements for their successful implementation. Third, the findings from the 61 
surveyed countries focusing on RE technologies, capacities and policies are presented. 
Finally, the challenges and existing constraints for the development of RE Policy in Abu 
Dhabi are presented and discussed. The paper concludes with summary and 
recommendations.  

2. Background 

Even though it is widely agreed that support schemes need to be put in place to promote the 
use of RE, there is almost no consensus as to what are the best RE policies to use. In the 
following we introduce  the different policy options including their respective advantages, 
disadvantages and recommendations for successful implementation. 

Feed-in Tariffs (FITs), are performance-based regulation incentives aimed at increasing the 
adoption of RE sources. The term “feed-in tariff” derives from the German 
Stromeinspeisungsgesetz of 1990, which literally translated means “electricity feeding-in 
law.” Germany implemented the Electricity Feed-in Law (1991) in order to create a market 
for renewable electricity by offering providers a fixed but attractive price for the recovery of 
generation costs and since then it stands as the paradigmatic example of effective FIT 
regulation [3].  

Renewable Portfolio Standard (RPS), Renewables Obligation (RO), Mandatory Market 
Share (MMS) policy or Quotas are the different names given to a similar set of incentives for 
RE in various countries, RPS in USA, RO in UK, MMS in China  and renewable quotas in 
European countries [4]. The shared theme of all these incentives is that the government sets a 
percentage of electricity to be generated by renewable sources, assigns an actor, such as 
electricity users, suppliers or generators, to meet the specific percentage and penalizes those 
who fail to meet their goals. These mechanisms are essentially market based and they are 
designed to achieve a cost-efficient generation of RE [5].  Quotas are presently applied in a 
number of countries around the world. The RPS in Texas has been very effective due to good 
local resource, presence of tax credits and strong penalties for non-compliance [6]. Although 
they have resulted in a growth of renewables in most countries, they have not achieved the 
same success as the FITs in Germany and Denmark [7].  

Centralized Bidding or Tendering systems are one of the major policies for promotion of RE 
in the electric power sector. These mechanisms have been applied in the early stages of RE 
development in UK and are presently employed for wind power in China under the name of 
concession program [8]. As the name implies, the policy mechanism works by calling for 
bids from investors for RE projects. It is essentially a market-based policy, which strives to 
develop RE projects at the least possible cost. The policy of bidding for RE contracts was 
first started by UK in the form of Non Fossil Fuel Obligation (NFFO) in 1990. This policy 
was then discontinued in 1998 when it was realized that NFFO was not able to achieve 
required implementation of RE. In 2002, it was replaced by Renewables Obligation (RO).  
The other major example of a bidding system is the Chinese Concession System for wind 
power development. The system was started in 2003, and fifth bidding round was completed 
in December of 2007 [8]. Chinese RE Law of 2005 makes provisions for implementation of 
FITs, quotas and bidding systems [4].  
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Tax Credits is one way to lower the costs of RE through market compensation. The main 
types include investment, and production tax credits. They are largely used in Europe, USA, 
Japan, and India as well.  Investment Tax Credits can cover the cost of the RE system itself, 
or even the total cost of the installation. Investment Tax Credits can prove to be useful at the 
early stages of the technology, where there are high costs, or at times when utilities are being 
deployed on remote areas. They aid lowering the level of risk involved and the costs of 
investing in RE technologies [9]. In the United States, businesses receive a 10 percent tax 
credit for purchases of solar and geothermal RE property, subject to certain limitations. Some 
U.S. states have Investment Tax Credits of up to 35% [10].  

The high upfront investment cost of renewable makes them unattractive choices for investors. 
Removing this barrier by  reduction in the initial capital outlay by consumers for RE systems 
is accomplished through direct subsidies or rebates. These subsidies are used to share the 
initial capital cost of the system, so that the consumer sees a lower price [10]. Subsidies have 
been used by many countries for stimulating growth in RE sector. A combination of 
investment subsidies, low-interest loans, net metering and public education has resulted in an 
early success of PV in Japan [9]. Similar subsidies have been employed in many countries for 
RE development. In most cases, they are used in combination with other RE support 
mechanisms. This is in stark contrast with investment tax credits, which tend to favor large 
companies with greater tax liabilities [6].  

In general, RE policies can be grouped into two categories, Investment Focused Policies, e.g., 
Rebates/Subsidies, Investment Tax Incentives and Bidding/Tendering, and  Generation 
Based Policies, e.g., FITs, Quotas and Green Credits [11].  

3. Current state of Renwable Energy and lessons learned. 

When put in an international comparative perspective the UAE is found to be far behind the 
world’s leaders in RE. Yet, the recent move of introducing an RE sector is an unprecedented 
initiative in the region that might play an important role in setting the stage for similar 
decisions by other comparable countries. We conducted a comprehensive analysis of the 
current state of RE in order to identify RE policy trends to help inform potential adaptation of 
RE initiatives in new projects or countries. The analysis was performed by reviewing RE data 
of 61 countries mainly focusing on RE technologies, capacities and policies implemented by 
the different countries. For demonstration purposes, Table 1. summarizes a selection of 7 
countries out of the 61 studied as geographical representations to their regions; the table 
covers the following categories: RE policies, targets, projects, produced electricity and 
installed capacities. 

As a result of this study, here, we highlight the main finding of the analysis based on the data 
from the 61 countries analyzed as follows: Europe is dominating the RE scene, since more 
than 50% of all countries that uses RE projects are European followed by Asia, America and 
finally Africa. Furthermore, most of the European countries use hydroelectric and wind 
power and very few use geothermal energy. This can be explained by the fact that hydro and 
wind are the most abundant energy source in Europe and geothermal energy is the least used 
energy source and this is due to the immaturity of most of the state of the art geothermal 
technology solutions. 
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Table 1 summurizes the RE policies, targets, RE sources used and their installed capacity of 7 
countries 

      RE Target RE Projects   
Country RE 

Policy 
RE 

mechanism 
Primary 
energy 

Electricity Type Electricity 
Produced 

Installed Capacity Reference 

China FIT since 
2005 

  15.4% 
by 

2020 

21% by 
2020 

Small hydro   60 (GW) as of 08 [12, 18, 20, 
21, 23]  

Public 
investment 

A total of  
USD731 
million is 

allocated  to 
support 
biogas 

    Wind 0.20% 26.01 (GW) as of 
2009 

Capital 
subsidies 
and grants 

 
 

A subsidy of 
(USD2.93)/W 
to support the 
BIPV system 
installation. 

    Solar PV   0.3 (GW) as of 
2009 

Quotas, 
Energy 

tax, PCB, 
Tax credits 

           

Germany FIT since 
1990 

Investment 
support for 
solar PV 

18% by 
2020 

12.5% by 
2010 

Small hydro   1.4 (GW) as of 
2008 

[7,13, 
14,15, 16, 

17,20] 
Investment 
tax credit 

Parts of the 
revenue of 

energy taxes 
finance RES 

    Wind 6.40% 25.78 (GW) as of 
2009 

PCB       Solar PV 1% 9.83 (GW) as of 
2009 

Net 
metering 

      Geothermal   0.006 (GW) as of 
2008 

Capital 
subsidies 
and grants 

Only in 
exceptional 

cases 30% of 
invest. 

    Biomass 4.40% 4 (GW) as of 
2008 

Energy tax Eco-tax on 
conventional 

electricity 

    Concentrated 
Solar Power 

  1.5 (MW) as of 
2009 

Public 
investment 
and Loans 

R&D support     Hydropower 3.30% 4.7 (GW) as of 
2008 

India FIT since 
1993 

  20% by 
2020 

12% by 
2012 

Small hydro   2 (GW) as of 
2008 

[12, 14, 18, 
20, 24, 25]  

Quota 
system  

    15% by 
2020 

Wind 1.60% 10.93 (GW) as of 
2009 

Energy 
Investment 

Tax 

Wind Power: 
per good. 
Biomass: 

total 
exemption 

    Solar PV   0.12 (GW) as of 
2009 

Capital 
subsidies 
and grants 

For small 
hydro up to 
25 (MW). 

    Biomass 0.20% 2.1 (GW) as of 
2009 

      Hydropower 15% 32.892 (GW) as 
of 2009 

Japan FIT FIT for Solar 
PV 

  1.63% by 
2014 

Small hydro   3.5 (GW) as of 
2008 

[14,18,20, 
21,22,] 

Capital 
subsidies 
and grants 

Solar PV 
household 

subsidy 

    Wind 0.20% 2.21 (GW) as of 
2009 

Public 
investment 
and loans 

National 
stimulus 

Package of 22 
billion USD 

    Solar PV 0.20% 2.6 (GW) as of 
2009 

Green 
Certificate 

Trading 

      Geothermal 0.30% 0.54 (GW) as of 
2008 
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      RE Target RE Projects   
Country RE 

Policy 
RE 

mechanism 
Primary 
energy 

Electricity Type Electricity 
Produced 

Installed Capacity Reference 

Quotas      Hydropower 7.50% 27.759 (GW) as 
of 2009 

UAE Quotas, 
Bidding 

and 
Subsidies 

    7% by 
2020 

Solar PV   10 (MW) [26] 

       Solar 
thermal 

  100 (MW) 

UK RO since 
2002 

TGC as part 
of RO 

scheme 

15% by 
2020 

10.4% by 
2010/2011 

Small hydro   0.173 (GW) as of 
2008 

[7, 13, 14, 
17, 19, 20]  

Public 
investment 
and Loans 

R&D and 
offshore wind 

support. 
A total 10.4 
billion GBP 

for low 
carbon 

economy. 

  15.4% by 
2015/2016 

Wind 1.30% 4.05 (GW) as of 
2009 

Energy 
Tax 

Tax 
exemption for 

electricity 
from RE. 

    Solar PV   0.032 (GW) as of 
2009 

FIT, 
Quotas 

and NFFO  

     Biomass 2.80% 1.368 (GW) 

      Hydropower 2.30% 1.513 (GW) 
US RO     20% by 

2030 
Small hydro   3 (GW) as of 

2008 
[13, 14, 18, 
20, 21, 22]  

FIT since 
1978 

      Wind   35.159 (GW) as 
of 2009 

Energy 
Tax  

Production of 
Tax Credit-
extension 

    Solar PV   0.824 (GW) as of 
2010 

Public 
investment 
and Loans 

30 billion $ in 
loan 

guarantee for 
RE projects 
as of 2009 

    Geothermal 0.40% 3.10 (GW) as of 
2009 

Tax credits Payment in 
lieu of tax 
credits for 

investment on 
RE 

    Biomass   8 (GW) 

Capital 
sudsides 

and grants  

      Concentrated 
Solar Power 

  188 (MW) as of 
2009 

        Hydropower 6.30% 95.0 (GW) as of 
2009 

Among all the RE projects in the studied countries, wind, hydro and biomass were found to 
constitute the biggest share of RE  installed capacity, where Wind installed capacity ranges 
between 35-10 GW in the US, China, Germany and India, Hydropower  ranges between 95-
27 GW in the US, Russia, Brazil, China, India and Japan, and finally Biomass reaches up to 
70GW in Costa Rica” 

On the policy front, approximately 70% of the 61 countries are applying feed-in tariff policy 
which portrays it as an effective policy to encourage the use of RE sources. This wide use of 
FIT is due to its several advantages that include: offering investment security and market 
stability as well as it being very effective in increasing the amount of electricity generated 
from RE sources such as wind and solar. 
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As a whole, the most used RE source is hydroelectric energy. This suggests that, in general, 
hydro energy is the most abundant energy in comparison to the other projects such as 
geothermal, solar PV, solar thermal and biogas.  All the countries that have more than 30% 
RE targets to be fulfilled between 2020 and 2050, has mainly wind and hydro projects where 
the hydro projects have the highest installed capacity. 

An example of a successful RE implementation story, Costa Rica is already producing 99% 
of its electricity from renewable sources which makes it the first carbon-neutral country in the 
world. 

4. Renewable Energy Policy in Abu Dhabi 

The only operating RE solar PV plant in Abu Dhabi is the 10 MW plant in Masdar City 
which is also registered as a CDM project for carbon credit purposes.  The 10 MW plant, 
consisting of 87,777 panels (50% thin film and 50% crystalline silicon) is projected to 
generate 17,500 MWh of clean energy each year (with a single kWh of clean energy being 
the carbon-offset equivalent of 0.8 kg depending on an area's network and its energy-
producing source).  The cost of kwh produced in the 10 MW PV plant is 48 US cents (2009). 

4.1.  Existing Barriers for the Development of RE 
In [27], Patlitzianas made an overall review of the existing barriers that can impede the 
development of RE in the Gulf countries and including the UAE.  The barriers of the UAE 
are grouped into three main categories:  market technology, policy legislation, and cost.  All 
of these categories are related to infrastructure and institutions.  As a conclusion, the authors 
argue that the barriers that unfairly discriminate against RE are mainly the lack of 
commercial skills and information, the absence of relative legal and policy framework, the 
high initial capital costs coupled with lack of fuel-price risk assessment, as well as the 
exclusion of environmental externalities in the cost.  

4.2. Toward a Comprehensive RE Policy for Abu Dhabi 
Currently Abu Dhabi Government has set a target that 7% of its electricity generation to 
come from renewable sources.  Solar power is the most favorable source of RE for Abu 
Dhabi.  The 10-MW PV solar plant is already installed and operating, and supplying power to 
Masdar City operations and connected to the existing Grid. It is a small amount of electricity 
generated but its success opens the market to have individuals, private builders and property 
owners to consider RE technologies.  

 As a result of our analysis, we recommend to have a mix policy between Fee-in-Tariff (FIT) 
and Quota system in order to share the RE electricity generation.  Currently, the Abu Dhabi 
government through the Abu Dhabi Executive Affairs Authority (ADEAA) is reviewing the 
energy policy in general and electricity generation in particular in conjunction with all the 
actors.  In order to ensure that this policy is effective we need to take many things into 
considerations: 

1. There has to be continues political support to encourage the adoption of RE.  
2. Through the Masdar Initiative, the main RE technologies that can comply with the 

policy mechanism are Solar and Wind (mainly off-shore). The market has to develop 
the most effective options. 
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3. Must ensure that the electricity provider, ADWEC, buys the electricity generated 
from RE sources. Transco, the power transmission company, provides the grid 
connection of all RE sources.   

4. Develop a trading mechanism between RE generators and ADWEC.  
5. Using a Guarantee of origin certificates is a good example to use as a proof of 

generation and compliance under a more controlled environment.  

5. Conclusion and recommendations 

Abu Dhabi, with the Masdar Initiative, is regarded as a pioneer in its efforts to promote RE in 
the Middle East region especially in Gulf States that share similar characteristics such as 
abundance of solar resources and oil rich economies that can support such an initiative.   The 
paper listed the RE policies and mechanisms for many countries in addition to their different 
RE technologies and installed capacities.  One thing to notice is that UAE (Abu Dhabi) has a 
policy target of 7% RE share of electricity generation by 2020 but there are no additional 
legislations or mechanisms to promote power generation such as feed-in tariffs, renewable 
portfolio standards, capital subsidies or grants, investment tax credits, sales tax or VAT 
exemptions, green certificate trading, direct energy production payments or tax credits, net 
metering, direct public investment or financing, and public competitive bidding.  
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Abstract: Since the Swedish government and the EU intend to encourage farmers to expand energy crop 
production, knowledge of the factors motivating adoption decisions is vital to policy success. Earlier studies 
have demonstrated that important barriers to farmer adoption of energy crops include converting from annual to 
perennial crops and from traditional crops or production systems to new ones. Economic motivations for 
changing production systems are strong, but factors such as values (e.g., aesthetics), knowledge (e.g., habits and 
knowledge of production methods), and legal conditions (e.g., cultivation licenses) are crucial for the change to 
energy crops. This paper helps fill gaps in the literature regarding why farmers decide to keep or change a 
production system. Based on a series of focus group interviews with Swedish farmers, the paper explores how 
farmers frame crop change decisions and what factors they consider most important. The main drivers of and 
barriers to growing energy crops, according to interviewees, are grouped and discussed in relation to four broad 
groups of motivational factors identified in the literature, i.e., values, legal conditions, knowledge, and economic 
factors. The paper ends by discussing whether some barriers could be overcome by policy changes at the 
national and European levels.  
 
Keywords: Climate change, Energy crops, Farmers’ incentives, Drivers, Barriers 

1. Introduction  

The national goal of converting the Swedish energy supply from fossil fuel to renewable 
energy has been made more urgent by the climate change debate and a general emphasis on 
the sustainable development concept. As a member of the European Union (EU), since 2007 
Sweden has been subject to an overall binding target of making its energy supply 20% 
renewable by 2020 [1]. Reducing total national emissions by producing more energy-related 
products or energy crops on traditionally agricultural land, i.e., “energy farming” [2], is one of 
the highlighted changes. At present, approximately 2% of Sweden’s arable land is used for 
energy production [3]. Several studies indicate that energy crop production from the 
agricultural sector will play a more important role in the future [4,5]. The Swedish 
agricultural sector produced 1–1.5 terrawatt hours (TWh) of energy in 2006 [5, 6]. It has been 
calculated [7] that the agricultural sector could produce 15–30 TWh, depending on economic 
and political measures, and the Federation of Swedish Farmers (LRF) has committed to 
increasing energy production to at least 5 TWh in the near future [8]. A high potential for 
increased energy crop cultivation has also been identified at the European level [2,9]. At the 
same time, the problematique inherent in using limited land resources to produce renewable 
energy in a situation of high commodity prices and continuously growing world population 
should not be underestimated. 

Currently, 13 energy crops are available to Swedish farmers [10], each with particular 
cultivation opportunities and restrictions and sets of drivers and barriers. The three most 
extensive energy crops currently produced in Sweden are straw (a by-product), oil crops, and 
wheat, each covering 15,000–25,000 ha [10]. Earlier studies of conditions for land use change 
at the Swedish and international levels have demonstrated the importance of economic 
incentives in encouraging individual actors to change production or land use [11,12]. In the 
Swedish case, economic evaluations of investment in energy crop production produce 
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contradictory results. Despite the potential profit, existing subsidies, and considerable farmer 
interest in energy crop cultivation [11], the extent of energy crop production in Swedish 
agriculture is limited [13,14]. Earlier studies have likely been too focused on purely economic 
incentives, which alone cannot explain farmer behaviour concerning the conversion to energy 
crop production. This leaves a knowledge gap regarding the involved social, cultural, 
institutional, and environmental issues, and how they are seen from the perspective of society 
and individual actors [9]. 

To address this knowledge gap, we had previously reviewed the scientific and gray literature 
dealing with why farmers decide to stay with or change a production system, and what 
motivational factors serve as drivers of or barriers to specific crops [10]. The review indicated 
that, although economic incentives to change the production system are strong, factors such as 
values (e.g., aesthetics), knowledge (e.g., habits and knowledge of production methods), and 
legal conditions (e.g., property rights and cultivation licensing) may also be crucial for 
production system change [10]. However, no empirical, explorative study of this matter has 
yet been carried out. 

This paper builds on our earlier analysis of motivational factors as described in the literature, 
adding the findings of an empirical study of the conditions necessary for farmers to engage in 
energy crop production, which can serve both climate change mitigation and adaptation 
purposes. The specific research questions are: i) What drivers of and barriers to energy crop 
production, from the farmers’ perspective, can be empirically identified? ii) How do these 
relate to the factors identified in the literature? The results will enhance our knowledge of why 
farmers choose to change their land use, including motivational factors. In terms of increasing 
energy crop production – a Swedish government goal – our analysis can provide a basis for 
policy decisions regarding enhancing drivers and removing barriers. 

2. Motivational factors as drivers and barriers  

Studies of the public understanding of environmental issues have identified a frequent gap 
between peoples’ opinions and their actions – an “attitude–behaviour divide” (see, e.g., 
[15,16]). Even though actors may be knowledgeable regarding environmental issues, they 
may not always act in ways that contribute to environmental sustainability [17]. The reasons 
for this vary, but one possible explanation is that many environmental problems are 
characterized by complexity and uncertainty; they are often global in nature and their effects 
may be distant in time and space [16, 18].  

Many studies focus on a single crop [19,20] or a particular aspect of energy farming [21]. 
Very few studies take a more integrated view of a wider range of crop alternatives and 
motivational factors relevant to the farmer considering energy farming. Rosenqvist et al. [19], 
for example, statistically analysed the characteristics of individual farmers who have adopted 
salix cultivation, and compared this group with a strategic sample of farmers who have not. 
The only more holistic study we found in the surveyed literature was that of Paulrud and 
Laitila [11], who use a methodologically strict and quantitative approach (i.e., a choice 
experiment) to investigate a limited number of motivational factors affecting a limited number 
of crops. Building a more comprehensive understanding of what affects farmers’ adoption of 
energy crops calls for a more explorative and qualitative approach. Hence, it is important to 
contextualize attitudes, i.e., to analyze not only actors’ stated opinions, but also the barriers 
preventing people from acting and the drivers encouraging them to do so [16,17].  
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To understand the contextual factors that restrain and enable farmers’ actions, it might be 
useful to distinguish between proximate causes and underlying driving forces of individual 
land use change decisions [12,22]. Proximate causes are the motivational factors directly 
experienced by land users, such as an available market’s increased demand for a product 
driving a change in land use or decreased dependence on subsistence farming due to off-farm 
income-generating activities. Underlying driving forces are indirect and more process 
oriented, such as climate change or expanding national/regional markets. 

Our previous review of the literature dealing with the motivational factors guiding farmer 
decisions to engage in energy crop production identified four broad groups of motivations 
relating to values, legal conditions, knowledge, and economic factors [10]. Along with these, 
a variety of more specific factors was found that may serve as drivers of or barriers to 
individual farmers considering the adoption of certain energy crops. The analysis indicated 
that, although several studies have been undertaken, we still lack knowledge of the various 
groups of motivational factors and how they are assessed by individual farmers. More 
specifically, we lack knowledge of the direction of the motivational factors associated with 
various crops, the relative strengths of these factors, whether different strata of farmers assess 
motivational factors differently, and the precise identity of the proximate causes and 
underlying forces. 

This paper represents a preliminary attempt to fill this knowledge gap. We aim to identify a 
wide variety of barriers and drivers discussed by Swedish farmers during four focus group 
interviews, dealing not with the adoption of specific crops, but with the motivational factors 
affecting whether or not one engages in “energy farming”. These barriers and drivers will be 
discussed in relation to the four broad groups of motivational factors mentioned above, i.e., 
values, legal conditions, knowledge, and economic factors [10]. 

3. Methodology 

This study builds on four focus group interviews involving 21 Swedish farmers, 20–70 years 
old, in 2010. A focus group is a group interview in which a small number of participants is 
brought together to discuss a specified issue under the guidance of a moderator who 
preferably assumes a low-key position [23]. The comparatively free form of discussion 
occurring in focus groups enables the researcher to uncover aspects of the chosen topic that 
were not anticipated but were spontaneously raised in the discussions and thereby proven to 
be important to the participants. Focus groups were chosen for this study since they offer a 
research method well suited to generating a rich understanding of participants’ beliefs and 
experiences [24]. Moreover, focus group methodology enables analyses of what participants 
bring to the group; focus groups constitute “thinking societies in miniature” [25], in which the 
process of joint meaning-making may be studied in action [26]. Focus group methodology is 
well suited to studying socially shared knowledge as it is constructed, expressed, and 
negotiated in a group [27]. Nevertheless, like all research methods, focus groups have their 
limitations. Their purpose is not to draw statistical conclusions that are generalizable to a 
general population [28]. Instead, focus groups provide in-depth insight into particular topics, 
insight that can productively be combined, for example, with survey research. 

Each interview started with a discussion of climate change and of the information sources 
used by the participating farmers to learn about this issue. This part of the interview is not 
analyzed here, but will be used for other purposes in the K3 project. The last 30–45 minutes 
of the focus group interview were designed as a participatory exercise in which farmers were 
asked to mention factors that they saw as facilitating or impeding their adoption of a certain 
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energy crop (one annual and one perennial). The factors were written down on cards, and 
participants were then asked to rank them in order of importance [29]. In the discussions, we 
used four example crops: wheat for energy production, hemp, salix, and hybrid aspen, of 
which two are annual (wheat and hemp) and two have a turnover time of more than 20 years 
(salix and hybrid aspen). Despite the use of specific example crops, the discussions were 
framed in general terms as dealing with the drivers of and barriers to energy farming. 

4. Results 

As shown in Table 3, the four groups of motivational factors mentioned by farmers during the 
focus group discussions include numerous aspects and conditions affecting decisions to begin 
growing energy crops. In Table 3, these are grouped into the four categories of motivational 
factors identified by Ostwald et al. [10]. In several cases, the same factor may serve as a 
driver of adopting an annual crop and a barrier to adopting a perennial crop, or vice versa.  

5. Discussion, conclusions, and ideas for further research  
Table 3 indicates that many of the factors identified in the literature review were mentioned in 
the focus groups. Legal factors, however, were not mentioned by the participating farmers as 
having any motivational impact. Knowledge factors, which were not mentioned that often, 
served mainly as barriers. 

Value-driven motivational factors include environmental concerns, which seem to serve 
mostly as drivers of the adoption of both annual and perennial energy crops. The food versus 
energy antithesis and the heritage aspect served as very strong barriers to adopting perennial 
energy crops. This was particularly so in Group 1, comprising farmers in a forest area, who 
described adopting such crops as a “crossroads” choice that would undo the work of 
generations of ancestors who have striven to keep the fields clear to enable food production. 
To some extent, the food versus energy antithesis also served as a barrier to annual crop 
adoption, as it was seen as unethical to “burn food”. From this perspective, annual energy 
crops were slightly less bad than perennial crops, as they at least kept open the option of 
growing food crops in the near future. Moreover, lifestyle issues such as workload and 
curiosity served as drivers of the adoption of perennial energy crops.  

Economic factors were, together with the value-related factors, those most often mentioned in 
the groups. In particular, the issue of flexibility was discussed thoroughly by all groups, 
mostly as a barrier to the adoption of perennial energy crops and a driver of annual crops. The 
inflexibility of the “crossroads” choice of perennial crops focused on the long turnover time 
of these crops as well as the difficulty of reconverting to annual crops after harvesting the 
perennial crop. The potential for better risk management by applying a portfolio perspective 
to the farm’s “crop basket” (identified by Berg et al. [4]) was also mentioned. Moreover, 
issues of profitability, subsidies, output value in relation to input costs, and other more 
straightforward economic aspects were also mentioned, particularly by Group 4, which 
consisted of relatively young farmers in an intensive farming area. 

 

 

 

 

 

2512



Table 3. Empirically identified barriers, B, and drivers, D, for farmers adopting energy crop 
production. Each B or D indicates that a factor was mentioned at least once in each focus group. 

Identified factors  <1 year 
turnover 

>20 years 
turnover 

Typology of 
factors 

VALUES 

responsibility for nearby environment D B 
environmental 
concerns 

destroying nice views D B  
wildlife refuge (in open landscapes)  D   
preserve cultural landscape D B2   
environmentally friendly  D   
low negative environmental impact  D   
grow food for the world BB B2 food vs. energy 
potential food becomes energy B    
producing either food or energy D    
not usable for other purposes (food) B    

honour/dishonour ancestors D B 
tradition/ 
heritage 

“culture” = cultivation D B   
fun to try something new  D fun, curiosity 
curiosity  D2   
less work, more leisure time  DDD2 work load 
good timing with other crops  D   
KNOWLEDGE 
too little knowledge  BB knowledge 
well-known crop D    
not the optimal energy crop (input/input ratio) B    
ECONOMY 
flexibility D BBB flexibility 
destroys field drainage, etc.  DD BBB2   
“crossroads” choice D B   
market flexibility (many buyers) D BD   
contract (if food wheat price goes up, you lose) B D   
unclear political ambitions + long-term perspective D B2   
lack of flexibility + too little knowledge D B   
not such a long turnover time  D   
global wheat trade reduces the risk of unexplainable price

 price fluctuations D    
short term – easier to plan D    
if land is available/marginal land B1D DD available land 
no available land BB1 B2   
unsuitable for soil type/intensive farming region  B   
profitability BB1DD DD2 other factors 
subsidies D D  
soil degradation  B B2  
(no) need for special equipment D B  
rational production  D  
low inputs (labour and agrochemicals) B D  
lower quality specifications compared with those of food 
wheat D   

1 Hemp 
2 Hybrid aspen 
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Moreover, our results have implications for policy formulation in general and for climate 
change communication and extension service to farmers in particular. In terms of the time and 
energy spent discussing the different types of motivational factors, value and economic 
factors were clearly regarded as the most important by participating farmers. In fact, value-
related issues seemed to constitute the basis of individual identity – “what it is to be a farmer” 
– functioning as a filter or background for other factors, including economic ones, which were 
always assessed in relation to this identity. Hence, in discussing the potential for energy crop 
production, advisors and authorities must understand farmers’ interpretative frames, i.e., what 
determines how they interpret and understand such messages, and in which agricultural 
setting they conduct there trade. There is also a clear divide between how various 
motivational factors serve as either drivers or barriers when annual or perennial energy crops 
are discussed. New policies to promote energy farming must take this into account, and 
design specific policy components for specific types of crop so that the overall policy package 
is coherent in terms of its motivational effects on farmers’ decisions.  

This paper has presented the results of a preliminary analysis of four focus group interviews 
of a planned sequence of eight. The following issues will be explored in an upcoming analysis 
of the present material, complemented by four additional focus groups to be held in 2011: 

Firstly, the motivational factors identified here are mainly analyzed with regard to their 
direction, i.e., whether they serve as drivers of or barriers to the adoption of annual and 
perennial energy crops. Analyzing the ranking of the identified factors and any correlations 
between them to establish a hierarchy of importance would improve our qualitative 
understanding of what affects farmers’ adoption of energy crops. Preliminary results indicate 
that value-related factors are at least as important as economic factors. 

Secondly, the motivational factors discussed here were identified from the perspective of 
individual farmers and the decision contexts that face them when considering converting to 
energy crop cultivation. The factors all directly influence the outcome, but often they stem 
from trends and developments on a national or even global scale. The distinction between 
proximate and underlying forces [12] may sharpen the analysis considerably. 

Finally, the increased cultivation of energy crops can be seen as a way society can adapt to 
climate change by reducing greenhouse gas emissions. Clearly, the opportunities created by 
increased national and global demand for energy crops enhance risk management and 
portfolio thinking for farmers, who can benefit from a wider choice of crops when deciding 
whether to stay in traditional food production or convert to energy crops. These and other 
adaptation possibilities for individual farmers also merit investigation. 

Future quantitative studies, i.e. surveys, could productively explore the relative and absolute 
importance of various motivational factors to different strata of farmers (e.g., depending on 
age, type of land tenure, and location).  
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Abstract: Grain for Green Program was launched in China as a national measure to control erosion and increase 
vegetation cover in 1999. With a budget of 40 billion US dollar, the program that targets cropland and barren 
land has today converted over 20 million hectares of land into primarily tree-based plantations. Even though the 
design of the program includes a category of energy forest only a negligible part is planted as such (0.61%). The 
majority of the land converted is for protection (78%). The use of these plantations in the future is however 
unclear and a hypothesis of energy substitution is valid.  
In this paper, we try to estimate the overall carbon that has been sequestered due to the program by using official 
statistics from the program and by calculating it according to mainly three different approaches; calculations 
made on I) net primary production, II) figures from IPCC’s greenhouse gas inventory guidelines, and III) mean 
annual increment. We also highlight several of the uncertainties that are associated with the program and the 
estimations.  
The result shows that conversion of cropland and barren land generated carbon sequestration over its 10 first 
years ranging from 222 to 468 million tonnes of carbon, with the IPCC approach yielding the highest estimate 
whereas the other two approaches had more similar outcome (around 250 million tonnes of carbon). 
Uncertainties associated with the assessment lies within the use of growth curves not designed for the particular 
species and their different locations, actual survival rate of the plantations, and discrepancies in figures 
concerning the program (e.g. area, type, survival rates) at different levels of authority (from national to local). 
The carbon sequestered in the biomass (above and below ground) from this program is equivalent to 14% (based 
on median of all three approaches) of China’s yearly carbon dioxide emissions due to fossil fuel use and cement 
production.  
 
Keywords: Land-use change, Mitigations impact, Plantations, Carbon sink, Bioenergy. 

1. Introduction 

As China continues its rapid rate of development, dealing with the massive and growing 
emissions of greenhouse gases (GHG) (6.5 mega tones of carbon dioxide (tCO2) in 2007 
corresponding to 22% of the global total) the country will be vital in the context of global 
climate change [1]. Afforestation and reforestation have become important measures in China 
to slow down the wind and water erosion. In 1999 the Chinese government introduced the 
Grain for Green Program (GGP) also known as Slope Land Conversion Program [2] or The 
Conversion of Cropland to Forest and Grassland Program [3]. The large-scale afforestation 
under the GGP will result in a large amount of new forest and hence enhance the carbon 
sequestration capacity in the terrestrial ecosystems. With this quick background setting the 
objectives of the paper are to i) estimate how much carbon the program has sequestered, ii) 
how a national assessment can be conducted and the potential strengths and weaknesses it 
holds, and finally iii) what the potentials are to use the biomass produced as an energy 
substitute for fossil-fuel.  

2. The program and the setting 

The GGP feature the conversion of steep-sloped and degraded cropland and barren land to 
forest and grassland by millions of small landholders in 25 provinces, municipalities and 
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autonomous regions (Fig. 1). The primary targeted area of the GGP was the basins of the 
Yellow and Yangtze River. The Loess plateau located in the upper and middle reaches of the 
Yellow River is a part of this area. It is well known for severe soil erosion and degraded land. 
Over 60% of the land suffers from various degrees of soil erosion as a consequence of 
unsustainable use and degraded vegetation cover, as well as the presence of deep, loose 
yellow soils [4]. The GGP mainly focuses on steep slopes that seriously threaten to degrade 
the water quality in the rivers. 

 
Figure 1.Grain for Green Program coverage in China (yellow) indicating the sensitive areas around 
the Yellow River and Yangtze River.  
 
3. Methods and materials 

To estimate the carbon in the trees planted under the GGP information on area, location of 
plantation and the locations physical characteristics, species, increment per year and survival 
rate were needed and collected from forestry statistics and national and province level and 
scientific literature. To estimate the carbon sequestration performance of the programme we 
assumed a baseline of what plausible would happen in the absence of the implementation. 
Due to the targeted soils’ degraded character with high erosion and unsustainable agriculture 
we assume the carbon sequestration would be equal to zero of negative. The carbon pools 
included in the calculation was above and below ground biomass with the latter as a ratio of 
0.26 of the former [5].   

The total carbon stock for the different regions, i.e. provinces, is calculated according to 
equation 1: 
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where Ai,j (ha) is the converted cropland for region j in year i. Y is the year the study was 
conducted, i.e. 2009. This means that the trees planted in year i=2008 has been growing for 1 
year. Cj (tonnes carbon (ha yr)-1) is the carbon increment per hectare and year fitted for the 
climate conditions of each for region j. The time frame used is from 1999 to 2008/2009. The 
amount of land converted is presented in Fig. 2. 

   
Fig 2. Total accumulated converted cropland and barrenland area 1999-2008, data missing for 
barren land 1999-2000 (Administration 1999-2008). 
 
Three different values were used to assess the carbon in the terrestrial vegetation in GGP. 1) 
Net Primary Productivity (NPP), 2) Intergovernmental panel on climate change (IPCC) 
Guidelines for National Greenhouse Gas Inventories (GNGGI) and, 3) mean annual increment 
(MAI). Two of the NPP values were derived from China specific studies [6], [7] and one on 
global average [8]. IPCC default values i.e. in the lower accuracy level Tier 1, were used for 
natural and managed forest [9]. MAI values are primarily derived from a national assessment 
[10] or when missing a global value of 1.6 tC/ha/yr [11] was used.  
 
4. Results 

4.1. Carbon sequestered under GGP  
The total area of barren land converted is larger than the area of cropland converted.  Because 
of this the result of carbon sequestrated by barren land conversion is also larger as can be seen 
in Fig. 3. The highest value for cropland and barren land conversion is 468 million tonnes 
carbon (MtC) and the lowest value is 222 MtC. There is a large difference, 246 MtC, between 
the highest and the lowest values.  
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Fig 3. Total amount of carbon sequestrated by conversion of cropland under the GGP 1999-2008 
(tonnes).  
 
The reason behind the high value of the IPCC plantation figure can be that the default values 
are assessed for heavily managed systems including rotation. 

4.2. Saptial differences in carbon from GGP 
In most provinces the carbon sequestration under barren land and cropland is almost equally 
large, barren land being a little larger (Fig. 4). Only Xinjiang, Qinghai, Shaanxi, Sichuan and 
Jilin have larger carbon sequestration through cropland conversion than through barren land. 
Sichuan has the largest value, 31.7 MtC while Tibet has the lowest, 209 thousand tC.  

 
Fig 4. Average amount of carbon sequestrated by conversion of cropland 46.4% and barren land 
53.6% under the GGP 1999-2008 per province (Million tonnes). 
 
4.3. Sequestration level and potential impacts 
From this 20 Mha plantation program the sequestering rate has been ranging from 222 to 470 
MtC with a median on 246 MtC. This would mean that the annual sequestration range from 
22-47 MtC/yr with a median on 25 MtC. Or if taken on a hectare basis, a carbon content of 

NPP 
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11-23 tC/ha, which indicates a low productivity. Taking the median of 246 MtC it 
corresponds to 14% of the carbon emitted only in the year of 2009. 

 
5. Discussion 

There are large differences in figures depending on the biomass growth used in the model; 
differing up to 103%. This is due to assumptions on regional differences, species growth 
patterns and management impacts. Further, the different species and place of planting is 
crucial for the outcome. Also, the actual area that has been converted differs between sources 
ranging from 20 to 32 Mha, where we have chosen the lower value from the China forestry 
yearbook. 

Since the legislation behind the GGP states that the forest planted may not be harvested until 
over-matured there are low potential to grow fast rotational energy forests on the land 
converted by the GGP. Further, the legislations defines only 0.61% of the forest planted as 
’energy forest’ whereas as much as 78% of the forest planted are for protection and most of 
these species are not suitable for usage as bio-energy. Hence, the potential for bio.energy for 
the forest planted within GGP is low. This is further evident when looking at the amount 
sequestered carbon that is fairly low, ranging from 11-23 tC/ha . 

In order to make the estimation more accurate it would be interesting to collect province 
specific data regarding the species used and province specific biomass growth rate for all 
provinces. This would make the estimation more accurate since biomass growth is strongly 
dependent on local factors such as soil quality, thinning, irrigation and fertilization.  

Another way to obtain more accurate results would be to divide the converted land into 
smaller areas that has a homogenous climate. By doing so better approximations of the 
biomass growth rates could be obtained by relating the growth rate to the climate. 

6. Conclusion 
• The carbon sequestrated by the conversion of cropland and barren land under the GGP 

ranges between 222.3 and 467.9 MtC. The median is 246 MtC while the mean is 289 
MtC. With IPCC’s approach for natural forests the amount of carbon sequestrated by 
the conversion of cropland and barren land between 1999-2009 is 312 MtC. 
 

• 246 MtC sequestrated between 1999-2009 corresponds to 14% of the total carbon 
emitted from Chinas carbon emitted in one year (2009). 
 

• The potential for bio-energy from the forest planted due to the Grain for Green 
program is low since the part of trees planted that are suitable for bio-energy is low 
and since the legislations prevents harvesting of the forest until over mature. 
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Abstract: For nearly all their history, modern renewables have had to fit into electricity systems that otherwise 
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there is wide agreement that fossil fuel generation has to be phased out in favour of technologies that produce 
low levels of greenhouse gas emissions. There have always been question marks about whether the free market 
model for electricity would be sustainable but doubts are now beginning to emerge from an unexpected quarter 
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British government published a White Paper on its proposed reforms to the electricity market that are widely 
expected to see foresee a much more interventionist approach. However, the British government also has a 
strong policy to promote new orders for nuclear generation and concerns have been expressed that the market 
reforms will be designed to favour nuclear power at the expense of renewables. This paper reviews previous 
policies in Britain to promote renewables and examines options available in a more planned electricity system. 
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1. Introduction 

For nearly all their history, modern renewable generation technologies have had to fit into 
electricity systems operated using the liberalised model of competitive wholesale markets and 
retail competition for consumers. Their costs are too high and, for some options, the 
technologies are not mature enough for utilities to choose them in preference to other 
generation technologies. However, there is wide agreement that fossil fuel generation has to 
be phased out in favour of technologies that produce much lower levels of greenhouse gas 
emissions. As a result, it has been necessary for governments to override the markets in 
various ways to stimulate investment in renewable. 
 
In Britain, there is now recognition that there are fundamental problems with the electricity 
market that will require a return to a more planned approach. In December 2010, the British 
government published a White Paper that set out its initial thoughts on market reforms. The 
situation in Britain is complicated by the strong policy, supported by all three major parties, to 
promote nuclear power, overtly as a way to reduce greenhouse gas emissions. 
 
2. Why have electricity markets failed? 

In February 2010 when the British government and the energy regulator both reported major 
problems with competitive electricity markets, they implied there were two main problems: 
that the market would not build sufficient new renewable capacity; and that the market could 
not be relied on to ensure there was enough overall capacity to ensure demand would be 
securely met. 
 
The British Energy Minister, Ed Miliband, told the Times1: 

 

                                                           
1 The Times ‘Labour prepares to tear up 12 years of energy policy’ February 1, 2010, p 37 
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The Neta system [the British wholesale market], in which electricity is traded via contracts 
between buyers and sellers or power exchanges, does not give sufficient guarantees to 
developers of wind turbines and nuclear plants. He said that one alternative would be a 
return to "capacity payments" - in which power station operators would be paid for the 
electricity they generate and also for capacity made available. The idea of such payments is 
to give greater certainty to investors in renewables and nuclear energy. 

 
A day later, Ofgem stated2: 

 
‘The unprecedented combination of the global financial crisis, tough environmental targets, 
increasing gas import dependency and the closure of ageing power stations has combined 
to cast reasonable doubt over whether the current energy arrangements will deliver secure 
and sustainable energy supplies.’ 

 
And 

 
‘There is an increasing consensus that leaving the present system of market arrangements 
and other incentives unchanged is not an option.’ 

 
Neither argument is convincing. The mechanisms to get renewables built inevitably took them 
out of the main market and if these mechanisms did not work, it was not the fault of the 
market, it was in the design of these policies, as is argued below. On the more general point of 
supply security, it is hard to know why this has come up as an issue now. The market model 
has always relied on the wholesale market price being high enough that sufficient capacity 
will remain on-line to ensure supply security and that market signals would be seen early 
enough to stimulate sufficient new capacity to meet demand growth and replace old plant. So 
far this has proved the case in Britain and supply security has been maintained although it is 
arguable this has been the result of market imperfections rather than the efficiency of the 
market [1]. There are a large number of new power plant projects that could be on-line within 
five years, albeit mostly gas-fired, so there would seem to be no reason as to why doubts on 
supply security should arise now. 
 
Thomas [1] argues that the faults are more fundamental and would apply even if there was no 
need to replace fossil fuel plants with low-carbon generation. He argues that: if wholesale 
markets became truly competitive, investment in new capacity would be intolerably risky; 
retail competition inevitably disadvantaged small consumers and within small consumers, the 
poorest consumers; and the costs of competition are bound to outweigh any conceivable 
benefits. 
 
3. Renewables in competitive markets 

In Britain, renewables have been supported through two separate mechanisms, a capacity 
auction system from 1990-98 financed by the Fossil Fuel Levy (FFL) through the Non-Fossil 
Fuel Obligation (NFFO) and from 2002 onwards a Renewables Obligation (RO) system. A 
Feed-In Tariff system was introduced in 2010 but only for much smaller sources than are 
covered in, for example, Spain and Germany. Each of these mechanisms has had its 

                                                           
2 Ofgem (2010)’Action needed to ensure Britain’s energy supplies remain secure’ Press release R5, February 
2010. 
http://www.ofgem.gov.uk/Media/PressRel/Documents1/Ofgem%20-
%20Discovery%20phase%20II%20Draft%20v15.pdf  
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advantages and disadvantages. In principle, all could be used in a more planned system so it is 
important to examine their record. 
 
3.1. The NFFO 
The NFFO was an accident born of the failure to privatise the nuclear power sector in 1990. 
The nuclear power plants were placed in a new publicly owned company, Nuclear Electric. 
The operating costs of the existing nuclear plants were found to be about double the expected 
market price for electricity so to allow the company to continue trading, a subsidy had to be 
introduced. 10 per cent of all consumer bills, the Fossil Fuel Levy (FFL) was allocated to this 
subsidy raising about £1m per year. The European Commission judged this an unfair state aid 
to nuclear power and required that it be phased out by 1998. 
 
Nearly all of the FFL was paid to Nuclear Electric. For political reasons, a small proportion of 
this, rising from 0.5 per cent of the subsidy in 1990/91 to 8 per cent in 1994/95 was allocated 
to renewables and this was disbursed through capacity auctions [2]. A total of five auctions 
were held. Typically, the auctions would specify the amount of capacity that would receive 
subsidies and could also be targeted at particular technologies, for example, waste-to-energy. 
In terms of prices, the results were impressive with the last auction in 1998 producing an 
average successful bid of £27/MWh compared to £75/MWh in 1990. 
 
However, the completion rate on the successful bids was very poor. This was partly because 
of difficulties in obtaining finance and planning consents, and problems of equipment supply. 
The time limit on the FFL imposed by the European Commission meant also that projects 
could only receive subsidies for a short period of time up to 1998 when the FFL had to be 
phased out. In 1996, the FFL for nuclear was abolished and remained at a much lower level 
until 1998 specifically to subsidise renewables. Because subsidies for renewables were 
allowable under European Union law, it was possible to extend to 15 years the period for 
which subsidies could be given and this meant that for the final auction, much longer 
contracts of 15 years could be awarded to successful bidders rather than the contracts up to 
1998 that had applied previously. 
 
3.2. The Renewables Obligation 
There was a hiatus from 1998 to 2002 while the government considered how to replace the 
NFFO. In April 2002, the British government announced that a Renewable Obligation (RO) 
on electricity retailers would be introduced. This effectively requires them to source a given 
percentage of their electricity from renewable sources. The level was set at 3 per cent in 2003, 
rising to about 10 per cent in 2010 [3]. Companies that fell short of their target percentage are 
required to ‘buy out’ their obligation at 3p/kWh (rising annually with inflation). The funds 
raised are redistributed to the suppliers that complied with the obligation using certificates. 
The RO was expected to force electricity retail companies to meet their obligation as cheaply 
as possible to ensure their tariffs remained competitive. 
 
There have been a number of problems with the RO [4]. First, the design of the penalties 
means that if all the companies fall short of the target, none of them is financially or 
competitively disadvantaged. The cost of the buy-out may be judged preferable to the risk and 
extra cost of building new renewable facilities. Given the structure of the British electricity 
market, under which all the major electricity retailers are owned by the six large generation 
companies, the RO is also a barrier to entry for new generators. The retail arms of the ‘big 
six’ companies will generally have a strong incentive to either own or control the resources 
they contract and will be able to prevent entry by new renewable generation companies. 
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3.3. Feed-in tariffs 
Feed-in tariffs (FITs) have been highly effective, for example, in Spain and Germany, at 
rapidly expanding renewable capacity and, given the poor rate of installation of renewables in 
the UK, this has led to pressure to adopt FITs in the UK. In 2008, the UK Energy Act [6] 
introduced provisions for FITs and in April 2010, FITs were introduced, but only for 
installations with a capacity of 5MW or less. This scheme can clearly only have a limited 
impact and seems focused mainly on households. It is too early to assess how successful it 
will be yet. Elsewhere, experience suggests that the key to successful use of FITs is to set the 
fixed tariffs at a level that is high enough to stimulate investment but not so high as to lead to 
wasteful over-investment with larger than necessary public subsidies. 
 
3.4. Review of experience to date 
While Britain has probably the best renewable resource base in Europe, at least with current 
technology, it has one of the poorest rates of installation and costs have been high [4]. The 
evidence that costs are high is particularly damning given the emphasis with the two main 
policies, the NFFO and the RO, on market mechanisms as a means to minimise the cost to 
consumers. 
 
4. The Future 

In the next decade, the requirements for installing renewable generation will be massively 
increased. Under the RO, British electricity retailers are required to source about 10 per cent 
of their electricity from renewables. Under the European Commission’s ‘20-20-20’ targets, 
Member States would need to source 20 per cent of their energy from renewable sources. 
Given that in the UK, electricity makes up less than 20 per cent of final energy consumption, 
meeting this target would require a massive increase in installation rates. Even if we assume 
that half of these renewables would not be used for electricity generation (e.g., bio-fuels), this 
would require that renewable generation capacity would have to increase more than 5-fold in 
less than a decade. 
 
It would seem that cost-minimisation can no longer be the dominant policy force. Clearly, 
electricity needs to remain affordable, especially if we are going to require that it substitutes 
for direct use of fossil fuels, for example, in space-heating and transport, so cost has to remain 
an important consideration. However, future generations will not be impressed if we fall well 
short of the ’20-20-20’ target no matter how cheap the renewables we do build are. 
 
The major unknown is the attitude of the British government to nuclear power. Nuclear 
proponents claim that nuclear power is the only feasible way to meet such ambitious targets as 
the ’20-20-20’ policy. Nuclear is claimed to be a proven, low-carbon, base-load source that 
can be deployed in large numbers with no resource constraints that cannot be overcome. 
 
Its detractors, apart from the well-rehearsed arguments on safety, proliferation and waste 
disposal, dispute that it is as low-carbon as it is portrayed and they are concerned about the 
extent of uranium reserves. The designs now available for order have yet to be demonstrated. 
They also claim that nuclear’s costs are far higher than governments promoting it 
acknowledge and that rates of installation for nuclear programmes worldwide have almost 
invariably fallen far short of the rates forecast. To illustrate the two latter points, they note 
that estimated construction costs of the latest generation of plants has increased from 
US$1000/kW less than a decade ago to US$6000/kW and if history is a good guide, outturn 
costs will be even higher. On installation rates, when President Bush launched the US Nuclear 
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2010 programme in 2002, the assumption was that one or two new reactors would be in 
service by 2010. It seems likely that the first reactor under this programme will not be 
finished much before 2020 and many of the utilities that expressed interest in the programme 
are now dropping out. Nevertheless, the British government is convinced that a rapid 
expansion of nuclear power will be the main tool for Britain to reduce its fossil fuel usage. 
 
A number of mechanisms have been mooted in Britain to encourage renewables (and nuclear) 
development. 
 
4.1. Capacity payments 
These were mentioned by the Energy Minister in his February 2010 announcement so it 
seems likely they are in the mind of officials at the energy ministry (now the Department of 
Energy and Climate Change, DECC). Capacity payments would be paid to generation sources 
simply for being available to generate and would clearly be an advantage to potentially base-
load sources, but would be of little or no value to intermittent sources such as wind, wave or 
solar. They would be a particular advantage to nuclear power however, which because of its 
rigid cost structure is vulnerable to market price variations. 
 
However, the logic of capacity payments would seem to be that they should be targeted at 
peaking capacity. The annual loading of such plant is highly variable depending on weather 
and demand, and, for several years, a peaking plant whose availability is needed for supply 
security might earn little or no income from sale of electricity. A capacity payment sufficient 
to cover its fixed costs would give plant owners a strong incentive to keep such plant on-line. 
If a base-load source is not earning enough money to cover its costs from sale of electricity 
this suggests either that there are market defects or that that source is simply uncompetitive. 
 
It should also be noted that from 1990-2002, the British electricity market design included a 
type of capacity payment. However, this was continually manipulated by the generators to 
increase, unfairly, the level of payment they received. 
 
4.2. Fixing the Carbon price 
The idea of fixing the carbon price came up in the context of the 2008 UK White Paper on 
nuclear power [5]. According to this, for nuclear power to be economic, using even the 
government’s highly optimistic figures, the carbon price would have to be at least €36/tCO2. 
It may have been that this was simply the easiest way for the British government to maintain 
the illusion that nuclear power was an economic option that companies would choose 
unprompted if some enabling measures were introduced. A centre piece of the British policy 
since then has been that no public subsidies would be offered to induce the construction of 
new nuclear capacity. However, the discussion of the Carbon price was seen by many as an 
indication that the British government was considering putting a floor on the Carbon price at a 
level that would make nuclear power economically viable. A Carbon price floor would also 
provide a more secure income stream for all renewable options, but whether it would be 
sufficient by itself to ensure that renewable capacity was built is far from clear. The same 
reservation applies equally to nuclear power. 
 
In practice, the Carbon price is set in the European Union’s Emissions Trading Scheme (EU 
ETS). Britain cannot choose arbitrarily to fix the Carbon price unless it exited the EU ETS 
and set a floor Carbon price for a new British Carbon market, which does not seem likely to 
be politically viable. Alternatively the Carbon price could be fixed if the EU ETS was 
substantially changed to include a floor price for the whole of Europe. 
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Few would argue that the EU ETS has worked well and the Carbon price has remained low, 
far below the levels seen by the British government as being necessary to make nuclear power 
viable. Whether simply giving up on the market entirely to creatively find ways of reducing 
greenhouse gas emissions by fixing the Carbon price is necessary is far from clear. 
 
4.3. Energy efficiency 
Clearly, reducing demand substantially would make the 20 per cent target much easier to 
achieve. An aggressive programme of energy efficiency measures would also have other 
policy pay-offs. Britain now has a serious problem of ‘energy poverty’, a condition under 
which a household is required to spend more than 10 per cent of their household disposable 
income on buying energy for the house. This has risen, as energy prices have increased from 
about 7 per cent of households in 2002 to more than 20 per cent in 2010. A programme of 
energy efficiency measures targeted at low income households would have major welfare 
benefits, would be likely to create large numbers of new jobs in the construction sector. It 
might also allow existing welfare payments, such as the winter fuels allowance under which 
all pensioners receive a sum of the order of £300 every December as a contribution to their 
energy bills. 
 
5. Conclusions 

5.1. Political considerations 
It is arguable that it was always an illusion that a free market for electricity was feasible 
except in the few years around the turn of the century when fossil fuel markets were over-
supplied and the extent of the challenge posed by climate change had not been fully 
assimilated at the highest policy level. Renewables are, in general, some way, in terms of cost 
and technological maturity from the position in which it can be left to the market to order 
them. 
 
If this is the case, the announcements from the British government of concerns about the 
electricity market should not have been a shock not because of what was said but because 
Britain is seen as the pioneer, advocate and most successful implementer of electricity 
markets. 
 
The European Union is in an even more difficult position than the UK. It bought into the 
rhetoric of electricity markets fully and has spent more than 15 years trying to impose 
essentially a copy of the ‘British Model’ on Member States. In the process it irreversibly 
dismantled structures and companies which, while far from perfect, had delivered reliable 
affordable electricity for many decades. For the Commission to admit that this effort was all 
misconceived will be politically difficult. However, the Commission cannot escape the reality 
that a free market electricity system is not feasible. A likely outcome is that what will emerge 
is a ‘Frankinstein’s Monster’ of a system with a veneer of competition, but which in reality is 
subject to strong centralized planning with inadequate regulation. 
 
5.2. Practical options 
The capacity auction mechanism under the NFFO, and the Renewables Obligation and the 
European Union Emissions Trading Scheme have all suffered from serious design issues that 
meant that none worked as planned. It is hard to say whether, with better design, these could 
have been effective or whether it is the fate of all market mechanisms, no matter how 
attractive in principle, to fail in practice, often through manipulation by the companies. 
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However, if the ‘20-20-20’ targets are a necessary and viable target, we may not have the time 
for more experiments with market mechanisms. We will also not have the luxury of cherry-
picking only cheap renewable options, such as on-shore wind, we will have to pursue more 
expensive renewable options. 
 
Feed-in tariffs remain the option with the best track-record of bringing large quantities of 
renewables on-line. They can also be tailored for a variety of sources with different prices on 
offer for different technologies. 
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Abstract: Promoting renewable energy has been a key ingredient in energy policy seeking to de-carbonize the 
energy mix and will continue to do so in the future given the European Union’s high ambitions to further curb 
carbon emissions. A wide range of instruments has been suggested and implemented in various countries of the 
EU. A prominent policy promoting investment in renewable technologies is the use of feed-in tariffs, which has 
worked well at large scale in e.g. Germany, but which has only been implemented in a very limited way in 
countries such as the UK. Being subject to environmental uncertainties, however, renewables cannot be seen in 
isolation: while renewables-based technologies such as wind and solar energy, for example, suffer from 
uncertain loads depending on environmental conditions, hydropower allows for the storage of water for release 
at peak prices, which can be treated as a premium (partially) offsetting higher upfront investment costs. In 
addition, electricity prices will respond to changes in electric capacity in the market, which is often neglected in 
standard investment models of the electricity sector. This paper contributes to the existing literature of real 
options approaches to electricity investment by investigating the specific characteristics of renewables and their 
associated uncertainties in a stylized setting taking explicitly into account market effects of investment 
decisions. The prices of the model are determined endogenously by the supply of electricity in the market and 
by exogenous electricity price uncertainty. The inclusion of market effects allows us to capture the full impact 
of public incentives for companies to invest into particular technologies. 
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1. Introduction 

According to the International Energy Agency (e.g. [1]), Norway’s electricity production is 
almost exclusively based on hydropower. However, the potentials for large-scale hydropower 
has been almost exhausted over the past and in the pursuit of meeting emission reduction 
goals without compromising the security of energy supply, the Norwegian government has 
been promoting other renewable energy sources such as hydro- and wind power. The latter is 
particularly attractive for Norway, as it enjoys both high wind speeds and a long coast line. 
 
Within the European Union the most common policy to encourage the installation of 
renewable capacity has been feed-in tariffs to date. This works such that producers receive a 
fixed price for the supplied electricity, which exceeds expected market prices. Often these 
tariffs decrease over time. The policy for the promotion of Norwegian wind power has been 
an investment subsidy before the project has started. Even though it had been planned to – 
jointly with Sweden - introduce a market arrangement for electricity certificates to substitute 
for these investment subsidies from 2007 on, these plans had to be postponed until after 2010. 
Under this arrangement, as outlined in [2] consumers will have to buy a certain amount of 
certificates for their electricity bought and eligible power plants will yield certificates for the 
electricity producers which can be sold. Policymakers then decide upon the type of electricity 
production, which should be eligible, and on the respective amount of certificates. This way 
the countries can exploit the renewable resources and distribute the burden on the producers 
in the most efficient way and the aggregate quota will thus be attained at a lower total cost 
compared to feed-in tariffs or quotas. 
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[3] use a real options approach taking into account the uncertainty from certificate price 
fluctuations to estimate the amount of new renewable capacity coming online under such a 
joint Swedish-Norwegian electricity certificate scheme. In this study, we want to focus on the 
current policy of investment subsidies. In addition to the policy context, another factor that 
we want to take into account in our analysis is the intermittency of wind power, which has 
tended to make it an unattractive option next to fossil-fuel-fired generation options [4]. In a 
related study, [5] explored how the integration of energy storage with individual wind 
turbines could smooth out the wind speed fluctuations. Their results for different types of 
wind conditions illustrated that short-term wind power fluctuations could be substantially 
reduced.  
 
Several studies over the past few years have further looked into technologies to realize such 
benefits and pumped-storage wind-hydro plants, which use reservoirs to store water 
previously pumped up with wind power, have been found to be profitable under particular 
circumstances [6]. Especially on islands, where wind potentials are high, pumped-storage 
wind-hydro plants have been found to be a promising option, with larger islands offering 
potential for even more profitable investments, where wind-hydro could even serve as base-
load (e.g. [7], [8]).1 Finally, a number of ancillary benefits add to the attractiveness of the 
technology. These include, inter alia, that the stored water can in emergency cases be used for 
consumption, irrigation, and to fight fires, etc. Also, wind-hydro plants are almost carbon-
free in terms of emissions. Finally, the wind-hydro plant can contribute substantially to grid 
stabilization by acting as a swing producer (consuming in off-peak times to pump up the 
water and generating during peak times). Most of the studies reviewed above have found that 
pumped-storage wind-hydro plants generally only become profitable at high electricity prices 
or significantly improved design and efficiency combined with high wind speeds. In this 
paper we want to explore the profitability of such a system both in Norway, but also in 
Germany considering the impact of uncertainty on investment decisions. Uncertainty 
emanates from two sources in our study: the development of the electricity price, which can 
additionally also be influenced by new capacity additions, and the intermittency of wind, 
which leads to a fluctuating load and thus uncertainty in profits. We therefore want to explore 
pumped-storage wind-hydro plants to stabilize profits from wind. While this might appear 
like an attractive solution for particular demonstration cases, it has to be kept in mind that 
such equipment is extremely costly and it is questionable whether the premium from profit 
stabilization would make up for this deficiency and whether therefore public funding should 
rather be directed at R&D targeted at cost reductions in the first place.  
 
We adapt the real options model presented in [9] in order to capture all these elements to 
answer the research questions outlined above and apply it to the German and Norwegian 
market situations to get a picture of the profitability of pumped-storage wind-hydro plants in 
the respective countries. The model focuses on the plant and its operation and abstracts from 
problems of integrating wind power into the grid, which is why the results have to be 
interpreted with caution. 
 
2. A Real Options Model for Wind Power Investment with Pumped Storage 

2.1. Model formulation 
In this section we formulate the model that will be used for the analysis in section 3. We 
study the profitability of the wind technology combined with pumped storage when compared 
                                                           
1 This is attractive for small and isolated electricity production systems, which does not apply to Norway. 
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to the standard wind farms. The investor tries to find the investment strategy that maximizes 
expected profits during the planning period. He can decide whether and when to construct 
new electricity generating capacities. There are two possible technologies available: a 
standard wind farm (referred to as wind) and wind combined with pumped storage (referred 
to as wind + hydro). The assumptions underlying the model formulation can be summarized 
as follows: 

1. The decisions can be made only once a year, the planning period is finite (T years).  
2. The total number of power plants that can be built is limited to n, where only one 

power plant can be built during one year. 
3. The load factor of both technologies is assumed to be uncertain, which leads to the 

annual electricity production being uncertain. Therefore, the annual electricity supply 
of both technologies is assumed to be equal and is denoted by w

tq , which  is modeled 

in each year as an independent random variable with known distribution.  
4. The supply of the investor is given by the maximum quantity as ( )w w h

t t tq n n+ , where 

,w h
t tn n  denote the number of wind and wind + hydro power plants built by the investor 

prior to year t respectively. The aggregate supply tQ  in year t  is given by 

0 ( )w w h
t t t tQ Q Nq n n= + + ,   (1) 

where 0Q  is the quantity supplied by firms that do not invest during the planning 

period and the quantity produced by plants outside the planning period, i.e. which 
already existed in t=0. N is the multiplier of the new investment. This represents the 
assumption that the new investment in the market is of the same structure as the one 
chosen by the investor. 

5. The electricity price in year t ( )e
tP  is assumed to depend both on income and demand 

in the current year and is subject to exogenous shocks, i.e. 
/ 1/( , ) i p pe

t t t t t tP Q X Y Q Xε ε ε−=    (2) 
where tY  is the disposable income in year t and ,i pε ε denotes the income and price 

elasticity respectively. tX is the exogenous shock, which is assumed to be an 

independent random variable with known distribution for each t. 
6. As has been already explained in section 2.1, wind when combined with pumped 

storage is able to affect the timing of supply and thus to benefit from the price 
fluctuations within a year. Thus the average price of electricity per kWh sold by a 
wind + hydro combination is higher than that of a standard wind. This is represented 
in the model by the price premium p, which denotes the price increment in percentage 
of the yearly electricity average price at the market.  

7. The capital costs are annualized, representing a situation where the overnight 
construction costs are covered by a loan with the annualized capital costs being the 
yearly installments of such a loan. The O&M costs depend not only on the number of 
the power plants of the individual technologies, but also on the electricity supply in 
the given year, Therefore the yearly costs ( , , )w h w

t t tc n n q  of the investor are a function 

of ,w h
t tn n  and w

tq . The yearly income of the investor can be calculated as 

( , , , ) ( , ) ( (1 ) ) ( , , )w h w e w w h h w w
t t t t t t t t t t t t tn n q X P Q X q n p n c n n qπ = + + − .   (4) 

Under these assumptions the investor’s problem can be formulated as  
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  (5) 

where r is the subjective discount rate, ,w h
t tn n  are the state variables, ,w h

t tu u   the control 

variables that are binary and represent the decision of the investor to invest in year t into a 
wind/wind + hydro power plant respectively.  
 
The resulting problem is a stochastic optimal control problem in discrete time with all the 
underlying variables being discrete in each time step. Thus it can be solved by recursive 
dynamic programming. The solution is then the optimal control in terms of feedback control 
telling the investor the optimal action for each time step and each possible state in that time. 
 
To analyze the impact of the individual features of the model (impact of climate policy, wind 
load uncertainty), this output is further processed. In the results section, two indicators of the 
optimal control are usually reported: the mean amount of wind + hydro farms that are built 
within the planning period, and the value of the firm. The mean value of the firm is directly 
given by the value function in the first year that is derived by the dynamic programming. For 
the average number of wind + hydro plants, Monte Carlo simulations are used. Future load 
and price shocks are simulated and for each simulation the feedback optimal control is used 
to extract the decision realized in that simulation. These decisions are then used for the 
calculation of the average investment into wind. In addition, these can be used to calculate 
the sum of the discounted profits over the planning period in each simulation, which gives us 
a distribution of the value of the firm as well. For the application, the values of the individual 
parameters have to be estimated, the functional forms and the remaining data still have to be 
specified. This is explained more in detail in section 2.3. 
 
2.2. Data 
In our paper the investment decisions of the producers are exemplarily surveyed in the 
countries Germany and Norway. The producers can choose between a farm of wind power 
plants and a farm of wind power plants in combination with a hydro pump storage plant. Both 
investment opportunities are adjusted so that the maximum output per year is the same. 
Furthermore the ratio of the size of the wind farm respectively the combination of wind farm 
and hydro pump storage in Norway and Germany is equal to the ratio of the size of the two 
electricity markets (Q0). [9] calculate the optimal size of the pump storage plant in relation to 
the wind farm and derive the ratio of 1:3. We use this ratio together with their estimate for the 
electricity loss caused by the pump process in the hydro pump storage plant of 0.1128 to 
calculate the setting of the combination. The cost estimates we use are taken from the 2010 
[10] and summarized in Table 2. To derive the costs in € rather than US$, we used the 
exchange rate given in the IEA report [10] of 0.68 and the same measure (average exchange 
rate of 2008) for the translation of € into Norwegian Kroner at 8.22 (OECD, 2010 [11]). 
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Table 1 Cost Data 
  Yearly 

production 
Ann. Capital 
Costs / Plant 

Variable Costs (O&M + 
Fuel + Permit expenses) 

Wind Germany 25,916.9 GWh/a 275.9 Mio. €/a 24.90 €/a 
Norway 6,120.5 GWh/a 535.8 Mio. NK/a 204.78 NK/a 

 

Wind + Hydro 
Pump Storage 

Germany 25,916.9 GWh/a 543.1 Mio. €/a 32.08 €/a 
Norway 6,120.5 GWh/a 1,054 Mio. NK/a 263.78 NK/a 

Source: calculated from [10] IEA, 2010. 

The load factor of the wind plants is assumed to be normally distributed around a mean of 
23% (according to [11]) with a standard deviation of 6% (as estimated for Europe in [12]). 
There is a huge amount of literature estimating the demand and its elasticity for electricity. 
Two often cited survey articles in this stream are Dahl (1993, [13]) and Espey and Espey 
(2004, [14]). Together they analyze some 84 articles with estimations of the elasticity for 
electricity. For modelling our price process, we rely on the basic model to keep the analysis 
transparent. The elasticities are thus estimated as follows: 

ln ln lne
t p t i t tQ P Y xε ε= + +

     

with xt  denoting the error term. The articles also calculate mean values of the estimates 
found in the analyzed articles for equation (6). The authors report an interval with the mean 
price elasticity of demand ɛp at -0.80 and the mean income elasticity ɛi at 0.93. The 
estimations using the form in (6) exactly estimate the price process used in our model 
described given by equation (2). For the stochastic shock (error term in (6)) we assume a 
normal distribution with mean 1 and standard deviation of 0.2 (which is approximately the 
size of the variance of the error term when estimating equation (6) with our underlying data). 
We model the disposable income using a starting value Y0 from 2009 and the average annual 
growth rate y of the last 20 years (1990 – 2009). As the firm has no investments at time t=0  
we take the actual total gross electricity generation of 2009 as the original supply in the 
market Q0 and assume that respectively the big electricity producers of a country 
simultaneously take the same decisions. The data is summarized in Table 2. 
 
Table 2 Price Process Data 
 

0Y  
y  0Q  

N  
Germany 2,445.5 Bio. € 0.0288 577,380 GWh 4 
Norway 2,264.3 Bio. NK 0.0389 136,353 GWh 5 
Source: EUROSTAT (2010), OECD (2010) [11]. 

The considered planning period T  is chosen as 30 years and following the standard 
assumptions in this stream of literature, we assume a discount rate r  of 0.05. Each firm is 
allowed to invest a maximum of four times. Note from the data that the difference between 
the “Germany case” and the “Norway case” lies in two characteristics: the size of the market 
and the electricity price process (and the underlying parameters).  
 
3. Model Results and Policy Analysis 

3.1. Price Premium 
An investment into the combination of a wind farm and a hydro pump storage plant conveys 
the following characteristics: a) the (uncertain) output of the wind farm is the same as without 
the hydro pump storage, but b) the producer now has the opportunity to save some output if 

(6) 
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the prices are low and sell the output plus the saved electricity if prices are high. Thus c) on 
average the producer earns a higher price per unit of output, i.e. he receives a price premium 
for having the opportunity to postpone the selling of current production. This premium has to 
outweigh the d) investment costs for the hydro plant, the variable (O&M) costs of running the 
hydro pump storage plant and the (small) loss of output through the storage process. Figure 1 
shows the average number of investments into the combination at the end of the planning 
period for different levels of price premia. One can see that only with a price premium as 
high as 70% in Germany and 75% in Norway the combination gets relatively profitable and 
the producers invest into it at least once. To get the maximum average number of investments 
a premium of at least 115% would be needed in Germany and 150% in Norway. Such high 
differences in the average price per output unit cannot be realistic. E.g. [15] calculated the 
optimal operation and size of a wind-hydro power plant combination. They found the yearly 
average per unit profits of the combination to be 20.12% higher than the per unit profits of an 
equally sized wind farm. Thus, we can conclude that today the investment into a combination 
of a wind farm and a hydro pump storage plant without public support is not profitable for a 
producer compared to only investing into a wind farm.  

 
Figure 1: Average investments into wind-hydro at the end of the  

planning period for different levels of price premia 
 
Two factors we do not consider in our study are grids and economies of scale. One can think 
of the additional costs surrounding the transmission of the electricity from the wind farm to 
the pump storage plant and back into the system as an increase in the variable costs of each 
produced unit. These costs are higher the farther the wind farm is away from the pump 
storage plant or in the periods (high-peak vs. low-peak) during which the electricity is 
transported. Thus, a large fraction of the literature shows that the combination is most 
profitable on small islands and could even serve as base-load on larger islands (see e.g. 
literature review in Anagnostopoulos and Papantonis (2007) [6]). In our framework, taking 
into account the costs grid adjustments would increase the threshold premium needed to 
make the combination relatively profitable. Economies of scale work in the other direction. 
So a bigger wind farm or e.g. an already existing bigger hydro pumped storage plant can 
produce the electricity at lower per unit costs, which will result in a lower threshold premium. 
 
3.2. Investment Subsidy 
Due to the positive externalities of the combination, i.e. for example stored water can in 
emergency cases be used for consumption and irrigation, etc, it makes sense for a country to 
support the investment into these combinations. E.g. Norway supports the investment into the 
combination by paying a subsidy on the investment costs before the project starts. This 
subsidy would need to be high enough to make up for the difference in the premium needed 
(as seen in the chapter before) and a realistic premium. 

 

2535



 

 
Figure 2: Average investments into wind-hydro at the end of the  

planning period for different levels of capital cost subsidies. 
 
Figure 2 shows the average number of investments into the combination at the end of the 
planning period for different levels of capital cost subsidies. The different areas are shown for 
a variation of price premia between 0% and 100%. For realistic premia values (i.e. between 
10% and 30%) the threshold subsidy to trigger at least one investment into the combination in 
Germany and Norway lies between 35% and 50%. To get the maximum average number of 
investments a subsidy of up to 70% in Germany and 90% in Norway would be needed. In 
general, one can see that the investment activity of the producers is much more sensitive to an 
increase in the subsidy in Germany than in Norway. This can be explained by the relatively 
higher threshold level needed to trigger investments in the Norwegian market, i.e. prices start 
relatively lower in Norway due to the relatively higher already installed capacity in t=0 in 
Norway. Afterwards the follow-up investments happen later due to the higher number of big 
firms investing at the same time and the higher (in absolute terms) price level. Since in our 
framework we compared the investments into wind farms and the investments in a 
combination of wind power with hydro pump storage plants, the introduction of a likely 
Swedish-Norwegian tradable green certificates system, which would affect both types of 
plants symmetrically, would in general not change our results. The results would only change 
if policy makers would allocate different amounts of certificates to units of electricity 
produced by wind or water plants and categorize the electricity produced by the hydro pump 
storage plant as electricity generated by water rather than by wind. In that case the result in 
our framework would be a decreased (if the allocation is in favor of water; increased 
otherwise) threshold premia. Producers will earn an uncertain but positive additional amount 
per unit produced. 
 
4. Conclusion 

This paper has presented a model for the economic evaluation of the adoption of a hybrid 
technology combing wind power and hydro pumped storage. We have chosen the market 
situation in Germany and Norway as case studies and explicitly accounted for uncertainty 
about the development of the electricity price and the market effects of new capacity 
additions, the intermittency of wind leading to a volatile load and the policy of an investment 
subsidy. While the stabilization of profits and its raise by a premium from being able to sell at 
peak prices might appear attractive, our study shows that without substantial public support 
the technology is not profitable and will not be adopted for realistic premia. If grid 
stabilization, CO2 mitigation and other objectives than profit-maximization enter the 
objective, there is thus a case of intervention to promote this type of technology. 
Apart from the conventional policy measures ranging from feed-in tariffs to investment 
subsidies, another important dimension recommended to policy makers for consideration is 
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the investment into R&D to decrease the costs and increase the efficiency of the technology 
in general. Rather than supporting investments today with relatively high costs compared to 
other green technologies, this can prove to lead to a faster diffusion of the technology at 
lower cost. Further research should also try and include factors that have not been considered 
explicitly in this analysis: grids, economies of scale and – in the case of Norway – the 
planned green certificate system. 
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Abstract: Chinese policies and institutions for the deployment of renewable electricity are only partially 
compliant with what is internationally recognized as “best practice”; and divergences from the optimal policy 
and institutional model are frequently interpreted as obstacles to renewables in China. Much as a political 
economy perspective has aided understanding of why Chinese economic reforms were partial and unique, the 
contextualization of Chinese policies and institutions for renewables in the broader picture of China’s political 
economy (said contextualization being the purpose of this paper) might help explain why those policies and 
institutions diverge from best practice. Further, given that China proved successful in promoting its economic 
growth with partial and unique reforms, the partiality and uniqueness of its renewable policy and institutions 
need not impede the rapid development of renewable electricity. Our analysis combines a review of specialized 
literature and the business press with semi-structured interviews held with relevant actors in policy, business, 
and research related to renewable energies. 
 
Keywords: Renewable energy, Policies, Institutions, Political Economy, China. 

1. Introduction and methodology1 

There is an extensive literature that describes the particularities of China’s political economy, 
as well as, in many cases, the impact of said political economy on socio-economic 
performance. These are usually studies that deal with quite broad views of political economy 
as well as with broad outcomes (such as economic growth). Nevertheless, one observes less 
emphasis in trying to relate the features and performance of more specific economic sectors 
(e.g. renewable energy) to the particularities of the Chinese political economy. Instead, when 
looking into concrete economic sectors, it is not uncommon for specialists to analyze China 
by applying concepts and theoretical models developed for other realities. Also not 
uncommonly, the fact that Chinese regulations do not fit nicely into such concepts and models 
leads observers to pessimistic expectations on Chinese performance. 
 
In this paper, we look into the Chinese grid-connected renewable energy (GCRE) sector as an 
exercise in overcoming the mainstream de-contextualization of the analysis of Chinese 
policies and institutions when it comes to specific economic sectors. To be more concrete, we 
attempt to explain why Chinese policies and institutions do not nicely fit into the “best 
practice” model, in view of China’s principles for decision-making. Whereas such model 
could be portrayed as a sector-specific description of a Liberal Market Economy (LME), 
Chinese policies and institutions for GCRE more resemble the sector-specification of what 
could be termed a Socialist Market Economy (SME); more concretely, policies and 
institutions are informed by three principles of decision-making particular to the Chinese 
political economy: gradualism, developmentalism, and socialism. 
 
Our analysis combines a review of specialized literature and the business press with semi-
structured interviews held with relevant actors in policy, business, and research related to 
renewable energies. Interviews were conducted at: departments of the Government of Spain; 

                                                           
1 The author would like to acknowledge the financial support of a Becas Complutense-Del Amo grant, as well as the insights 
provided by John Zysman and Steven Vogel, and various doctoral students at University of California, Berkeley. 
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Chinese public research centers; institutions for international cooperation in energy and the 
environment; and multinational companies operating in China.  
 
2. Policies and institutions for GCRE: “best practice” and the case of China 

There is an extensive literature describing sets of policies and institutions2 that foster the 
deployment of renewable energy (and GRCE in particular). Such collections of prescriptions 
are scattered, appearing mostly in professional reports and policy handbooks published by 
energy organizations or associations (see for example GWEC, 2005; IEA, 2007 and 2008; 
IREC, 2004; World Bank, 2008; WEC, 2004).  
 
In a previous paper (García, 2010), we assembled a systematic collection of the policy and 
institutional prescriptions posited in these reports as “best practice”; also characterizing such 
prescriptions as a sector-specific description of a particular kind of capitalism, sometimes 
termed LME, as in Hall and Soskice (2001). In particular, the model consists in: (1) policies 
that eliminate economic barriers to renewables (barriers to investment related to insufficient 
revenue or excessive cost) by leveling the playing field of renewables vis-à-vis fossil fuels, as 
well as by implementing support mechanisms that compensate for high costs, limited access 
to finance, and insufficient demand; and (2) institutions that eliminate non-economic barriers 
(barriers to investment related with institutions) by ensuring good governance on the part of 
the State and corporate competition. In other words – in terms closer to those describing 
LMEs – policies consist in regulations that intend to facilitate private investment via the 
perfection of market mechanisms; and institutions consist in liberal-market institutions, which 
would also facilitate investment. See a detailed summary of the “best practice” model in 
Table 1.  
 
Also, the aforementioned paper (García, 2010)  discussed the extent to which China’s policies 
and institutions for GCRE fit into the “best practice” model, concluding that they do so only 
partially and imperfectly. China’s policies diverge from best practice insofar as: negative 
externalities of fossil fuels are not compensated for (as with a coal tax); regulations do not 
incentivate feeding power into the grid, but instead focus on installing capacity (China’s 
renewable portfolio standard does not refer to actual power fed into the grid but to installed 
capacity; and the tender system for wind that prevailed until 2009 had no provisions to ensure 
generation and transmission); remuneration levels are low and duration of tariffs is short (be 
they tariffs set in tenders, in local licenses, or through FITs); regulations do not include 
enough provisions for the reduction of tariffs over time, necessary for the promotion of cost-
reducing innovations; and PPAs do not ensure connection. Meanwhile, concrete divergences 
in institutions include the following: general legal insecurity; complex and lengthy red-tape; 
unpredictable policy instruments (insufficient stability and transparency); insufficient 
competition in generation due to market concentration, a high market share remaining in 
public hands, and limits to foreign presence; and restrictions to innovation in manufacturing 
brought about by barriers to external trade and to foreign investment. See Table 1. 
 

                                                           
2 Policies here refer to those rules offered by public authorities as the preferred course of action toward a desired outcome; 
and institutions refer to structures of economic actors (governmental or corporate) and the mechanisms that influence those 
actors and relations between them. 
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Table 1. Summary of “best practice” for the deployment of renewables, and the Chinese divergence from “best practice” 

  Policies and institutions for renewables 
in the "best practice" model 

Elements typical of a liberal 
market economy 

Chinese divergences with "best 
practice" 

Policies to overcome 
economic barriers 

Elimination of coal subsidies 

Perfection of markets: role of 
government is to, with an arm's 

length approach, eliminate 
market distortions and 

compensate for market failures 

Negative externalities not fully 
compensated for 

Compensation for the negative externalities 
of fossil fuels (pollution…) 
Remuneration for the positive externalities 
of renewables 

Compensation for high initial costs 
(mandated market policies): quantity-based 
and price-based schemes 

Regulations focus on installed capacity 
rather than power generation 
Remuneration levels are low, and 
duration of tariffs is short 

Increased access to capital: fiscal and 
financial aids 

Regulations do not include enough 
provisions for reduction of tariffs 

Ensuring sufficient demand (PPAs) PPAs do not ensure connection 

Institutions to 
overcome non-

economic barriers 

General legal security 

Liberal-market institutions: role 
of government is to set formal 
and predictable (stable, non-

discretionary, and transparent) 
rules that are effectively 

enforced; and to ensure low 
barriers of entry and 

competition 

General insecurity and uncertainties 
Capable bureacracy: coordination and 
cutting of red-tape 

Incomplete coordination, and complex 
and lengthy red-tape 

Quality of regulations in renewables: 
specific, legally binding targets, and 
predictable instruments 

Targets not compulsory, and instruments 
lacking stability and transparency 

Competition and technology-friendly 
policies in generation: unbundling, absence 
of oligopolies, openness to FDI 

Limits to competition in generation 
(market concentration, public ownership, 
and barriers to foreign entry) 

Competition and technology-friendly 
policies in manufacturing: openness to 
external trade and FDI 

Limits to innovation (barriers to foreign 
trade and entry) 

Source: Author’s design. 
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3. China’s policies and institutions for GCRE in light of principles of policymaking 

We contend that singularities in Chinese policies and institutions for GCRE are better 
understood in light of the overall framework of the Chinese political economy or, more 
specifically, of the general principles of decision-making in China3. We use authoritative 
secondary sources, as well as insights obtained in interviews, to identify those factors that 
might help understand the partiality and uniqueness of the Chinese fit into “best practice”. In 
doing so, we stress the importance of gradualism of reforms, developmentalism, and 
socialism in explaining most particularities of Chinese GCRE’s policies and institutions. 
 
Gradualism in Chinese economic reforms has been widely documented4, with reforms being 
implemented incrementally and also experimentally. Addressing electric sector reform in 
particular, Ma and He (2008) and Chen (2010) describe how the transformation of policies 
and institutions has moved gradually and incompletely toward those of a market system. 
Various interviewees for the present study described Chinese policies in renewables as being 
implemented slowly, and through experimentation and trial-and-error (author’s interviews). 
Indeed, many of the aforementioned divergences from “best practice” in the promotion of 
renewable electricity can be explained in light of gradualism, such as for instance: increasing 
but still insufficient taxation of coal; the focus on promoting installed capacity before 
focusing on efficiency as the goal of either mandated market policies or financial incentives; 
the increasing but still insufficient remuneration and duration of mandated market policies 
(whether tenders, independent projects, or even FITs); and increasing but incomplete 
regulation and enforcement of PPAs5. Also, institution building is clearly underway, and the 
following institutional barriers could be seen as the result of gradualism: general legal 
insecurity; fragmentation of the bureaucracy; targets that remain non-binding; insufficient 
regulatory details in the REL and its provisions; increasing albeit insufficient wholesale 
competition, or the preeminence of public ownership in generation. Finally, experimentation 
can be seen in the wide range of policies implemented: China uses (or has used) most of the 
policies in the toolbox, also experimenting with institutions – for instance, frequent 
modifications of incentives to foreign participation in generation or manufacturing. 
 
Nevertheless, interpreting obstacles to renewables in view of gradualism might suggest that 
there is but one single path for policy- and institution-making for GCRE, which China is 
following, however slowly. But – as Naughton (1996) and Rawski (1999) indicated – 
gradualism implies not only that China crosses the river by groping for stones, but that it 
might be unclear what is on the other side (what the regulatory goals are). If so, the fit of 
Chinese GCRE policies and institutions with “best practice” might remain forever partial. 
Also, because other institutional forces, beyond transition, shape Chinese policies and 
institutions for GCRE, divergences from what is considered an optimal framework for 
investment could perpetuate6. From among such forces, we highlight developmentalism and 
socialism7. 
                                                           
3 For a comparison of how political economy factors (in particular, principles and power structures informing policymaking) 
explain differences between China, India, and Brazil in reforming electric utilities, see Rufín et al. (2003). 
4 See, for instance, McMillan and Naughton (1992), and Naughton (1996).  
5 Although the amendment to REL introduced in December 2009 specifies the fine to be payed by non-compliant grids, some 
analyses contest that rather than making connection requirements simpler and stronger, the amendment barely modifies REL, 
or even complicates its directives (see http://www.chinaenvironmentallaw.com/2009/12/28/chinas-renewable-energy-law-
amendments; last accessed 12 December 2010). 
6 That there is no convergence into a single policy and institutional model, even when countries might share the same 
discourse and general pro-market trends, is stressed in Rufín et al. (2003) for reforms in the electric sector. 
7 Together with Chinese traditional culture, development and socialism are identified by Ogden (1989) as the three core 
values informing decisionmaking in China. 
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We contend that the Chinese State exhibits elements of developmentalism that help explain 
some of the uniqueness of China’s policies and institutions for GCRE. As in the paradigmatic 
cases of Japan or South Korea8, in China: (1) economic policy has developmental goals; (2) 
development is deemed as necessary for political legitimacy and stability; and (3) 
development is to be achieved by means of the State’s involvement in the mobilization and 
allocation of resources. On similar grounds, McNally and Chu (2006) argue that China is 
another case of a developmental state, although a “diffuse” one, insofar as the central 
government merely sets the overall incentive and policy framework. 
  
First, the Chinese government is widely recognized to have developmental goals, in the 
present century with an emphasis on equitable and sustainable growth – an emphasis 
embedded in the idea of Scientific Development. We should also stress that China shares with 
prototypical developmental states an emphasis on development goals attached to a somewhat 
lesser emphasis on rules: concreteness and transparency of regulations are not necessary for 
development9; and ideology can be set aside when deciding regulation, opening the door to 
pragmatism, flexibility, and eclecticism in the choice of policies and institutions. 
 
Bringing the developmental state to electricity and renewables, there are very diverse non-
renewable-energy goals embedded in China’s decisions regarding renewables. Goals include 
energy security (limiting oil imports, avoiding black-outs), socio-economic development 
(developing local industry, providing employment, lessening rural-urban inequalities and 
consequent migration…); and environmental protection (diminishing local pollution, as well 
as emissions of greenhouse gases) (Martinot and Li, 2007; author’s interviews). In fact, the 
delay in using feed-in-tariffs and the early favoring of tenders might reflect the growth 
imperative insofar as the latter instrument kept prices lower than the FIT system would (Lema 
and Ruby, 2007).  
 
We have also found an emphasis on goals vs. regulations in Chinese policies and institutions 
for GCRE. Several interviewees noted the relevance of REL, not for the (few) regulatory 
details included in that law, but for the signal it sent of Beijing’s commitment to pursuing 
renewable-related goals. In regard to pragmatism, and referring to reforms in the electricity 
sector, Rufín et al., 2003, see this as an element of Chinese ideology informing the 
particularities of such reforms. 
 
Second, China’s developmentalism is frequently seen as the means to preserve its political 
regime. Changes in policies and institutions are not in conflict with the preservation of the 
political system, but reforms are instead conducive to development, and therefore necessary to 
such preservation. For the case of electricity and GCRE, Yeh and Lewis (2004) argue that the 
electric sector reform was not an embrace of competitive market models, but the “creative, 
dynamic response to a set of technical and economic constraints on the one hand, and the 
political imperative to stay in power on the other. This logic of reform motivates the strategic 
decision to increase electricity production in order to meet current demand and fuel future 
economic growth. Such growth, in turn, is part of a larger effort by the party-state to maintain 
legitimacy by channeling potential citizenship demands into consumption and thus pacifying 
newly middle-class consumers” (Yeh and Lewis, 2004: 464). Similarly, it is arguable that if 
Chinese policies and institutions for GCRE do not fit into “best practice”, it is because these 
are not an advancement toward the perfection of electricity markets and the creation of 

                                                           
8 Frequently cited references on the Developmental State in Japan or South Korea are Johnson (1982) and Amsden (1989). 
9 See Johnson (1982) for a portrayal of the importance of the executive vs. the legislative in the Japanese developmental state. 
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market-friendly institutions. Rather, they are the necessary response to diverse development 
needs that, if unattended, could lead to a loss of legitimacy of China’s political regime. 
 
Third, the policy and institutional instruments to achieve developmental goals are not strictly 
those of a liberal market economy, but closer to those of developmental East Asia (World 
Bank, 1993). Essentially, these include a wide array of non-market-distorting instruments, as 
well as instruments that do distort resource allocation. In other words, the role of the State in 
China is not one of creating and perfecting markets, or of ensuring that the proper market 
institutions are in place, but rather to control these in search of the aforementioned 
developmental goals (Huang, 2008; McNally, 200810). Involvement of the State in the 
allocation of resources is exerted via a range of mechanisms that extend from indicative 
planning to industrial policy and direct ownership of companies. Indicative planning can be 
seen, in general, in China’s Five Year Plans; and, in the case of GCRE, in documents such as 
the National Medium and Long-Term Development Plan for Renewable Energy in China. 
Also, the corporatization of state owned enterprises (SOEs) was not simply a gradual move 
toward privatization, but an attempt to create national-scale holding companies where “state 
ownership was in a controlling position, to develop large-scale enterprises across territorial 
and product sector lines, introduce advanced technology, create new products, and work 
toward achieving international competitiveness. Although it was unstated, this was essentially 
the model of the huge Korean enterprise groups” (Yabuki and Harner, 1999: 42). In other 
words, the most recent advancements in industrial reforms demonstrate mixed elements of 
industrial policy (an effort to nurture certain industrial sectors) and public ownership as 
means to achieve developmental goals. The tender system for wind (delays in implementing 
FITs), low remuneration, and other aforementioned limits to foreign competition in power 
generation (not to mention in distribution) are better understood in light of China’s intentions 
to preserve and nurture public control and even ownership over strategic sectors.  
 
Finally, socialism also informs policymaking and institution-building in China. Some even 
see gradualism and experimentation as the result of the inherited socialism: in particular, of 
“communist ideology, nationalistic ambitions, (…), and less opposition from interest groups” 
(Ma and He, 2008: 1699). And the ongoing prevalence of socialism, even after thirty years of 
reform, is observable in the official branding of China’s economic regime as Socialism with 
Chinese Characteristics, or in the endorsement, since 1993, of a SME. This system, simply 
put, entails public ownership (dominating in key sectors) while at the same time having all 
entities participate within a market system. Also, the SME includes a desire for self-reliance, 
no longer understood as autarchy but via strategic integration in the global economy (Liu, 
2007). Under Mao’s Socialism, the State combined government and business roles, and that 
was also the case for the electricity sector (Ma and He, 2008). Under current Socialism, the 
government and business roles have been split into different government agencies, to the 
point where (starting in 2003 according to Ma and He, 2008) public entities in charge of the 
electricity business have been “corporatized”, but not privatized. Also, as already stated, the 
desire to preserve public ownership might explain many of the policies and institutions 
described for China’s GCRE: delays in implementing FITs, the possibility of keeping 
remuneration low and tariff duration short, uncertainties in law implementation, and all other 
difficulties for private and/or foreign competitors in electricity generation.  
 

                                                           
10 McNally (2008), who indicates that “China’s industrial capitalism remains heavily shaped by the hand of the state” 
(McNally, 2008: 116). 
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4. Conclusions 

This work has looked into China’s grid-connected renewable energy (GCRE) as an exercise 
in overcoming the mainstream de-contextualization of the analysis of Chinese policies and 
institutions when it comes to specific economic sectors. To be more concrete, we have 
reviewed how Chinese policies and institutions do not nicely fit into a “best practice” model; 
and we have tried to explain such imperfect fit by virtue of China’s principles for decision-
making: gradualism, developmentalism, and socialism.  
 
We have found that gradualism helps understand most of China’s particularities in policies 
and institutions for GCRE, such as, among others, negative externalities that are not fully 
compensated for, remuneration levels and tariff durations that grow gradually, increasingly 
secure PPAs, gradual specifications and predictability of regulations, or a paced opening to 
competition. Developmentalism, in turn, explains, for instance, the multi-faceted goals of 
GCRE policies and institutions (these including energy security, environmental, and socio-
economic goals); the lack of details and unpredictability of regulations; and all limitations to 
competition – insofar as competition could endanger industrial policy or public ownership. 
Finally, socialism also helps understand any measures favoring public corporations (from the 
delay in using FITs to regulatory uncertainties). 
 
Further research would be necessary to determine: (1) whether there are more elements of the 
Chinese political economy that should be taken into account in order to better understand the 
departure of China’s policies and institutions for GCRE from “best practice” (certain 
procedures of decision-making, such as fragmented authoritarianism, decentralization, and 
government-business coordination, may deserve special attention); and (2) whether the fact 
that gradualism and partiality of overall economic reforms have not been obstacles to China’s 
economic growth and development should lead us to consider the gradualism and partiality 
around the application of “best practice” in GCRE as more of an opportunity than an obstacle. 
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Abstract: A consensus seems to have emerged around what constitutes “best practice” in policymaking and 
institution-building for the deployment of grid-connected renewable energy (GCRE). However, this consensus, 
found scattered throughout reports and policy papers, or in the discourse of policymakers and businesspeople, 
has yet to be systematized. And still, an implicit “best practice” model does seem to exist, against which national 
cases are frequently assessed, being portrayed as “good” or “bad” for the deployment of renewables in view of, 
respectively, convergences and divergences from the model. In this paper, we attempt to systematize what are 
frequently considered the best policies and institutions for renewable electricity. We also seek to portray the 
prevailing model as a sector-specific description of the policies and institutions present in liberal market 
economies. Subsequently, we explore the case of China, arguably not a liberal market economy, where policies 
and institutions coincide with “best practice” only partially and imperfectly, even following enactment of the 
nation’s Renewable Energy Law (REL) in 2006. 
 
Keywords: Renewable energy, Best practice, Policies, Institutions, China. 

1. Introduction and methodology1 

There is an extensive literature describing policies and institutions that foster the deployment 
of renewable energy. To our knowledge, there has been no academic effort to systematically 
collect the policy and institutional prescriptions posited in diverse sources as “best practice”; 
such is our current intent. Furthermore, given the diversity of national economic systems, 
even within market economies, we aim to compile those policies and institutions that 
constitute a “best practice” model in a way that reveals this model as a sector-specific 
description of a particular kind of capitalism, sometimes termed “liberal market economy” 
(LME, as in Hall and Soskice, 2001).  
 
Next, we present China as our case study, whose policies and institutions fit the “best 
practice” model only partially and imperfectly, even following enactment of a Renewable 
Energy Law (REL)2 in 2006. When judged against the model, Chinese particularities appear 
to be imperfections, or even obstacles to the deployment of renewables. Since the overall 
Chinese economic system arguably does not fit the definition of an LME, this case study 
shows: (1) the need for further research in order to determine whether Chinese particularities 
are indeed imperfections, or simply the sector-specific manifestation of an alternative variety 
of capitalism; and (2) the need to question the “best practice” model, insofar its prescriptions 
might be valid only for certain political economies (those of LMEs).  
 
Our analysis combines a review of specialized literature and the business press with semi-
structured interviews held with relevant actors in policy, business, and research related to 
renewable energies. Interviews were conducted at: departments of the Government of Spain; 
Chinese public research centers (Chinese Academy of Social Sciences, Energy Research 

                                                           
1 The author would like to acknowledge the financial support of a Becas Complutense-Del Amo grant, as well as the insights 
provided by John Zysman and Steven Vogel, and various doctoral students at University of California, Berkeley. 
2 See the REL at: http://www.ccchina.gov.cn/en/NewsInfo.asp?NewsId=5371 (last accessed November 23, 2009). 
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Institute, and Pekin University); institutions for international cooperation in energy and the 
environment; and multinational companies operating in China.  
 
2. Common views on the policies and institutions needed for GCRE3 

2.1. Overcoming economic barriers to GCRE: policies for the creation of markets  
Economic barriers are those high costs and/or insufficient revenues that prevent greater 
investment in the deployment of renewable technologies. The purpose of policy, according to 
the guidelines published by relevant international actors (cited below), should therefore be to 
remove, or compensate for, such obstacles, thus making renewable technologies competitive 
vis-à-vis traditional alternatives. As we shall see, the economic barriers identified in the 
specialized literature are basically obstacles that derive from market distortions or failures 
that, once removed, allow renewable technologies to move towards market competitiveness.  
 
In particular, governments should aim at: (1) “leveling the playing field for renewables” (IEA, 
2007:9); and (2) introducing support instruments for an increasingly cost-effective 
deployment of renewable technologies. Leveling the field entails the elimination of market 
distortions that favor traditional sources over GCRE: elimination of subsidies to conventional 
fuels, plus internalization of negative and/or positive externalities. But even if the playing 
field is leveled, the deployment of GCRE encounters other economic obstacles which 
“continue to be financially costlier for the investors in renewable power plants than 
conventional generation” (World Bank, 2008:47). The most cited include: the higher initial 
cost of installing generating capacity in GCRE; more restricted access to capital; and 
insufficient demand. Overcoming these obstacles would be achieved by mandated market 
policies (World Bank, 2008; REN214), financial incentives, and actions to ensure demand. 
  
Regarding mandated market policies, the usual classification establishes that schemes are 
either quantity-based (basically renewable portfolio standards, RPS, and tender procedures) or 
price-based (feed-in tariffs, FITs5, and feed-in premiums). Meanwhile, financial incentives for 
deployment would aim to promote investment by lowering the costs of such investment, via 
financial and fiscal aids (grants, loans and loan guarantees, tax credits, etc.). Finally, and 
regarding demand for GCRE, the clearest recommendations are to ensure grid access and to 
institute Power Purchase Agreements (PPAs). Although there has been much debate over 
instrument effectiveness – especially between price-based and quantity-based mechanisms – 
the latest recommendations (IEA, 2008; World Bank, 2008) underline the importance, not so 
much of the choice of a particular instrument, but of how an instrument is implemented. In 
particular: (1) these schemes should be fine-tuned for each renewable technology; (2) 
remuneration for each technology should be sufficient to ensure profitability – IEA sets 
minimum levels of remuneration at USD 0.070/kWh for wind, and at USD 0.080/kWh for 
biomass; (3) the schemes should be of long enough duration to recover investment and ensure 
profitability; (4) any financial support to renewables should be designed to ensure that both 
investment and efficiency are achieved, in order to “move technologies quickly towards 
market competitiveness” (IEA, 2008:23); and (5) production-based supports are preferable to 
supports to investment, or to installed capacity, since they reward the desired outcome. 
 

                                                           
3 This discussion is mostly based on IEA, 2008; GWEC, 2005; IREC, 2004; WEC, 2004; World Bank, 2008; and author’s 
interviews (mostly Western interviewees, since these agreed upon most of what constitutes “best practice”).   
4 See: http://www.ren21.net/RenewablesPolicy/PolicyInstruments/RegulatoryPolicies/tabid/5623/Default.aspx (last viewed 
November 23, 2010). 
5 We understand feed-in tariffs as tariffs that are fixed and equal for any generating company. 
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2.2. Overcoming non-economic barriers: developing market-friendly institutions  
Guidelines on how to promote the use of renewables also focus on the need to eliminate non-
economic barriers, which some studies identify as particularly damaging to the development 
of renewables. Non-economic barriers, at the risk of simplification, consist of features of the 
institutional framework that prevent greater investment in an increasingly cost-effective 
deployment of renewable technologies. The purpose of policy, therefore, should be to remove 
institutional barriers that impede the good functioning of markets. 
  
In systematizing the diverse lessons in this arena, we find that: (1) Regarding government-
related institutions, it is proposed that “good governance” prevails by way of general legal 
security, a capable bureaucracy, and predictable regulations for renewables; and (2) regarding 
corporate-related institutions, prescriptions include low barriers of entry and competition, as 
well as a technology-friendly corporate structure. It is proposed that State institutions should 
first tend towards the development of an overall (not only in energy) regulatory framework 
that is conducive to market transactions. WEC (2004) refers to the non-observance of 
property rights as a barrier to renewables; and IREC (2004) identifies as detrimental the 
absence of “transparent and enforced (…) anti-corruption policies and regulations” (IREC, 
2004:7). Second, there are calls for a capable, coordinated bureaucracy; even for  “joint 
policy-making and priority setting between energy ministries and rural development, health, 
education, water, environmental, and other ministries” (IREC, 2004:11). A capable 
bureaucracy also entails well-trained officials, and fewer administrative hurdles. Third, 
regulations around renewables should have specific institutional features: goals should be 
concrete, formally specified, and binding; policies should be long-term and stable, follow pre-
established rules, and be simple and transparent. In sum, rules should be predictable: policy 
effectiveness for deployment “is more affected by the perceived investment risk on 
renewables projects than on their potential profits and/or costs” (IEA, 2007:11).  
 
Regarding corporate structure, the “best practice” lessons proposed by the literature relate 
closely to electricity sector reforms. First, production and transmission should be unbundled 
in order to avoid oligopolies and achieve wholesale competition. Sometimes implicit in the 
pro-competition rationale, and clearly stated by most Western interviewees, is the need for 
room for foreign participation, as this could bring about technology and skill upgrades.  
 
2.3. The “best practice” model as a sector-specific description of an LME 
Here we show how the “best practice” model fits into a broader set of policies and institutions 
present in an LME. Beginning with policies to overcome economic barriers, the very goal of 
fostering (private) investment through market-incentives presumes the existence of an LME, 
where investors are atomized companies making decisions in view of costs and revenues. 
Note that both major sets of prescribed policies restrict a government’s role to perfecting the 
functioning of markets: leveling the playing field explicitly entails the need to eliminate 
market distortions and compensate for market failures; and support mechanisms are not meant 
to be part of industrial policy, but should compensate for economic disadvantages of GCRE 
vis-à-vis fossil fuels arising from market distortions. Regarding institutions to overcome non-
economic barriers, the goal is an institutional environment that motivates (private) 
investment. The prescribed institutions basically reflect those of an LME: the role of 
government is to set and enforce formal and predictable “rules of the game”, so that 
corporations may freely “play” in the market with no major uncertainties and/or 
discrimination. Thus do prescriptions include legal security, a capable bureaucracy, and 
predictable regulations, plus low barriers of entry to both domestic and foreign participation. 
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The perfecting of markets through arm’s length policies and the setting of formal, predictable 
regulations both fit well into the standard role of a State within an LME. In such a system the 
State plays an arm’s length role while setting competition requirements that prevent 
coordination between companies. Also, corporate competition in an LME entails that 
technology transfers occur through market mechanisms, such as hiring or joint ventures (Hall 
and Soskice, 2001). In similar fashion, the “best practice” model calls for competition or 
foreign participation as a source of innovation or technology transfer (assuming that these will 
not be coordinated). Also, LMEs include financial systems with short-term horizons, like 
those in the “best practice” model (a financial system delinked from the State and non-
financial corporations, and unwilling to take long-term risks).  
 
3. Chinese policies and institutions for GCRE6: divergences from “best practice”7 

3.1. Policies for the creation of markets? 
As for leveling the playing field for renewables vis-à-vis traditional technologies, Cherni and 
Kentish (2007) describe how the usual market distortions favoring traditional technologies 
apply to China. The fact that the average tariff paid to coal-fired power generators is at 0.050 
USD/kWh8 somehow reflects the low cost of producing electricity with coal (for comparison, 
see below for tariffs paid for renewable sources). A revamped tax on coal is being discussed, 
but the uncertainties around such tax reform are still many9. However, China does implement 
all the aforementioned support-to-deployment instruments: mandated market policies, 
financial incentives, and support for demand. But as we shall detail, imperfections in 
implementation (with respect to “best practice”) are significant.  
 
Within quantity-based mandated market policies, China has implemented a renewable 
electricity standard: all generating companies with installed capacity above 5MW are required 
to have an installed capacity of renewable energy of at least 3% of total by 2010. Note that 
this obligation refers not to actual power fed into the grid, but merely installed capacity, 
which, as some interviewees indicated, results in around 30% of the installed capacity for 
renewable electricity remaining dormant. Another quantity-based system for GCRE is a 
tendering system, which prevailed in the case of on-shore wind between 2003 and 2009 and 
has recently begun to operate for solar. During this period, five national tenders for wind 
concessions were carried out by the National Development and Reform Commission 
(NDRC). Winning prices fell between 0.055 and 0.080 USD/kWh; and concessions were for 
25 years, but the fixed tariff was guaranteed for the first 30,000 full load hours of operation 
(GWEC, 2005). Because low remuneration levels and the short duration of fixed tariffs 
proved insufficient for profitability (Lema and Ruby, 2007; author’s interviews), foreign 
investors were barred from winning these tenders. Remuneration was either below or scarcely 
above what IEA (2008) identifies as a threshold for deployment of wind power (0.070 
USD/kWh), and even below the price set for wind in China before the tender system (Lema 
and Ruby, 2007); also below what some studies have cited as the threshold for profitability 
(0.082-0.102 USD/kWh, according to Li et al., 2006). Moreover, the 30,000-hour duration of 
the tariff corresponds to about half of a wind park’s life (author’s interviews). Finally, the 
winning of a concession does not necessarily imply that the project will generate and feed 

                                                           
6 Many particular policies and institutions will refer only to onshore wind power, given the lag in regulation for other 
renewable electricity sources, as well as their still-marginal presence in the Chinese installed capacity mix. 
7 Here we use “author’s interviews” as a reference to interviewees, be they Western or Chinese, as long as there was a major 
coincidence in opinions. Otherwise we make disagreements explicit. 
8 All data will be provided in USD. Conversions are made at an exchange rate of 6.8 RMB per 1 USD (December 2009). 
9 Author’s interviews and press articles: http://uk.reuters.com/article/idUKTOE62O02R20100325;  
http://www.eeo.com.cn/ens/Politics/2010/03/29/166354.shtml (last accessed November 23, 2010). 
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electricity into the grid (REN21, 2009). Apart from national tenders, all wind projects below 
50MW are to be approved at the provincial level10, with specific licensing criteria set locally. 
According to REN21 (2009), tariffs set for provincial development projects have been 
between 0.075 and 0.099 USD/kWh, close to what IEA (2008) considers a minimum for 
deployment and below the estimated threshold for profitability (Li et al., 2006).  
 
Regarding price-based mandated market policies, there is a FIT for biomass, set at the price of 
coal plus 0.036 USD/kWh for 15 years (RELaw Assist, 2007); and a FIT for wind was 
established in July 2009, ranging from 0.075 USD/kWh to 0.089 USD/kWh. There are 
expectations that a FIT for solar will follow, to be set between 0.160 and 0.220 USD/kWh11. 
Given an average coal price of 0.050 USD/kWh, the premium set for biomass raises its FIT to 
an average of 0.086 USD/kWh, scarcely above what IEA (2008) considers the minimum tariff 
for policy effectiveness. The FIT for wind also falls very close to the IEA’s minimum tariff12. 
Furthermore, although the FIT does set prices slightly above most tariffs resulting from 
national concessions, it departs little from the average remuneration of independent projects 
negotiated locally. As with tendering or the independent project systems, the fixed tariffs for 
wind apply to 30,000 hours of operation, or about half the life of a park. Finally, provisions 
for the reduction of tariffs over time have been thus far specified only for biomass. 
 
As for financial incentives, we find in China both financial support and fiscal aids. A very 
recent example of financial support is that solar PV generation projects above 500MW have 
been eligible, since July 2009, for the enhanced “Golden Sun” project, which includes a 50% 
subsidy for all investment13. The REL itself, in Article 25, dictates that “financial institutions 
may offer preferential loan with financial interest subsidy” to projects in renewables. On the 
fiscal side, there are tax reductions, the most relevant being the 50% cut in the VAT tax rate 
for electricity generated by wind (Lema and Ruby, 2007). Article 26 of the REL also includes 
tax benefits to renewables. In any case, financial support is frequently given to the 
manufacturing and development of installed capacity, but with scarce incentives to 
production, efficient use of resources, or quality improvements and cost reductions (Cherni 
and Kentish, 2007). Finally, China implements certain demand-enhancing schemes. 
Transmission companies are obliged to provide each facility with connection to the grid, at 
the connection point closest to the generator; and, under PPAs, they are obliged to purchase 
all renewable electricity. Nevertheless, grid companies may prove reluctant to comply with 
rules: grid companies suffer losses from the purchase of renewable power at fixed tariffs 
(Cherni and Kentish, 2007). Also, even when generators are provided with connection points, 
these may be too far from the point of generation14. Finally, the grid simply lacks the 
technical requirements for connecting increasing volumes of renewable electricity (author’s 
interviews). In 2008, as a result of difficulties in connection, and coupled with the fact that the 
RPS applies to installed capacity and not dispatched power, a significant portion of installed 
wind capacity remains unconnected to the grid (author’s interviews).  

                                                           
10 See China’s “Administrative Provisions for Renewable Energy Power Generation” 
(http://www.martinot.info/China_RE_Law_Guidelines_2_NonAuth.pdf; last accessed November 23, 20010). 
11 Press article: http://www.renewableenergyworld.com/rea/news/article/2009/08/ldk-solar-signs-500-mw-pv-project-deal 
(last accessed November 23, 2010). 
12 IEA (2008) notes that even remunerations well above the minimum might not be effective, if not coupled with the removal 
of non-economic barriers. 
13 Press article: http://solarglobalgreen.com/pg/blog/justin/read/1278/china-golden-sun-project-aims-to-speed-construction-
of-solar-farms (last accessed April 28, 2010). 
14 China’s “Administrative Provisions for Renewable Energy Power Generation” 
(http://www.martinot.info/China_RE_Law_Guidelines_2_NonAuth.pdf; last accessed November 23, 2010) indicates that 
“the connection system should be built by the power grid enterprises at their own costs”, which according to business 
interviewees does not imply that this is the case over the entire length of the line. 
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3.2. Market-friendly institutions for renewables? 
Concerning institutions related to the State, and general legal security, empirical studies, 
together with our own interviews, show that foreign companies are discouraged by general 
regulatory uncertainty in China. As for the capability of the bureaucracy to design, 
implement, and enforce goals and instruments for the promotion of renewables, coordination 
has increased since the centralization of energy regulation into new public entities (Lema and 
Ruby, 2007), such as the National Energy Administration (NEA) or the State Electricity 
Regulatory Commission (SERC). But a multiplicity of stakeholders continues to prevail, 
posing at least three problems. First, it brings uncertainty to the degree that the de iure or de 
facto responsibilities of each government organism are unclear15. Second, even under the 
umbrella of Beijing’s determination, fragmentation assists the designs of public players 
disinterested in the development of renewable electricity. For example, Ma and He (2008) 
explain how Chinese local officials have been historically evaluated according to economic 
growth, de-prioritizing compliance with environmental regulations. Third, in relation to the 
multiplicity of stakeholders, there exists in China a multiplication of bureaucratic procedures. 
As to the quality of policies around renewables, we find that the Chinese government does 
indeed have specific targets for renewable electricity, as demanded by the “best practice” 
literature (see for instance NDRC’s National Medium- and Long-Term Development Plan for 
Renewable Energy in China, 2006-2020). Nevertheless, according to Ma and He (2008), those 
targets are weak insofar as they are not compulsory. Also, China seems not to rank 
particularly high regarding predictability of policy (resulting mostly from regulation being 
stable, rules-based, and transparent). For instance, when it comes to clarity and transparency 
of rules, we see that REL includes very few regulatory details; and other renewable energy 
legislation in China also lacks specificity (Cherni and Kentish, 2007; IEA, 2007; author’s 
interviews). In particular, there are critiques to the uncertainties around tariffs, connectivity 
and PPAs (negotiated case-by-case), grid upgrades, and enforcement measures.  
 
We now turn to the corporate structure for renewable electricity. Electrical sector reform 
included the separation between government and business operations, as well as the 
unbundling of generation and transmission. Also, an independent regulatory and supervisory 
agency (the SERC) was established. In any case, reforms in the sector are widely perceived as 
unfinished, mostly in that free entry and competition are restricted, both in terms of 
transmission/distribution and generation. Regarding transmission, the State Grid and the 
Southern State Grid are essentially monopolies, as well as monopsonies, in their respective 
regions. Also, regulations regarding connection and PPAs are not rigorously enforced, 
probably because of the limited regulatory capacity of SERC vs. NDRC, and SERC’s limited 
authority over the transmission companies, given the administrative ranks of SOE managers, 
which parallel those of the government officials at SERC.  
 
In the area of generation, public and private companies are allowed to compete with the “big 
five” state corporations that resulted from the 2002 unbundling of the State Power 
Corporation (SPC). But competition is hindered by industry concentration, public ownership 
and control, and barriers to foreign competition. The latter not only restrict overall 
competition but also limit the technology and know-how utilized in development and 
generation. The five big holding companies own nearly 40% of total generation assets16 and 
produce about half of China’s electricity17. Much of the remaining assets belong to other 

                                                           
15 See Cherni and Kentish, 2007; Lema and Ruby, 2007; Ma and He, 2008, about the limited authority of SERC vs. NDRC. 
16 Information on asset ownership is as of 2006, and according to Ma and He (2008). 
17 Information on production is from the Energy Information Administration of the United States, at 
http://www.eia.doe.gov/cabs/China/Electricity.html (last accessed November 23, 2010). 
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companies administered by the central government (10%) or by local governments (45%). 
The “big five” power companies, which traditionally generate electricity with coal, also 
dominate the renewable power sector. For instance, under the national tender system for wind 
development, all winners but one have been “big five” subsidiaries (Lema and Ruby, 2007). 
And seven wind mega-projects planned for construction will be led by China’s “big five”18. 
Moreover, the “big five” are SOEs, and since most other generation assets are controlled by 
central or local governments, any semblance of market-like competition is hindered further. 
At the same time, foreign competition in development and generation remains marginal: 
foreign companies (including joint ventures) produce about 6% of total electricity in China; 
and out of the 12GW installed in wind in 2008, about 95% belonged to Chinese capital, with 
most of the remaining 5% belonging to joint-ventures, and only a marginal share being 
wholly foreign-owned (author’s interviews). The scant presence of foreign developers and 
generators might be explained by policies already reviewed, which deter foreign investment 
(author’s interviews; RELaw Assist, 2007): (1) the fact that foreign companies could not win 
concessions through national tendering; (2) low remuneration and short duration for all 
incentive schemes; and (3) the fact that foreign projects are allowed a debt-financing 
percentage below the 80% permitted for domestic projects. Other policies and institutions also 
reviewed could conceivably deter the entry of any company, but foreign competitors 
especially: grid access and PPAs that are time-consuming and difficult to negotiate; the 
general departure of the Chinese legal and contractual framework from Rule of Law 
principles; administrative hurdles in licensing procedures; institutional weaknesses of the 
policies for renewables; etc. (Cherni and Kentish, 2007; author’s interviews).  
 
In manufacturing, both industry concentration and the market share of Chinese companies are 
lower than in power generation. In wind, prior to 2004 there were fewer than five 
manufacturers of wind-power components. By the end of 2008, wind turbine manufacturers 
numbered 70 (REN21, 2009). Nevertheless, the three biggest manufacturers dominate, with 
over half the market19. Among those 70 companies making turbines in China, more than 50 
are Chinese-owned, eight are joint ventures, and nine are foreign-owned. But the presence of 
foreign capital in manufacturing has decreased over time: in 2004 the domestic market share 
for wind turbines was 18% (GWEC, 2005); the 2008 share for domestic and joint-venture 
companies was 75% (REN21, 2009). And in view of certain recent government incentives, it 
is likely that Chinese companies will continue to increase their market share. For instance, all 
majority Chinese-owned domestic manufacturers will be awarded up to $88 per kW for their 
first 50 wind turbines certified and connected to the grid; also, Chinese companies will 
apparently benefit most from the aforementioned mega-wind farms project20. Foreign 
production of equipment faces some difficulties. Frequently mentioned policies include the 
70%-local-content standard for wind turbines, and the turbines’ import duties structure: in 
2000, a 12% tariff for turbines (3% for components) was re-introduced. Also, compared to 
domestic companies, foreign manufacturers face restrictions (some related to policies and 
institutions described). Examples of discriminatory policies include: the tendering system for 
wind, which favors turbine price over quality; subsidies for Chinese companies only; and the 
very recent “buy Chinese” policy wherein projects financed by the economic stimulus 
package must seek government permission before buying foreign goods and services.  
 

                                                           
18 Press article: http://www.chinadaily.com.cn/cndy/2009-07/07/content_8385497.htm (last accessed December 10, 2009). 
19 Press article: http://rightsite.asia/en/article/tapping-chinas-wind-turbine-market (last accessed April 26, 2010). 
20 Press article: http://english.peopledaily.com.cn/90001/90778/90857/90860/6694805.html (last accessed April 26, 2010). 
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4. Conclusions 

A consensus seems to have emerged, among Western organisms and practitioners, around 
which policies and institutions are best for GCRE. We find that the “best practice” model 
basically amounts to a sector-specific description of an LME: policies should consist in 
regulations that facilitate private investment via the perfection of market mechanisms; and 
institutions should be market-friendly, also to facilitate investment. In China, arguably not an 
LME, we have encountered policies and institutions for GCRE that have moved toward the 
described prescriptions, but gradually and only partially. Although the accuracy of the details 
presented in this paper may suffer from the rapid pace at which Chinese regulations evolve, 
general imperfections here mentioned will likely prevail in the medium term. 
 
As stated, when measured against the “best practice” model, China’s particularities appear to 
be obstacles to the deployment of renewable technologies. But, seen in a wider perspective – 
that of China not fitting into the definition of an LME – further research would be necessary 
to determine whether Chinese particularities are indeed imperfections, or simply the sector-
specific manifestation of an alternative (non-LME) variety of capitalism. Moreover, the fact 
that China has proven quite successful in GCRE should lead us to question the “best practice” 
model, insofar its prescriptions might be valid only for certain political economies.  
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Abstract: This paper investigates the net benefits of adjusting the Dutch renewable electricity support system 
from a feed-in premium (FIP) scheme into a hybrid renewable portfolio standard (RPS), i.e. an RPS on top of, 
and well-integrated with, the existing FIP. The alternative scenario envisages, moreover, the establishment of a 
joint support scheme with Sweden on the basis of the existing Swedish Elcert certificates system. The paper 
benchmarks the costs of the alternative renewable electricity support scenario against the baseline FIP scenario. 
A major limitation is the exclusion of network impacts. Moreover, the analysis of the economic impacts in 
Sweden is limited to distributional effects. The aggregate welfare impact for the Netherlands is robustly positive. 
In both countries major winners and losers are identified. 
 
Keywords: Hybrid RPS schemes, Joint support schemes, Bottom-up harmonisation of national support schemes  

1. Introduction 

The paper draws on an ongoing study by the Energy research Centre of the Netherlands, 
ECN, into the social costs and benefits of readjustment of Dutch renewable electricity support  
from a feed-in premium system (FIP) into a FIP in combination with a renewable portfolio 
standard system (RPS), hereafter referred to as a hybrid RPS system. The RPS is endorsed by 
certificates (Elcerts), issued on behalf of qualifying renewable generators. The latter sell their 
certificates to electricity suppliers and certain end-users, who have to prove compliance with 
the mandatory RPS target with Elcerts. The RPS target implies that a certain calendar-year-
specific minimum % of electricity deliveries (suppliers) or consumption  (end-users) has to be 
sourced from qualifying renewable generation technologies. Some of these technologies need 
more support to become competitive on the electricity market. The FIP regulations may 
provide additional technology-specific support to the latter technologies, contingent on 
government decisions. The hybrid RPS system concept as a basis for EU support 
harmonization was introduced at meetings of a CEPS/ECN Task Force [1].  
 
This paper focuses on a two-country hybrid RPS as an example of  bottom-up harmonization 
of the (envisaged) national support schemes for RES-E (renewable electricity).  The 
Netherlands and Sweden are considered to launch a joint hybrid RPS on the basis of the 
existing Swedish Elcert certificates system. The EU Renewable Energy Directive (RED), 
2009/28/EU allows such  bottom-up harmonization subject to certain conditions. It is to be an 
application of ‘joint support schemes’, i.e. one the ‘cooperation mechanisms’ in the RED.  
 
The key driver towards potential market-based joint support schemes is to achieve higher 
cost-effectiveness in target compliance by capitalizing on the gains from trade. Expanding the 
domain of a well-designed joint support scheme may lead to a  reduction of total RES-E 
generation costs to achieve the sum of the national RES-E targets1 of the participating 
countries [2],[3].  
 

                                                           
1 The RED sets mandatory national targets for the share of renewables in final energy consumption.   
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The goal of this paper is to evaluate the economics of a Dutch-Swedish joint hybrid RPS 
support scheme from a Dutch societal perspective. Towards that aim, it compares the latter 
support scheme as the alternative scenario with the existing Dutch FIP system as baseline. In 
the alternative scenario, the existing Dutch FIP system, henceforth referred to with the Dutch 
acronym SDE, is retained in the Netherlands in a fully compatible way with the joint hybrid 
RPS support scheme.  
  
The baseline scenario consists of  a continuation of the existing national support schemes: the 
Dutch SDE scheme and the Swedish Elcert certificates scheme respectively. The alternative  
joint hybrid RPS on suppliers is presumed to be launched as from the start of year 2014. Part 
of the additional RES-E consumed in the Netherlands might be produced by qualifying 
Swedish RES-E generators. 
 
The analysis considers primarily the vantage point of Dutch society. Even so, it investigates 
distributional effects on major stakeholder categories in both the Netherlands and Sweden.   
 
This paper is structured as follows. First the methodology is succinctly explained (Section 2). 
Research results are shown in Section 3. Section 5 winds up with conclusions. 
 
2. Methodology 

2.1. Baseline scenario background 
2.1.1. Baseline scenario 
To date, the SDE is the Dutch government’s main subsidy instrument in support of the 
deployment of renewable electricity. It is a feed-in premium system, granting  technology-
specific production subsidies for renewable generators. It is attempted to set the SDE 
premium for an installation of a certain SDE category commissioned in a certain calendar at 
such a level to cover the so-called ‘financial gap’ without overcompensation.  
 
The so-called base rate for an installation’s SDE premium is determined by the installation’s 
anticipated RES-E generation cost with some adjustment factors.  Part of the anticipated 
premium is paid at regular intervals on the basis of actual production. After each calendar 
year settlement of last year’s SDE subsidy is based on the difference between the base rate 
and last year’s  average baseload price.  However, an electricity price floor and a 
corresponding  maximum SDE subsidy rate is determined upon closure of the SDE subsidy 
contract.  
 
Adjustment factors relate to:  

• Insurance costs: to provide some hedge against the risk for the RES-E operator that the 
electricity price drops through the set electricity price floor. 

• Transaction costs: anticipated transaction costs to sell electricity (especially for SDE 
categories with many small-scale RES-E operators). 

• System imbalance charges: applicable for wind power, and PV. 
• Profile costs: applicable to intermittent sources assuming a non-negligible share in the 

electricity fuel mix (relate to the downward ‘merit order’ effect on the power price and 
to the technology-specific time profile of electricity production which may yield 
below-average or above-average baseload prices).  

 
The electricity price floor implies a non-negligible risk to the investor and his financers. If the 
electricity price is to drop below the set electricity price floor, the SDE subsidy rate will not 
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suffice to provide full coverage of the ‘financial gap’ that needs to be bridged to render the 
RES-E power plants concerned financially viable. In practice, the adjustment rate for 
insurance against this risk does not give complete solace.  
 
2.2. Baseline scenario design 
The baseline scenario is taken from [4], a study also used  for the design of the Dutch 
Renewable Energy Action Plan. The baseline scenario assumes an intensified continuation of 
the SDE feed-in premium scheme, so that  a 35% in gross energy consumption will be 
achieved by 2020 completely based on (45 TWh) inlands renewable energy generation. 
Furthermore, the SDE is supposed to become financed through a surcharge on the electricity 
bill instead of being paid by government finances. As such, the SDE forms the basis for a 
stable investment climate, where energy companies can plan new renewable energy 
investments years in advance. This stable investment climate is a necessity for reaching high 
levels of renewable electricity in the short time period up to 2020. 
 
The wind power capacity grows to 6000 MW onshore in 2020 and 6000 MW offshore slightly 
thereafter. Co-firing of biomass in coal fired power plants is supported through subsidies, and 
is projected to reach on average up to 20% co-firing, on energy basis, for all coal fired power 
plants in operation. The economic co-firing potential in 2020 is foreseen to be around 10 
TWh. The baseline scenario includes a significant rise in electricity production from stand-
alone biomass installation, up to 7 TWh in 2020. No options are limited by budget ceilings, 
except for solar PV.  Figure 1 below indicates the total RES-E production, differentiated by 
technology, for the period 2012-2020. 
 
 

 

Fig. 1  Baseline scenario: Dutch RES-E production [TWh].  
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For reasons of containing the modeling complexity, we have refrained from accounting for 
the (in practice very small) negative impact of changes in the SDE surcharges on power 
demand.2   
 
2.3. Alternative scenario background 
The alternative RES-E stimulation scenario is predicated on the presumed realization of a 
joint support scheme with Sweden as per 1 January 2014. The basic idea behind such a 
scheme is that within a certificates-based joint RPS support scheme, in principle,  each of the 
participating countries has the right to introduce additionally at the national level 
supplementary support measures. (Changes in) supplementary support measures can be 
adopted in close bilateral government-to-government consultation and in a way that is 
supportive to the well-functioning of the joint Elcert certificates market.  In the case of the 
Netherlands this will be the existing SDE support scheme. The joint support scheme will be 
integrated into the SDE regulations.  
 
In the absence of the SDE high-cost marginal Dutch RES-E generation options, notably 
offshore wind, would determine the – in that case potentially very high – Elcert price. Hence, 
given the steeply rising Dutch RES-E supply curve, supplementary Dutch support to high-cost 
renewable generation options is warranted to contain windfall profits in both the Netherlands 
and Sweden. Moreover, it provides an additional instrument to limit the net import volume of 
Elcerts from Sweden, should the joint Elcert market and the Swedish RES-E sector show 
signs to become overstretched.   
 
The Swedish RPS, called “the electricity certificate system”, requires all electricity suppliers 
and certain electricity users to purchase Elcert certificates equivalent to a pre-set target 
proportion of their respective electricity demand, set for each calendar year of the Swedish 
RPS scheme. The scheme became operational as per 1 May 2003 and is scheduled by law to 
last until the end of year 2030. Its main stated purposes are to help increase the production of 
renewable electricity and reduce emissions of greenhouse gases.  
 
Information from the Swedish Energy Agency ([5], [6]) suggests that from both an 
effectiveness and a cost efficiency criterion, the Swedish RES-E support scheme appears to 
function well. The Swedish support scheme is well on track to meet its pre-set RES-E 
deployment objectives. RES-E support cost hover around €ct 3 / kWh of qualifying RES-E.  
In a previous ECN study Sweden has been identified as the best fit for a joint hybrid RPS 
support scheme with the Netherlands [7]. Besides the well functioning of the Swedish support 
scheme, major reasons include: 
• The quite diverse portfolios of RES-E resources between Sweden and the Netherlands, 

making for a large gains from trade potential.  
• The scope for additional RES-E production in Sweden at relatively moderate cost on top 

of complying with Sweden’s RES target in 2020 as laid down in the Renewable Energy 
Directive. In contrast, the Netherlands is only to meet its 2020 RES target completely 
inlands at quite high cost. This further strengthens the potential for win-win trade. 

 

                                                           
2  For the same reason, the (small) negative impact of (changes in) the cost of Elcert certificates to be borne by 

suppliers/end-users on power demand has been disregarded likewise. 
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2.4. Alternative scenario design 
We assume that differences in market conditions facing RES-E project developers under the 
baseline and alternative scenario respectively, small differences in technology-specific 
generation costs will occur. Because of space restrictions, we refer to [8] for specific 
production costs for different production categories for both the SDE and RPS systems and 
further explanation of underlying cost factors.   
 

It is assumed that the launching date will be beginning of 2014.3 As explained in [8]  certain 
regulatory costs have been assumed for the Dutch public sector, CertiQ as the Dutch Elcerts 
issuing and tracking agency as well as RES-E generators and suppliers. We note that the in 
practice important benefits of improved Elcert market functioning as a result of market 
domain expansion [3] have not been captured in our modeling exercises.  
 

Our main modeling assumption regarding the evolution of the Dutch RES-E generation are 
the following ones. As a result of net import of Elcerts from Sweden corresponding to about 9 
TWh in 2020, Dutch RES-E generation is projected correspondingly less than under the 
baseline scenario. This refers especially to high cost options wind offshore and (in the 
Netherlands) biomass stand-alone. In Sweden the extra 9 TWh are projected to be generated 
by primarily wind onshore.      
 
3. Results 

The cost-benefit analysis results are succinctly explained below. Once more we refer to [8] for 
more details. 
 
3.1. The Dutch societal perspective  
The annual cashflows of (positive or negative) net benefits to the Dutch economy of the 
alternative scenario over and above the baseline scenario are shown in Table 1. Positive 
(negative) figures indicate lower (higher) costs for the alternative support scheme than the 
corresponding baseline cost. The overriding factor determining the overall impact for the 
Dutch economy are the strongly positive net savings on differential RES-E cost to the Dutch 
economy.  The savings on lower production by high-cost marginal RES-E generators in the 
Netherlands are dominating the extra costs of net import of Elcert certificates from Sweden. 
Also the projected slightly lower per unit technology-specific  generation cost are relatively 
modestly explain these results. 
 
Table 1.  Shift to Alternative III: RPS SE - Annual incremental net benefits to the Netherlands  
[€2010 million]. 
  2013 2014 2015 2016 2017 2018 2019 2020 
Savings on differential 
RES-E cost 
Savings on imbalance 
cost of wind power 

  
 
 

217 
 
0 

234 
 
0 

275 
 
0 

281 
 
0 

459 
 
6 

633 
 

14 

805 
 

21 

Regulation cost public 
sector 

 -20 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 

Regulation cost CertIQ  -1 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 
Regulation cost suppliers 
and RES-E generators 

 0 -1 -1 -1 -1 -1 -1 -1 

Total (€ million)  -21 214 232 272 278 464 645 824 

                                                           
3  In practice, even in a smooth preparation process it might not be earlier than in 2015 or 2016. 
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Table 1 (cont.) 
2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 

757 698 629 612 629 568 522 497 329 280 275 198 55 -50 -153 
 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

  21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

 21 
-0.7 

-0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 
-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

776 718 648 631 648 587 541 516 348 299 294 217 74 -30 -134 
 

To bring out the more near-term impact of a change from the baseline scenario to the 
alternative scenario, we calculated the projected NPV of differential cash-flows for the period 
2013-2020. More structural trends can be observed from the projected NPV pertaining to the 
period 2013-2035 and its difference with the one pertaining to 2013-2020. For the purposes of 
this study application of a real discount rate4 of 2.5% would seem appropriate. Reasons are 
the relatively modest size of non-diversifiable project risks, whilst the cost risks of RES-E 
tend to be counter-cyclical with respect to macro-economic business cycles. In showing the 
sensitivity of the results to the discount rate applied,  we have applied a 0% and 5% discount 
rate as well.   
 
The resulting NPV values are shown in Table 3. Applying the recommended 2.5% discount 
rate, our projections indicate that a shift in 2014 from the baseline support scheme to the 
alternative one would reduce, in the period 2013-2020, the costs of RES-E support to the 
Dutch society by 2.4 billion Euros (at prices of year 2010). The resulting cost reductions for 
Dutch RES-E market stimulation as measured against the baseline benchmark are set to 
continue after 2020 reaching an aggregate level of 4.2 billion Euros in the period 2021-2035, 
whilst the projected upshot for the total analysis period 2013-2035 is 6.6 billion Euros saved 
on RES-E market stimulation. These results are  insensitive in nature to the choice of discount 
rate within the (rather wide) 0-5%/a interval. 
 
Table 3.  Net benefits from a Dutch socio-economic perspective of a shift in year 2014 from the 
prevailing SDE support scheme to a joint hybrid Renewable Portfolio Standard support scheme with 
Sweden (RPS SE). 

Net present value in 2010 (€2010 billion) 
Period 2013 - 2020 2013-2035 

Discount rate 0 %/a 2.5 %/a 5 %/a 0 %/a 2.5 %/a 5 %/a 
Alt.Scen. RPS SE 2.9 2.4 2.0 9.0 6.6 4.9 

Source: authors’ projections 

3.2. Distributional effects upon Dutch stakeholders 
Apart from the relatively limited cost to the public sector for introducing and supervising the 
demand-side RPS system, the shift to such a support scheme is budget-neutral.  The 
distributional effect for CertiQ is slightly positive as this agency will be charged with the task 
of operating the Elcert certificates tracking system in the Netherlands, in close association 
with its Swedish counterpart. High-cost RES-E generators are set to be strongly adversely 

                                                           
4  A real discount rate is roughly equal to the projected nominal discount rate applicable to projected 

cashflows in current prices minus the projected rate of general price inflation. Our cashflow analysis is 
based on cashflows at a constant general price level of year 2010, i.e. “at prices of to-day”. The 
recommended nominal discount rate with a projected rate of inflation of 2% would be for the present study: 
≈ 2.5% + 2% , i.e. ≈ 4.5%.  

 

2559



affected, whilst biomass co-firing thermal power plants will gain to a lesser extent. Also other 
non-RES generators stand to gain: they may fill part of the gap resulting from lower RES-E 
production volumes and benefit from a according to our modeling results very small upward 
power price effect as well. Power consumers are poised to lose initially but are indicated to 
win as from year 2019 to an increasing extent with savings on SDE cost surcharge on their 
electricity bill as the dominating underlying factor.   
 
3.3. Distributional effects upon Swedish stakeholders 
Exercises with the COMPETES model suggest that net Dutch imports of Elcerts up to a level 
of about 9 TWh is to lead to a maximum upward effect of the Elcert price of  €ct 1.1/kWh to a 
level of €ct 3.49/kWh in 2020, after which year this upward effect will gradually dissipate. 
Remarkably the resulting extra RES-E production in Sweden is poised to have a much 
stronger downward effect on the average baseload price in Sweden, than the corresponding 
reduction in the RES-E production expansion in the Netherlands will have on the average 
Dutch baseload price in opposite (upward) direction. Differences in network topology, 
robustness and flexibility (also on the demand side) of the respective power network systems 
and the size of interconnections to evacuate surpluses and import national power deficits 
might be undercurrents of this result.      
 
A strong winner will be the Swedish RES-E sector at large, most strongly the Swedish 
onshore wind sub-sector. The drop in baseload power prices in Sweden  is good news for 
power users and bad news for notably power generators that do not  qualify for Elcerts 
(including operators of pre-2003 hydro power plants). On average, qualifying generators will 
be more than compensated by extra revenues from Elcert sales. Assuming a zero price 
elasticity of  power demand exercised by unprivileged consumers, the overall effect  of the 
Alternative III scenario on Swedish power consumers can be disaggregated into the following 
underlying effects: 

• A negative effect on account of the at least initially significantly upward reacting 
Elcert price. Contingent on company market strategy and competition circumstances 
on the Swedish retail market, Swedish suppliers will pass through their costs of 
acquiring Elcerts to comply with the Elcert system target more or less completely to 
their customers on a pro rata basis. The size of the effect depends on the Elcert price 
reaction and on the system target. 

• A positive effect on account of the reaction of the wholesale market and its knock-on 
effect on the power price on retail market. This combi-effect regards all final power 
users. 

• With a strong caveat for the crudeness of our modeling simulations of the Swedish 
distributional effects – our modeling outcomes suggest that the second effect is the 
dominant one. If this result can be confirmed indeed by more profound research, this 
will be good news for Swedish electricity consumers.   

 
4. Conclusions 

The main conclusion is that the Dutch economy would gain in a robustly positive way from 
the introduction of a joint hybrid RPS support scheme with Sweden. In the Netherlands, the 
largest distributional effects fall upon RES-E generators, other generators, and power 
consumers. On aggregate, Swedish renewable generators applying qualifying technologies for 
participation in the Elcert system are set to be clear winners and other Swedish generators 
clear losers. Less robust indications suggest that Swedish consumers may benefit. 
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Our quantitative analysis has focused on those effects that can be quantified with a fair 
amount of robustness. For example, in our quantitative analysis we  have  refrained from 
taking recourse to sweeping, speculative assumptions on the nature and volume of external 
effects of specific ‘innovation pathways’, the innovation dynamics of inter-technology 
competition, the strategic value of bottom-up harmonisation of national support schemes, etc.  
A major limitation is the exclusion of network impacts. Moreover, more elaborated research 
is needed to analyse the impacts of the joint Dutch-Swedish support scheme considered  here 
on the Swedish economy.  
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Abstract: Energy is essential for economic development in Africa. The current electrification figures show that 
countries in sub-Saharan Africa are facing major challenges in reaching positive economic growth and supplying 
basic energy services to rural communities. Prior to this study a comprehensive framework of factors to select 
renewable energy technologies did not exist.  The purpose of this research was to develop such a framework and 
to validate it by means of empirical analyses.  A triangulation of methodologies including a literature analysis, 
focus group, Delphi study and case study was used to determine the framework of factors.  This paper presents 
the final framework that includes both the thirteen criteria and measures to be used for the selection of renewable 
energy technologies in Africa.  The paper further recommends the critical documentation that must be created for 
each competing technology. 
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1. Introduction 

Energy is essential for economic development in Africa [1]. The current electrification figures 
show that countries in sub-Saharan Africa are facing major challenges in reaching positive 
economic growth and supplying basic energy services to rural communities [2]. Sustainable 
energy technologies are available and can be used to great effect in Africa to alleviate this 
problem [3].  Sustainable energy technologies can also contribute to job creation [4].  The 
implementation of renewable energy technologies in sub-Saharan Africa to date, however, has 
not always been successful due to both technical and non-technical factors [4-9].  Prior to this 
study a comprehensive framework of factors to select renewable energy technologies did not 
exist.  The purpose of this research was to develop such a framework and to validate it by 
means of empirical analyses. 
 
2. Methodology 

A triangulation of methodologies was used to determine the framework of factors [10].  The 
analysis of the literature investigated renewable energy technologies and their application, the 
challenges in renewable energy technologies for implementation in Africa, and the selection 
methods in the fields of project, portfolio, programme and technology management.  This was 
followed by a focus group [11, 12] with three experts,[13] in which thirty eight factors that 
need to be taken into account during the selection of renewable energy technologies in Africa 
were identified [13]. The factors identified by the focus group were confirmed and the eleven 
most applicable factors were selected through a two-round Delphi study [14-16].  Finally, 
case studies on the implementation of renewable energy technologies were undertaken in 
three countries [17, 18]. These case studies confirmed the eleven factors identified during the 
Delphi study and identified a further two factors that were added to the framework [19].   
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3. Results 

The final list of factors, factors identified during the focus group, the Delphi study definition 
of each factor as well as the important issues for each factor identified in the case studies, is 
shown in Table 1. 
 
Table 1.  Framework of thirteen final factors to consider for sustainable, renewable energy technology 
selection in Africa 
Factor 
description 

Focus group 
identification 

Delphi study definition Important issues for each factor from 
case studies 

Technology factors   

Ease of 
maintenance and 
support over the 
life cycle of the 
technology 

Maintenance/ 
support 

Security of supply is 
enhanced.  It also implies 
that spares are affordable 
and can be easily acquired. 

Quality of the installations, the 
maintenance plans, the training of 
technicians, maintenance training for 
users, keeping maintenance simple and 
adapting the technology to the specific 
environment 

Ease of transfer 
of knowledge 
and skills to 
relevant people 
in Africa 

Transfer of 
knowledge and 
skills 

Transfer of knowledge and 
skills to the community 
involved.  Dedicated 
personnel to run the facility 
are required. 

Identification of stakeholders to train; 
methods of skills transfer applicable to 
the environment; quality of training; 
and formalization of skills transfer.   

Site selection 
factors 

   

Local champion 
to continue after 
implementation 

Local hero – 
champion to 
continue after 
implementation 

Facilitators of the 
technology exist which will 
ensure that the facility will 
continue after 
implementation.   

Local champions must be identified 
during technology selection, their 
responsibilities must be clearly defined 
and they must be aware of the long 
term implications of their role 

Adoption by 
community 

Passion/ 
ownership/ buy-
in/ adoption by 
community, 
responsibility 

Community adopting the 
technology, accepting 
ownership, demonstrating 
buy-in and taking 
responsibility 

A determination must be done of the 
capacity of the population to adopt the 
new technology, the benefits of the new 
technology must be determined and 
communicated to the community and 
that measures must be in place to 
ensure client satisfaction 

Suitable sites 
ready for pilot 
studies 

Pilot study site 
selection issues 

Pilot studies are necessary 
to demonstrate technology 
to decision makers 

Selection of pilot sites is very important 
and valuable; pilot sites must be 
selected in such a way that they will be 
accessible for demonstration purposes 
to the community 

Access to suitable 
sites can be 
secured 

Not applicable Access for implementers to 
sites where the technology 
can be implemented must 
be secured up front 

Determine priorities of population; set 
implementation targets; identify site 
criteria; and identify site 

Economic/ 
financial factors 

   

Economic 
development 

Economic 
development 
(community 
eventually able 
to pay), 
economic 

Economic development 
translates into (a) the 
community being able to 
pay for services and (b) 
economic sustainability 

Income generation, cost and time saving 
and national income and savings all 
contribute to economic development 
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Factor 
description 

Focus group 
identification 

Delphi study definition Important issues for each factor from 
case studies 

sustainability 

Availability of 
finance 

Available 
budget – the 
finances to 
support a 
project 

The determination of the 
required budget and the 
availability of finance for 
this budget are addressed 
here.  The type of finance 
whether debt, equity or 
grant must also be taken 
into account. 

Finance can be facilitated by 
implementing payment methods which 
are applicable for the households, as for 
example, bartering and that finance 
methods must be in place before the 
technology can be implemented on a 
large scale 

Achievability by 
performing 
organization 

   

Business 
management 

Proper project 
management 

The performing organization 
having the business 
management capacity and 
procedures in place to 
ensure that the 
implementation of 
technology can be done 
successfully 

Which business management skills 
should be transferred, how the skills are 
to be transferred and what to do in the 
short term when the skills of the 
organization are lacking 

Financial capacity Financial 
capacity 

Both the administrative 
capacity to manage finances 
and the ability to deliver, 
given the payment 
conditions. 

Financial capacity for performing 
organizations can be problematic at the 
outset but that various methods can be 
used to alleviate the financial capacity 
required by the performing 
organization. 

Technological 
capacity 

Capacity The performing organization 
has the correct technology 
necessary for 
implementation of the 
project at their disposal. 

Technological capacity is directly related 
to quality.  Quality assurance must be 
enforced; regulation of performing 
organizations and the dictating of 
standards also contribute to quality 
installations. 

Other factors     

Government 
support 

Regulatory 
financial 
incentive, tax 
regimes must 
be supportive” 
and does it fit 
under national 
priorities 

Governmental support has 
been obtained for the 
technology 

In the first place, the government must 
be aware of the new technology and 
support its implementation.  If the 
government is also prepared to assist in 
the implementation, success of 
implementation is further enhanced. 

Environmental 
benefits 

Environmental 
impact 
assessment 

The implementation of the 
technology will have a 
positive impact on the 
environment 

Environmental benefits may include: 
decrease in the release of greenhouse 
gasses; protection of fragile ecosystems; 
halting soil erosion; halting 
desertification; prevention of fresh 
water pollution. 

 
The focus group used the nominal group technique to identify 38 factors that need to be taken 
into account for the selection of renewable energy technologies in Africa and classified these 
factors into six categories. 
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The Delphi study was conducted over two rounds with the purpose of confirming and 
prioritising the factors identified during the focus group.  The Delphi questionnaires were sent 
to experts (both academics and practitioners) in the field of renewable energy, with the 
emphasis on Africa.  

In the first round, respondents were presented with the factors identified during the focus 
group and then asked to: comment on the classification of factors; comment on the description 
of factors; provide additional factors that were overlooked during the focus group; and 
provide a preliminary rating of the factors identified during the focus group in terms of 
feasibility, desirability and importance of considering these factors during the selection of 
renewable energy technologies in Africa.  At the end of the first round Delphi the factors were 
regrouped into four categories. 

In the second round of the Delphi study, the respondents were presented with a summary of 
the comments and ratings supplied in the first round and were then asked to supply new 
ratings in terms of feasibility, desirability and importance.  The results were analysed.  Eleven 
of the factors were rated by the experts to be feasible, highly desirable and highly important 
when selecting renewable energy technologies in Africa. 

The eleven factors identified in the Delphi study were then used to generate the framework for 
the eight case studies which were conducted in the following three African countries: 
Rwanda; Tanzania and Malawi.  The sources of evidence used included interviews, 
documentation and observation.  The case studies confirmed that the eleven factors identified 
during the Delphi study are important for the selection of renewable energy technologies in 
Africa.  Two additional factors were also found to be important and the wording of one of the 
factors was changed. 

In conclusion, the thirteen most important factors that need to be considered for the selection 
of renewable energy technologies in Africa have been collated into a framework. 
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4. Discussion and/or Conclusions 

The critical documentation that must be generated before renewable energy technologies are selected in Africa is shown in Table 2.  The issues 
that have been identified in this study that must be addressed for each of the factors are also shown.   
 
Table 2.  Critical documentation for selection of renewable energy technologies in Africa 
Description Quality plan Maintenance plan Technology plan Human resource plan Financing plan 

Technology factors      

Ease of 
maintenance and 
support over the 
life cycle of the 
technology 

Standards, monitoring, 
evaluation, corrective 
action, responsibility, 
warranty 

Operator 
maintenance, 
technical 
maintenance, 
spares 

Adaption of technology Responsibility for maintenance Maintenance funding 
model 

Ease of transfer of 
knowledge and 
skills to relevant 
people in Africa 

   Local skills levels, operator 
training and manuals, technical 
training and manuals, 
responsibility, quality, 
stakeholders, skills transfer 

Skills transfer funding 
model 

Site selection factors     

Local champion to 
continue after 
implementation 

   Identification of local 
champions 

 

Adoption by 
community 

  Capacity determination, benefits 
determination, information 
distribution, adoption probability 

  

Suitable sites ready 
for pilot studies 

  Selection of pilot sites  Pilot site funding model 

Access to suitable 
sites can be 
secured 

  Priorities of population, 
implementation targets, site 
criteria identification 

  

Economic/ financial factors     

Economic 
development 

    Income generation, 
domestic cost and time 
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Description Quality plan Maintenance plan Technology plan Human resource plan Financing plan 
savings, national income 
saving 

Availability of 
finance 

    Initial investment donor 
funding, loan availability 
and rates, government 
support 

Achievability by performing organization     

Business 
management 

   Capabilities of current 
organizations, business skills 
training, interim measures 

 

Financial capacity    Administrative capacity of 
performing organizations 

Capital outlay 
requirements, capital 
outlay funding 

Technological 
capacity 

Quality assurance 
responsibility; technical 
guarantees 

After sales service Technological capacity of 
performing organization, 
regulation of standards for 
technology 

Manufacturing training, 
installation training, 
maintenance training, refresher 
courses, quality training, 
technical backstopping 

Financial incentive for 
quality 

Other factors       

Government 
support 

  Government acceptance and 
support; energy policies, 
legislation and standards 

 Relief on taxes or duties; 
funding or subsidies; 
licensing 

Environmental 
benefits 

  Environmental benefits of 
technology 
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The critical documentation can be used at various levels and by various organizations to select 
the most appropriate renewable energy technologies for implementation in Africa.  The 
critical documentation must be completed for each competing technology.  The technology 
that performs the best in terms of addressing all the issues for all of the factors can then be 
selected. By using the framework proposed in this study, selection of renewable energy 
technologies can be done with the assurance that the most important factors for the successful 
implementation of these technologies have been taken into account. 

The successful implementation of renewable energy technologies in Africa will lead to the 
improvement of the lives of the population in Africa, will increase their productivity and 
quality of life, and will contribute towards the alleviation of poverty and the empowerment of 
women and children.  African children who have sustainable access to energy will be better 
educated and thus be better future leaders. 

Further work is required to implement the factors into a selection method for example the 
analytical hierarchy process or analytical network process. 
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Abstract: With the aim to reinforce the sustainability of biofuel production the EU directive 2009/28/EC has 
recently introduced a set of criteria aiming to reduce environmental effects of uncontrolled biofuel production. 
The criteria introduced by the directive define a procedure to compute the Green House Gases (GHG) emission 
of biofuel production based on the Life Cycle Analysis (LCA) approach. Nevertheless, although this approach is 
quite consolidated in some production systems, it represents a novelty in the biofuel sector. Using the Strengths, 
Weaknesses, Opportunities and Threats (SWOT) analysis in this paper it is compared the approach introduced by 
the directive with the main results emerged from a s election of papers, on the same subject, published in 
international journals in the last five years. The main results show as the new approach and the calculation 
method adopted could be a positive guideline for a better assessment of GHG emission at European level. 
However, some aspect could improve the efficiency of the new directive. Indirect land use change, functional 
unit and the involvement of other environmental impacts are some of the aspects that should be considered in 
order to refine the directive calculation method. Moreover, the paper highlights how it is fundamental to 
establish a right trade-off between LCA application and bureaucratic constraints for economic agents operating 
in biofuel production chain. 
 
Keywords: Biofuel sustainability, Life Cycle Analysis, Directive 2009/28/EC 

1. Introduction 

Biofuels are considered one of the best alternatives to mineral oil derivatives in the transport 
sector, so their production and consumption are highly supported by the political framework, 
especially in Europe and in the United States. Although biofuels cover a small part of total 
energy requirement, the increasing demand could make doubtful their real sustainability, 
especially considering that feedstock production takes place in different countries around the 
world. In this regard there is a broad debate from which emerge several opinions: sceptical 
positions on t he usefulness of biofuels (e.g.: Koonin, 2006; Odling, 2007; Righelato and 
Spracklen, 2007); judgements and criticisms (e.g.: Fargione et al., 2008; Melillo et al., 2009); 
encouraging considerations on f uture prevision related to the develop of the second-
generation biofuels (e.g. Tilman et al. 2006; Fargione et al., 2008). The debate still remain 
open and the opinions on the effectiveness of a biofuel policy are not always in agreement 
(e.g. Kennedy, 2007; Robertson et al., 2008; Fargione, et al., 2008). From a conceptual point 
of view reasoning on biofuel sustainability pass through the definition of what basis utilize to 
discriminate which of them are sustainable and then identify the sustainable policy framework 
for biofuel development. In this regard it could be useful to decompose the question into two 
elements: the first, technical, seeks to understand whether biofuels are sustainable products, 
while the second, institutional, it is dedicated to understand whether the implemented policy 
framework to promote biofuels is sustainable.  
 
These two aspects support each other: it is politically correct to promote the biofuels use only 
if they prove to be technically sustainable (in particular if the goal of the political action is 
precisely the sustainability), on t he other hand, not having the absolute certainty that such 
products are sustainable, or that the production methods are sustainable, the policy action can 

 

2570



orient economic operators to those supply chains able to demonstrate their sustainability by 
using rules, certifications system or other effective evaluation methods. 
 
In line with the existing implemented policy framework for biofuel development and with the 
aim to reinforce the sustainability of EU biofuel production the directive 2009/28/EC has 
recently introduced a set of criteria aiming to reduce environmental effects of uncontrolled 
biofuel productions incorporating technical patterns into institutional framework. The criteria 
introduced by the directive define a procedure to compute the Green House Gases (GHG) 
emission of biofuel production based on t he Life Cycle Analysis (LCA) cradle-to-grave 
approach. Nevertheless, although LCA approach is quite consolidated in some production 
systems, it represents a novelty in the biofuel sector. Using the Strengths, Weaknesses, 
Opportunities and Threats (SWOT) analysis in this paper it is compared the approach 
introduced by the directive with the main results emerged from a selection of papers, on the 
same subject, published within international journals during the last five years. 
 
2. The SWOT analysis applied to the LCA approach of the directive 2009/28/EC  

From a theoretical point of view the SWOT analysis is an evaluation methodology that assess 
the possibility for a subject to achieve a goal highlighting strengths and weaknesses of the 
subject and the opportunities and threats that can occur from his setting, in respect to the goal. 
In order to analyse possible benefits, problems, opportunities and limits that can occur in the 
application of the LCA in the biofuel sector as regulated form the recent directive 2009/28/EC 
on the promotion of the use of energy from renewable sources, in this paper strengths and 
weaknesses are pointed out by comparing the directive with the institutional framework, 
while opportunities and threats are highlighted examining the technical aspect emerged from a 
literature review concerning the LCA methodology applied to biofuel sector. 
 
2.1. Strengths and Weaknesses 
Strengths and weaknesses of the application of the directive are deduced from the analysis of 
the relationship between the content of the directive and the political objectives that European 
Union aim to achieve through a sustainable development of biofuels sector. From a 
conceptual point of view to identify strengths and weaknesses the paper analyse the three 
major objectives of the EU biofuel policy (energy security, climate change mitigation and 
rural development) in respect to the principal sector involved by the application of the 
directive such as biofuel sector, energy sector, agricultural and food sector, environment and 
rural development. Within this contest strengths and weaknesses are presented considering 
that what in the directive can be helpful to reach these objectives has been considered 
strengths, while problems about biofuels development that the directive can not solve has 
been treated as weaknesses. 
 
2.1.1. Strengths 
Before declining the different aspects that could be classified as strengths it is important to 
highlight some general concepts having a positive impact on the institutional framework. 
Before the adoption of the directive the EU political framework in support of biofuel 
developments were only related to production incentives both on the supply and demand side. 
Among the different policies implemented in the EU to stimulate biofuel supply, we recall the 
directive 2003/96/EC on energy taxation, the energy crop premium and the non-food set-aside 
payment. While on the demand side, we recall the directive 2003/30/EC on the promotion of 
biofuel use, which fixed a share of biofuel blends equal to 2% of the overall consumption of 
gasoline and diesel in transport for the end of 2005, rising to 5.75% in 2010. Moreover, the 
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directive here examined (2009/28/EC), has increased the European biofuel target to 10% by 
2020. This political framework has had a great impact on production: from 2005, t he first 
biofuel target year of the directive 2003/30/EC, to 2009, the EU-25 biodiesel production rose 
to 184%. In the same period biodiesel production capacity increased from 4.2 to 20.9 million 
tons, the equivalent of an increment of 395% (EBB, 2010).  
 
Considering the uncontrolled development of biofuel production, the adoption of the directive 
with sustainable constrain for biofuel production and use can be viewed as the only way for 
the prosecution of the European biofuel policy. In this regard, one of the more significant 
strengths of the directive is that it is highly innovative and in line with the European political 
action, that is largely based on t he enhancement of sustainability goals. Moreover the new 
framework imposed by the directive forces Member States to monitoring the environmental, 
economical and political problems related to biofuels production and consumption, providing 
new basis for consciously decisions.  
 
In respect to the biofuel sector the new target fixed by the directive, equal to 10% of 
renewable energy in transport sector by 2020, is set up in a m ore clear framework able to 
demonstrate and communicate the real sustainability of biofuel products. This new scenario 
could stimulate institutional investors that could be attracted by the ethic aspect of sustainable 
biofuel and in the same time also new investors can look at biofuel sector with a growing 
interest in relation to the reduced risk related to a m ore controlled supply chains, as a 
consequence of the application of the LCA approach. 
 
Also the agricultural and food sector is indirectly involved by the directive, indeed it allows a 
double counting of energy produced by waste, residues and lingo-cellulosic biomass. Trough 
this mechanism the second generation of biofuels are promoted and then, the so criticized 
conflict between food and non food use of feedstock, should be attenuated.  
 
From the environmental point of view two related aspects can be considered as strengths. 
First, the directive fixes a minimum level of GHG reduction, so the environmental benefit can 
be assured, second the calculation method for the GHG emission is fixed and equal for all EU 
Member States, reducing technical disagreement in emissions assessment and consequently 
market asymmetry and trade distortions.  
 
2.1.2. Weaknesses 
As for the strengths patterns, also for the weaknesses can be formulated some general 
considerations related to the adoption of the directive. If the innovative character of the 
directive is analysed as a strengths pattern, from a conceptual point of view it could be also 
viewed as a limitation, indeed it is possible that it can be incomplete and inexact.  
 
Monitoring of environmental, economic and political aspect imposed to Member State is not 
sufficient to control these problems, in the directive there are not specific interventions able to 
manage indirect land use change, fluctuation in commodities prices and food insecurity. 
However, it is admitted that these problems are very complex and their management required 
more knowledge. Through the National Action Plan the directive encourages the processing 
sector and the biofuel consumption, but does not highlight any specific intervention in support 
of farmers. The sustainable standard introduced with the adoption of the directive could be 
viewed as a constrain in the commercial relation, European imports restriction imposed on 
non sustainable biomass and biofuels could stimulate international trade partners to introduce 
non tariff barriers on other relevant products for European community. Another general 
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weaknesses is related to the methodology adopted for the calculation of the GHG reduction, 
indeed the directive suggests two different approaches, analytic and concise, that could 
produce different results.  
 
In respect to the implication related to the biofuel sector the introduction of the mass balance 
system, as a m ethod for the traceability of the products, does not appear completely clear. 
This unsettled contest opens the interpretation and application of the directive liable to a 
lobby activity from processing and trader agents reducing the efficiency of all the system. 
 
With reference to agricultural and food sector it is possible to underline that no specific and 
direct interventions are considered to reduce food no food conflict, so the promotion of 
sustainable biofuels could not be enough to reduce this conflict. Moreover within the directive 
there are not specific actions devoted to promote biofuels supply chains in rural areas. Finally, 
with regard to energy sector, although the contribute of biofuel development to energy 
security is, at the moment, in absolute value limited, their development do not contribute to 
energy security. Indeed the feedstock necessary for biofuels production in the next future will 
continue to be imported from extra EU country, making null the contribute of biofuel sector to 
the energy independency goal, simply the question shifts from fossil fuel to food commodity. 
Indeed, the Commission itself expects an increasing flow of imports of biomass for biofuel 
use. Moreover, these latter questions appear in contrast with the recent publication of the 
proposal reform of the Common Agricultural Policy for the period past 2013, where one of 
the three main objectives is directed to revaluate the European food security. 
 
2.2. Opportunities and Threats 
In this article the opportunities and threats related to the adoption of the directive are 
investigated in respect to the technical pattern, looking up weather biofuels are sustainable 
products in respect to their GHG emission within the contest of LCA approach. In order to 
highlight the most widespread problems the paper has compared the methodology proposed 
by the directive with the main results, on the same topics, emerged from a literature review. 
The paper has considered fourteen articles relative to the LCA application in biofuels sector 
published on international journals during the period 2004 to 2010.  
 
The articles considered span from general reports where authors compare several LCA with 
the aim to underline the origin of the variability in the results obtained to very critical articles 
that explain conceptual mistakes in LCA structure and proposing new methods to assess 
biofuels sustainability. 
 
In the following it is itemized the main criticisms of LCA application to biofuel sector 
emerged from literature review:  

- definition of the system boundaries of LCA analysis; system boundaries should be 
consistent with the goal of analysis, because outputs are greatly affected by the 
numbers of steps considered in supply chain examined (Feng et al., 2008; Gnansounou 
et al., 2009; Quirin et al., 2004; Rowe, 2009; Singh et al., 2009).   

- definition of the reference systems; to obtain reliable results of GHG reduction, it is 
relevant to have clearly defined reference systems as regards fossil fuels, alternative 
uses of biomass, uses of co-products substitutes (Cherubini et al., 2009; Gnansounou 
et al., 2009; Quirin et al., 2004). 

- choice of functional unit; functional unit should be consistent with the system 
boundaries considered. The same biofuel can appear sustainable using one functional 
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unit and not sustainable using another (Cherubini et al., 2009; Gnanosunou et al., 
2009; Quirin et al., 2004; Singh et al., 2009). 

- choice of input considered; when the inputs considered are different, biofuel 
sustainability could appear different within the same system boundaries (Rowe, 2009). 

- data quality and representativeness; data used in LCA could be out-of-date or little 
representative, a particular phenomenon could be difficult to measure, so data could 
not be reliable. Moreover the data used could be significant only for local condition 
considered and then not replicable in different context (Cherubini et al., 2009; 
Chiaramonti and Recchia, 2010; Larson, 2006; Menichette and Otto, 2008; Quirin et 
al., 2004; Rowe, 2009). 

- assessment of another environmental impacts; CO2 emissions are always assessed, but 
other GHG are also important, besides other possible impacts, like acidification or 
eutrophication, could occur during biofuels production (Delucchi, 2004; Larson, 2006;  
Menichette and Otto, 2008; Quirin et al., 2004). 

- efficiency of energy conversion; it is important to consider the energy efficiency of 
engines and conversion plants. Indeed, with high engine efficiency emissions are 
lower (Delucchi, 2004; Larson, 2006; Menichette and Otto 2008; Rowe, 2009). 

- consideration of fuels/biofuels mixtures; technical features of mixtures affects 
emission levels (Croezen and Kampman, 2009; Gnansounou et al., 2009) 

- effects of agricultural residues removal; the removal of agricultural residues for 
producing biofuels could affects the level of CO2 emissions, so this effect should be 
assessed and considered (Cherubini et al., 2009). 

- choice of allocation method; different allocation methods of GHG emissions between 
biofuels and co-products cause different results (Chiaramonti and Recchia, 2010; 
Gnansounou et al., 2009, Larson, 2006; Luo et al., 2009, Menichette and Otto 2008; 
Quirin et al., 2004; Rowe, 2009; Singh et al., 2009; Wang et al., 2010). 

- consideration of direct land use change; this phenomenon is highly relevant because it 
can cause CO2 emissions or savings, so LCAs should consider it (Cherubini et al., 
2009; Delucchi, 2004, Gnansounou et al., 2009; Larson, 2006; Menichette and Otto, 
2008). 

- consideration of indirect land use change; like the preceding point (Cherubini et al., 
2009; de Gorter and Tsur, 2009; Feng et al., 2008; Gnansounou et al., 2009; 
Menichette and Otto, 2008). 

- conceptual mistake of LCA; (de Gorter and Tsur, 2009; Delucchi 2004; Feng et al., 
2008). 

In the following the LCA calculation methodology proposed by the directive has been 
compared with the main aspect emerged by the literature review just detailed. Where there is 
consistency there is an opportunity, while where the directive shows a lack of precision there 
is a threat. 
  
2.2.1. Opportunities 

- Within the directive the system boundaries is defined by the cultivation of biomass and 
by the use of biofuels in cars, this approach is in line with the well-to-wheel approach 
recommended in literature for LCAs of biofuels for transportation; 

- the directive fixees which inputs must be considered in calculation of GHG emissions, 
while in the literature there is not an agreement about this choice; 
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- the directive provides default values of GHG emissions, this data are representative of 
the typical European supply chains and, furthermore, they are conservative; in this way 
it should be an agreement in assessments at European level, while in literature the 
approach is not univocal; 

- allocation method adopted in the directive is energy allocation; in the literature this 
approach does not appear as the best method, but is admitted that is almost exact; 
besides, energy allocation is more easy to perform; 

- direct land use change is considered in the calculation methodology proposed by the 
directive, indeed it provides an equation to assess consequent GHG emissions or 
savings. 

 
2.2.2.  Threats         

- the calculation methodology of the directive regards only a reference system relative to 
fossil fuels, while there is not a reference system for co-products and alternative uses of 
biomass; 

- the functional unit fixed by the directive is mega joule of energy content, while it should 
be kilometre driven by cars in order to be consistent with the system boundaries; 

- the directive does not consider other environmental impacts like acidification or 
eutrophication; 

- the directive calculation method for GHG emission considers only energy efficiency of 
biomass processing, while does not consider the cogeneration processes; 

- features of fossil fuels/biofuels mixtures are not considered in the directive; 
- indirect land use change is not considered in the directive calculation method. 

 
3. Conclusions 

In this paper the directive 2009/28/EC has been analysed with the aim to find possible 
benefits and complications that his application could involve. Directive has been studied 
using the SWOT analysis conceptual structure, that identifies Strengths, Weaknesses in 
relation to the institutional framework and Opportunities and Threats in respect to literature 
review on LCA application to biofuel sector. The main result of the analysis allow to 
highlight the innovative feature of the directive and how its implementation could facilitate 
policy maker to reach the main goal of the European biofuel policy, promoting production 
and consumption of really sustainable biofuels. This scenario could stimulate the entry into 
the market of new ethical investors attracted by a r eal sustainable sector. However, some 
relevant aspects are not completely resolved like the relationship between biofuel 
development and fluctuation in commodity prices or the definition of the role played by rural 
area. On the other hand, from a technical point of view, some positive aspects with a certain 
importance are emerged too like, for example, the definition of default value for GHG 
emissions for all the EU, reaching an agreement in assessments at European level or the 
definition of the inputs to be considered in the calculation method. On the contrary the 
directive uses a functional unit that does not appear in line with the literature examine and, 
moreover, does not consider indirect land use change. Overall, considering that the directive 
is highly innovative, the presence of some weaknesses and threats can be considered normal. 
A deeper investigation would be useful to improve the efficiency of the EU biofuel policy.  
 
References 

[1] S. E. Koonin, Getting serious about biofuels, Science 311, 2006, p. 435  

[2] L. Odling, Biofuels bandwagon hits a rut, Nature 446, 2007, p. 483  

 

2575



[3] R. Righelato, D. V. Spracklen, Carbon mitigation by biofuels or by saving and restoring 
forests?, Science 317, 2007, p. 902 

[4] J. Fargione, D. Tilman,  Land clearing and the biofuel carbon debt, Science 319, 2008, 
pp. 1235-1237   

[5] J. M. Melillo, J. M. Reilly, D. W. Kicklighter, A. C. Gurgel, T. W. Cronin, S. Paltsev, B. 
S. Felzer, X. Wang, A. P. Sokolov, C. A. Schlosser,  Indirect emissions from biofuels: 
how important?, Science 326, 2009, pp. 1397-1399 

[6] D. Tilman, J. Hill, C. Lehman, Carbon-Negative biofuels from Low-Input High-Diversity 
Grassland Biomass, Science 314, 2006, pp. 1598-1600  

[7] D. Kennedy, The biofuels conundrum, Science 316, 2007, p. 515  

[8] G. P. Robertson, V. H. Dale, O. C. Doering, S. P. Hamburg, J. M. Melillo, M. M. 
Wander, W. J. Parton, P. R. Adler, J. N. Barney, R. M. Cruse, C. S. Duke, P. M. 
Fearnside, R. F. Follet, H. K. Gibbs, J. Goldenberg, D. J. Mladenoff, D. Ojima, M. W. 
Palmer, A. Sharpley, L. Wallace, K. C. Weathers, J. A. Wiens, W. W. Wilehlm, 
Sustainable biofuels redux, Science 322, 2008, pp. 49-50  

[9] EBB (European Biodiesel Board), 2010. EBB Publishes Annual Biodiesel Production 
Statistics, Press Release, July. 

[10] H. Feng, O. D. Rubin, B. A. Babcock,  Greenhouse Gas Impact of Ethanol from Iowa 
Corn: Life Cycle Analysis versus System-Wide Accounting, American Agricultural 
Economics Association Annual Meeting, 2008, selected paper 

[11] E. Gnansounou, A. Dauriat, J. Villegas, L. Panichelli, Life cycle assessment of biofuels: 
Energy and greenhouse gas balances, Bioresource Technology 100, 2009, pp. 4919-4930 

[12] M. Quirin, M. Pehnt, G. A. Reinhardt, CO2 mitigation through Biofuels in the Transport 
Sector Status and Perspectives, IFEU- Institut fǜρ Eneρgie- und Umweltforschung 
Heidelberg Gmbh, 2004, Main report 

[13] R. Rowe, Sustainable bioenergy and biofuels. Can life cycle analysis provide the 
answer?, Bioenergy news Issue 9, 2009,, pp. 2-4  

[14] A. Singh, D. Pant, N. E. Korres, A. S. Nizami, S. Prasad, J. D. Murphy, Key issues in life 
cycle assessment of ethanol production from lignocellulosic biomass: Challenges and 
perspective, Bioresource Technology 101, 2009, pp. 5003- 5012  

[15] F. Cherubini, N. D. Bird, A. Cowie, G. Jungmeier, B. Schlamadinger, S. Woess-
Gallasch, Energy- and green house gas-based LCA of biofuel and bioenergy systems: key 
issues, ranges and recommendations, Resources, Conservation and Reciclling 53, 2009, 
pp. 434-447 

[16] D. Chiaramonti, L. Recchia, Is life cycle assessment (LCA) a suitable method for 
quantitative CO2 saving estimations? The impact of field input on the LCA results for a 
pure vegetable oil chain, Biomass and Bioenergy 34, 2010, pp. 787- 797  

[17] E. D. Larson, A review of life-cycle analysis studies on l iquid biofuel systems for the 
transport sector, Energy for Sustainable Development Vol. X No. 2, 2006, pp. 109-126  

[18] E. Menichette, M. Otto, Energy Balance & Greenhouse Gas Emission of Biofuels on a 
Life-Cylce Perspective, Proceednings of the Scientific Committee on Problems of the 
Environment (SCOPE) International Biofuels Project Rapid Assessment, 2008 

 

2576



[19] M. A. Delucchi, Conceptual and methodological issues in lifecycle analyses of 
transportation fuels, U.S. Environmental Protection Agency Office of Transportation and 
Air Quality, 2004 

[20] H. Croezen, B. Kampman, The impact of ethanol and ETBE blending on refinery 
operations and GHG- emissions, Energy Policy 37, 2009, pp. 5226- 5238 

[21] L. Luo, E. van der Voet, G. Huppes, H. A Udo de Haes, Allocation issues in LCA 
methodology: a case study of corn stover-based fuel ethanol, International Journal of Life 
Cycle Assessment 14, 2009, pp. 529- 539 

[22] M. Wang, H. Huo, S. Arora, Methods of dealing with co-products of biofuels in life-
cycle analysis and consequent results within the U.S. context, Energy Policy (2010), 
doi:10.1016/j.enpol.2010.03.052. 

[23] H. de Gorter, Y. Tsur, Towards a Genuine Sustainability Standard for Biofuel 
Production, Cornell University- Department of Applied Economics and Management 
New York, 2009, working paper. 

 

2577



Which factors affect the willingness of tourists to pay for renewable 
energy? 

I. Kostakis1, E. Sardianou2,* 

1Harokopio University, Athens, Greece 
2Harokopio University, Athens, Greece 

* Corresponding author. Tel: +30 2109549266, Fax: +30 2109577050 E-mail: esardianou@hua.gr 

Abstract: This study presents insights into the determinants of tourists' intention to pay a premium for 
accommodation in a hotel with renewable energy sources. The empirical analysis is based on the estimation of 
binary logistic regression models. Four subsets of independent variables were used in this empirical analysis, 
namely: (i) demographic factors, (ii) economic variables, (iii) past experience with regard to renewable energy 
sources and (iv) variables regarding environmental awareness and information dissemination. Empirical results 
suggest that middle-aged people are probably more willing to pay for their stay in a hotel using renewable 
energy. In general, men are more likely than women to pay extra money for accommodation in a “green” hotel. 
However, the results suggest that marital status and educational level are not statistically significant factors in the 
willingness to pay more.  Rather, environmentally-conscious and adequately informed tourists are more willing 
to pay for renewable energy than others. Our analysis is focused on intention because we expect that those 
people willing to pay for staying in a green hotel are a potentially relevant market segment for developing 
sustainable tourism in Greece.  
 
Keywords:  Tourists, WTP, Renewable energy 

1. Introduction  

Contrary to fossil fuels, the intensive use of renewable energy is inextricably linked to zero 
greenhouse gas emissions. Thus, the penetration and implementation of renewable energy 
projects is one of the major goals of European countries in their quest for achieving 
sustainable development. However, the use of renewable energy sources is strongly related to 
public acceptance.  
 
Previous studies have focused on attitudes towards green energy and on acceptance of 
renewable energy sources (Ek, 2005; Roe et al, 2001; Mallett, 2007; Jodert et al., 2007 
Zoellner et al., 2008). Others have examined the intention of hotel customers to stay at a 
green hotel employing the theory of planned behaviour (Han et al., 2010; Han and Kim, 
2010). In general, consumers who are more receptive to environmental products, and choose 
to purchase them, are willing to pay more for environmental benefits. Empirical studies have 
also focused on the amount that consumers are willing to pay by way of premium for 
renewable energy investments and the role of socio-demographic determinants in the case of 
Italy (Bollino, 2009) and Korea (Ku and Yoo, 2010). 
 
Several studies have been conducted on the issue of renewable energy penetration in Crete 
(NTUA, 1992; Vamvuka and Tsoutsos, 2002). Crete hosts one-fifth of all tourists visiting 
Greece. More than 50% of all renewable energy projects in the Greek islands are implemented 
in Crete (Michalena and Angeon, 2009). The willingness of Crete's residents to pay for 
renewable energy sources was investigated by Zografakis et al. (2010).  
 
The aim of this study is to examine the determinants that affect tourists’ intention to pay more 
for their stay in a hotel using renewable energy sources. For this purpose, we employ cross-
section data from the largest Greek island, Crete. Unlike previous studies, we chose tourists 
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because we expect tourists willing to pay for a stay in a green hotel to be a potential market 
segment important for the development of sustainable tourism on the island.  
 
The paper proceeds as follows: Section 2 presents the methodological issues and the data used 
in the empirical analysis. Section 3 presents the empirical results, while the conclusions of the 
analysis and policy implications are discussed in Section 4.  
 
2. Methodology 

The research provides some insights into the determinants that affect tourists’ positive attitude 
towards renewable energy. The empirical analysis is based on a cross-section data set. We 
carried out an extensive survey of 400 tourists during their summer holidays in Crete in 2009, 
using the random stratified sampling method. In particular, we distributed 100 questionnaires 
in each of the fourth prefectures of the island (Chania, Rethymno, Heraklion and Lasithi). The 
survey was conducted using a structured questionnaire and personal interviews. Given the 
purpose of our study, we interviewed tourists at hotels (Veal, 2006). We chose hotels at 
random taking into account the official hotel directory. The response rate was 80% and the 
survey resulted in a data set of 320 tourists. As a prerequisite, the respondents were above 18 
years of age and income-earners.  
 
Empirical results are based on the estimation of logistic regression models. Logistic 
regression (sometimes called the logit model) is used for predicting the probability of an event 
occurring by fitting data to a logit function. Logistic regression is a useful way of describing 
the relationship between one or more independent variables (e.g. age, gender, etc.) and a 
binary response variable, expressed as a probability, that has only two possible values (such 
as willingness or unwillingness). 
 
In our case, under the binary logistic model, the estimated value of the dependent variable is 
interpreted as the probability that a tourist will pay more for accommodation in a “green 
hotel”, as identified by the values of the explanatory independent variables. Thus, binary 
logistic analysis enables us to measure the impact of each variable on a tourist’s intention to 
stay in a hotel using renewable energy sources. Four subsets of independent variables were 
used in this empirical analysis, namely: demographic factors, economic variables, past 
experience with regard to renewable energy sources, and variables regarding environmental 
awareness and information dissemination. Therefore, in the empirical study, we employed the 
following expanded specification for a tourist’s willingness to pay more for accommodation 
in a “green” hotel: 
 

iiiiii
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where WTPi is a binary variable indicating whether the tourist i is willing to pay extra for 
hotel accommodation using renewable energy sources or not; specifically, the variable takes 
the value 1 when the tourist is willing and zero otherwise1. Genderi is a dummy variable 
accounting for 1 if the respondent is male and zero if female; Age is the respondent's age; 

                                                           
1 To be more precise, we asked “Are you willing to pay extra for hotel accommodation with RES?” (Yes/No). A 
similar question format was followed by (Dalton et al., 2008) in Australia. Jun et al. (2010) had also performed 
contingent valuation methodology employing dichotomous choice questions. 
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Age2i is the square of the respondent's age; Marriedi is a dummy variable taking the value 1 if 
the respondent is married and zero otherwise; Kidi is a dummy variable accounting for 1 if the 
respondent has children and zero otherwise; Degreei is a dummy variable accounting for 1 if 
the respondent has completed undergraduate studies and zero otherwise; Incomei is the 
respondent's monthly private income in euros; Daysi is a quantitative variable indicating the 
average duration of a hotel stay while on holidays; Expensei is a quantitative variable 
expressing the average  holiday cost per person; Rhomei is a dummy variable accounting for 
1 if the consumer has already implemented an energy conservation system at home and zero 
otherwise; Satisfi is a dummy variable expressing the tourist's satisfaction with a previous stay 
in an energy-conserving hotel (yes: 1, 0: otherwise); Rinfi is a quantitative variable expressing  
awareness of renewable energy sources; Envini is a dummy variable accounting for 1 if the 
respondent is aware of  global environmental problems and zero otherwise; and u is an error 
term. The empirical results from the estimation of Eq. (1) are presented in Section 3 of this 
study.  
 
Table 1 summarizes the expected sign for bi coefficients of Eq. (1). In particular, it is 
assumed that the people most likely to pay more for accommodation in a hotel with RES are 
those with a positive previous experience with the implementation of energy-conserving 
practices. Therefore, the expected sign for variables “Rhome” and “Satisf” is positive. We 
also assumed that adequately informed consumers are more likely to participate in eco-
friendly actions. Thus, a positive relationship should be expected between “Rinf” or “Envin” 
and willingness to pay. In addition, previous studies reported that higher income groups are 
more willing than others. Higher income groups tend to spend more money on vacations. 
Thus, we also expected a positive sign for “Expense”. On the other hand, it may be difficult 
for these groups, who have longer vacation periods, to pay a premium for environmental 
purposes. In this case, the expected sign for the variable “Days” is negative. Although, it is 
difficult to predict the impact of demographic characteristics on the decision to pay more for 
accommodation in a hotel with RES, it is expected that highly educated consumers are more 
prone to support energy-conserving actions. Thus, a positive sign is expected for the variable 
“Degree”. 
 
Table 1. Expected sign of the variables specified in the empirical binary logistic regression  

Designation Expected sign Designation Expected sign 
Gender  +/- Days - 

 Age  +/- Expense + 
 Age2 +/- Rhome + 

 Married +/- Satisf + 
 Kid +/- Rinf + 

 Degree + Envin + 
 Income +   

  
3. Results 

In this section we present the results of the statistical and econometric analyses to estimate the 
profile of ‘green’ tourists. As ‘green’ tourists we define those consumers willing to pay extra 
for accommodation in a hotel using renewable energy sources. 
 
3.1. Descriptive Statistics 
From the sample of 400 tourists in question, 53.1% were women and 46.9% men. Most 
respondents were between the ages of 31 and 50 years (36.9%); 18.1% were between 25 and 
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37 years, 12.8% between 51 and 71 years and 29.7% between 18 and 24 years. As regards the 
educational level, 60.9% were university-educated. The majority were employees with 40% 
working in the private and 21.9% in the public sector, whereas 14.1% were freelancers. The 
tourists’ average monthly private, non property-related, income was €1,400, with a large 
percentage of monthly incomes being no higher than €500 (17.5%). The income of 3.4% of 
tourists varied between €800 and €1,100 and 22.2% declared having an income above €2,000. 
34.4% of tourists were married. The majority (32.8%) reported holiday expenses between 
€251 and €500; 25.3% between €751 and €1000 and 7.8% over €1,500. As shown in figure 1, 
45% of tourists were willing to pay more for accommodation in a hotel with renewable 
energy sources. As to the vacation's purpose, the vast majority of respondents (92.2%) 
reported recreation and the rest professional reasons. Next, interviewees were asked about 
their past experience with renewable energy sources. In particular, 71.3% of tourists had 
previously implemented an energy conservation project at home, and only 25% were satisfied 
with their past accommodation at an energy-conserving hotel. 
 

45%

55%

Yes No
 

Fig. 1.  Willingness to pay for accommodation in a hotel with RES  
 
3.2. Logistic Regression Analysis 
Several interesting results were obtained from the empirical estimation of Eq. (1). Table 2 
summarizes the empirical results of the logit equation's estimated coefficients with respect to 
the willingness to pay extra for accommodation in a hotel using renewable energy sources. 
Statistically non-significant variables were omitted from model II. The final results for 
explanatory variables of tourists’ willingness to pay are set out in the last column of Table 1, 
Model III. All the estimated coefficients of the explanatory variables presented in the final 
model have the expected sign and are statistically significant at a level of 5% or 1%. 
Estimated standard errors are corrected using White Heteroskedasticity. The Hosmer and 
Lemeshow statistic is one of the most reliable tests of model fit for binary logistic regression. 
The overall percentage of correct predictions for the final estimated model (model III) is 
72.8%. The p-value 0.721 uses the Hosmer and Lemeshow Goodness-of-Fit Test with n-2 
degrees of freedom. We are not able to reject the null hypothesis that there is no difference 
between the observed and predicted values of the dependent, implying that the model’s 
estimates adequately fit the data. A p-value less than 0.05 indicates a good fit for a binary 
logistic regression model.  
  
As follows from Table 2, men are more willing to pay extra than women, at a 10% level of 
significance (Model I & II). However, we didn't find any statistically significant relation 
between family status (“Married” and “Kid”) and willingness to pay more for staying in a 
“green” hotel. 
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Age is a statistically significant factor in the willingness to pay more for accommodation in a 
hotel with renewable energy sources, at a 5% level of significance. Indeed, it is estimated that 
younger tourists are less willing to pay extra than middle-aged tourists. However, the negative 
sign of the estimated coefficient for the variable ‘Age2’ implies that age positively affects the 
dependent variable, but at a decreasing rate -  reaching a maximum at 53 years of age 
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In particular, for all tourists under the age of 53, an increase in age will positively affect the 
probability of paying more to stay in a green hotel. The importance of age on willingness to 
pay for RES was also reported by Dalton et al. (2008), who performed a frequency statistics 
analysis. 
 
Table 2. Estimated binary logistic regressions of tourists' willingness to pay more to stay in a hotel 
with renewable energy sources (yes: 1 no: 0)  

Independent variables Model I Model II Model III 

Constant 
-2.910*** 

(4.460) 
-2.967*** 

(6.146) 
-1.269** 
(4.032) 

 Gender  
0.279* 
(1.715) 

0.308* 
(1.656) 

 

 Age  
0.106** 
(2.619) 

0.104** 
(3.361) 

0.020** 
(4.136) 

 Age2 
-0.001** 
(2.266) 

-0.001* 
(2.390) 

-0.001** 
(2.481) 

 Married 
0.154 

(1.204) 
  

 Kid 
-0.017 
(0.002) 

  

 Degree 
0.090 

(0.103) 
  

 Income 
0.135 

(1.230) 
  

 Days 
-0.045* 
(1.839) 

-0.065** 
(3.938) 

-0.070** 
(4.500) 

 Expense 
0.001 

(1.577) 
  

 Rhome 
0.796*** 
(8.085) 

0.796*** 
(8.187) 

0.703*** 
(6.691) 

 Satisf 
0.074** 
(4.076) 

0.069** 
(3.669) 

0.075** 
(4.443) 

 Rinf 
0.273*** 
(4.715) 

0.273*** 
(5.018) 

0.288*** 
(5.758) 

 Envin 
0.662** 
(3.033) 

0.635** 
(2.980) 

0.610** 
(2.873) 

 - 2 Log likelihood 393.541 395.512 399.677 
Nagelkerke R Square 0.282 0.325 0.360 

Note: ***, *, represent levels of significance at 1% and 10%, respectively. Wald statistics are presented in  
parentheses. Standard errors are corrected using White Heteroskedasticity. 
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As expected, the longest-staying respondents were also the least willing to pay more, at a 5% 
level of significance (Model I & II). Educational level is also included in the first model, 
indicating that there is a positive, but statistically insignificant relation, between higher 
education and willingness to pay. Generally, tourists with a positive past experience at an 
energy-saving hotel are more likely to be willing to pay extra for their accommodation in a 
hotel implementing renewable energy projects, at a 5% level of significance. Accordingly, 
those tourists who have not previously adopted an energy conservation project at home are 
less likely to pay more for staying in a “green” hotel than others, at a 1% level of significance.  
As Bollino (2009) mentioned, those consumers who have a positive attitude to renewable 
energy technologies, will be prone to pay a surplus.  
 
As far as economic parameters are concerned, the estimated coefficients for income and 
holiday expenditure are (as expected) positive, but not statistically significant. These results 
may explained by the following three parameters: (i) the economic uncertainty that influences 
consumers’ decision making process (ii) the fact that consumers stated preferences vary over 
time depending on their experience or knowledge and (iii) the hypothetical nature of the 
contingent valuation question and the fact that and consumer may value different public 
goods (Wang and Whittington, 2005). In contrast to the above-mentioned conclusion, the 
empirical results indicate that there is a positive, statistically significant, relation between 
information dissemination on renewable energy sources and willingness to pay, at a 1% level 
of significance. This result is in line with Roe et al. (2001) study for U.S. electricity 
consumers. Accordingly, environmental awareness about global environmental problems 
positively affects the probability of paying more, at a 5% level of significance. Zografakis et 
al. (2010), had also pointed out that high awareness levels or energy saving behavior resulted 
in a positive attitude for renewable energy sources.  

 
4. Discussion and Conclusions 

This paper has focused on providing insights into which factors affect tourists’ willingness to 
pay for renewable energy sources in Greece. The empirical results suggest that middle-aged 
people and men are more likely than others to pay a premium for accommodation in a hotel 
with renewable energy practices. This study also shows the importance of information 
dissemination and environmental awareness in the willingness to pay for renewable energy 
sources. In particular, past experience, environmental awareness and information 
dissemination are strong, statistically significant, factors that positively affect tourists’ 
willingness to pay for accommodation in a green hotel. Bearing in mind that tourism is 
considered to be Greece's “heavy” industry, it is important for enhancing sustainable 
development that hotels embrace renewable energy technologies. Accordingly, policies aimed 
at increasing consumer acceptance of green hotels can contribute to the adoption of 
sustainable lifestyles. As tourists become more sustainable consumers, the impact of tourism 
on the environment is limited.  In this context, investigating the socioeconomic profile of 
tourists willing to pay a premium would have multiple useful policy implications. In 
particular, in the business sector, green hotel managers could expand their market share by 
focusing their advertising campaigns on those less willing to pay for renewable energy 
sources. Thus, green advertising can enhance a hotel's economic viability by increasing tourist 
demand. On the social level, renewable energy projects in hotels can contribute to 
environmental protection. However, further research is needed to achieve this goal in the 
tourism sector. Specifically, more analysis is needed on how information feedback can 
influence a tourist’s actual choice in favour of a green hotel, rather than relying solely on self-
reported intentions to pay more for one. More importantly, there must be an emphasis on the 
various barriers that tourists report when it comes to accepting to pay more for renewable 

 

2583



energy sources. In the case of willing tourists, research is needed on economic or other 
incentives for paying more and achieving sustainable behavioral consumption patterns.  
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Abstract: The UK target to significantly reduce CO2 emissions from housing has been challenged by the fact 
that 80% of the UK housing stock existing in 2030 has already been built. Energy-efficiency technologies for 
existing housing are developed in attempt to meet this target, e.g. fabric upgrades, ventilation systems, etc, but 
the interrelationship between the technical and social aspects of using these technologies is not fully understood. 
From the household perspective, a clear financial case in addition to other intangible benefits should exist to 
create high demand for these technologies. On the other hand, many technological interventions are still in the 
development stage and according to the technology diffusion theory there will be a d elay in adopting these 
technologies on the expected scale. This study will use system dynamics modelling to investigate the 
relationship between the supply and demand of energy-efficiency technologies for existing housing. A dynamic 
hypothesis will be set to analyse the interrelationships among the controlling variables of technologies 
development over a p eriod of time. This paper introduces the main structure of the study and discusses the 
technique adopted to model the identified dynamic hypothesis.  
 
Keywords: Energy-efficiency technologies, System dynamics 

1. Introduction 

The housing industry in the UK is experiencing its transition period from traditional to energy 
efficient. The call for energy efficient houses has been intensified in the light of the high 
demand for energy. The growth of energy prices increases the pressure on hous eholders to 
find solutions to the energy bills, and on t he industry to develop more energy efficient 
technologies for houses. The introduction of UK targets to reduce CO2 emissions has also a 
great effect on both the householders and developers. In the UK, approximately 26% of CO2 
emissions are attributable to the domestic sector[1]. At least 70% of the UK housing stock that 
will be present in 2050 have been already constructed before year 2005[2]. Therefore, 
modifications to the existing housing are essential to meet the targets of the UK Climate 
Change Bill. However, it is not only energy efficiency technologies that will achieve the CO2 
emissions target, but the changes to occupants’ behaviour will also have a great influence to 
accommodate these modifications.  
 
Despite the growing development in Energy Efficiency technological interventions, the 
uptake of these technologies is not great enough to show that there is a significant reduction in 
energy consumption and CO2 emissions. Among the reasons for this market failure might be 
that the costs and benefits of refurbishment options are often complex to determine[3]. 
Achieving the target of CO2 emissions will require large investments in the stages of energy 
generation, transmission, conversion and end-use, together with measures to control demand. 
Oreszczyn and Lowe[4] indicated that this necessitates the need for research to help formulate 
and evaluate policy, to measure progress, and to help industry to deliver.  
 
2. Methodology 

A previous study, ‘TARBASE’[5], investigated a number of technologies in the field of end 
use technology, building fabric and energy supply technologies to achieve reductions in CO2 
emissions. Three intervention sets were identified with their effect on CO2 emissions 
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attributable to two selected dwelling types, namely; ‘comprehensive’, ‘complete’, and 
‘limited’ intervention sets. A Whole Life Cost (WLC) approach has been conducted to 
investigate the cost implications for the uptake of these intervention sets by householders. The 
study concluded that there is no clear financial case over a 25 year horizon for householders 
to invest in the proposed interventions. The results also revealed the need for new policy 
approaches to overcome the financial and non-financial hurdles for a mass uptake of Energy 
efficiency technologies[6]. This paper builds on the results of TARBASE and investigates in a 
wider context the development and diffusion of energy efficiency technologies for housing. 
Variables affecting different policies to reduce CO2 emissions such as subsidy, rising energy 
price, R&D investment from the industry, etc. are considered. Technology diffusion theory 
reveals that technological development and implementation includes a long delay to be fully 
diffused. In addition, effective implementation of technological innovations requires an 
understanding of the complexity underpinning the process and the inherent uncertainty about 
the actual performance of low energy housing[4]. The adoption of innovative technologies also 
requires reliable performance indicators to be employed to ascertain the condition of such 
processes. Models that simulate the implementation of new technologies need to consider the 
effect of experimentation, iteration and refinement of activities that are reliant on volatile 
information[7, 8]. These models should consider that many variables are time dependent and/or 
carry a high level of uncertainty. It is understood for example that the efficiency of new 
technologies is expected to rise by further development and experience in use. In addition, it 
must be stressed that the emissions savings are only realized when behavioural change 
accompanies the technological deployment.  
 
Different motivational frames might alter the appraisal of costs and benefits related to a 
specific pro-environmental behaviour. Understanding the needs satisfied by the purchase of 
an energy efficient technology would allow their costs to be compared to the cost of other 
purchases satisfying other needs[9]. It is more likely that only a part of the family budget 
currently allocated for household improvements would actually be spent on energy efficiency 
improvements, even for those informed individuals with strong pro-environmental attitudes. 
Additionally, there is no financial incentive associated with the investment if reduction in 
utility expenditure (at current energy process) is taken as the sole benefit. The deployment of 
deep cut intervention sets are likely to result in other benefits, such as improved comfort and 
increased asset value of the property. It is feasible that when all benefits are aggregated, 
financial incentives will appear for householders and this needs to be explored further[5, 9]. 
 
In conclusion, the emissions reduction targets required to address the climate change agenda 
are only likely to be met through a combination of demand and supply side interventions. 
Identifying technological solutions for achieving a reduction in UK domestic dwellings is 
complex. Assumptions have to be made regarding for instance construction, occupancy and 
occupant behaviour in order to define the baseline for assessment of technological 
interventions which themselves are often interdependent. This would suggest that stressing 
the ethical or environmental appeal of an energy saving technology will only have limited 
effect if the technology is perceived by the consumer as having a high capital cost. In 
response to the challenge posed by this complexity, a System Dynamics (SD) based model is 
proposed in this research. It can investigate policies that affect the development and diffusion 
of energy efficiency technologies related to the housing industry during its transition period, 
considering both the demand and supply sides. SD modelling can identify the causal structure 
underlying the behaviour of complex systems, simulate the behaviour of time dependent 
variables and assess the usefulness of different energy policies such as energy tax and R&D 
subsidy for diffusing energy efficiency technologies.  
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SD modelling involves the following steps[10]: 
 

1. Articulating the problem to be addressed 
2. Formulating a dynamic hypothesis or theory about the causes of the problem 
3. Formulating a simulation model to test the dynamic hypothesis 
4. Testing the model output to satisfy the purpose 
5. Designing and evaluating policies for improvement 

 
Based on the relevant literature and data available from TARBASE, the proposed SD model 
was developed as a hypothetical model. This paper discusses the first two steps of the model 
development. Further development, requiring additional data, will build a comprehensive SD 
model.  
 
2.1. Problem Articulation 
The problem in hand is not only about the typical process of technology diffusion, but also 
about the effect of the pressure to reduce CO2 emissions and the social and economical 
implications of using these technologies. Therefore, this step in modelling will identify the 
major controlling variables of technology diffusion and the effect of using these technologies 
on CO2 emissions. In addition, the reference mode of the system behaviour will be identified. 
Reference mode is the graphical representation of the system behaviour over a period of time. 
This can be based on historical or pre-defined/required behaviour. The optimum behaviour of 
the system occurs if the pattern of the demand for house upgrading follows the same pattern 
of the diffusion of the technological intervention sets. Therefore, the technology diffusion 
theory will help identifying the reference mode of the demand for house upgrading. The time 
period assumed for the study is to 2050, when the CO2 emissions reduction target is set.  
 
2.1.1. Technology Diffusion Theory 
Diffusion process is the methodology of adopting an innovation by members of a certain 
community. Rogers[11] categorizes the five stages of the diffusion of innovations as: 
knowledge (awareness), persuasion (interest), decision (evaluation), implementation (trial), 
and confirmation (adoption). Over the time of the diffusion process, new individuals adopt the 
innovation while others might reject it. Four factors were identified that influence adoption of 
an innovation, namely: 1) the type and need for innovation, 2) the communication channels 
used to spread information, 3) time period of diffusion, and 4) the nature of the community to 
whom innovation is introduced. Technology adoption rate always follows an S-curve that 
represents the length of time required for a certain percentage of community members to 
adopt the technology[11], as shown in Fig. 1. There are categories of adopters: innovators, 
early adopters, early majority, late majority, and laggards. This pattern of technology adoption 
will be used for the purpose of modelling as “reference mode of diffusion”, which for this 
research will be the reference mode of “demand for house upgrading”. The demand for house 
upgrading will be investigated from the perspective of householders, industry, and 
government. Individuals usually adopt an innovation if it has some attributes, namely: (1) the 
innovation has some relative advantage over an existing one, (2) the innovation is compatible 
with existing values and practices, (3) the innovation is not too complex, (4) the innovation 
has trialability (i.e. can be tested for a limited time without adoption), (5) the innovation 
offers observable results.  
 
Various models have been developed in order to simulate the typical diffusion of 
technological innovations. For example, Veneris[12] developed a SD model which takes into 
account various diffusion patterns modelled via differential equations. The model did not 
consider that technology development is dynamic as there is always development or 
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improvement over the time of diffusion all along the S-curve. Therefore, the S-curve is 
actually made up of a series of S-curves of different sections of a population adopting 
different versions of technologies. It did not also simulate the effect of the pressure to reduce 
COR2R emissions and the social and economical implications of using these technologies 
 

 
Fig. 1. Innovation adoption rate (RogersP

[11]
P) 

 
The other main reference mode required for this model is for the rate of COR2R emissions 
reduction. The target set for the year 2050 will be used as a guidance reference mode in this 
model (further data is required to refine this mode in a more accurate rate). Fig. 2 suggests 
that the linear emissions reduction rate since 1970 was 7.5 M t(COR2R)/decade. This would 
achieve a 60% reduction in COR2R emissions from UK buildings by 2050. To achieve the 80% 
reduction adopted by the UK government in 2009, a faster rate of reduction (around 10 
Mt(COR2R)/decade) might be needed P

[4]
P. 

 

 
 
Fig. 2. Domestic and non-domestic carbon emissions to 1994 with trajectories to 40% of 1990 
emissions in 2050 (reported in Oreszczyn and Lowe P

[4]
P) 

 
2.2. 5BFormulation of the dynamic hypothesis 
A dynamic hypothesis is set to explain the behaviour of the system and the relationships 
among its variables that develop its reference mode. Four mapping tools were used to develop 
this hypothesis, which are: Subsystem diagram, Model boundary chart, Causal loop diagrams, 
and Stock and flow maps. As this paper aims only to introduce the hypothetical model, the 
Stock and flow maps will not be presented. 
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2.2.1. Subsystem diagram 
Fig. 3 classifies the architecture of the studied system into a number of subsystems. Each 
subsystem is mainly controlled by a certain variable, as illustrated by the variable name in 
each box of Fig. 3. The main control variables of each subsystem and the interactions between 
each other will be identified on the causal loop diagrams. For example, the actual proportion of 
dwellings using the intervention sets is used to measure technology diffusion. The other 
identified variables influence this measurement, namely; Rate of technology change, Unit 
energy consumption, R&D Investment, and CO2 emissions. A number of feedback loops have 
been identified that control the subsystems behaviour, namely; Technology change loop, R & 
D loop, Consumption loop, and Emission loop. These loops will be studied and simulated to 
show how the system behaves under different conditions and policies.  
 
 
 
 
 
 
 
 
 
 
Fig. 3. Model sub-systems 
 
2.2.2. Model boundary chart 
The chart identifies the scope of the model by classifying the variables into endogenous, 
exogenous, and excluded variables, as shown in Table 1. T his classification is essential to 
identify the model boundary in terms of the type of each variable and the relationships among 
variables.  
 
The current version of the model excludes the interest rate on saving/investing the cost of 
house upgrade assuming that they will balance the effect of inflation on all expenses. The 
variables considered for the selection of intervention sets are: energy price (economical 
factor) and CO2 emission (environmental factor) and R&D investment as financial support. 
Other variables influencing technological developments such as market impact or other new 
ways of house upgrading are excluded. The exogenous variables have great impact on t he 
endogenous structure but their behaviour will be included from one single relationship for the 
purpose of this model. 
 
2.2.3. Main Causal Loop Diagram (CLD) 
For each of the above subsystems, a CLD is developed. The main CLD for the adopted model 
(Fig. 4) shows how the variables are related to each other. The resulting reinforcing loops and 
balancing loops will be discussed next. 
 

Tech Change loop R & D loop 
Consumption loop 

Emissions loop 

Unit energy 
consumption 

Actual proportion 
of using the 

intervention sets 

R&D 
Investment 

CO2 
emissions 

Rate of 
technology 

change 
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Table 1. Model boundary chart 
Endogenous Exogenous Excluded 

• Actual use of intervention sets • Energy tax • Inflation rate 
• Average CO2 generation rate per 

until energy need 
• Other cost of house 

upgrade 
• Interest rate 

• Effect of technology on unit 
energy consumption 

• Reference energy price • Other factors to influence 
selection of sets 

• Average energy production price  • Government subsidy • Effect of competition on 
technology change rate 

• Average unit energy 
consumption 

• Intangible effects  

• Indicated house upgrade demand   
• Average energy demand   
• R& D investment   
• Effect of cost on house upgrade   
• Indicated unit energy cost   
• House value   
• Industry revenue   
• Technology change rate   
• Actual energy consumption   
• CO2 emissions   
 

Reference
energy price

Average energy
production price

Energy tax

Effect of technology on
unit energy consumption

Technology
change rate

Average unit energy
consumption

Unit energy cost

Effect of cost on
House upgrade

House value

Other costs for
house upgrade

R & D investment

Demand for
House upgrade

Average energy
demand

Actual proportion of
dwellings using

intervention sets A, B, C

Average CO2 emission
per unit energy need

CO2 emission

Actual energy
consumption

Government subsidy

+

+

+
+

+

-

+

+
+

+

-

+

-

+
+

++

+
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+

-

+

++
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a b effect with delay

+ve loop
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Fig. 4. Main Causal Loop Diagram 
 
3. Results 

The model variables and the causal relationships among them are defined. Positive signs are 
given to parallel relationships, while negative signs are for inverse relationships. The structure 
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of system variables and relationships may create feedback loops. The polarity of a feedback 
loop (i.e., positive or negative) is identified by summing the polarities of the relationships 
among its variables. Loops with an odd number of negative relationships are negative. Loops 
with an even number of negative relationships are positive. Variables within positive loops 
will continue to increase indefinitely, therefore positive loops are self-reinforcing. Variables 
within negative loops will stabilize over time, therefore negative loops are self-balancing. 
Feedback loop structures, once identified, are translated into stock-flow diagrams to enable 
the SD simulation. The simulation part is beyond the scope of this paper. Clearly, the degree 
of details at which a CLD is defined strongly influences the success of this approach, and 
considerable care should be taken to develop it right. 
 
3.1.  Consumption loop (+ve loop) 
Improving average unit energy consumption by increasing the actual proportion of using 
intervention sets; [Average unit energy consumption – unit energy cost – Effect of cost on 
house upgrade – Demand for house upgrade – Actual proportion of using intervention sets 
A,B,C - Average unit energy consumption]. Energy efficiency improvement can be measured 
by the reduction in the Average unit energy consumption, which reduces the unit energy cost 
and subsequently the effect of cost on hous e upgrade, which leads to an increase in the 
demand for house upgrade. High demand for house upgrading will increase the use of 
intervention sets, which in turn decreases the average unit energy consumption. 
 
3.2. R&D loop (-ve loop) 
R&D Investment results in reducing the unit energy consumption; [Average unit energy 
consumption – unit energy cost – Effect of cost on house upgrade – House value – Demand 
for house upgrade - Actual proportion of using intervention sets A,B,C - Industry revenue – R 
& D investment – Technology change rate – Effect of technology on unit energy consumption 
- Average unit energy consumption]. R&D investment is increased by input from industry and 
government sources. The higher ratio of industry revenue from selling more intervention sets, 
the higher dedicated funds for R&D. This will lead to more advanced technologies that reduce 
the average unit consumption.  
 
3.3. Emissions loop (-ve loop) 
The increasing use of the technology intervention sets will reduce CO2 emissions; [Average 
unit energy consumption – unit energy cost – Effect of cost on house upgrade – Demand for 
house upgrade – Actual proportion of using intervention sets A,B,C – average CO2 emissions 
per unit energy need – CO2 emissions - Technology change rate – Effect of technology on 
unit energy consumption - Average unit energy consumption].  
 
3.4. Technology change loop (-ve loop) 
While the increase in the Average unit energy consumption might increase the actual energy 
consumption and the CO2 emissions, but this in turn will accelerate the rate of technology 
change; [Average unit energy consumption – Average energy demand – Actual energy 
consumption – CO2 emissions - Technology change rate – Effect of technology on uni t 
energy consumption - Average unit energy consumption].  
 
The double lines shown on some links indicate the expected delays in realising a significant 
effect of one variable on the other, such as effect of technology development on application 
(the average unit energy consumption). These delay relationships are important to understand 
the behaviour of the system and the estimated time to measure the effect of the technological 
intervention sets during the transition period. There are a number of variables (on the gray 
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arrows) which are modelled as exogenous inputs or policy variables based either on d ata 
series of reality or using some reasonable assumptions. By definition, these exogenous 
variables may influence the model behaviour but are not part of the main causal loops. 
 
4. Conclusions 

The diffusion of energy efficiency technologies for housing, considering both the demand and 
supply sides, has been investigated in this paper. Modelling the diffusion process using SD 
principles shows that various relationships within the process are developed that can help 
achieving the target of CO2 emissions. The developed CLD with negative feedback loop will 
have a systemic resistance to undesirable outcomes within the system. However, a positive 
feedback loop will cause instability to the system performance. Therefore, when 
implementing changes for variables in a positive feedback loop, all other variables should be 
monitored to ensure that undesirable outcomes are controlled. Further analysis is required to 
validate the system behaviour against the identified reference modes. 
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Abstract: Sweden’s goal is to reduce the use of energy per heated unit area in dwellings by 20 percent by 2020, 
and by 50 percent by 2050. To fulfil these goals, Sweden’s dependency on electricity and, in particular, the large 
use of electricity for heating must be taken into account. The aim of this article is to study the effects of the 
Swedish building regulations from 1 January 2010, with regard to improving energy efficiency. The article 
follows the energy policy revision through policy documents and interviews.  
 
The political goal of reducing both the annual electrical energy and the maximum instant power for heating is, on 
the whole, fulfilled by more efficient heat pumps. The study also shows that, in spite of the stricter building 
regulations for electrically heated houses, the standard of insulation required for the building to fulfil the 
building regulations is dependent on the heating and ventilation systems installed in the house. These changes 
towards more stringent requirements are also counteracted by there not being the same requirements for the 
existing housing stock.  
 
Keywords: Building policy, Energy efficiency, Manufacturers of single-family houses, Electrically heated 
houses. 

Nomenclature 

Atemp the temperate area of the building
 ………………………………..m2 

HRV exhaust and supply air ventilation with 
heat recovery............................…dimensionless 

 

1. Introduction  

The energy used in the built environment constitutes 40 percent of the total energy use in 
Sweden. Consequently, a more efficient use of energy within the built environment is one of 
the most important means of achieving sustainable community development and fulfilling the 
environmental and climate goals. [see also 1, 2].  
 
Sweden’s goal is to reduce the demand of energy per heated unit area in dwellings by 20 
percent by 2020 and by 50 percent by 2050 [3]. To fulfil these goals, Sweden’s dependency 
on electricity and, in particular, the large demand of electricity for heating must be taken into 
account. Sweden has the largest number of heat pumps of the member countries of the E U. In 
2008, almost 40 percent of single family houses in Sweden were heated completely or 
partially by heat pumps. [4, 5]. But the Swedish building regulations for electrically heated 
houses became stricter in 1 January 2010. The new building regulations concern the use of 
energy and power demand for new construction. The focus is partly on the supplied energy, 
i.e. purchased energy per m2 floor area, and partly on limiting the maximum power demand of 
electrically heated houses [6].  
 
The aim of this article is to study the effects of the Swedish building regulations from 1 
January 2010, with regard to improving energy efficiency. The research question is if the 
revised building regulations from 2010, regarding energy use and power demand for new 
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buildings, have resulted in changed building construction and/or a choice of alternative 
heating systems.  
 
2. Theory and Methodology 

Evert Vedung considers that different outcomes follow an intervention by the government, for 
example taxation laws or state subsidies. By outcomes he means what happens when the 
specific intervention reaches those who Vedung calls final recipients– that is the individuals 
or groups which are the goal for the intervention – and the final recipients’ action caused by 
the public intervention. Three different types of intervention can be distinguished: the 
immediate, the intermediate and the final result [7]. We use a model which focuses on goals 
and fulfilment of goals, called a side effect evaluation. The evaluation focuses on the goals, 
and if the interventions have resulted in the fulfilment of the set goals [7]. According to Evert 
Vedung, two questions have to be asked in order to study this. These are: do the results 
correspond to the agreed goals for the interventions? And, if so, does this depend on the 
intervention?  
 
A qualitative method makes it possible to reach an understanding of people’s behaviour in 
relation to the surrounding environment (Merriam 1994:46). The housing companies’ 
accounts have been followed during a three year period from when the building regulations 
were being framed until they were in force. During the autumn 2009 and the spring 2010, 10 
representatives from manufacturers of prefabricated, single-family houses1 were interviewed. 
They have their head offices and production in the county of Dalarna. The interviews focused 
on the house manufacturers’ reasoning and how they acted during the period of transition 
from 1 February 2009 until 1 January 2010. After the building regulations came into force, 
follow-up interviews were carried out with the house manufacturers during the spring 2010 
[see also 8]. Further analysed material is from group discussions from 2007, when researchers 
from Dalarna University and house manufacturers discussed heating systems which the 
companies could consider [see also 9]. 
 
3. The building regulations after 2010: u-values, power and energy use. 

During the last 30 years there has been a change in households’ choice of heating systems in 
Sweden. Owners of single-family houses have changed from using oil fired boilers to using 
more district heating, heat pumps and bio-fuels [10]. But the energy use per m2 heated area for 
new built premises and dwellings has, on the other hand, been constant from 1993 to 2005. 
An explanation which was given before the revision of the building regulations in 2006 was 
the lack of a requirement for improvement of energy efficiency [11].  
 
The building regulations on energy management from 1 Jan 2010 concern permanent 
residences, and not vacation homes. The regulations imply, above all, a tightening up of the 
requirements for newbuilt, electrically heated houses with both an energy requirement and a 
power requirement. Even houses with waterborne electric heating and heat pumps are now 
classified as electrically heated if the installed power demand exceeds 10 W/m2. For buildings 

                                                 
1 The definition prefabricated, single-family housing companies includes three different groups: 1) 
companies which manufacture houses according to the client’s requirements (customer adapted 
houses), 2) housing companies which produce standard houses, and houses according to the client’s 
requirements, and also 3) housing companies which only manufacture standard houses (Fredling & 
Sellin 2003).  
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with other methods of heating there are no tightening up of the requirements2. There are even 
somewhat less stringent requirements in the north of Sweden because there are three different 
zones instead of the previous two climate zones (see table 1). An electric immersion heater or 
electric boiler is, however, almost always used as a temporary reserve in single-family houses, 
which is true, for example, for houses with solid fuel boilers. This means that, in principle, all 
houses would be classed as electrically heated, and only houses with district heating would be 
omitted. For this reason there is an exception in the building regulations which says that "the 
electric power in a solid fuel appliance, which is installed to be a temporary reserve, is not 
counted if the solid fuel appliance is constructed for permanent operation" [6]. During this 
period the importance of flexible heating systems is also emphasised and the opportunity for 
flexibility in new building encouraged [12]. 
 
The three climate zones are: the most northerly, climate zone I (the counties of Norrbotten, 
Västerbotten and Jämtland), with an alleviation in the requirements for houses which are not 
heated by electricity, compared with earlier requirements. Climate zone II consists of the 
central parts of Sweden, including the county of Dalarna, the region which is in focus in this 
article3. Climate zone III comprises of the southern parts of the country.  
 
The building regulations are based on the building’s specific energy demand (see table 1) 
which is the energy use of the building divided by Atemp

4. The energy use of the building is 
the energy which is used for heating and domestic hot water, and also that part of the 
electricity supplied to the property which is related to the requirements of the building. This 
means all permanently installed equipment within, under, or on the outside of the building. 
Pumps, fans, cooling machinery and heating cables are included if they supply the building5. 
When fuel is used, the amount of fuel and its calorific value is used to calculate the energy 
demand. Energy from solar collectors and solar panels, and also free cooling which is taken 
directly from the ground is not included in the energy use of the building [6].  
 

                                                 
2 According to The Swedish Board of Housing, Building and Planning’s instructions all buildings shall 
be classified as electrically heated if the installed electric power demand for heating is greater than10 
W/m2. 
3 Climate zone II includes the counties of Västernorrland, Gävleborg, Dalarna and Värmland 
4 Atemp is the area of all the floors, including stairs and shafts, for the spaces which shall be heated to 
over 10ºC. A garage within the building may not be included in Atemp, but its heating requirements shall 
be included in the energy use of the building (Boverket 2008,p.35).  
5 Fixed lighting in common areas shall be included but not lighting in gardens and on external 
footpaths. Neither shall electricity for other uses, for example as engine pre-heaters and car coupé 
heaters, be included. Electricity which is used for comfort cooling shall be adjusted upwards by a 
factor of three for houses which are not electrically heated (Boverket 2008). 
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Table 1: Requirements for specific energy use and power demand for buildings from 1 January 2010 
[6] 
Climate 
zone 

Form of 
heating 

Maximal 
specific energy 
use 
[kWh/m2·year] 

Maximal 
installed 
electric 
power 
[kW] 

Overall heat transfer 
coefficient  
[W/m2K] 

I Electricity, 
addition when 
Atemp>130 m2 

95 6 
+0,035(Atemp-
130) 

0,40 

Other 150 - 0,50 

II  Electricity, 
addition when 
Atemp>130 m2 

75 5 
+0,030(Atemp-
130) 

0,40 

Other 130 - 0,50 

III Electricity, 
addition when 
Atemp>130 m2 

55 4,5  
+0,025(Atemp-
130) 

0,40 

Other 110 - 0,50 
 
4. The building regulations; problems and opportunities 

When researchers from Dalarna University talked to different housing companies during the 
summer and autumn of 2007, it was evident that there was concern and speculation on how 
the building regulations on the improvement of energy efficiency would finally be framed and 
what this would mean to them. One of the people interviewed said that ”there is a proposal, 
which is being circulated for comments, and which has been postponed a number of times, 
which says that heat pumps will be classified as electric resistance heating. It has been 
circulated time and time again and no-one knows when it will be introduced”. But it is clear, 
the informant said, that the government and the Swedish Board of Housing, Building and 
Planning want to tighten up the requirements and reduce the use of energy in newbuilt houses 
(housing manufacturers, group discussion 1).  
 
The housing manufacturers were interviewed during the autumn 2009, which is during the 
period of transition which started in January 2009. Therefore they had access to the revised 
wording and the opportunity to digest the changes presented and form a strategy to allow their 
production to fulfil the requirements for the improvement of energy efficiency. But as 2009 
was a period of transition and the regulations did not come into force until 1 January 2010, 
some housing manufacturers were still ambivalent on how they would deal with the new 
regulations, and what change would materialise in the end. During 2010, the questions on how 
they should fulfil the Board of Housing, Building and Planning’s requirements have ceased. 
 
4.1.  Insulation thicknesses and tightness 
One change which the interviewees presented was additional insulation in walls and roofs. 
There are companies which increase insulation from 195 mm to 240 mm, but there are also 
companies which keep the thinner insulation and change from air source heat pumps to 
ground source (rock) heat pumps instead. Most of the interviewees said that a relatively easy 
measure for improving energy efficiency was thicker walls. One of them said that their 
manufacturing process was constructed so that further insulation could be added without 
much trouble and therefore it is not expensive (interview 2) 
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One of the interviewees emphasised that more insulation and a thicker wall is less a question 
of saving energy than of a psychological effect. He said ”the saving in energy by constructing 
a thicker wall is not as great as you think (interview nr 1).  He also considered that there was a 
limit to wall thicknesses as they take up far too much of the floor area if they are too thick. 
The floor area is limited in prefabricated single-family houses because the transport from the 
factory to the building owner is by lorry, and they want to limit the number of lorries. A larger 
house means more lorries, which in turn leads to higher house prices (e.g. in interview 3).  
 
There is a requirement for a limited average heat transfer coefficient in the Swedish Board of 
Housing, Building and Planning’s building regulations (BBR) 2010. This is that the house 
shall not have a higher average heat transfer coefficient than 0,4 W/m2K for electrically 
heated houses and 0,5 W/m2K if the house has other methods of heating [13]. However, 
according to Persson and Heier (2010), the requirement for the average heat transfer 
coefficient is so low that it does not have any practical significance. It is principally the 
energy and power requirements which set the limits for the insulation standard of the house 
[14]. There is no specific requirement in BBR on the tightness of the building envelope, only 
that it shall be sufficiently tight to fulfil the energy and power requirements. The house 
companies pointed out that if the house purchaser chose to buy the house from them, but 
selected another company to erect the house, it is the house purchaser, in his role as 
commissioner of a building project, who is responsible for the building envelope having the 
required tightness to fulfil the energy requirements. This is an obligation which the 
interviewees thought could be neglected because the house purchaser was not aware of his/her 
responsibility (interview nos 7). 
 
4.2.  Choice of heating systems 
There are many different parameters to be considered when choosing a heating system6; 
living area, size of supplementary areas, ventilation, acceptable noise level, economy etc. [9]. 
The choices open to house manufacturers and house purchasers in Sweden are different types 
of heat pumps, district heating and bio-fuel boilers or bio-fuel stoves. Solar collectors can be 
included in all these systems.  
 
In the autumn 2009, the companies were very confident that the air and ground source heat 
pump manufacturers would improve their products and the products’ energy generation, and 
thereby simplify the work with energy management and the possibility of fulfilling the 
requirements of the Swedish Board of Housing, Building and Planning (interviews 1, 2, 5 
among others). One of the interviewees expected a great change in the production of heat 
pump products and, according to him, the heat pump suppliers have done ”a really good job” 
(interview 1). During the interviews it was pointed out that one air source heat pump company 
has become more interesting to the market because of its technology, an improved exhaust air 
heat pump, and because of the changed building regulations (interviews 6, 4). It is a company 
which has existed for almost 10 years and has increase its sales from about 30 heat pumps per 
year to 600 per year (Henning 2009).  
 
The house manufacturers’ customers seldom or never choose pellet boilers or pellet stoves 
Solar heating is also often rejected. The house manufacturers emphasise that bio-fuels are 
troublesome because they take a lot of space and need a lot of work. They say that the people 
who are interested in the environment install solar heating (interview 4,5,7). To make the 

                                                 
6 A heating system is not always included in the house sale; if this is not the case the customer can be 
responsible for the installation him/herself. 
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disadvantages of pellets and solar heating clear the house manufacturers often emphasise the 
advantages of air source heat pumps and ground source (rock) heat pumps, for example that 
they are economical and easy to handle (interviews nr 5,2). 
 
In this study it seems as though the changeover from the traditional exhaust air heat pump, 
which has the lowest investment cost but the highest total cost, to the improved exhaust air 
heat pump 7 took place because the requirements were changed, not because it was, in fact, 
also financially profitable [15]. The product has existed for a number of years, but the 
company increased its sales substantially after the revision of BBR in 2010. The new 
regulations originate in an aim to reduce electrical heating and increase the use of bio-fuels [3, 
11] However, Persson and Heier (2010) show that the revised building regulations mean that 
the choice of a bio-fuel, in this case pellets, needs the supplement of an exhaust and supply air 
ventilation with heat recovery (hereafter called HRV system). On the other hand ground 
source (rock) heat pumps fulfil the Swedish Board of Housing, Building and Planning’s 
energy requirements without HRV. Ground source (rock) heat pumps also have an advantage, 
as the possibility of omitting HRV means a lower investment cost. The interviews show that a 
low investment cost is an advantage when choosing a heating system for the new house. 
 
4.3.  Current and future changes 
The companies could see opportunities in this energy political goal and in current, as well as 
in possible future, changes in the building regulations. An example of this is one of the 
companies which has bought a company which produces low energy houses. They want to 
take part in, and at the same time follow, a new market with low energy. Therefore, the 
company has invested in a show house where the building envelope and heating system with 
heat storage is different from their other standard houses. The show house has extra well 
insulated walls, solar collectors and district heating and also three storage tanks (total of 750 
litres) [16].  
 
However, according to the interviewees, these changes towards more stringent requirements 
are counteracted by there not being the same requirements for the existing housing stock. 
There are not the same constraints in spite of the fact that the heating of the existing housing 
stock requires more energy (interviews nos 2,4,7). One of the interviewees makes the effect of 
these unequal requirements clear when he says that the stringent requirements for 
newconstructed dwellings can lead to too high prices for some of the prospective house 
owners. They choose to buy an older house instead (interview 1).  
 
The interviewed manufacturers that produce vacation homes sold within the region of 
Dalarna, also have to adjust to the requirements specified for permanent homes. This is 
because even thought the vacation homes are not affected by the energy requirements in the 
government building regulations, Malung –Sälen municipality has started to insist the 
vacation homes follow the same requirements as permanent homes. This is because new 
buildings in Malung – Sälen municipality is manly of vacation houses which have similar 
designs to permanent houses and therefore similar energy demands. If these do not follow the 
more stringent energy regulations, the energy demand will increase and may require an 
increase in the capacity of the power distribution net. (interview 4,5 and a politician from 
Malung-Sälen).  
 

                                                 
7 An improved exhaust air heat pump is an electrically driven heat pump which cools the exhaust air to 
approximately -15º C, and also makes use of heat from condensation of the humidity in the air.  
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5. Conclusions 

If we use Evert Vedung’s concepts and model, this study shows that the immediate outcome 
of the Swedish Board of Housing, Building and Planning’s building regulations from 2010 
regarding the improvement of energy efficiency is, in some cases, an improvement of the 
building envelope, in particular supplementary insulation of the walls, but above all a 
changeover from an exhaust air heat pump to either an improved exhaust air heat pump or a 
ground source (rock) heat pump.  
 
The intermediate outcome is that prospective house owners choose to buy an older house with 
a high energy consumption instead of a new with less energy demand. The changes towards 
more stringent requirements are counteracted by there not being the same requirements for the 
existing housing stock. Prospective house owners choose to buy an older house instead of a 
new one, because of higher prices caused of the stringent requirements for new constructed 
dwellings. To make it attractive for a prospective house owner to build a house it is also 
important to focus on regulations concerning the existing building stock and energy use.  
 
The intermediate outcome is also a question of increased performance of exhaust air heat 
pumps and the effects of this. Increasing insulation was not always a result of the Swedish 
Board of Housing, Building and Planning’s energy requirements. The requirements could be 
fulfilled with the help of a more efficient air source heat pump instead. A parallel can be 
drawn between this study and a Norwegian study on state intervention and house 
manufacture. The Norwegian study shows that state regulations are regarded as an indication 
of the least which should be done and the smallest possible changes are carried out [17]. It is 
interesting, though, that in contrast to the manufacturers, Malung-Sälen municipality requests 
more than what is defined in the building regulations. The vacation houses are being used 
mainly during the winter and are the same size as permanent houses8 the interviewed 
emphasized the importance of having the same requirements for all the new built houses. That 
is to prevent for instance the need to expand the power distribution grid.  

 
The final outcome of this study is that the new building regulations do not automatically lead 
to better insulated houses. The conclusion is that it is sufficient to change from an ordinary 
exhaust air heat pump to an improved exhaust air heat pump or a ground source heat pump. A 
trend, where heat pumps and (electrically heated) passive houses continue to dominate 
Swedish house production means that the housing stock is becoming more and more based on 
electric heating. It is true that the houses fulfil the requirements in the building regulations, 
but, at the same time, they increase the problem of high power loads during the winter which 
demand great flexibility in production capacity. 
 
The building regulations focus on reducing the households’ bought energy instead of climate 
impact. From a regional and vacation houses perspective this is interesting, because the log 
house industry feels that its work and normally bio-fuel heated houses are threatened. From a 
climate perspective it can be discussed if a log house built and heated with wood from the 
region is not preferable to a low energy house built in concrete and heated with a ground 
source heat pump [see also 18]. 
 
 

                                                 
8 For example, the average size of the houses produced by one of the manufacturers was 120 m2. 

(interview 6) 
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Abstract: Central Africa owns important renewable energy potential. This important potential is still suffering 
from poor development. The main cause of the poor use of renewable energy is the poor commitment and 
dedication of governments who have not taken the necessary measures to boost the sector. Thermal plants are 
hence among other solutions planned or under construction. The purpose of this paper is among other things 
aiming at ensuring that the renewable energy resources of Central Africa are known and are subject to be used 
optimally. The work also shows availability of renewable energy sources and suggests actions to promote and 
sustain its development. Based on the knowledge of the Central African energy sector, this paper will identify 
actions for improved access to sustainable, friendly, affordable energy services to users as well as a significant 
improvement of energy infrastructure in Central Africa and the promotion of renewable energy and energy 
efficiency. The work will show the potential for solar, biomass and hydro while showing where available the 
level of development. Then identified obstacles for the promotion of clean energy will be targeted. Finally, 
suggestions will be made to help the countries develop a vision aiming at developing good clean energy policy to 
increase the status of renewable energy and better contribute to fight against climate change. Cameroon case 
study will be examined as illustration. We will use several documents from institutions in the region and abroad, 
and maps when available.  

Keywords: Renewable energy, Potential, Central Africa, energy policy, Cameroon 

1. Introduction 

Central Africa owns important renewable energy potential, namely hydro, solar and biomass. 
This important potential is still suffering from poor development up to the point where the sub 
region is still abundantly using the fossil energy as main power source. The main cause of the 
poor use of renewable energy is the poor commitment and dedication of governments who 
have not taken the necessary measures to boost the sector. This issue will also be addressed. 
Since the region is experiencing power shortage, thermal plants are among other solutions 
planned or under construction. This solution currently under implementation in Cameroon and 
other countries in the region, is not environment friendly and hence is not a long term 
solution.  

2. Methodology 

The work shows availability of renewable energy sources and suggests actions to promote and 
sustain its development. Based on the knowledge of the Central African energy sector, this 
paper will  identify actions for improved access to sustainable, friendly, affordable energy 
services to users as well as a significant improvement of energy infrastructure in Central 
Africa and the promotion of renewable energy and energy efficiency. 

The work will show at first the potential for the three primary energy sources which are solar, 
biomass and hydro while showing where available the level of development. Then identified 
obstacles for the promotion of clean energy will be targeted. Finally, suggestions will be made 
to help the countries develop a vision aiming at developing good clean energy policy to 
increase the status of renewable energy and better contribute to fight against climate change. 
Cameroon case study is very interesting because the country has a great renewable energy 
potential and can develop and export energy to neighboring countries. 
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The state of art in energy sector in Cameroon will be made. Based on ongoing projects and 
strategic documents adopted by the country, directions towards which actions will be made 
will be suggested. From the overview of institutional structure reform of the Cameroon power 
sector and assessments, specific suggestions based on the weaknesses of the institutions will 
be made for the enhancement of the renewable energy and hence sustain energy access and 
security in general and in remote areas in particular, where the fight against poverty is more 
difficult. We will use several documents from institutions in the region and abroad, and maps 
when available.  
 

3. General information on Central Africa 

Central Africa (Cameroon, Central African republic, Gabon, Republic of Congo, Chad, 
Equatorial Guinea, Democratic republic of Congo) is situated between latitude 13° south and 
latitude 22° north, longitude 8° East and longitude 22 East.  
 
Central Africa is endowed with an abundance of renewable energy resources but the region is 
still looking forward to facing the challenge of harnessing its resources effectively and 
efficiently. There is still a vast dependence on fossil fuels and biomass. The use of fuel wood 
for lighting and cooking is still very familiar in the region given the poor income of 
populations. This negatively impacts the environment and causes infant mortality from acute 
respiratory illness associated with the inhalation of wood smoke. Approximately 1.6 million 
people die every year because of indoor air pollution - that's one death every 20 seconds [1]. 
This indicates that there is a need to develop efficient, sustainable and safe technologies to 
relieve population from such a burden. 
 
4. Renewable energy potential in central Africa 

4.1. Hydro potential 
These countries own important hydro potential. Although 3.4 GW has already been 
developed, above 100 more GW of hydro power still remain untapped with an economically 
feasible hydropower potential above 900 TWh. Given the importance of the hydrographic 
network, tidal energy can also be envisaged, as well as ocean energy along the guinea golf.  

Table 1 Thermal power, hydropower potential and development in Central Africa: source: [2] and [3] 

COUNTRY 
Gross theoretical 

hydropower potential 
(TWh/year) 

 Under 
operation in 
1999 (MW) 

 Technically 
feasible 
(TWh) 

Thermal 
plants 

CAMEROON 294 725 115 300 

GABON 80 170.2 32 210 
DEMOCRATIC 
REPUBLIC OF 

CONGO 

1397 

2440 774 

 
NA 

CONGO 50 89 NA  
CENTRAL AFRICA 

REPUBLIC 
NA 

19 3 
24 

EQUATORIAL 
GUINEA 

NA 
1  NA 

28 

CHAD  0 0 37 
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4.2. Wind potential 
According to GEOS-1 satellite measures from NASA [Error! Bookmark not defined.] from 
july 1983 to june 1993, the wind potential of the region is poor within the equator. Chad is the 
only country with an average speed above 5 m/s throughout the country, allowing the 
possibility for wind development.  

 
4.3. Geothermal potential 
Some hot water sources are identified in the region, but detail study for the assessment of the 
geothermal potential have not yet been done so far in Central Africa, although one important 
volcano (mount Cameroon) is still in activity. The eastern part of the Democratic Republic of 
Congo might have important geothermal potential since it is part of the Indian Ocean ring of 
fire. 

 
4.4. Solar Potential 
Africa is situated from one side to another at the Equator level, hence making this continent 
one of the sunniest in the world. Based on the data from Solar Radiation project (SoDa) [4], 
the lowest daily mean radiation ranges from around 4 kWh/day/m² (wet forest) to above 
8kWh (dry desert in Chad). The modified map below from SoDa shows the average solar 
radiation of the region. It appears that Central Africa has a great solar potential. 

 
4.5. Biomass Potential 
Central Africa holds up to one-quarter of the world’s tropical forests. This forest is the second 
largest tropical forest in the world after the Amazon forest. Its mosaic of ecosystems regulates 
local climate and the flow of water. The forest covers an important area, from the Albertine 
Rift (Rwanda, Burundi, Uganda) to the Gulf of Guinea (Equatorial Guinea, Gabon, 
Cameroon) and harbors a variety of forest. It’s one of the place where wild dense forests can 
still be found in the world with an area around 500 million acres, spanning the boundaries of 
Cameroon, the Central African Republic, the Democratic Republic of Congo, Equatorial 
Guinea, Gabon and the Republic of Congo.  
 
Inadequate and improper forest management practices is a threat to the long-term viability of 
these forests, significantly reducing their economic potential and resulting in negative social 
and environmental impacts. Over 50 percent [5] of the Congo Basin's forests are under 
commercial logging leases. Despite several sustainable forest management programs, Central 
Africa tropical forests are disappearing at an alarming rate.  
 
5. The energy sector in the region 

The energy sector differs from one country to another, depending on the available potential. 
Some countries have liberalized the sector and others are still on the way to doing it. Each 
country has its own energy sector management and regulations. The countries are still looking 
forward to having transborder regulations. This will for instance facilitate grid interconnection 
and sustainable management of energy sources. All the countries have developed important 
thermal plants.  

 
6. Energy efficiency 

The issue of energy efficiency is suffering from poor information and dissemination on 
energy efficiency technologies. The contributions in Central Africa should mainly be oriented 
towards building capacities and information dissemination on energy efficiency technologies. 
The grand objective of this initiative is to lighten the economical burdens of the countries in 
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the region thereby improving the life quality. Due to the reason of affordable prices, most of 
the countries are using, less efficient equipment notably in their industry, transportation or 
household sectors (generator, wood, petrol…). Most of such equipment, which can be second-
handed (from developed countries), obsolete or of inefficient technology (non efficient stoves, 
incandescent light bulb…), is less efficient than the latest models being used to date and thus 
consumes more energy. These inefficient apparatuses often produce more air pollutants that 
can cause environmental destruction and threat of contracting serious diseases for people.  
 
Many countries in Central Africa are oil producers. The availability of fossil fuels is hence not 
an important issue. The energy efficiency technology could help reducing the negative 
environmental impact of human activities by decreasing the consumption of fossil fuels, and 
thereby yielding the same results as the renewable energies. Actions should be undertaken to 
ameliorate and sustain the Energy Intensity, defined here as the ratio of the total energy 
consumption to the Gross Domestic Production (GDP), to a level below 0.5 (developed 
countries between 0.2 and 0.3).  
 
Introducing high efficiency technologies into Central Africa will be foreseen to lighten their 
economical burden by reducing the total conventional fuel consumption, electricity bills and 
the high deforestation level, and thus improving their productivity. Given the high level of 
biomass consumption (80% household energy in Cameroon [6]), energy efficiency will be 
foreseen to lighten the desert encroachment and thus climate change.  
 
The issue of implementing hybrid renewable energy system can also be envisaged, namely 
solar/hydro/biomass/wind. 

 
7. Barriers to renewable energy and efficient energy implementation 

There are significant barriers to the further implementation of renewable energy that need to 
be addressed. The key issues include the following: 

• Biomass, hydro, solar and wind energy technologies remain expensive (high capital 
costs), compared to firewood, charcoal, petrol and gas energy supplies,  

• Poor long period support of renewable energy projects (till reaching profitability) 
• Lack of consumer awareness on benefits and opportunities of renewable energy 

solutions. 
• Poor decentralized solutions for energy services (generation, distribution…) 
• Financial, legal, regulatory and organizational barriers need to be overcome in order to 

implement renewable energy technologies and develop markets. 
• Lack of specific access to key energy infrastructure such as the national electricity 

grid, 
• Poor availability of funds for development of renewable energy 
• Poor organization and sector institutions 

 
8. Suggestions  

8.1.  Vision 
The region needs to develop a vision leading to strategies and programs. This should be 
politically sustained in order to mitigate the poor leadership and poor renewable energy and 
energy efficiency policy formulation in the sector. In order to sustainably fight against climate 
change, strategic action plans should be developed or reviewed where available to fit with 
clean development mechanism. This should be done through capacity building and capacity 
enhancement of stakeholders in the region. 
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Central Africa in general is suffering from a poor vision on the issue of renewable energy and 
energy efficiency. Very few countries have developed a vision on this issue and other are still 
looking forward to doing it. The strategies and programs exist in some countries. They should 
match the vision and meet the targets.The region should identify the long term perspective 
action on the issue of promoting renewable energy and energy efficiency. Where there is no 
vision on this issue, it is important to focus on stakeholder’s capacity to define and adopt a 
long-term perspective on renewable energy and energy efficiency. If need be, capacity 
building and/or capacity enhancement should be prior to the formulation of the vision.  
 
In order to meet the renewable energy and energy efficiency targets, effective leadership is a 
key issue for the attainment of the targets within Central Africa. At national and regional 
levels, political authorities should be involved and support the action. This would lead to the 
generation of champions.  

Other important points are: 

• enforce energy policy at the regional level, 
• promote and develop power trade and ancillary services, 
• increase access to clean energy to populations and reduce poverty, 
• create a free regional energy market and improve energy system reliability and quality 

of supply in the whole region. 
• initiate pilot projects funded to help develop the market for sustainable energy, 
• create favorable regulatory and policy frameworks, 
• Promote innovative finance and business models to activate the private sector, 
• develop and support policy-maker networks at regional level with initiatives in the 

field of energy efficiency, sustainable energy regulation, renewable energy and 
regional regulatory board 

• disseminate mirroring of well-reasoned input  
 

8.2. Enabling environment  
Given the purchase power of the population and the economic constraints, renewable energy 
requires an enabling environment for its promotion. As mentioned above, the renewable 
energy initial capital cost is high compared to conventional energy sources. This can only lead 
to making them commercially uncompetitive in the short to medium-term. To overcome this 
situation, specific actions need to be taken at several levels, namely fiscal, financial, social 
and legislative levels. This includes commitment and dedication of actors for a good 
leadership and encouragement of champions. National and international bodies hosting 
development agencies based in each country should also work together to attain the promotion 
of renewable energy and energy efficiency targets. Full implementation of free trade within 
Economic Community of Central African States (ECCAS) will facilitate regional programs 
and collaboration among states.  
Addressing the human resource issue is a key point for attaining the objectives. The region 
experiences poor human resources in the field of designing, evaluating and implementing 
renewable energy and energy efficiency projects. Good governance and good regulation in the 
sector are also very important for promoting and enabling environment for scaling up 
investments and mobilizing public and private initiatives. 
 
The real potential and benefits of all renewable energy sources is still to be assessed. Because 
some studies are not done or not fully done, the costs for developing renewable energy tend to 
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be very high and there is a reluctance to invest in what are sometimes considered to be risky 
investments. 

 
8.3. Role of financial instruments 
The profitability of renewable energy is subject to discussion in a market driven energy 
economy. To address this issue, many countries in Europe have adopted different specific 
renewable power generation approaches (feed in tariff, certificates, fixed tariff). In order to 
achieve the target, the introduction of renewable energy technologies into a market driven 
energy economy will require the allocation of funding to assist in overcoming the initial high 
capital cost. It could be done through government bodies, private institutions sustained by 
government or simply through dedicated funds (budgetary allocation, subsidies, incentives...). 
The process should be stopped as soon as the renewable energy technologies become 
competitive and are driven by market forces alone.  

Other actions to be undertaken are: 

• Establishment of a good organizational framework and robust energy policy and 
strategy 

• Public sensitization 
• Promotion of efficient techniques and marketing strategies (4Ps) 
• Knowledge management and networking with other partners and projects, 

governmental and private sector partnership 
 

9. Cameroon case study 

Cameroon power sector heavily relies on hydropower with 721 MW of Hydro schemes over 
the total installed capacity of above 1000MW. According to the World Bank Investment 
Climate Assessment, limited access to reliable electricity is among the 5 top obstacles to 
doing business in Cameroon. It is estimated that the lack of reliable energy services is costing 
Cameroon close to 2% of the gross domestic product growth. In order to rehabilitate existing 
power station, as well as transmission and distribution networks, the electricity utility AES 
SONEL recently secure a EURO 260 million loan financing for its five year investment 
program. In order to secure energy supply for the country, the Government of Cameroon 
commissioned a least cost power sector development plan (PDSE 2030) which is on the way 
to being updated. Given the time needed for the studies, development and funding of hydro 
plants, the country has been obliged to take emergency measures based on thermal solutions 
to cover current and foreseen energy shortages in the short term. If the funding doesn’t follow, 
emergency measures taken for electricity production might become permanent, producing 
more than one million tons of carbon dioxide per year.  

 
9.1. Main current and future thermal plants 
From 2004 to 2011, thermal plants capacity from fossil energy has been multiply by four. 
Several thermal plants are permanently under operation. The most important are the Limbe 
thermal plant and the Yassa thermal plant with an installed capacity of 85 MW each. The 
construction of Kribi thermal plant (gas) with a capacity of up to 300 MW is ongoing. To 
meet energy shortage foreseen in the country in the short term, the Government plants plans 
to develop up to 100 MW additional thermal capacity in the cities of Bamenda (20 MW), 
Ebolowa (10 MW), Mbalmayo (30 MW) and the capital city Yaounde (40 MW). To face the 
growth of the demand estimated above 50 MW per year, important reforms and midterm 
development plans have been done. As demonstrated above, renewable energy is far from 
being the first solution for addressing energy shortage issues in Cameroon. 
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9.2. Institutional reform 
Prior to the current status, electricity was supplied in Cameroon by a single vertically 
integrated company that had the responsibility for production, transmission, distribution and 
retail sales. The country established a sector regulator (ARSEL), a rural electrification 
Agency (AER) and also created the Electricity Development Corporation (EDC) which, as 
Government of Cameroon’s asset holding company, is responsible for the management of 
public sector assets in the power sector, in particular hydropower assets, as well as the 
regulation of power flows. Nowadays, more than 20 texts govern the sector which is 
liberalized since 1998. The aim of liberalization was to attract private sector investments to 
help the country develop its power sector. The generation, transmission, distribution and sales 
of power are submitted to concession agreement, license or authorization, declaration regime, 
free regime and the special regime for rural electrification. 

 
9.3. Renewable energy promotion 
No specific action dedicated to the promotion of renewable energy has been undertaken so 
far. Programs for efficient stoves are ongoing for energy efficiency but many other issues still 
to be addressed. The country also has a rural electricity fund for the promotion of rural 
electricity. The formulation of strategic actions to boost the energy sector in all parts of the 
country is still ongoing in the Ministry of Energy and Water. The promotion of renewable 
energy and energy efficiency is among these actions. But given the poor experience of the 
stakeholders, pilot projects should be initiated and disseminated. 

 
9.4. Identified regulatory barriers to renewable energy 
Challenges (regulatory and others) to sustainable energy in Cameroun include: 

• The restructuring of the electricity utility AES-SONEL mission; 
• The establishment of connection charges and tariffs from renewable sources; 
• The update and implementation of low cost solutions and safety standards for rural 

electrification; 
• The encouragement of the ongoing policy for entrepreneurs willing to enter the 

electrical service contracting business; 
• The consolidation of the provision of incentives to encourage entry of new electricity 

retailers in cities and rural areas through rural electrification fund; 
• The promotion of energy efficiency 
• The dissemination of bests practices.  

 
The mission of the electricity utility should be restructured to encourage energy from 
renewable sources, through attractive connection charges and feed in tariffs. In order to boost 
the sector, the rural electricity fund should promote the development of hydro and solar plants 
where need be and disseminate information about champions. 

 
9.5. Weaknesses of the institutions 
The country will be experiencing in the future for the first time a true management of new 
operators, for only two licenses are granted so far. All the projects are currently facing poor 
visibility on the issue of feed-in, transport and tariffs. The electricity regulatory agency 
(ARSEL) created in the framework of liberalization hence has limited experience.  
 
For each of the ongoing projects, there will be specific negotiations if necessary measures 
concerning regulations are not taken in time. The sector is also suffering from a lack of 

 

2608



transborder regulation for interconnection among countries, because Cameroon can be a net 
electricity exporter. Options for encouraging decentralized solutions in remote areas are 
currently ongoing through rural electricity fund, but the experience is still limited. To address 
these issues, Cameroon is developing several strategic action plans. The promotion of 
renewable energy and energy efficiency hence still has a long way to go. 

 
10. Conclusion 

Central Africa is a region with great renewable energy potential, a place were almost all 
renewable energy sources can be found. The region owns the first hydro potential of the 
continent, the second tropical forest in the world and an important solar radiation all year 
long. Despite the great renewable energy potential, the region is experiencing very poor 
renewable energy and energy efficiency promotion. Although some actions are ongoing, more 
specific actions in the region are needed at several levels. Suggestions have been made to help 
the region develop a good vision to address the issue and take the necessary measures at all 
levels for promoting renewable energy and energy efficiency.   
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Abstract: England, Scotland and Wales planning regulations require zero carbon homes by 2016. This can be 
expected to accelerate the uptake of microgeneration technologies. To incentivise small low-carbon generators the 
UK Department of Energy and Climate Change (DECC) proposed two new systems: the Feed-in Tariffs (FIT) and 
the Renewable Heat Incentive (RHI). This paper investigates the impact of these two systems on the carbon 
performance and the economics of various microgeneration technologies under two scenarios: (a) at the single 
dwelling level and (b) a local microgrid at the street level. The economic implications of combining a number of 
houses to form a local microgrid are assessed and expressed in terms of percentage of capital investment outstanding. 
The paper concludes that the current structure of the FIT and RHI does not incentivise microgeneration technologies 
according to their carbon performance and does not favour street-level schemes such as the one investigated in this 
paper. However it is sufficient to drive the market forward. 
 
Keywords: Microgeneration, Microgrid, FIT, RHI, Residential, Renewables, Economics 

 
1. Introduction 

England, Scotland and Wales planning regulations require zero carbon homes by 2016 [1]. For 
large-scale residential developments, this implies the use of biomass combined heat and power 
(CHP) systems with potential contributions from photovoltaics or solar thermal systems. Micro 
wind power is unlikely to be suitable for the majority of developments due to the poor wind 
resource in the urban environment [2]. Smaller-scale developments and notably individual houses 
will be dependent on a combination of microgeneration technologies to meet their demand in heat 
and electricity.  Undoubtedly the main barrier to the microgeneration technologies to date has 
been the high capital costs.  In order to support and incentivise small low-carbon generators, the 
Department of Energy and Climate Change (DECC) in the UK proposed two new systems: The 
Feed-in Tariff (FIT) and the Renewable Heat Incentive (RHI).  
 
A zero carbon home as defined in the “Code for Sustainable Homes”, takes into account energy 
efficiency usage within the boundaries of the house. However, Department of Communities and 
Local Government (DCLG) recognise that there may be cases where it is not reasonable to expect 
zero carbon to be achieved through on site measures alone [3]. This means that policies will set 
out a series of solutions that can deal with the emissions that cannot be dealt with on the site of 
the development (’allowable solutions’).  
 
This paper considers a slightly less restrictive definition of the “zero carbon home” where various 
microgeneration technologies are directly connected to and operating for small-scale 
developments of fewer houses than would be typical for a developer-driven housing development 
(Figure 1). The impact of linking a number of houses at the street-level to the economics of 
various microgeneration technologies is investigated and compared with the economics for the 
single house case.  
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Fig.1 Conceptual combined thermal and electrical microgrid at the street level 
 
2. Assessing the thermal and electrical demand of a residential housing cluster 

For the prediction of the thermal heating demand (space heating and domestic hot water) the 
dynamic simulation package TRNYS [4] was used. Figure 2 illustrates the relationship between 
the main parameters used in TRNSYS to predict the thermal demand. 
 

 
Fig. 2 Schematic illustration of the main signal flows used in TRNSYS for predicting the thermal demand 
 
2.1. Space heating demand 
The study considered a notional detached house constructed post-1965, which essentially 
represents ~17% of the total UK building stock [5]. Three user occupancy profiles were used: 
(a).Retired couple, (b).Professional working couple and (c).Family with 2 children. 
 
2.2. Domestic hot water demand 
Load profiles developed by Ulrike and Klaus [6] were used for the domestic hot water demand. 
Domestic hot water data and occupancy profiles were synchronised with a Fortran routine 
developed within TRNSYS, effectively operating as a load buffer [7]. 
 
2.3. Electrical demand 
For this study real data was used for the generation of the electrical demand profiles; this had the 
form of five-minute interval data from an eco-home development of 9 low energy houses in 
Havant, near Portsmooth, UK [8]. Three datasets were chosen from the Havant trial to represent 
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the three occupancy profiles in this study. Table 1 summarises the demand levels for the three 
occupancy profiles and the cluster of 10 houses.  
 
Table 1. Demand profiles in kWh for the 3 occupancy profiles and the cluster [7]  

 Retired couple Working couple Family 10 house cluster 
Space heating 12,178 8,161 10,287 118,008 
DHW 3,006 3,002 5,230 36,706 
Electrical 2,800 3,500 4,000 33,700 

 
3. Clustering approach - Microgrids 

The energy consumption of ten detached houses was modelled. Detached houses were chosen as 
they are a common house type of the UK building stock, accounting for more than 20% of the 
total UK building stock [5] and they are more likely to adopt any of the technologies considered 
in this study due to the availability of space as required by some technologies. 
 
The clustering of ten houses at the street level to form a local microgrid was chosen as the basis 
of this study to assess any potential financial benefits. The reasons for adopting such an approach 
are: 
(a) Smoother demand profile with less distinctive peaks, for both heat and electricity, 
maximizing the local use of the energy generated. More continuous thermal demand is expected 
to result in fewer losses from the thermal storage and buffer tanks and less volatile electrical 
demand is expected to result in lower levels of electricity export. 
(b)  Increased thermal load, allowing CHP technologies to operate under better regime.  
(c) Proportionally smaller peak demand of a cluster compared to a single dwelling, which 
translates to smaller total installed capacity for the microgeneration technologies.  
(d)  Lower capital and maintenance costs for the microgrid compared to the single house. 
  
The short proximity of the houses within the residential cluster implies a small electrical network, 
where distribution losses may be ignored. The heat network was assumed to be equally small and 
highly insulated, therefore heat losses were also considered to be negligible.    
 
4. Microgeneration technologies 

Four types of microgeneration technologies were considered and modelled in TRNSYS at the 
single house level and the street-level microgrid [7]: Solar thermal, Photovoltaics (PV), Ground 
Source Heat Pumps (GSHP) and Combined Heat and Power (CHP).  
 
4.1. Solar thermal 
A typical active, indirect, flat plate solar thermal system of 4.4kWp capacity was modelled for the 
single house and the street cluster (x10). A 300 litre stratified thermal storage tank was assumed 
per house. For the street-level cluster the same thermal storage tanks were assumed to be linked, 
essentially operating as a common thermal storage. 
 
4.2. Photovoltaics (PV) 
A monocrystalline PV module of 1.8 kWp manufactured by Suntech Power [9] was modelled for 
each house, requiring 13m2 total roof area [7]. The main limiting factor for sizing the PV system 
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was the available roof space with right orientation and the minimum shading. This size is of a 
typical domestic application which may vary from 1.5kWp to 2kWp [10]. For the 10 house 
cluster the PV arrays were linked to form a local microgrid. Each house within the cluster was 
connected to a local distribution grid, allowing electricity to be transferred from one house to 
another and excess generated electricity to be exported to the utility grid.  
 
4.3. Ground Source Heat Pumps (GSHP) 
A single ground source heat pump system per dwelling was modelled to meet the space heating 
demand. To maximise the heat pump’s thermal performance, heat storage was also considered. 
For intervals where heating demand could not be met by the heat pump, a backup boiler delivered 
any heat shortfall. GSHPs were modelled for 45°C output temperature, essentially modelling high 
temperature underfloor heating and low temperature radiators. For the single house a GSHP of 
6.4kWp rated heating output was modelled, whilst for the cluster at the street-level two large heat 
pumps of 32.6kWp rated output each operating in series were considered [11].    
 
4.4. Combined Heat and Power (CHP) 
In terms of using fuel more efficiently, the concept of a CHP system was considered. Small CHP 
systems are commonly high heat:electricity ratio systems (>3:1) and as stated in the 
government’s standard assessment procedure (SAP) [12], are assumed to be heat-led, meaning 
that they are allowed to operate only when there is demand for heat. On the grounds of 
economics, the installation of a CHP unit with a secondary back-up boiler would be unattractive. 
CHP units were therefore examined as an alternative to condensing gas-fired boilers.   
 
For the single house a stirling engine micro-CHP system from Whispergen [13] was modelled, 
whilst for the residential cluster two options were investigated:  

(a). a mini CHP operating as common facility for the microgrid and; 
(b). three CHP units of different capacities (7kWth/1kWe, 14kWth/5.5kWe, 30kWth/15kWe) 

operating in series to provide the same peak thermal and electrical output as the single 
mini-CHP (51kWth/21.5kWe). 

A thermal storage tank of 150 litres per dwelling was considered. Multi-stage operation involves 
the problem of scheduling the CHP devices operating in series. For this reason a heuristic, greedy 
construction algorithm was designed and incorporated in the CHP model.  
 
5. Feed-in-Tariffs (FIT) and Renewable Heat Incentive (RHI) 

In order to support and incentivise small, low-carbon generators and also make low carbon 
generation more cost effective to communities and householders, the UK Department of Energy 
and Climate Change (DECC) proposed two new support systems: the FIT and the RHI. With the 
FIT and RHI the UK Government introduces clean energy cash-back for renewable electricity 
and heat. Table 2 presents the tariffs for generated electricity and heat as proposed by DECC. 
 
For electricity generation technologies, electricity exported to the national grid will be 
incentivised by an extra 3p/kWhe. 
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Table 2. FIT and RHI generation tariffs for the UK, as proposed by DECC in February 2010  
 FIT or RHI tariff (p/kWh) 
 Single house Cluster 
Solar thermal (kWth) 18.0 17.0 
PV (retrofit) (kWel) 41.3 31.4 
GSHP (kWth) 7.0 5.5 
CHP (kWhel) 10.0 0 

 
6. Results 

At the first step, the carbon emissions from the 10-house cluster were estimated for the business 
as usual scenario (BaU) of a 90% efficient condensing boiler and electricity from the national 
grid. The BaU carbon footprint was then compared with the carbon footprint after deploying the 
microgeneration technology at (A) the individual house level and (B) the microgrid level.  
Results are summarised in Table 3 and clearly illustrate the improved carbon performance of the 
microgrid. It should be noted that micro-CHP for the single dwelling was the only technology 
with poorer carbon performance than the BaU scenario. PV system for the microgrid achieved a 
higher utilisation factor of the generated electricity, with 6% lower import and 15% lower export. 
However, in terms of carbon performance, the two schemes were equivalent as the system 
effectively displaces electricity with the same carbon intensity as the electricity imported. CHP’s 
improved carbon performance for the microgrid was mainly due to lower electricity import from 
the national grid (13% for the mini-CHP unit and 24% for the 3 CHPs in series). For the carbon 
emission analysis a carbon intensity factor of 0.19kgCO2/kWh was used for natural gas and 
0.43kgCO2/kWh was used for electricity imported from the UK national grid [12]. 
 
Table 3. Estimated tnCO2 savings per annum compared with the BaU scenario  
Tones CO2 saved 
compared with BaU 

Solar 
thermal 

PV GSHP micro-
CHP 

1 mini-
CHP 

3 CHPs 
in series 

10 non linked houses (A) 3.8 (48%) 8.0 (54%) 10.3 (41%) -2.2 (-4.7%) - - 
Microgrid (B) 4.3 (55%) 8.0 (54%) 11.5 (46%) - 7.0 (15%) 7.8 (17%) 
Difference (A-B) 0.5 0 1.2 - - - 

 
The costs of the generated energy from each technology were estimated for a 15-year period, for 
the 10 non-linked houses and for the microgrid. The impact of the FIT and RHI schemes was 
assessed for each technology. For each case, both 0% and 3% interest rate was investigated for 
the capital investment. The prices used for gas and electricity were: 5p/kWh for gas and 16p/kWh 
for electricity (£1=100p) assuming a 3% annual increase over the 15 year period. Figure 3 
illustrates the predicted cost of ownership for all the microgeneration technologies assessed in 
this paper.  
 
For solar thermal the single house system was priced at £3,000 with maintenance cost £50 per 
annum to cover engineering inspections. For the microgrid the total investment, including the 
piping to connect the houses, was priced at £36,000. Without the RHI support the savings 
achieved by the system were negated by the interest rate and the system’s economics diverged. 
Taking into account the RHI tariffs, the system achieved a financial break-even after 10 years of 
operation. Financially the microgrid scheme performed better, achieving 10% greater savings on 
energy bills compared to the 10 non-linked houses. 
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The main benefit of forming a microgrid when considering PV, was the increase of local 
utilisation of the electricity generated by the system. With the current FIT structure, the PV 
microgrid scenario was predicted to have worse performance than the standard single-house 
installations. Due to the very high tariff for generation and the additional export tariff, savings 
from the avoided import were insignificant compared to the savings due to generation.    
Assuming 3% interest rate, the financial payback period was predicted to be ~10.5 years for the 
10 non-linked houses and ~13 years for the microgrid. Assuming no FIT the microgrid performed 
marginally better than the single-house case. The capital cost used for the analysis was                                               

         
             a. Solar thermal                                                          b. Photovoltaics (PV) 

 
         c. Ground Source Heat Pumps (GSHP) 

                                            
d. Combined Heat and Power (CHP) 

Fig. 3 Cost of ownership profile for all microgeneration technologies considered in this study, assuming a 
3% annual increase in the energy prices. 
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£4,500 per kWp installed and an annual OPEX of 2% of the initial capital cost was assumed for 
maintenance and the replacement of the system’s inverter. 
 
The improved carbon performance of the microgrid with GSHP systems was also followed by 
improved financial performance. With the current RHI tariffs microgrid was estimated to perform 
better than the 10 non-linked houses, with payback periods of ~9.5 and ~11 years respectively, 
despite the lower tariff offered for larger systems. Without the RHI support, all systems were far 
from the financial breakeven point. The capital cost assumed for the GSHP system was £1,000 
per kWp [14] installed and a 1% maintenance cost was allowed for an annual inspection. 
 
CHP units were examined as an alternative to boilers; hence the economics were calculated 
against the BaU scenario of a 90% efficiency condensing boiler, priced at £900 per unit with an 
annual maintenance cost of £50. Capital costs used were £26,000, £45,000 and £50,600 for the 
micro-CHP scheme, the mini-CHP scheme and the 3 CHPs in series respectively, including the 
heat piping network. A 2% of the capital cost was allowed for annual maintenance. As seen in 
Figure 3d, none of the three CHP schemes modelled reached the financial breakeven point within 
15 years of operation, even when taking into account the current FIT. It should be noticed that 
despite its poor carbon performance, micro-CHP performed financially better, followed by the 
3 CHP units in series and then the mini-CHP operating for the microgrid.   The lower part of Fig. 
3d illustrates a hypothetical scenario where the communal CHP units are supported through the 
RHI scheme. A price of 3.5p/kWhth would be required for these systems to reach the financial 
break-even point after 8-10 years of operation assuming 0% interest rate, whereas when a 3% 
interest rate was assumed breakeven took an additional 2 years.  
 
Figure 4 shows a summary of the financial performance of all the microgeneration technologies 
considered for the residential cluster at the street level, with the current FIT and RHI tariffs, 
assuming 3% annual increase in energy prices and a 3% interest rate for the capital investment. It 
is shown that CHP technologies can not be economically viable if not incentivised. Current 
support for solar thermal, GSHP and PV proved to be sufficient to drive the market forward, even 
for the case of a 3% interest rate for the capital investment.  

 
Fig. 4 Cost of ownership profile for all microgeneration technologies for the residential cluster, under the 
current FIT and RHI structure, assuming a 3% annual increase in the energy prices and 3% interest rate 
for the capital investment. 
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7. Conclusions 

This paper investigated the impact of the UK FIT and RHI tariffs on the economics of various 
microgeneration technologies when they operate as common facilities for a cluster of houses at 
street level. It was shown that the carbon performance of these technologies was not followed by 
similar financial performance. A comparison between the individual house level and the cluster 
of 10 linked houses showed that there are potential carbon benefits and better matching of the 
generation-consumption profile. In some cases, however, the benefits are almost negated by the 
current FIT and RHI structure, due to the lower tariffs offered for larger installations and because 
of the high tariff offered for generation which overshadows the financial benefits from local 
consumption/avoided import. For this work, linked microgeneration technologies have been 
regarded as one larger installation, but financial benefits could further increase if each unit could 
be incentivised individually. The clustering approach proved to benefit CHP technologies more 
than any other, delivering 7-8tnCO2/year per cluster. With no support from the Government such 
schemes were not predicted to reach the financial breakeven point within their lifetime. As heat-
led processes they could be supported through the RHI scheme. With a generation tariff of 
3.5p/kWhth, CHP technologies could breakeven financially after 8-12 years and proliferate in the 
residential sector. 
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Abstract: The increasing environmental concerns and energy issues required for a sound design of decision patterns 
increased the parameters to be considered in deciding and developing an efficient energy strategy through the 
optimisation of support schemes for renewable energy technology. The correct identification and evaluation of the 
decision making parameters leads amongst others to correct political decisions for maximising the benefit of 
investment cost, social and environmental gains and improvement of technologies. The paper is focussed in 
analysing the parameters to be used in a Multiple Criteria Decision Making method and in suggesting a ranking scale 
for the parameters to be ued in drafting their weights. Fourteen parameters were selected and analysed. The analysis 
is contacted through literature review, personal communication with key personnel and through questionnaires.  
 
Keywords: Renewable Energy Parameters; MCDM Methods; Renewable Energy Policy. 

 
1. Introduction 

Energy planning and support methodologies have been developing through the years for 
supporting decision makers to evaluate conflicting alternatives and derive a way to come to a 
compromise in a transparent process. Very common methods used in energy planning are the 
Analytic Hierarchy Process (AHP), PROMETHEE, ELECTRE, Multi Attribute Utility Theory 
(MAUT) and in order to validate a result more than one of the methods can be used.  

 
During the70’s and 80’s, the increasing environmental concerns and energy issues changed the 
design of decision patterns so as to include the environmental and social implications in energy 
planning. This caused an increase in the parameters to be considered in deciding and developing 
an energy strategy. The paper discusses the parameters used in decision making for drafting out 
Renewable Energy Systems (RES) support schemes and through the outcome of questionnaires 
suggests the parameters’ rankings to be used in further developing their weights. The first part 
lists a number of indicative parameters briefly explaining them and the second part deals with the 
questionnaires results. 
 
2. Methodology 

A literature review has been conducted in identifying the most commonly used parameters. The 
study in ranking the parameters and identifying their weights is carried out through literature 
review, personal communication with key personnel and the fulfillment of questionnaires. The 
outcome of this paper draws out conclusions regarding the major parameters to be used along 
with indicative suggested weights. The correct identification and evaluation of the decision 
making parameters leads amongst others to correct political decisions for maximising the benefit 
of investment cost, social and environmental gains and improvement of technologies. 
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3. Indicative Parameters 

The parameter evaluation has to provide tools of judgment for decision makers (DM), which 
must verify the consistence of choices with the expectations of the DM and with the needs of the 
other involved actors. A number of criteria can be developed to best suit the alternatives and 
decision makers’ familiarity with the alternatives and the criteria. In this chapter, criteria that 
could be used in deciding the best mix of RES subsidy scheme are examined.  
 
Generally, the parameters used in each country and for each RES technology may vary, however, 
in general the parameters to be used should be: 

• compatible with political, legislative and administrative situation (willingness, level of 
cooperation of governmental departments and political parties); 

• consistent with the local technical and economic condition, which depends on the local 
capacity of managing the innovation both at technical and financial levels (availability of 
technology, cost factors, maturity); 

• consistent with energy demand predictions (projection of final energy consumption may 
affect greatly the decision outcome since it will affect the aggressiveness of the support 
schemes); 

• compatible with the existing environmental and ecological constraints (International 
agreements can shape the final classification of the alternatives). 

 
The parameters to be used should be agreed on and accepted by all the actors involved in the 
decisional process. A list of potential parameters is presented below: 
 
3.1. Maturity / reliability 
A mature technology can be defined as a technology that has been in use for long enough and 
most of its initial faults and inherent problems have been removed or reduced by further 
development [1]. Another key indicator of a mature technology is the ease of use for both non-
experts and professionals. The judgment is expressed within the range of 1-4. A rank order is 
applied, with increasing preference from 1 to 4, as follows: (1) technologies that are only tested 
in laboratory; (2) technologies that are only performed in pilot plants; (3) technologies that could 
be still improved; (4) mature technologies, close to reaching the theoretical limits of efficiency 
[2]. Popp, et al. 2010 expressed the necessity in evaluating the maturity of renewable energy 
technologies for drafting future energy policy and developing efficient support schemes.  
 
3.2. Market maturity  
This criterion is an estimation of the market availability and the status in the penetration process 
of a given technology and the materials and services associated with the considered action [3]. A 
Judgment scale provided by Becalli et.al. 2003 is the following: (1) not present on the market at 
least in a experimental stage; (2) pilot plants; (3) start of market availability; (4) market 
availability of the technology for less than 10 years; (5) market availability of the technology for 
more than 10 years.  
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3.3. Consistence of installation and maintenance requirements with local technical know-
how  

The evaluation of this criterion is oriented to a qualitative comparison between the complexity of 
the considered technology, and the capacity of local actors of ensuring an appropriate installation 
and operating support. The technology maturity and market maturity are highly correlated with 
this criterion since the market availability for installation and maintenance requirements depends 
on them. The following qualitative scale of ranking is used: (1) insufficient technical background 
for installation/maintenance; (2) middle technical background for installation/maintenance; (3) 
great technical background for installation/maintenance [2]. 
 
3.4. potential / Climatic conditions 
Unlike fossil fuel technologies, the efficiency of renewable technologies is generally very site 
specific. Thus, it would be expected that photovoltaics in the UK would incur a higher cost per 
kWh than countries located at lower latitudes such as Cyprus. In general, the geographical 
potential can be considered as the energy flux theoretically extractable in areas that are 
considered suitable and available for energy production i.e. in areas which are not excluded by 
other incompatible land cover/use and/or by constraints set on local characteristics such as 
elevation and other land characteristics [4]. This criterion is only concerned with the geographical 
potential of a certain region. The scale to be used is not in the form of energy output but a use of 
a more general linguistic scale is more appropriate. The scale proposed considering the available 
renewable energy technology, is as follows: (1) Almost no potential; (2) Very low potential; (3) 
Low potential; (4) Medium potential; (5) High potential; (6) Very high potential.  
 
3.5. Continuity and predictability of performance  
In assessing renewable energy it is important to know the conditions of continuous operational 
patterns. This condition is often a characteristic of a given technology and does not indicate a 
factor of unreliability. For example the output performance of photovoltaic is more predictable 
than the one of windpower. As of 2008, Germany produces between 1500 and 7700 GW h/month 
depending on wind conditions. This makes traditional scheduling of power generation for the day 
ahead very unsure [5]. The judgment of this parameter can be expressed according to the 
following scale: (1) unpredictable and not continuous operation; (2) predictable but not 
continuous operation; (3) predictable and continuous operation. 
 
3.6. Value of energy output 
Possible future revenues from investments in RETs are crucial for facilitating an economically 
viable period of heavy installations that is needed to fulfill the new environmental goals. The 
costs are the initial investment and the operational and maintenance (O&M) costs [6]. To 
evaluate the profits of renewable energy projects without including any of the policy support 
mechanisms, the following equation can be used for the value of energy output (VEO). 
 
𝑉𝐸𝑂 = 𝐸[𝑋𝑠𝑚𝑃𝑠𝑚 + 𝑋𝑐𝑚𝑃𝑐𝑚]  (1) 
 
where E is the monthly energy output by the renewable system, Xsm is the percentage of energy 
sold in the spot market, Xcm is the percentage of energy sold in the contract market, Pcm is the 
contract market price and Psm is the spot market price. 
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3.7. Value of environmental benefits (VEB) 
Renewable energy sources, which are often (but not always) carbon-free, are among the 
technology options available to reduce carbon emissions in the electricity sector [7]. 
Governmental policies regarding environmental protection and emission reductions are amongst 
others mainly based on the promotion of RET. The VEB can be calculated using two scenarios, 
the renewable energy certificates and the certified emission reductions scenario.  
 
3.7.1. Renewable energy certificates (REC) 
In REC, the benefits can be defined as the value of the energy output and the RECs revenue. One 
REC represents the environmental attributes associated with one MWh of electricity from 
renewable energy technologies.  
 
3.7.2. Certified emission reductions (CER) 
The CER is based on the Clean Development Mechanism of the Kyoto Protocol. The registered 
CDM project obtains one CER for each 1 ton of CO2 reduced by the project. Besides, the sale of 
CERs represents an additional source of project income. However, the development of a CDM 
project generated extra costs for the project developer, also known as transaction costs. These 
costs are related to the formalization and validation of the CDM project, as well as the monitoring 
and verification of the emission reductions.  
 
3.8. Environmental benefits of the reduction of pollutant emissions  
With a direct price for emissions—via either an emissions tax or a tradable emissions permit 
system—the fossil fuel sector has an incentive to lower its emissions rate until the marginal cost 
of reduction equals the emissions price [8]. In order to have a synthetic index, the score can be 
expressed through the following qualitative scale of values: (1) very high emissions, when each 
category is relevant; (2) high emissions, when at least two of the categories are relevant; (3) 
middle emissions, when at least one category is relevant; (4) low emissions, when all the 
emissions category are insignificant or do not exist. 
 
3.9. Land requirement  
This criterion represents one of the most critical factors for the intervention site, especially where 
the human activities are relevant factors of environmental pressure. A strong demand for land can 
also determine economic losses, which are proportional to the specific value of the site and the 
possible attendant alternative needs. An approximate scale can be as follows: (1) high land 
requirements and significant landscape alternation that can limit future growth of the area; (2) 
high land requirements and significant landscape alternation that has no affect on future growth 
of the area; (3) middle land requirements and landscape alternation; (4) low land requirements 
and landscape alternation; (5) no land requirements and landscape alternation [9]. 
 
3.10. Sustainability according to other environmental impacts 
Landscape impact, acoustic emissions, electro-magnetic interferences, bad smells, and 
microclimatic changes are evaluated. A synthetic judgment can be expressed through the 
following scale: (1) very high intensity impacts; (2) high intensity impacts; (3) middle intensity 
impacts; (4) low intensity impacts; (5) not existing impacts. This parameter can be considered 
highly subjective since it includes impacts such as landscape changes. While large dams and 
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wind farms change the landscape significantly, people might argue whether the change is positive 
or negative. 
 
3.11. Labor impact  
An estimation of labor potentials due to employment of RET can be used. Additional direct and 
indirect employment and the possible indirect creation of new employment must also be assessed. 
The following linguistic scale can be used: (1) low employment occurring only at the installation 
process; (2) low employment that will provide further jobs during the maintenance of the RET; 
(3) medium employment during installation and maintenance; (4) high employment during 
installation however low during the maintenance of the RET; (5) high employment both during 
installation and maintenance. 
 
3.12. The net present value (NPV) 
At present, for most of the RET, the investment costs, along with the risks of renewable energy, 
remain high [10]. The NPV calculation relies on the initial investment, the total accumulated 
cash-flow and the discount rate. The cash-flows are the costs and the benefits associated to the 
project. The benefits taken into account are the value of the energy output (VEO) and the value of 
the environmental benefits (VEB). The following scale is an indication of the investment’s 
profitability. (1) NPV < 0 not a profitable investment; (2) NPV = 0 not gain and not loss; (3) 
NPV > 0 added value [11]. 
 
3.13. Distribution cost 
Modern small scale generation plants with standardized modular design are competitive, less 
capital intensive, more efficient, quicker to build and have more sophisticated control 
technologies for operation and transmission networks. [12]. However, this parameter is highly 
location correlated and each project case should be examined accordingly. A general linguistic 
scale can be used: (1) High cost for connection to the grid lowering significantly the NPV; (2) 
Medium cost for connection to the grid with impact on the NPV; (3) Low cost for connection to 
the grid with minimal impact on the NPV. 
 

3.14. Compatibility with political, legislative and administrative framework 
It is of high importance for governments to realize that RETs with high fixed but low variable 
costs can provide price stability and a good hedge against the risk of fuel price volatility [13]. 
Many countries are pursuing greater use of renewables. However, there is little agreement on 
what policies are most effective in promoting renewables, or even in what it means for a policy to 
be ‘effective.’ The goal of RE policy appears simple: to get more renewables in place. However, 
a closer look reveals that there are in fact many goals that renewables are intended to accomplish. 
Renewables can be seen as a way to reduce carbon emissions, to promote industrial development, 
to decrease fossil fuel imports, and meet other policy goals. Each of these goals leads to a 
different set of programs and technologies. [14]. The examined criterion assesses the qualitative 
relevance of the above considerations, with regard to government support, the tendency of 
institutional actors, and the policy of public information. The overall value judgment is expressed 
in the following way: (1) absent; (2) middle; (3) high. 
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4. Sampling of Parameter weights using questionnaires 

Questionnaires were used in finding an approximation of the weight for each parameter. The 
questionnaires asked the responders to rate the importance of each parameter from a scale of one 
to ten. Moreover, the following information was collected from each responder: (a) Educational 
background; (b) Occupation and position; (c) Familiarity with renewable energy sources. The 
questionnaires were given to a range of professionals consisting of university lecturers, business 
consultants, mechanical and electrical engineers, environmental scientists, civil engineers, IT 
consultants and engineers, researchers, accountants and economists. Questionnaires were not 
handed to a specific group of responders but rather to a wide range of professionals employed in 
a wide spectrum of the Cypriot economy. As expected the range of answers varied considerably 
according to the responders’ educational background and familiarity with RET. 
 
4.1. Familiarity of the responders 
The familiarity of each responder for RET was also recorded (Fig. 1). The responders were asked 
to give their subjective judgment on how familiar they are with RET using a scale of one to ten 
(legend of Fig. 1) where 1 is representing “not familiar at all” and 10 representing “an expert”. 
About 28% of the responders answered that they are somewhat familiar (number six), and only 
about 1% answered that they considered themselves experts.  

 
Fig 1. Familiarity of responders for RET 

 
4.2. Responders view  
An analysis has been conducted using the responders’ view without taking into consideration 
their knowledge and familiarity as regards the RET. The results (Fig 2) reveal that the highest 
ranked parameter and in turn the most important one that should carry the highest weight in a 
multiple criteria decision making model is the “Potential/climatic conditions”. 

 

 
Fig 2.  Responders’ view 
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Using the above rankings incorporating the responders’ answers for each parameter, we can 
deduct the weight of each parameter. It is suggested to use the percentage values since it will give 
a more precise indication of the closeness of each parameter’s weight.  
 
Responders’ high rank for the “Potential / Climatic conditions” parameter reveals the relation this 
parameter has on all the other parameters in question. We can say that the effect of this parameter 
reflects on other parameters such as the value of energy output and in return the “net present 
value” and the “Value of environmental benefits (VEB)”, the market maturity and in return to the 
local technical know-how for installation and maintenance requirements, the continuity and 
predictability of performance, land requirement and the compatibility with political, legislative 
and administrative framework. Though the “Environmental benefits of the reduction of pollutant 
emissions” is ranked second, parameters that address other environmental issues such as 
“Sustainability according to other environmental impacts” and “waste treatment” are ranked in 
much lower positions. The “Value of environmental benefits (VEB)” parameter is ranked third 
which can be contributed to the fact that the parameter is expressed in monetary terms which is 
easily translated to direct benefits of the individual investor.  
 
Using the weighted sum method and then multiplying by each rating according to the responder’s 
answer, the final results are better adapted to suit the familiarity with the ratings given. The 
parameter regarding “Potential / Climatic conditions” is still ranked first indicating its importance 
in drafting an energy policy regarding the promotion of renewable energy sources. Thus, if we 
were going to use this parameter in a decision matrix then it should have one of the highest 
weights. The “Environmental benefits of the reduction of pollutant emissions” is still ranked 
second and the “Value of environmental benefits” is still on the third position. The change is 
noticed when accessing the “Continuity and predictability of performance” which is now ranked 
seventh while VOE is sixth showing a higher importance. The “Local technical know-how for 
installation and maintenance requirements” is ranked one place higher; this might be due to the 
fact that the responders with higher familiarity give more emphasis on the technological aspect of 
RET 
 
5. Conclusions 

When assessing the parameters to be used in a Multiple Criteria Decision Making problem, one 
should define the problem as thoroughly as possible and examine the parameters in detail. In 
deciding the optimum mix of renewable energy sources to be implemented, a multidimensional 
approach should be used. Most of the parameters concerning this decision are correlated and an 
advantage of one alternative in a specific parameter will result in a higher ranking for other 
alternatives too.  
 
The outcomes rely on a great degree on responder’s answers which may lead to misleading 
results since the answers are subjective. When analyzing the results and viewing the outcomes we 
can note that the parameters concerned with environmental issues were amongst the higher 
ranked parameters. However, recycling and reusing in Cyprus is still in its infancy as a practice 
of the Cypriot citizen. The social desirability bias can lead to wrong rankings of the parameters 
and to misleading outcomes. The above results however, are a good indication of the parameters 
rankings and even if we consider that the results are highly affected by the social desirability bias 
we can view them as an indication of society’s point of view on the parameters. 
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The responders’ views reveal great similarities on drafting the weights for the parameters. The 
differences occur mainly to each responder’s familiarity. Familiarity combined with the 
educational background and occupation can give a more precise inside into each parameter’s 
weight. However, in order to be more precise in the determination of the final weights, the input 
of all high level officials taking part in the decision making process should be taken into 
consideration.  
 
References 
[1] Huang, L, The global trend of green procurement. QualityMagazine 44 (8), 2008, pp. 36–40.  

[2] M. Beccali, M. Cellura M. Mistretta, 2003,. Decision-making in energy planning. Application 
of the Electre method at regional level for the diffusion of renewable energy technology, 
Renewable Energy 28, 2003, pp. 2063–2087 

[3] Peter Lund, Market penetration rates of new energy technologies, Energy Policy 34, 2006 pp. 
3317–3326 

[4] Bert J.M. de Vriesa,_, Detlef P. van Vuurenb, Monique M. Hoogwijka, Renewable energy 
sources: Their global potential for the first-half of the 21st century at a global level: An 
integrated approach, Energy Policy 35, 2007, pp. 2590–2610 

[5] T.J. Hammons, Integrading Renewable Energy sources into European grids. Electrical Power 
and Energy Systems 20, 2008, pp. 462-475 

[6] Skoglund, M. Leijon, A. Rehn, M. Lindahl, R. Waters, On the physics of power, energy and 
economics of renewable electric energy sources - Part II Renewable Energy 35, 2010, pp. 
1735–1740 

[7] D. Popp,  I. Hascic  N. Medhi, Technology and the diffusion of renewable energy, Energy 
Economics, 2010, Article in Press. 

[8] C. Fischer and R. Newell, Environmental and Technology Policies for Climate Change and 
Renewable Energy Discussion Paper 04-05, resource for the future, 2004 

[9] F. Evrendilek, C. Ertekin, Assessing the potential of renewable energy sources in Turkey 
Renewable Energy 28, 2003, pp. 2303–2315 

[10] Y-C Shen, T.R. Grace, K-P Li, J.C. Yuan, An assessment of exploiting renewable energy 
sources with concerns of policy and technology Energy Policy 38, 2010, pp. 4604–4616 

[11] I. Falconett, K. Nagasaka, Comparative analysis of support mechanisms for renewable 
energy technologies using probability distributions, Renewable Energy 35, 2010, pp. 1135–
1144 

[12] D. Weisser, Renewable and Sustainable Energy Reviews 8, 2004, pp. 101–127 

[13] K. Venetsanos, P. Angelopoulou, T. Tsoutsos, Renewable energy sources project appraisal 
under uncertainty: the case of wind energy exploitation within a changing energy market 
environment,. Energy Policy 30, 2002, pp. 293–307.  

[14] P. Komor, M. Bazilian, Renewable energy policy goals, programs, and technologies, Energy 
Policy 33, 2005, pp. 1873–1881 

 

 

2625



Windpower contribution to sustainable development in Brazil 

Moana Simas1,*, Sergio Pacca2 

1, 2 University of São Paulo, São Paulo, Brazil 
* Corresponding author. Tel: +55 11 9236-4152, E-mail: moana@usp.br 

Abstract: Global electricity consumption rose exponentially over the last decades powered by fossil fueled 
thermal power plants. In comparison, Brazil relies on large hydroelectric plants to generate most of its electricity. 
Nevertheless, the share of thermal electricity generation in Brazil has increased because thermal power can 
balance the seasonality of the hydroelectric based system and is cost competitive. Regardless its great wind 
potential, the use of this technology in Brazil is still timid.  The country had only 835 MW of installed 
windpower capacity until November 2010, or 0.75% of its total. An aggressive wind power deployment has been 
constrained by its cost until recently. However, windpower has potential to act as a complementary energy 
source to hydropower during dry seasons, and its development could displace thermal power plants. This paper 
aims to quantify potential greenhouse gas (GHG) emission reductions and jobs creation in three different 
scenarios of wind energy development up to 2019. In the baseline scenario, windpower will create over 93,000 
jobs and reduce up to 96 million tones of CO2 by 2019. In comparison, a massive windpower deployment 
scenario, , foresees the reduction of up to 176 million tones of CO2 and the generation of more than 225,000 
jobs, most of them in the manufacturing sector. Therefore, wind power is an important alternative for promoting 
sustainable development in Brazil because it reduces GHG emissions and creates green jobs.  
 
Keywords: Wind power, Wind industry, Jobs, Sustainable development, Brazil 

1. Introduction 

Over the past years concerns on climate change left the scientific and environmental spheres 
and got strong social and political engagement. The establishment of carbon markets, coupled 
with international oil price volatility, stimulated a rapid development of renewable energy 
(RE) generation technologies [1]. RE generation systems are free of harmful emissions and 
their energy sources are ubiquitous. In comparison to other RE windpower stands out because 
despite its small share in the global electricity market, it was subject to a rapid growth in 
recent years [2].  
 
A turning point for windpower development in Brazil was the renewable energy incentive 
program (Proinfa) of the Ministry of Mines and Energy, established in 2002. However, the 
high energy costs for wind projects compared to traditional and other renewable energy 
sources precluded a massive deployment of this energy technology. The realization of 
dedicated windpower auctions in 2009 and 2010 attracted more projects, making windpower 
more competitive with traditional fossil fueled power plants. 
  
The Brazilian electricity mix encloses a significant share of hydropower. In 2009, this energy 
source was responsible for 85% of the total domestic electricity supply [3]. Windpower 
development in Brazil is unique because in the Northeast region, which contains 
approximately 50% of the Brazilian wind resource, besides high average wind speeds, its 
availability complements the hydrologic cycle [4]. Therefore, windpower can be used to 
match the power loss during the hydropower offseason displacing thermal power plants that 
are currently balancing the electricity supply [5].  
 
Windpower could contribute in various ways for sustainable development (SD). Developing a 
clean RE source helps maintaining the low greenhouse gas (GHG) emission factor of the 
Brazilian grid. Moreover, the establishment of a domestic industry brings in innovation and 
the development of new indigenous technologies, in addition to new job positions [6], which 
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become relevant as a response to economic crisis and sensible investments in RE must be 
evaluated according to this yardstick [7].  
 
Nevertheless, the exploitation of the windpower potential depends on long term policies that 
facilitate the deployment of this RE source. Despite the recent success, the existing medium 
and long term official energy supply scenarios do not foresee a significant increase in the 
share of this energy source [8]. 
 
The current work aims to evaluate potential benefits and quantify the avoided emissions and 
the employment generation potential of windpower development in Brazil. Initially we carry 
on a brief review of the present state-of-the-art of windpower in Latin America (LA) and 
Brazil. Next, we assess the potential of this RE source in Brazil and we evaluate its 
contribution to SD and energy security in the country. Finally we compare different scenarios, 
which are based on official data and a massive windpower development vision. 
 
2. Windpower in Brazil 

Forecasts prepared by the Global Wind Energy Council (GWEC) consider LA as a promising 
windpower market due to its sizeable wind potential and increasing energy needs in the region 
[2]. In fact, since the beginning of the century, various countries in the region have 
implemented policies to support the development of RE, including windpower [9]. Over the 
last years, a timid growth was observed in the share of windpower in LA in comparison to 
Europe, North America, and Asia. In 2009, the installed capacity in LA doubled from 653 
MW to 1,274 MW. However, until August 2010, only two countries were responsible for a 
significant share of windpower in LA. Brazil and Mexico were responsible for 44% and 29% 
of the total installed power in the region, respectively [10].  
 
According to a recent GWEC assessment, Brazil has the largest windpower market potential 
in LA due to its large remaining wind resources, the ability to complement hydropower 
generation, and the possibility of hosting wind equipment manufacturing plants. Moreover, 
the country is considered as a future equipment supplier to the region [2]. 
 
Although the first wind turbine was installed in Brazil in 1992, in Fernando de Noronha 
Island [11] the share of windpower in the Brazilian matrix became noticeable only after 2006 
with the first Proinfa results. A total of 54 wind projects totaling 1.4 GW of installed capacity 
were supported by the Program [12], which was instrumental to the expansion of windpower 
in Brazil. Presently, Proinfa supported facilities are responsible for 95% of the installed 
windpower capacity in Brazil, or 835 MW up to December 2010 and yet, its contribution 
corresponds to less than 1% of the total power capacity of the country. 
 
Other milestone that has contributed to the installation of the wind manufacturing industry in 
the country was the 60% minimum requirement share of domestic equipments in wind 
projects [13].  
 
Until 2009, the cost of the windpower based electricity was still a barrier to its expansion. The 
average electricity price of Proinfa projects in 2007 was in the range of $119 to $135 per 
MWh, depending on the individual capacity factor of each one [14]. Up to this point, 
windpower was considered unfeasible and not competitive despite the considerable potential 
that was revealed in the first national assessment at 143 GW [15].  
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The turning point was due to a conjunction of good policies and global market conditions. In 
2009, the first auction fully dedicated to windpower was commissioned. Possibly due to great 
availability of wind resources in areas with low population density, the variation of the 
exchange rate, and the economic crisis in 2008-2009, a significant supply of equipment was 
available and both domestic and international companies were led to invest in the Brazilian 
market. In August 2010, a second windpower auction took place, along with other RE sources 
in which, wind energy competed with small hydroelectric plants (SHP) and biomass 
cogeneration projects. For the first time wind energy prices ($73/MWh) were below other RE 
prices [16]. Additional 6 GW of windpower projects were enabled to participate in the auction 
[17], and certainly most of these will be hired in future.  
 
Considering the projects assisted by Proinfa and by the latest auctions, more than 5 GW of 
windpower will be added to the Brazilian grid by the end of 2013. It is more than the current 
0.8 GW but still far away from the total indigenous potential. Currently the country uses 
around 0.5% of its potential. If windpower electricity trade in dedicated auctions persists, the 
expansion trend continues and costs decrease over time. In the future windpower could 
occupy a significant share of electricity generation and complement the current hydro-thermal 
system. 
 
In comparison to major future hydroelectric projects in the Brazilian Amazon, windpower 
resources are closer to energy load areas along the coast line (figure 1), and major 
transmission lines of the national grid [18]. Therefore, transmission costs and losses 
associated with windpower are smaller than the ones associated with large expected 
hydroelectric projects. 
  

 

Fig. 1. Wind resources at a 50m height in Brazil [19] and its correlation to urban areas [20] 
 
In summary, windpower that was considered unfeasible just one year ago is nowadays, not 
only competitive with other alternative energy sources, but also with traditional fossil fueled 
based electricity generation technologies. The turning point in Brazil was due to a conjunction 
of good policies and global market conditions. As a result, low impact windpower projects are 
a real supply option to meet power needs. 

 
2.1. Complementarity between wind energy and hydroelectricity 
RE face various difficulties such as high cost and resource intermittency. To increase the 
performance of RE, diversified complementary sources should be spatially and seasonally 
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combined. Traditionally, thermal generation plants are used to support systems based on 
renewable sources. In recent years, alternative energy sources have been contemplated for this 
role [21]. This phenomenon can be observed in Brazil.  

The share of renewable sources in the Brazilian energy matrix corresponded to 47% in 2009, 
well above the world average. Moreover, hydropower comprises 85% of all electricity supply 
in the country, and additional 5% comes from other RE sources [3]. The hydroelectric system 
encloses several large reservoirs, capable of multi-year regulation.  
 
Nevertheless, due to environmental concerns, most of the future dams in Amazonia will be 
run-of-river hydroelectric plants, with lower dams [8], leading to further reliance on climatic 
conditions. Thus, because wind resource availability in the Northeast of Brazil complements 
hydrologic regimes, it could lead to optimal use of reservoirs [4]. Indeed, windpower might 
displace part of the fossil fuel based electricity generation, reducing pollution and maintaining 
the high share of RE in the Brazilian matrix.  
 
2.2. Economic benefits of windpower deployment 
Both climate and RE policies will change the way economies are currently structured. Climate 
change consequences may negatively affect the economy in most countries, especially the 
ones in which the contribution of vulnerable sectors, such as agriculture, plays an important 
role [22].  
 
Investing in a low-carbon economy creates risks and opportunities. On the one hand, a few 
studies show that in the long run subsides in RE in Germany have led to high costs with few 
or no benefits to the economy [23,24,25]; on the other hand, most economy-wide studies 
show positive economic outcomes from investing in low-carbon technologies [7,26,27].  
 
According to Fankhauser et al (2008) [28], the most important benefit from climate and RE 
policies is innovation, which demands technical change adapted to a new market structure. 
The quest for new technologies and processes increases the demand for skilled labor, and 
countries that position themselves as leaders in low-carbon technologies might become key 
exporters. Over the past few years, Brazil has attracted various wind turbine manufacturers 
(e.g. Enercon, Impsa, GE), and due to the fast growing market, might become an exporter to 
other LA countries.  
 
In periods of low economic growth, as the one seen in the financial crisis in 2008-2009, 
unemployment rates tend to grow, and so does the concern about job loss related to large 
amount of subsides invested in RE [7]. In fact, employment generation driven by RE 
promotion has been disputed, especially in the United States [28].  
 
2.2.1. Green Jobs  
According to the United Nations Environmental Programme (UNEP), green jobs are work in 
various activities that contribute to preserving or restoring environmental quality. Most 
studies reveal that RE is more labor-intensive than fossil fuel-based power generation 
[27,29,30]. Hence, the substitution of RE for fossil fuels leads to a positive net effect on 
employment. In Brazil, the creation of new jobs, due to windpower development, should be 
compared with the creation of jobs due to the development of concurrent alternatives such as 
hydro. 
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Nevertheless, based on the available information about green jobs generation, global 
employment in the RE sector was above 2.3 million in 2006. Brazil is one of the most 
significant RE employer, with 500,000 jobs on the biomass sector. In contrast, globally, wind 
energy generated 300,000 jobs up to 2006, and it is expected that employment in this sector 
will reach 2.1 million in 2030 [22]. Most of these jobs are located in manufacturing, 
according to the level of domestic production of equipments [30]. 
 
3. Methodology 

To quantify GHG emissions reductions and job generation in the wind sector, we used a 
baseline scenario up to 2019, developed by the Ministry of Mines and Energy. Based on that 
scenario, and the recent growth of the wind energy market in Brazil, we developed two 
alternative scenarios, one moderate and one optimistic. The scenarios have the following 
characteristics (Figure 2):  

a) Scenario A, or Baseline Scenario, foresees an installed wind capacity of 6 GW by the 
end of 2019 [8];  

b) Scenario B, or Moderate Scenario, estimates a raise of 50% in the installed capacity up 
to the end of the period, resulting in 9 GW, based on expectations of the Brazilian 
Wind Energy Association (ABEEolica) of 10 GW in 2020 [31];  

c) Scenario C, or Optimistic Scenario, predicts annual hiring of 1.5 GW in exclusive 
windpower auctions, to be installed from 2013 onwards. By the end of the period, 14 
GW of windpower capacity will be commissioned.  
 

 
 Fig. 2. Installed capacity in the years 2010-2019 in the three proposed scenarios 
 
For estimating job creation, a multiplier provided by the Economical and Social Development 
Bank (BNDES) which estimates in 15 jobs/MW in manufacturing and construction and 0.4 
jobs/MW in operation and maintenance of wind turbines [32]. These figures refer to total 
jobs, accounting direct and indirect employment over the supply chain.  
 
For estimating potential GHG emission reduction, we considered that windpower displaces 
fossil fired power plants using natural gas and coal, the main thermal sources foreseen in the 
long-term national energy plan. Emission factors were taken from the International Energy 
Agency report, published in 2009 [33]. Emission reductions were estimated over the period 
between 2011 and 2020. 
 
4. Results 

Scenario A results in up to 96 million tons of CO2 reductions between 2011 and 2020 and 
yields 93,850 jobs, out of which, 83% are in the manufacturing and installation of wind farms. 
 
Scenario B emission reductions are 34% greater than scenario A, which mitigates up to 129 
million tons of CO2 and generates over 143,000 jobs, 85% in manufacturing and installation. 
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The most optimistic scenario foresees a reduction up to 176 million tons of CO2 - 83% higher 
than in scenario A - and the employment of more than 225,000 people, 87% of them in 
manufacturing and installation.  
 
According to the Brazilian Inventory of Anthropogenic Emissions and Removals of 
Greenhouse Gases, published in 2010 by the Ministry of Science and Technology, in 2005 the 
electricity generation, transmission and distribution emitted about 52 million tons of CO2 
[34]. Scenario A suppressed 28% of the baseline emissions, while the scenario C reduces 
annual emissions by 65% in 2020.  
 
5. Conclusions 

Wind energy is a source experiencing rapid growth worldwide. Following the trend, although 
timid, windpower market has rapidly developed in Brazil after Proinfa and mainly after the 
wind dedicated auctions of 2009 and 2010. Further expansion of the industry depends on 
continued support for RE in the country e.g. frequently auctions plus the inclusion of RE in 
medium and long term energy expansion plans. 
 
This study shows the potential contributions that a significant expansion of wind capacity 
during this decade could bring to the country's sustainable development. The use of wind 
energy as a substitute for fossil-fuel power plants reduces up to 28% GHG annual emissions 
in the electricity sector in the year 2020, based on the year 2005, in the scenario proposed by 
the government, while a scenario of intense deployment displaces up to 65% of these 
emissions. 
 
The development of the wind industry brings several benefits such as innovation and 
technology transfer, and possibly the emergence of Brazil as a production center for wind 
equipment in Latin America. Nevertheless the more significant effect is the creation of 93,000 
to 226,000 green jobs by 2019.  
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Abstract: Many state governments in India rely on wind energy generation (WEG) to overcome chronic 
electricity shortages. This paper provides a citizen’s view of WEG in India, in the backdrop of (a) the ever-
rising national demand for primary energy, (b) the national electricity policy, and (c) wind energy policies in its 
three highly industrialized states – Tamil Nadu, Maharashtra, and Gujarat. Data from public domain such as the 
web-sites of government departments is used. Each state has increased its share of WEG with incentives for 
investment in this sector. The remarkable increase in installed capacity for WEG over the past years has not led 
to a proportionate increase in the kWh of wind power generated. The unbridled growth in this sector has pitted 
farmer activists against wind energy companies. A stampede for commissioning large wind farms can 
potentially destroy local ecosystems through changes in land use patterns. Few studies have been made in India 
to address such socio-economic concerns. Policies of doling out excessive incentives for MW-scale under-
utilized wind farms that feed inefficient grids must be reconsidered. The people of India must receive direct 
tangible benefits from WEG for it to be a truly clean option of green energy for them. 
 
Keywords: Government, Policy, Status, Capacity, Utilization

 
1. Introduction 

Energy-starved India faces many challenges to sustain the remarkable growth in its GDP 
witnessed over the past decade. The consumption of manufactured products and services has 
sharply increased with a rise in disposable incomes, and its people expect better living 
conditions. Ambitious projects are underway to upgrade the nation’s infrastructure, to 
transform India into another economic superpower. To meet these expectations, India’s 
electricity generation capacity must be significantly increased from its current gross value of 
164.8 GW [1]. Demand for primary commercial energy, which grew at an average annual 
rate of 6% during 1981-2001, is expected to grow more rapidly in the future [2]. 
 
1.1. Background 
Energy policies world-wide are giving an increasing importance to clean sources of energy. A 
UN-panel has recommended an 85% cut in global greenhouse gas emissions (GHGE) from 
year-2000 levels to prevent the ill-effects of global warming. India currently produces about 
1/4th of the world’s annual per capita emissions of 4.48 t∙CO2e (tonnes of CO2 equivalent). 
During the last G-8 Summit, India agreed to work with other major economies in identifying 
a global goal for reducing GHGE [3]. Critics opine that India has compromised its policy of 
rejecting legally binding limits on its GHGE, and any caps would affect its future 
developmental plans. An 85% cut may force India to lower its emissions to < 0.2 t∙CO2e. 
 
1.1.1. India’s energy and electricity demand scenario 

With only 0.4% of the globe’s proven reserves of crude, India accounts for 2.8% of the 
world’s total oil consumption. To fuel a booming transport sector, 70% of its oil requirements 
are imported at huge costs to the exchequer. Large imports of LNG too are required to 
supplement indigenous production. As the numbers of vehicles in India grow, oil and LNG 
imports will follow suit. Food items and essential commodities became pricier when oil 
prices peaked in 2008. Unprecedented high inflation levels, attributed by policy makers to oil 
market economics and India’s growth story, have stretched the budgets of many families. 
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Global petroleum price increases will pose concerns for India as she copes with her 
apparently insatiable demand for crude oil. Another facet of India’s energy concerns is that 
growing numbers of new vehicle buyers are opting for compact electric vehicles (EV) which 
can be re-charged easily using a domestic electrical socket, and several manufacturers are 
catering to this new demand. The road use policy currently requires no license, registration, 
or taxes for such EV. With improved affordability, many Indians are buying air-conditioners 
and electrical appliances that were, not long ago, considered items of luxury. As the numbers 
of EV, TV-sets and washing machines in use grow, enormous demands are placed on India’s 
already scarce power supply. Several Indian cities experience daily power outages, 
inconveniencing its citizens and many small and medium business enterprises. 
 
1.1.2. National electricity policy (NEP) 
India aims to augment its power generation capacity by 100 GW during the 10th (2002-07) 
and 11th Plan periods (2007-12), besides improving the annual per capita energy availability 
to 1 MWh [1]. In 2005, a national program was launched to electrify all villages and make 
electricity accessible to all households by 2012, through a mix of grid-connected, standalone 
systems and isolated lighting technologies. The NEP also aims to overcome chronic shortages 
in meeting peak electricity demand, besides ensuring efficient and reliable supply of power of 
specified standards at affordable prices. 
 
1.1.3. The way forward with renewable energy 
India has a large under-exploited potential for hydro-power generation, confined to certain 
geographical locations. She currently produces limited amounts of atomic energy for civilian 
use, due to her foreign policy leanings towards nuclear fuel exporting nations. Although the 
recent (and controversial) Indo-US nuclear agreement assures fuel supplies and reactor 
equipment, India has far to go before nuclear power overtakes fossil fuel power generation. 
To eradicate chronic electricity shortages, and compete in a carbon-sensitive global economy, 
India must go in for decentralized renewable energy (RE) technologies. Decentralization is 
essential for reducing transmission and distribution (T&D) losses in the existing grid networks. 
In the present centralized set-up, maintenance shut-downs, grid failures, and strikes impact 
vast areas of densely-populated India. Decentralization would also promote power production 
using locally available resources; such as biomass and wind [4]. 
 
1.2. Purpose of the study 
Several policies have been formulated by successive governments that offer fiscal incentives 
to the users of RE. Over 25 years ago, India launched a national program for the assessment 
of her wind resources to promote WEG. As one outcome, 233 sites with an annual average 
wind power density (WPD) > 200 W/m2 have been identified thus far. Many such sites are in 
the industrialized states of Tamil Nadu (TN), Maharashtra (MH) and Gujarat (GJ). Estimates 
suggest a gross potential of 48.6 GW of wind power for the entire country, with TN (5.5 
GW), MH (4.6 GW), and GJ (10.6 GW) among other front-runners in this category [5]. 
 
There are many functional, and many more upcoming, WEG projects within India. This study 
attempts to assess (a) whether the current policies that aggressively promote WEG have 
yielded any significant addition to the overall power generation scenario, and (b) whether 
there has been any alleviation in chronic electricity shortages as a consequence. This study is 
limited to ascertaining the policies for, and status of, WEG in the states of TN, MH, and GJ, 
which have witnessed a boom in wind energy installations in the past few years. When 
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juxtaposed with other concurrent policies relating to power production and supply, it is hoped 
that a more holistic view of WEG within India would emerge. 
 
1.3. Methodology of the study 
Data has been sourced from the web-sites of central and state agencies involved in WEG, 
which in most cases tended to be in fair consonance. Reports on electricity shortages, energy 
policy and WEG in the print media (e.g. national-level newspapers), and reports by reputed 
non-governmental agencies, have been utilized. Data obtained from web-sites is referenced 
by mentioning the date of access (DoA). 
 
2. State-wise electricity scenario and wind energy generation 

2.1. In Tamil Nadu 
Located in peninsular India, TN experiences both the monsoons: south-west and north-east. 
The state’s annual per capita power consumption is nearly 1 MWh. Its major WEG sites are 
near the Western Ghats and (to a small extent) along its coastline. From 1986-93, 120 WEG 
units totaling 19.4 MW were installed. By 2009, the total installed capacity (IC) for WEG 
was 4.288 GW, against a gross power generation capacity of 10.214 GW [5, 6]. 
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Fig. 1. Increments to WEG, and contributions to WEG by privately-owned units, in Tamil Nadu [6]. 
 
The state inducts independent power producers (IPP) into its WEG program. The state 
electricity board (TNEB) charges the IPP a fee of Rs. 2.575mn (million) per MW installed, 
plus more if creation and maintenance of T&D facilities by the TNEB is opted for. The IPP 
have to execute a 15-year power purchase agreement with the TNEB. In 1995-96, the IPP 
were paid Rs.2.25 per kWh by the state, with a 5% annual increment. Currently, Rs.3.39 is 
offered based on the recommendations of the state electricity regulatory commission (SERC), 
in view of the rising capital, interest and maintenance costs. Contributions to WEG from 
private parties are shown in Fig. 1. In recent years, there is a decline in the augmentation of 
TN’s WEG capacity (see Fig. 1). Saturation of existing sites may be one reason. Investors 
have also shifted to MH and GJ which offer competitive prices (refer Table 1). 
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Table 1. State-wise wind electricity generation policies [7]. 

 Policy Item    Tamil Nadu  Maharashtra     Gujarat 

(a) Captive use of WEG   Allowed   Allowed      Allowed 

(b) Wheeling charge rate  5%     2% + 5% for T&D losses 4%  

(c) Buy-back (Rs./kWh)   3.39 (fixed)  Levelized tariff (refer [7]) 3.56 (fixed) 

(d) Third party sale   Allowed   Allowed      Allowed 

(e) Other incentives   None    Off-take facilities,   Excise exemption 
             road, loans 

 
2.1.1. Electricity crisis in Tamil Nadu 

Since late-2007, serious electricity shortages plague TN. Over the past decade, the state has 
pro-actively sanctioned investments into its information technology, automobile and 
manufacturing sectors, all clustered around its capital city Chennai. Spurred by such policy, 
demand for electricity has grown every year. It is reported that while the peak demand 
touched 9.5 GW on some days, the generation was only 6.7 GW [8]. According to industry 
experts the electricity crisis would continue for another 3-4 years [9]. To tide over shortages, 
the TNEB formulated policy changes to curtail consumption. A 40% cut imposed in the 
permitted power consumption by industries effectively crippled operations in many 
automobile ancillaries, farming and fishing industries all over TN. Textile industries are 
reportedly worst-hit, with machines requiring a 2-2.5 hour interval after restart to attain their 
full capacity, each time they are tripped by the erratic power supply. Automobile 
manufacturers are reported to have diverted their orders elsewhere, instead of sourcing 
products from within the state [10]. 
 
2.1.2. Status of wind electricity generation in Tamil Nadu 

Plots of IC and “workable” (available) capacity (WC) for WEG on the 15th day of each month 
are shown in Fig. 2, based on daily TNEB reports [11]. 
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Fig. 2. WEG in Tamil Nadu: Monthly variations in installed and workable capacities [11]. 
 
Only one day’s data was chosen as being representative for an entire month because several 
electronic reports were missing or were corrupted. Besides, the number of figures and data 
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being presented here had to be limited. The following can be observed from Fig. 2: (a) From 
Jan. 2006 to Dec. 2009, there has been an 80% increase in the IC for WEG, and (b) WEG is 
significantly more during May to Sep., compared to the other months of each year. The May-
Sep. averaged generation was 950 MW (in 2006), 942 MW (2007), 1204 MW (2008), and 
1451 MW (in 2009). When the above seasonal averages are normalized by the corresponding 
IC for WEG, the figures reveal that the capacity utilization factor (CUF) was 0.33 (in 2006), 
0.29 (2007), 0.32 (2008), and 0.36 (in 2009). Although the IC has substantially increased 
during 2006-09, the available capacity has remained steady at roughly 33% of the IC, and 
that too during these five months in a year. During the remaining months, the CUF of the 
WEG units are extremely small numbers. 
 
One reason for the low utilization could be the wind patterns: if monsoons fail during a 
particular year, it is the wind conditions that are blamed. But WEG in TN has suffered not 
just because the winds play truant. Even with favorable winds, only 5.25bn (billion) kWh 
could be generated, as against a possible 8.25bn kWh. It is claimed that due to inadequate 
evacuation facilities for wind electricity, losses to the tune of 0.8-0.9 GW arise, and that the 
TNEB prefers to shed load. In southern TN, out of the IC of 2.21 GW for WEG, only 1.2 GW 
are generated [12]. Due to the poor off-take policies, wind power producers in TN claim they 
have lost close to Rs.9bn, and Rs.45bn worth of their investments lie idle. The TNEB 
counters that the IPP install a unit every six months, but it takes nearly 12 months to build 
new transmission lines. Connecting remote wind farms to the grid is not easy when the lines 
have to pass over private lands. 
 
2.2. In Maharashtra and Gujarat 
2.2.1. Maharashtra 
Within MH, thermal and hydro-power plants having a total IC of almost 10 GW are owned 
and operated by the state. Nearly 1.8 GW of power is produced by IPP. During the 1990s, the 
state was embroiled in a dispute over the Enron-Dabhol power project which was supposed to 
provide nearly 2 GW of gas-based power. That project did not take-off as expected. More 
recently, MH has faced acute shortages to the extent of 5-6 GW in meeting peak demands. 
The state has generally had a poor record of managing T&D losses in its electricity networks. 
 
In an effort to showcase the viability of WEG, the state has installed demonstration projects 
totaling 11.09 MW. These and other favorable policies of the state towards WEG have 
attracted investments close to Rs.105bn. From a mere 190 MW in 2000-01, nearly 2.1 GW of 
wind power projects had been set up by 2010 [13]. Many older units of 250 kW operating at 
30 m above ground (250 kW, 30 m) were replaced with 1 MW, 50 m units to exploit the 
higher WPD and realize lower investment costs per MW. Yearly increments to WEG 
capacity have been declining, though. The state added 545 MW in 2005-06, 485 MW in 
2006-07, and 268 MW in 2007-08. It has targeted to add 600 MW to its WEG capacity each 
year from 2008-09, to achieve a cumulative capacity > 4.1 GW by 2012. A 1 GW wind farm, 
the largest of its kind, is currently under erection in the state. 
 
To promote wind farm development, the govt. allows the use of state-owned wastelands 
which are leased out to private developers for 30 years at market rates. For other incentives 
offered, refer Table 1. But all is not well with wind power projects in MH, as revealed in a 
status paper which claims that though 1.76 GW of WEG units were installed by 2008, their 
combined annual generation was only 1.8bn kWh [14]. CUF increased from a mere 8.6% in 
2000-01 to 11.7% in 2007-08, after touching 19.2% in 2003-04. That article also points out 
that investors are not interested in WEG and have merely invested in these facilities to gain 
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from the accelerated depreciation and tax benefits offered by the govt. There have been other 
independent reports of developers clashing with locals, over issues of land acquisition. 
 
2.2.2. Gujarat 
Thermal and hydro-power, are the mainstays for electricity generation in this state. The IC for 
power generation is 9.6 GW, with nearly 1.5 GW in projects under development. IPP provide 
close to 3.7 GW. The demand for power is expected to grow to 14 GW by 2011-12. This was 
one state that was comfortably placed as regards electricity supply [15], but the situation has 
changed due to coal and LNG shortages [16]. Endowed with a long coastline, GJ receives the 
south-west monsoon winds almost head-on. The state set up its first WEG demo unit in 1986. 
Later, more units were installed totaling 16.3 MW. In 1993 the state govt. declared an 
incentive program inviting private-sector participation, and from 1993-98 investments in 
WEG boosted the IC to 150 MW. In 2002, the govt. revealed a new policy, and WEG 
capacity grew by 220 MW till Nov. 2006, reaching 570 MW by Mar. 2007. It is reported that 
these units generated close to 455mn kWh in 2006-07. In 2007-08, new capacity additions of 
616 MW were made and the total IC for WEG rose to 1.2 GW [17]. For the 11th Plan period, 
the state proposes to add nearly 4 GW of capacity to WEG. The Indian Railways plans to 
invest Rs.700mn for a 10.5 MW wind farm in the state. Power so generated is proposed to be 
wheeled away for railway electric traction – an unlikely prospect. Although the state now 
ranks next only to TN and MH in terms of the IC for WEG, the CUF of the units in operation 
are a measly 8% [18]. 
 
3. Discussion 

On one hand, it may be said that the rapid growth in India’s WEG sector has been facilitated 
by several incentive-laden policies which make investments into WEG very attractive for 
investors. On the other hand, it may be said that when incentives are geared to attract 
investments rather than improve the utilization of existing WEG units, such projects could 
become conduits to launder money. A study has alleged a nexus between monopolistic wind 
turbine makers and cash-rich investors, to avail of the huge (80%) depreciation benefits 
offered to WEG units during their first year of operation besides tax holidays and a slew of 
other duty cuts [14]. If this were the case, investors would care less whether the installations 
have poor CUF, or whether they remain idle. The same report also claims that business 
dealings in wind energy are opaque, and that the true costs of capital are unclear. Instead of 
reducing, based on economies of scale, costs of WEG units have reportedly gone up from 
Rs.40mn to Rs.60mn per MW over the years. Agreements exist to sell wind electricity to 
grids, third parties, or use for own consumption. Very few records are available in the public 
domain on how much wind power is actually delivered to the grid. Rules prescribe a certain 
percentage of wind electricity produced to be supplied to a grid, but enforcement is lax and 
the miniscule quotas are usually exhausted by other sources of green energy. The SERCs 
must make daily reporting of WEG mandatory for all IPP and state electricity boards. 
 
Land acquisition for wind farming has affected many vulnerable farmers reeling under 
repeated crop failures and loans from usurers, and families coping with farmer suicides. 
There are reports of coercive methods being adopted for land grabbing by middle-men 
representing wind farm developers [19]. Villagers are promised monetary compensation and 
other benefits in return, but most promises never materialize and the sellers find their position 
a lot worse afterwards. Govt. policies must insure that land, instead of being sold, is leased 
out to wind farm companies and fair market rents are paid to the lessors. Large-scale removal 
of trees and forest cover to erect wind farms affects the livelihood of villagers dependent on 
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these natural resources. They languish in poverty and darkness with noisy wind turbines for 
company, and whatever little power the units generate is wheeled away to the cities.  
 
Besides rapid industrialization, other factors contribute significantly to the India’s widening 
electricity deficit. Many political parties in India, at the centre and in the states, have used 
provision of free electricity for farming as a poll plank. Income from agriculture qualifies for 
federal income-tax relief too. Such policies have led to write-offs of huge debts owed by 
farmers to the state electricity boards. The provision of free power for farming has an adverse 
cascading effect. During droughts, farmers use electricity to pump out ground-water for 
irrigation. These pumps run endlessly, deplete the ground-water table and increase soil 
salinity. With power available for free, shortages notwithstanding, farmers neither conserve 
the precious ground-water nor the electricity. Illegal connections, faulty meters, lax 
monitoring, and T&D losses allow for gross under-recoveries of electricity consumed. 
Revenue losses stifle genuine investments in the power sector and promote an indifference 
towards electricity conservation. In many instances, power is simply wasted when consumers 
deliberately choose not to switch off. Extravagant lighting for political gatherings, cine-artiste 
shows, mega-bucks night-time cricket tournaments, etc. has become a routine affair. 
 
Instead of viewing WEG as a panacea for their ailing power sector, Governments could frame 
policies to award discounts on electricity bills to consumers who (a) reduce their electricity 
usage, and (b) maintain it thereafter within a certain threshold. Such incentives can be offered 
with ease since billing is nowadays computerized, allowing for the processing of long-term 
electricity usage patterns. Governments must implement policies that offer cash discounts for 
the purchase of CFLs and LEDs for domestic lighting. Such products continue to be 
prohibitively expensive for many, who opt instead for inefficient incandescent bulbs. 
 
4. Conclusions 

Policies for, and status of, wind electricity generation (WEG) in three major states of India 
are explored. The policies of the various state governments to promote WEG have led to a 
spree of investments in this sector. But the spectacular increase witnessed in the recent past in 
the installed capacity for WEG has not necessarily translated into a mitigation of electricity 
shortages in these states. Existing units face problems relating to under-evacuation and grid 
integration, and operate with poor capacity utilization factors. Very little credible information 
exists in the public domain on the actual power delivered by wind farms to the electricity 
grids, the true costs incurred, and the incomes generated. The liberal incentives offered are 
possibly being misused by investors for pecuniary benefit. In order to change this situation 
for the better, governments must revise their relevant wind energy policies to remove loop-
holes. Instead of promoting a headlong rush into WEG projects with further sops, govt. 
policies must reward generation and optimum utilization of the existing units. One way 
would be to increase and strictly regulate the percentage of wind power supplied to the grids 
by the IPP, and not to yield to demands for more concessions from the wind energy lobby. 
Novel applications of wind electricity to suit Indian requirements must be thought of. Instead 
of MW-scale grid-connected units, smaller-scale solar-assisted decentralized WEG units that 
can be installed at community levels must be promoted. Electricity so produced can be used 
to provide metered back-up for residential use, street lighting, or water supply. The use of 
wind electricity for decentralized applications such as battery-charging, water treatment and 
purification, and production of compressed air must be explored. WEG must be matched 
properly with demands of an appropriate kind, in order to maximize the benefits. 
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Abstract: Increments in the price of oil in 1970s have brought many countries in search of alternative energy 
sources which will not cause harm to their entire environment as like fossil fuel does. The only available energy 
source that is capable of providing perhaps without harm to the environment is renewable energy. Renewable 
energies are important to an energy supply portfolio as they contribute to the world energy supply security, as 
well as to reducing dependency on the use of fossil fuel. They also contribute to mitigating greenhouse gases. 
The diffusion and adoption of a new technology such as renewable energy technologies needs the proper 
understanding of the environment as well as the existing sources of energy in the area. This paper investigates 
the current status of energy production and the potential of renewable resources in Nigeria. These investigations 
were carried out by analyzing the available policies and barriers toward the promotion of using renewable energy 
technologies in Nigeria. These barriers include political issues, environmental issues, technical issues, as well as 
economic and social issues. 
 
Keywords: Innovation, Renewable energy, Diffusion and adoption. 

1. Introduction 

Nigeria is one of the countries with high potential in energy resources; the country is blessed 
with both fossil energy resources such as natural gas, coal and crude oil, and renewable 
energy resources such as biogas, biomass, solar energy and many more. 

Energy is claimed to be one of the essential inputs for socio-economic development (Brew-
Hammond, 2010). It is then clear that the connection between energy and the millennium 
development goals (Parcaco and Takada, 2004) make it more necessary to address the issue of 
energy problem in Nigeria, most especially electricity generation and distribution (Brew-
Hammond, 2010; Karekezi, and Majoro, 2002; Modi, 2004; Porcaro and Takada, 2004). 
Therefore, the provision of a constant power supply is the sign of a developed economy. A 
nation with unstable power supply risks keeps losing potential investors and development 
(Okoro and Chikuni, 2007). Nigeria is blessed with natural resources; therefore every 
Nigerian should have access to electricity. For this to materialize there is only one question 
which needs a quick answer: how can it become reality? The inability of the Power holding of 
Nigeria to supply Nigerians with adequate electricity has severely affected many sectors of 
the economy such as manufacturing industries, mining, agricultural production, and 
households.  

This paper will be looking at (1) the current status of energy production in Nigeria, most 
especially electricity. The policies promulgated by the energy commission of Nigeria will be 
reviewed, to see which of these policies are in support of the diffusion and adoption of 
renewable energy in Nigeria. (2) Potential of renewable energy resources in Nigeria will also 
be reviewed. Nigeria is a country which is blessed with abundant natural resources which 
includes renewable energy resources such as biomass, solar, biogas, etc. With all these 
resources in place, Nigerian still depends heavily on the use of fossil fuel for electricity 
generation.  
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2. Genesis of electricity production in Nigeria 

Electricity generation in Nigeria dates back to 1896, which was the first time of generating 
electricity in the city of Lagos with a capacity of 60KW. After the first generation, an arm of 
the then government was established under the jurisdiction of the public works department 
(PWD) with the responsibility of electricity supply in Lagos. Later, 1950 a central body called 
the Electricity Corporation of Nigeria (ECN) was established in order to integrate electricity 
power development and make it more effective (Okoro and Chikuni, 2007). 

In complement the work of Electricity Corporation of Nigeria, a new body called Niger Dam 
Authority (NDA) in charge of dam construction and maintenance, both on the river Niger and 
in other places within the country. In 1972, both ECN and NDA were merged to become an 
entity called National Electric Power Authority (NEPA) (Okoro and Chikuni, 2007). The two 
organizations were merged in the hope that their merger would result in the improvement of 
production and distribution of electricity power supply throughout the whole country, which 
would reduce excessive spending on both organizations; and that it would result in the 
utilization of available resources such as human, financial and other to the electricity supply 
throughout the country (Okoro and Chikuni, 2007:52). 

The above two bodies then metamorphosed into the National Electric Power Authority 
(NEPA) which then later transformed into the Power Holding Company of Nigeria (PHCN). 
The Power Sector Reform Bill was signed into law in March 2005 to enable private 
companies’ participation in electricity generation, transmission, and distribution (Okoro and 
Chikuni, 2007:52). The bill split PHCN into eleven distribution firms, six generating 
companies, and a transmission company, all of which will be privatized. The bill is yet to 
become operational due to opposition from the labour unions.  

The Energy Commission of Nigeria (ECN) is the only apex government organ empowered to 
carry out overall energy sector planning and policy implementation, as well as to promote the 
diversification of energy resources through the development and optimal utilization of all, 
including the introduction of new and alternative energy resources like solar, wind, biomass 
and nuclear energy (The Energy Commission of Nigeria, 2010).  

2.1. Position of energy in Nigeria 
Nigeria is an energy rich country as stated above, also rich in human resources with a total 
population of 140.4 million by the 2006 population census, with an annual population growth 
rate of about 2.8% (Akinbami, Ilori, Oyebisi, Akinwunmi, and Adeoti, 2001).  Logically, with 
all of these abundant energy resources, it is expected that Nigerians should have sufficient and 
sustainable energy, but the reverse is the case. The national energy use trend reveals a 
dichotomy between urban and rural households, due to the nature of energy forms consumed 
in Nigeria, specifically commercial energy such as petroleum products, natural gas, coal, and 
electricity, and non-commercial or traditional energy,  like fuelwood and other biomass. 

 The Manufacturer Association of Nigeria (MAN) claims that about 60 million Nigerians now 
own power generating sets for their electricity, using generators of varying sizes with diesel as 
their sources of fuel, which is not environmentally friendly. The same numbers of people 
spend a staggering N1.56 trillion ($13.35million) to fuel their generators annually (The 
Energy Commission of Nigeria, 2010). In his own contribution, Mr. Steven Dimitryer a senior 
private specialist at the World Bank notes that ‘Nigeria experiences the worst electricity crisis 
among its contemporaries, which underscores the nightmarish generation, distribution and 
supply in the country’ (The Energy Commission of Nigeria, 2010). Electricity is the most 
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important infrastructure bottleneck in Nigeria, most of the industries in Nigeria experience 
power outage and about 85% of these industries own generators as an alternative source of 
power generation (ECN, 2010). Presently, about 10% of rural households and 40% of the 
country’s total population have access to electricity in Nigeria (Mbendi.com, 2011). 

3. Renewable energy resources in Nigeria  

With respect to this paper, the renewable energy sources in Nigeria that will be considered are 
hydropower, solar energy, wind, and biomass energy. 
 
3.1. Hydropower 

Like every other renewable energy source, hydropower has tremendously contributed to the 
world energy supplies. The current world capacity of hydropower in 2004 was 2810 TWh and 
is projected to be 4903 TWh by 2030 with growth of 1.8% per year, although the share will 
still remain at 2% of the world energy supplied (IEA, 2007). 

There is high potential for hydroelectricity generation in Nigeria: the current hydropower 
plants contributed about 29% of electricity generation to the nation total power supply (Aliu 
and Elegba, 1990; Sambo, 2005), while all the rest is coming from fossil fuels. The resources 
for hydroelectricity, unlike other types of renewable energy resources, require only a flow of 
power over a period of time added up to an annual energy (Boyle, 2004). The availability of 
rivers and natural falls mean that Nigeria has the potential to provide the needed amount of 
electricity to revitalize the economy. Total hydropower resources potential exploitable in 
Nigeria is estimated to be 11,000MW (Sambo, 2005).  

3.2. Small hydropower 

Small hydropower in Nigeria refers to small hydropower generation with a capacity of 1-10 
MW. Nigeria is blessed with large rivers along with some natural falls. Nigeria’s rivers have 
the capacity to generate about 11,000 MW of electricity, of which 19% are currently being 
developed. Existing hydropower plants in the country need rehabilitation due to lack of 
adequate maintenance (Aliyu and Elegba, 1990; ECN, 2010). There is no standard definition 
which size of hydropower is small or large, but Table 1 shows classification of ranges of 
hydropower along with their capacity. 

Table 1. Classification of Hydropower Range (adopted from Aliyu and Elegba,1990) . 
Range of Hydropower Capacity of  Range (MW) 

Large >100 
Medium 15-100 

Small 1-15 
Mini 0.5-1 
Micro <.05 

 

3.3. Solar energy 

Nigeria is a country with abundant solar resources with an annual average daily sunshine of 
6.26 hours, ranging between 3.5 hours along the coastal area and about 9.0 hours on the far 
northern border (Bala, Ojosu, and Umar, 2000).  Approximately 5.08 x 1012 KWh of energy 
can be received in Nigeria per day from the sun with an efficiency of 5%. This amount of 
energy is able to produce 2.54 x 106 MWh of electricity from solar energy (Sambo, 2005). 
Solar energy can be utilized in every part of the country, most especially for rural domestic 
use and for power supply to remote areas where electricity is still not provided.  
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3.4. Wind energy 

Wind is another free gift to the nation. Its intensity depends on the location of the country. 
Nigeria is situated within a low to moderate wind zone. Windmills were successfully used in 
the 1960s, especially in the northern part of Nigeria such as Dundaye village in Sokoto State 
for pumping water from the borehole. They were also used in Garo, near Kano, for supplying 
water to notable places such as a school, dispensary and to some houses (Anyanwu and 
Iwuagwu, 1994). All of these old windmills still exist in their different locations, but they are 
not working any more due to poor maintenance. 

3.5. Biomass energy 

Resources for biomass in Nigeria can be found in wood, animal waste obtained from 
agriculture, forestry, municipal and industrial activities and also from aquatic biomass, forage 
grasses and shrubs. Fuelwood constitutes 37% of the total energy demand in Nigeria.             
95% of this fuelwood is consumed by households (Energy Commission of Nigeria, 2005). 
Figure 1 below indicates the share of fuelwood compared with other types of energy sources. 

 

 

 

 

 

Figure 1. Share of fuelwood compared with other types of energy sources. Data source (ECN, 2005). 

3.5.1. Biogas 

The amount of waste generated in urban areas alone is capable of generating substantial 
electricity for the populace within the environment. This waste can be transformed into 
biogas. Biogas is a mixture of about 60 to 70% methane (CH4), 23 to 38% carbon dioxide 
(CO2), about 2% hydrogen (H2) and some traces of hydrogen sulphide (H2S). Biogas is 
produced by a process known as anaerobic digestion in the absent of oxygen. This gas can be 
used in cooking and lighting, as well as for agricultural and industrial production.  

The use of biogas is fast spreading all over developing nations, particularly in countries like 
China, Indian, Taiwan, and Philippines (Akinbami et al., 2001). Biogas production units do 
exist in the sub-Saharan Africa, with a capacity ranging from less than 100 cubic metres to a 
larger digester of production capacity of greater than 100 cubic metres (Akinbami, et al., 
2001). 

The use of biogas is not yet pronounced in Nigeria, but some notable work on it is in progress, 
which is still at the research stage. The current capacity of digesters in Nigeria ranges between 
10-20 cubic metres. These are produced by the Sokoto Energy Research Centre (SERC) and 
use cow dung, human excreta and piggery waste for biogas production (ECN, 2005; 
Akinbami, 2001). 

4. Managing renewable energy technology in Nigeria 

The development of a nation’s economy is said to be an indication of how well energy is 
utilized along with the conversion of available energy resources to useful energy technologies 
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(Sambo, 2005). In order to ensure optimal, adequate, reliable and secure supply of energy to, 
and its efficient utilization in the country, it is important to put in place a harmonized, 
articulate and comprehensive energy policy to support the appropriate energy technologies for 
the country. 

Before now, existing policies in the energy sector have been those of the separate energy sub-
sector, that is, electricity, oil and gas and solid minerals. There have also been energy-
connected policies developed in sub-sectors whose activities are strongly dependent on those 
in the energy sector. These include transportation, agriculture, science and technology and 
environment, among others. The sub-sectoral policies, however, reflect the individual sub-
sectoral perspectives.  ECN, (2003) realized that there is a need to have an integrated energy 
policy which will guide future energy related sub-sectoral policy developments, in order to 
avoid policy conflicts which may otherwise arise. 

4.1. Nigeria’s energy policy and objectives 

The overall driving force of the energy policy objectives in Nigeria has been the optimal 
utilization of the nation's energy resources for sustainable development. These policy 
objectives and implementation have been carefully defined with the notion that energy is 
crucial to developmental goals and that government has a prime role in meeting the energy 
challenges facing the nation, most especially the electricity stumbling block. In addition, the 
nation’s dependence on oil can be reduced through the diversification of the nation’s other 
energy sources, aggressive research, development and demonstration (RD & D), human 
resources development and many more. Each of the energy sources in Nigeria has its own 
policy which forms the overall policy of the nation. 

4.2. National Policy position toward the diffusion and adoption of renewable energy in 
Nigeria 

Stated below are some of the significant elements in national policy toward diffusion and 
adoption of renewable energy in Nigeria (ECN, 2003). 

i. Harnessing hydropower potential available in country for electricity generation, 
also paying attention to the development of the mini and micro hydropower 
schemes. 

ii. Exploitation of the hydropower resources in an environmentally sustainable 
manner and encouraging private sectors and indigenous participation in 
hydropower development. 

iii. Promoting the use of alternative energy sources to fuelwood by developing an 
appropriate technology to use wood chips rather than the direct use of wood.  

iv. Aggressive use and integration of solar energy into the nation’s energy will be 
done, by developing the nation’s capability in the utilization of solar energy as 
well as monitoring worldwide development of solar energy technology. To 
enable the use of solar energy as complementary energy resources in the rural 
and urban areas. 

v. Developing wind energy resources and integrating them with other energy 
resources to form a balanced energy mix. It will as well involve taking necessary 
measures to ensure that wind energy is harnessed at a sustainable cost to both 
suppliers and consumers in the rural areas. 
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vi. Developing local capability in wind energy technology and applying it in areas 
where it is technically and economically feasible. 

vii. Harnessing non-fuelwood biomass energy resources and integrating them with 
other energy resources. Also promoting efficient methods in the use of biomass 
energy resources. 

Increasing the percentage of the contribution of hydro electricity to the total energy mix is yet 
to be achieved in the country; the survey carried out in harnessing hydropower is yet to be put 
into effect. Most of the rural areas in the country are still experiencing blackout due to the 
absence of electricity, while the current hydropower has in one way or the other contributed to 
ecosystem damage preventing fishermen from getting their daily bread. Furthermore, the 
maintenance of those available hydro electricity generating plants in the country is far below 
standard as a result of poor management of the whole system.  

About 60% of Nigeria’s population is highly dependent on fuelwood for cooking and other 
domestic uses. The use of fuelwood arises as a result of lack of appropriate cooking methods. 
This is not limited to the rural environment alone: even people in the urban area use it as well. 
It is discerned that the rate of fuelwood consumption far exceeds the replenishing rate, which 
has resulted in environmental setback. Therefore, the use of innovative ways of cooking is 
urgently needed both in the rural areas and the urban areas in order to curb the results of 
global warming.  

Rogers, (1995:5) defined diffusion as the process by which an innovation is communicated 
through certain channels over time among the members of a social system. The rate of 
diffusion and adoption of renewable energy is very low in Nigeria, as a result of heavy 
dependence on the use of fossil fuel, since the nation’s economy solely depends on the 
exportation of crude oil and gas. Innovation in the Nigeria energy system needs foreign 
investors to boost her energy sector: Nigeria’s position as one of the lowest consumers of 
electric power per capita in Africa remains a big issue. Figure 2 shows Nigeria consumption 
of electric power per capita ranking among some selected countries in Africa. 

 

 

 

 

Figure 2.  Per capita electric power consumption of some selected countries 

4.3. Barriers to diffusion of renewable energy technologies (RETs) 

Painuly, (2001:75) argues that there are many barriers ‘that have prevented penetration of 
RETs’; some are discuss below. 
 
4.3.1. Political issues 

First and foremost, there should be stability and transparency in the political environment of 
Nigeria, with the notion of creating a country of a stable political atmosphere which will 
attract investors. Complete reform of the current policy on electricity generation and 
distribution should be overhauled to create a fair way for the whole group of stakeholders in 
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the emerging power sectors within and outside Nigeria. Right now, there are some parts of the 
country which urgently need attention when it comes to investment, such as the Niger Delta 
area. Establishing viable projects within these areas will not be an easy task, since this region 
is somehow controlled by the rebels. Other parts of the country with similar political 
instability issues should be addressed in order to give ways to investors. 

4.3.2. Environmental issues 

When planning for the type of innovation for diffusion and adoption, the government should 
consider the environmental impacts of the technology before adoption. Also the area where it 
will be used should be taken into consideration: for example a community with less people 
should not be allowed to have a gigantic project unless the community is a supply power for 
other areas. More so, a city with high level of industrial waste should be denied of having 
similar project to avoid polluting the city together with the inhabitants. Also the use of heavy 
duty generator fuel with diesel should be discouraged. 

4.3.3. Technical issues 

The worst problems facing most of the power plants in Nigeria at present are technical issues. 
Inadequate maintenance of existing power plants has led to an insufficient electricity supply. 
There is a lack of standards, codes, and certification. The educational system of the country is 
too broad and the curriculums are not tailored to the need of the environment at large. 

4.3.4. Economic and social issues 

It is very appropriate to provide substantial capital for the promotion of renewable energy 
systems in Nigeria, if the government really wants consumers to have access to electricity that 
is affordable and available. This capital should have a defined time frame to ensure efficiency 
improvement in renewable energy technology and the enhancement of the nation’s power 
industries. Therefore, in order to make electricity available to consumer, it will require 
utilization of the renewable energy resources in the country.  

5. Conclusion 

Energy is as an essential commodity for nation building, Nigerians deserve a constant supply 
of electricity. This paper has highlighted the genesis of electricity in Nigeria, as well as the 
potential of renewable energy in the country. It was identified that about N1.56 trillion 
($13.35million) were spent on the fueling of generators as a result of lack of available 
sustainable electric power to both private and corporate users.  Dependence on the use of 
fossil fuel couple with low per capita consumption of electricity and barriers have a 
contributed greatly to the low rate of diffusion and adoption of renewable energy technologies 
in Nigeria 
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Abstract: Energy, inter alia, other structures, have been sine qua non to socio-economic development, 
enhancement of rural production and food security, improvements in healthcare and standards of living in human 
societies. Currently, while energy can help extricate rural societies in the developing world from poverty and 
augment development, they can only be realised through the implementation of effective energy policy 
approaches. Employing instruments from both qualitative and quantitative methods to analyse data gathered 
from two solar PV projects’ sites in Ghana as case studies, the paper explores the interface between the policy 
approaches that have been used for the supply of electricity to rural Ghana, and the energy needs of these rural 
communities. The paper concludes that, due to the prevalence of poverty among rural societies in Ghana and 
other parts of the developing world, energisation and not electrification, is the optimal policy paradigm that will 
underpin rural socio-economic development and the adoption of renewable energy technologies (RETs). 
 
Keywords: Rural Electrification, Renewable Policy, Energisation 

1. Introduction 

The positive interconnectivity between energy and the plenary human development dates 
back to the beginning of human existence. Energy, inter alia, other structures, have been sine 
qua non to socio-economic development, enhancement of rural production and food security, 
improvements in healthcare and standards of living in human societies. Unequivocally, 
therefore, energy has a pivotal role to play in the attainment of the goals of the twined global 
development paradigms: sustainable development and the ‘Millennium Development Goals’ 
(MDGs), despite the non-explicit mention of energy in any of the MDGs. The argument is 
that, communities, both rural and urban, will be well placed to achieve both social and 
economic prosperity and poverty alleviation once they have access to effective, reliable and 
affordable modern energy services (The EU Energy Initiative, 2006; Bawakyillenuo, 2009). 
Conversely, the upshot in the absence of adequate, affordable, reliable and safe modern 
energy services is stunted socio-economic development - a manifestation of poverty 
(Department for International Development, 2002). The International Energy Agency (IEA) 
(2002), corroborated the importance of energy in the socio-economic fabric of rural areas, by 
outlining the adverse effects of its non-existence: “[the] lack of electricity exacerbates poverty 
and contributes to its perpetuation, as it precludes most industrial activities and the jobs they 
create” (p.33). It has been estimated that an additional 700 million people worldwide will 
need to be provided with reliable and affordable modern energy services by 2015, in order to 
meet the MDG poverty reduction target (Flavin and Aeck, 2004).  
 
Notwithstanding the importance of energy in fostering development, globally, about 1.6 
billion people are without access to modern forms of energy especially, electricity, while 2.4 
billion people rely on traditional biomass fuels for their energy needs (DFID, 2002; Flavin 
and Aeck, 2004; Niez, 2010). Predominantly, these people are found within the rural areas of 
developing countries especially, Sub-Saharan Africa and South Asia (Duke et al, 2002; Niez, 
2010).  For instance, more than 83% of Africa’s rural population is without electricity, with 
an incremental figure of 92% in Sub-Saharan Africa (Bawakyillenuo, 2009). In a similar vein, 
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traditional biomass fuels account for about 70-90% of primary energy supply and up to 95% 
of the total consumption in some African countries (Karekezi, 2002).  
 
The original approach, and still, the dominant in the supply of electricity to rural areas in the 
developing world, is centralisation, which involves the distribution of power from the grid 
(Bawakyillenuo, 2009). Almost all Sub-Saharan African countries follow this centralised 
grid-based strategy in rural electricity supply. An alternative approach, which has been 
favoured by many individuals, nations and organisations, is the decentralised approach: the 
usage of decentralised sources of energy generation technologies particularly, ‘new’ 
renewables (micro hydropower, solar PV, wind, biofuel, solar thermal electric and 
geothermal), diesel-engine generator set or hybridisation of any of these energy technologies. 
The hyper support for the latter approach notably, the utilisation of ‘new’ renewables, 
emanates from their environmental benignity, modularity, least-cost advantage on a life-cycle 
basis compared with grid and diesel generators. Using life-cycle accounting and externalities 
associated with energy systems as the yardsticks, renewable energy technologies are cost-
competitive as well as reliability-competitive with conventional energy sources in many 
applications including, off-grid electrification with solar photovoltaic (PV), solar photovoltaic 
pumping (PVP) irrigation systems etc., (IEA-PVPS T9-07, 2003; Flavin and Aeck, 
2004).‘New’ renewables also have the potentials to offset the vulnerability of developing 
countries to oil price spikes, reduction in both import dependence burden on foreign exchange 
(Radulovic, 2005; Flavin and Aeck, 2004). However, it is still quite elusive with respect to 
whether the use of both approaches (centralised and decentralised) in the supply of electricity 
to rural populations, always have the desired effects on them.    
 
Predicating the argument on analysed data from two solar PV projects’ sites in Ghana as case 
studies, this paper explores the interrelationship between the policy approaches that have been 
used to supply electricity to rural Ghana, and the energy needs of these rural communities. In 
particular, it examines the extent to which these policy approaches have helped serve the 
energy needs of these communities after solar PV and other RETs were incorporated in the 
Rural Electrification Programme (REP). It concludes with recommendations for the energy 
policy approaches that could be the panacea to poor rural communities’ needs in Ghana and 
other developing countries. 
 
2. Rural electrification versus energisation – a contextual account 

Energy encompasses light, heat, mechanical power and electricity from various sources of 
fuels - fossil fuels and renewable energy sources (DFID, 2002). The need or desire for energy, 
therefore, is a ‘derived demand’ from the demand for varied energy services – cooking, water 
heating, lighting, refrigeration, water pumping for productivity, transport, communications, 
etc. Rural electrification and energisation are two different sources providing these energy 
services.  
 
Rural electrification has been defined diversely. However, the points of divergence are 
centred on the approaches (centralised, decentralised or both) used in the supply of the 
electricity. For instance, some observe rural electrification to be the extension of the central 
grid to rural areas. Conversely, rural electrification has been viewed as the process by which 
access to electricity is provided to households or villages in isolated or remote parts of a 
country irrespective of the approach (Niez, 2010). Characteristic of rural electrification in the 
developing world is the emphasis on lighting service to the exclusion of cardinal services 
especially, productivity (DFID, 2002). Although lighting enhances off-farm productive 
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activities, on the whole, rural electrification programmes are usually devoid of responding 
holistically to the energy needs of the rural poor. Many rural electrification programmes are 
top-down in approach. Often, huge sums of money are spent to extend grid to selected rural 
areas without any consideration to the availability of adequate generation capacity 
(Ramakumar, 2007). 
 
The concept of energisation on the hand is very holistic. It embraces electrification, and 
emphasises on the provision of the composite varied energy services, based on the needs of 
the rural beneficiary communities. Unlike rural electrification, the central theme of 
energisation focuses on matching the needs of end-users of energy services with available 
resources (Ramakumar, 2007). Therefore, notwithstanding the approaches (centralised, 
decentralised, or both) used to supply energy services to beneficiary communities, the 
existence of such services are usually fulfilling the expressed energy needs of the 
communities, hence, will have more support from them. In other words, the delivery of 
energy services through energisation programme follows the bottom-up approach.   
 

3. Geography, energy perspectives and socio-economic issues of Ghana 

Surrounded by Cote D’Ivoire, Burkina Faso, Togo and the Atlantic Ocean, Ghana is between 
40 and 120 degrees north latitude, and longitude 300W and 10E. The climatic conditions range 
from warm and relatively dry along the southeast coast, hot and humid in the southwest, and 
hot and dry in the north. With an approximate population of 22.4 million, coupled with an 
estimated annual growth rate of 2.7%, 54 and 46 percent are rural and urban respectively 
(Bawakyillenuo, 2009).  
 
Ghana, abounds with renewable energy resources (hydro, solar, wind, biomass, etc), and has a 
considerable amount of oil deposit in the off-shore. The country’s energy consumption is 
estimated at 6.6 million tonnes of oil equivalents (TOE) with an estimated per capita 
consumption at 360 kilograms of oil equivalent (KOE). Traditional fuels constitute 59% of 
the total consumption, whilst petroleum products and electricity account for 32% and 9% 
respectively. Though with majority of the population in the rural areas, an inverse relationship 
exists concerning access to modern sources of energy between the urban and rural areas. 
About 17% of the total rural population, and only 5% in the rural population of the northern 
part of the country, have access to electricity, juxtaposing with 77% access in the urban area 
(Bawakyillenuo, 2009). The lighting and cooking energy services’ needs of the rest of 83% 
are derived from traditional fuels - kerosene, candles, dry cell batteries, oil lamp, etc (ibid). 
Modern energy services for productive activities especially, cottage industries, irrigation 
farming, etc., are either non-existent or negligible in these rural areas (Bawakyillenuo, 2007).  
 
In response to the Economic Recovery Programme (ERP) of the 1980s, the Government of 
Ghana instituted the National Electrification Scheme (NES) in 1989 principally, as the tool 
for the extension of the grid to the nooks and cranny of the country, especially all district 
capitals, towns and villages exceeding 500 inhabitants, over a thirty-year period (1990-2020) 
(Abavana, 2004). The Self-Help Electrification Project (SHEP) was later initiated to 
complement NES: it makes provisions for communities within 20km radius of existing 33 KV 
or 11 KV sub-transmission line to speed up their electrification projects, once they secure all 
poles for the low voltage network with 30% of houses wired. In 2001, the Government of 
Ghana mainstreamed solar PV and other renewable energy technologies in the REP. 
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With respect to the economy, Ghana has approximately twice the per capita output of poorer 
West African countries, with an estimated per capita GDP at $2,600 in 2006 (CIA World 
Factbook - Ghana, 2007). Agriculture (farming, rearing and fishing) is the mainstay of the 
economy, accounting for 37.3% of GDP (2006) and 60% workforce; followed by the service 
sector with 25% workforce; and industry – 15% percent (ibid). The rural economies within 
the three belts of the country (coastal, middle and northern) are fundamentally based on rain-
fed agriculture, 90% of which is peasant-based. In the coastal belt, fishing is the main 
occupation followed by livestock rearing; in the middle belt with bimodal rainfall regime, 
crop farming predominates, followed by livestock rearing and fishing; and in the northern belt 
with a unimodal rainfall regime, crop farming and livestock rearing are the main economic 
activities. The northern belt (the two solar projects’ zone) is frequently subjected to poor 
yields and food shortages, because of the single rainfall regime, climate variability and lack of 
facilities to undertake complementary farming activities in the dry season. Though richer than 
other poorer West African nations, poverty is still pervasive in the rural areas of Ghana, since 
rain-fed agriculture is the main occupation. Incidence of poverty is quite acute in the rural 
areas, accounting for 84% of Ghana’s poor – the northern belt ranks the highest in poverty.  
 
4. Wechiau and Bunkpurugu/Yunyoo’s PV solar household system (SHS) projects 

The two case studies were carried out through field survey in 2005 by the author as part of his 
PhD thesis’ fieldwork. The projects are the Government of Ghana/Spanish Government off-
grid solar PV rural electrification project in Wechiau in Wa West District (1998) and the 
UNDP/GEF/Ghana Government Renewable Energy Service Project (RESPRO) in 
Bunkpurugu/Yunyoo District in 1999. The goal of the Wechiau project was to assess the 
social, economic and technical performance of solar PV as an instrument for rural 
electrification in off-grid communities. The project comprised of a battery centre and 
PV/SHSs, with the implementing body being the Ministry of Energy (MOE). The financing 
mechanism used to supply the PV/SHSs to customers was the fee-for service. While 
customers paid a flat installation fee of ¢100,000 cedis (US$ 13.92), users of both the 50Wp 
and 100Wp modules paid ¢15,000 (US$2.09) and ¢25,000 (US$3.48) monthly tariffs 
respectively. The Wechiau project was managed by two formal indigenous groups after its 
implementation (i.e. operators of the battery charging centre and a solar committee) with 
different responsibilities. Operators of the battery charging centre were tasked with charging 
of batteries commercially, passing the fees charged onto the solar committee, and undertaking 
basic servicing of the installed PV/SHS. The solar committee on the other hand, was to collect 
the monthly tariff from the users on behalf of the MOE and deposit it at the bank. 
 
Implemented from 1999 to 2004, the main aim of RESPRO was to initiate the development of 
a commercial market for renewable-based electricity services in rural Ghana, with an initial 
emphasis on PV/SHS. An individual customer could apply for one of two PV/SHSs, 50Wp 
and 100Wp. Because the main market model was the fee-for-service, customers paid a 
¢250,000 (US$34.86) installation fee and ¢90,000 (US$12.55) six months advanced tariff for 
50Wp SHSs before installation was carried out. On the other hand, customers wanting 100Wp 
SHSs paid a ¢500,000 (US$69.72) installation fee and 150,000 (US$20.91) six months 
advanced tariff. Six months after installation, customers began paying monthly tariffs - 
¢15,000 (US$2.09) for a 50Wp system and ¢25,000 (US$3.48) for a 100Wp system. A default 
in paying the tariff for three months resulted in the removal of the system. RESPRO was 
implemented by a subsidiary unit of the MOE, which was formed through the secondment of 
some of its personnel. Personnel included a national co-ordinator in Accra, two engineers and 
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six field technicians, who were responsible for the installation and maintenance of the solar 
PV systems. 
 

5. Methodology 

Data for this paper were gathered using, documentary gathering of energy policy literature of 
Ghana; formal and informal interviews with three PV technicians who worked on the two 
PV/SHS projects, three officials at the Ghana’s energy ministry; the administering of 
households questionnaires to twenty PV/SHS users, twenty non-PV/SHS users and four 
cottage industrialists. Of particular importance were the incorporation of the Likert scale of 
measurement and a weighting system based on ranked choices, in the questionnaires. In the 
application of the Likert scale, respondents indicated the strength of agreement or 
disagreement on series of statements. In the case of the weighting system, a defined ranking 
scale (1, being the least, and 10, the maximum) was used, and respondents were asked to 
indicate their preferences/choices on a set of energy related issues having recourse to this 
scale. As a result, the total responses for a particular choice are multiplied by its position in a 
descending order, and the weights are then summed up to reveal the relativity in choices. The 
various themes addressed in the questionnaires were: the socio-economic features of PV/SHS 
adopters and non-adopters, sources of the various energy services in the rural areas, factors 
underpinning the adoption and non-adoption of PV/SHS, knowledge on energy policy, etc.  
Content analysis, Statistical Package for Social Scientists (SPSS) and Excel were the 
analytical tools. A limitation of this paper is the small sample size. However, this is catered 
for, as emphasis is on policy analysis and not statistical significance or econometric analysis.  
 

6. Results 

Results of the processed data are presented in the below figure and tables. Also, manifest in 
the results are the following associated features of the two PV/SHS projects: most of the rural 
dwellers did not adopt the PV/SHSs; withdrawal of qualified technicians after the projects’ 
implementation phases; malfunction of majority of the installed PV/SHSs; lack of 
maintenance services after the projects’ implementation phases. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Occupations of respondents (40) with and without PV/SHS at the two case study areas 
 
Table 1. Main uses of PV/SHS by beneficiaries (20) in the two case study areas 

Uses Frequency Percent 
Lighting 20 100 

Entertainment 15 75 
Business 4 20 
Cooking 0 0 

Education 7 35 
Agriculture 0 0 
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Table 2. Reasons for the non-adoption of PV/SHS by non-users (20) in the two case study areas 
Reasons Number Percent 

Expensive 20 100 
Prefers grid 12 60 
Inaccessible 10 50 

Lack of PV know-how 9 45 
Unreliable 8 40 

 
Table 3. Relative importance of various energy services to PV/SHS users and non-users 
 Lighting Agriculture 

(irrigation) 
Cooking Entertainment Cottage 

industry 

Ranking 
(1...5) 

PV 
users 

Non 
users 

PV 
users 

Non 
users 

PV 
users 

Non 
users 

PV 
users 

Non 
users 

PV 
users 

Non 
users 

Very 
important  

9 2 2 10 5 5 7 2 2 6 

Important 6 4 2 6 5 7 5 2 3 4 
Somewhat 
important 

 
3 

 
5 

 
3 

 
3 

 
4 

 
5 

 
5 

 
0 

 
4 

 
4 

Less 
important 

 
2 

 
5 

 
4 

 
1 

 
3 

 
1 

 
3 

 
6 

 
6 

 
4 

Least 
important 

 
0 

 
4 

 
9 

 
0 

 
3 

 
2 

 
0 

 
10 

 
5 

 
2 

Weighted 
score 

 
82 

 
55 

 
44 

 
84 

 
66 

 
72 

 
76 

 
40 

 
51 

 
68 

 

Succinct explanation to the survey results in the figure and tables above is advanced. Figure 1, 
reveals the lopsidedness of the occupational characteristics between PV/SHS adopters and 
non-adopters: agriculture forming the main occupation of majority of non-adopters of 
PV/SHS and vice versa; and government work (civil service), the main occupation of majority 
of PV/SHS adopters and vice versa. The most important services from PV/SHS according to 
beneficiaries are lighting and entertainment (Table 1), while uses for agriculture are non-
existent. Non-adopters of PV/SHS see cost, preference for grid and inaccessibility to PV/SHS 
as the main reasons for their non-adoption of PV/SHS (Table 2). Table 3, also depicts a very 
disparate rankings between users and non-users of PV/SHS. Lighting, followed by 
entertainment, dominate the weighted scores by PV/SHS users, with agriculture the least. 
Inversely, agriculture, followed by cooking and cottage industry are the highest weighted 
scores by non-adopters of PV/SHS, with entertainment the least.  
 
7. Discussion and conclusion 

Critical analysis of the survey results, the socio-economic attributes of the rural people in 
Ghana and the energy perspectives of the country in tandem, raise key interrelated issues: 
accessibility to, and affordability of modern energy services by rural people; and the 
congruity/incongruity of Ghana’s energy policy direction with the needs of the rural people.  
 
7.1 Accessibility and affordability   
Conjointly, accessibility and affordability are some of the key issues that emerged from the 
analysis of data for this paper. As indicated in the results section, a key feature of the case 
studies is that, most inhabitants in the PV/SHS projects’ communities did not adopt the 
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technology - a phenomenon that intertwines with accessibility and affordability etc. 
Accessibility dimension is particularly depicted in Table 2, whereby 10 out of the 20 non-
users of PV indicated inaccessibility as one of the reasons for their non-adoption of the 
technology. Six people out of the 10 that indicated inaccessibility were civil servants and 
business people, who could not adopt the solar PV/SHS before the projects ended. 
Notwithstanding the social group that pointed out inaccessibility as the hindrance, poor access 
to modern energy services is profound in rural Ghana as well as most rural societies in the 
developing world (Bawakyillenuo, 2009). With respect to the affordability trajectory, Table 2 
reveals that cost (expensiveness) is a key factor to the non-use of PV/SHS, while Figure 1 
depicts the occupation of majority of these non-users to be agriculture. The lack of 
affordability of PV/SHS by these non-users is highly correlated with the features of their 
occupation – rain-fed agriculture, which creates abject poverty among them (see section 3). 
Enhancing their affordability level can only be made possible by an increase in their incomes, 
hence, the need for concrete policies on productivity as well as financing. For example, it has 
been noted that 50 percent of rural households in the developing world will still be unable to 
afford solar PV even with the use of credit and fee-for-service financing models 
(Bawakyillenuo, 2007, citing Jacobson, 2004).   
 
7.2 Ghana’s energy policy direction vis-à-vis the needs of rural communities   
Analysis of the energy policy documents and survey results reveal the unidirectional nature of 
the energy policy of Ghana in general, as well as on ‘new’ renewables. Emphasis on these 
technologies, especially PV (the only renewable technology in application in Ghana), is 
electrification. The onset of PV utilisation was premised on the fact it was virtually 
impossible to electrify certain islands on the Volta Lake and remote areas via the grid 
(Abavana, 2004). The uni-focus nature of policy towards these ‘new’ renewables is buttressed 
by the main uses of PV/SHS by beneficiaries in the two study areas (Table 1). While lighting 
and entertainment services predominate the uses, direct application of motive power from PV 
for agricultural purposes are non-existent. This policy slant on ‘new’ renewables on the one 
hand, and the survey results in Table 3 on the other hand, bring out the incongruity between 
the policy and the energy needs of rural dwellers. The non-users of PV/SHS, who are 
predominantly peasant farmers, and riddled with poverty, place more value on energy services 
that will boost agriculture, cooking and cottage industry. Arguably, such energy services have 
the overall impact of increasing income levels. The choices by PV/SHS users (who are the 
middle class and the minority in the rural areas), however, contrast with those of the non-
users. The choices of PV/SHS users are not far-fetched because, their occupations can afford 
them certain amount of disposable incomes, which are enough to propel them up the rungs of 
the energy ladder (i.e. the desertion of the application of kerosene and dry cells to the 
utilisation of electricity from modern energy technologies). It is an established fact that, 
higher incomes enhance the ability to afford more energy (DFID, 2002). 
 
The flagship outcome of this paper is that, the focus of energy policy in Ghana, even with the 
incorporation of RETs is that of electrification (lighting) – a faltered policy strategy, because 
it does not address the composite and core energy services needs of poor rural communities. 
Electricity is not always the most appropriate form of energy services to the poor (DFID, 
2002). Irrespective of numerous solutions advanced by scholars and organisations for the 
expansive dissemination of RETs especially, PV in rural areas of developing countries, 
findings of this paper affirm that their slow adoption process and sustainability boil down to 
the disregard for appropriate policies measures.  Effective policy structures act as stimulants 
to PV/SHS dissemination (Bawakyillenuo, 2009).  
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As a result of the prevalence of poverty among rural societies in Ghana, and for that matter 
the developing world, energisation is the optimal policy trajectory for these areas.  Through 
this policy approach, energy services needs of various social and income groups are met via 
the conduction of needs assessment in a ‘bottom-up’’ approach, rather than a ‘top-down’ (a 
common element with electrification). Thus, two alternatives for parties interested in clean 
lighting services will be available – PV/SHS and solar lantern; the former, more costly than 
the latter. But, also available is PVP or hybrid of wind pump/PVP for productivity (irrigation 
agriculture, cottage enterprises, etc), to individuals and groups wanting to augment their 
production. These energy services that are geared towards productivity are the bedrock to 
extricating rural people from poverty. The reasoning is that, the application of such 
productive energy services can create a virtuous growth cycle among poor rural societies; and 
this cycle will in turn motivate them to crave for other energy services such as lighting, 
entertainment, education, etc. In other words, the application of energy services for 
production (irrigation and other cottage industries) can increase incomes, and the ripple effect 
of such an increase is the ability to afford other modern energy services.  
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Abstract: The purpose of this paper is to clarify the effects of a combination of electricity rates, the price of the 
electricity generated with a photovoltaic (PV) system, and a subsidy when a government aims at achieving a 
certain level of PV-system adoption. A microeconomic model based on classical demand theory is made. The 
case is mainly analyzed where the amount of PV-generated electricity is different from household to household 
while the amounts of electricity consumption and budget as well as utility functions are identical. Other cases are 
also mentioned. It is shown that a household prefers a higher PV-generated electricity price with a higher 
electricity rate to a higher subsidy if any one of the following conditions is satisfied with other things being 
equal: (1) it will have a relatively large amount of PV-generated electricity if it installs; (2) it has a relatively 
large amount of budget; or (3) it has a relatively small amount of electricity consumption. Furthermore, other 
things being equal, the difference in utility functions has no effect on the preference. This suggests, though the 
mixed effects of these conditions are not examined, that a combination optimal for a household does not always 
optimal for another. 
 
Keywords: Residential Photovoltaic System, Feed-in tariff, Subsidy 

1. Introduction 

There will be several measures to promote adoption of residential photovoltaic (PV) systems. 
One is that a government subsidizes a household to install the system. Another one is that the 
electricity generated by a PV system is purchased by an electric utility. Moreover, the retail 
rate of electricity will influence a household’s economic situation and affect the decision to 
install the system. Accordingly, three parameters, an electricity rate, a price at which the PV-
generated electricity is purchased by a utility, and a subsidy for installation, play a role in 
increasing the number of system-installed households. A government generally has control 
over these parameters. The purpose of this study is to obtain information available when a 
government sets them.  
 
Most of existing studies addressing relevant issues are empirical or simulation ones 
calculating the value of PV systems or a break-even point, a combination of the parameters 
that makes it pay a household to install the system. For example, Mills et al. (2008) examine 
empirically the impact of electricity rate design on the economic value of PV systems for 
commercial customers in California. Carley (2009) shows using a two-part probit model that 
interconnection standards and RPS policies significantly increase the likelihood that a 
customer will adopt distributed generation capacity in the U.S. Rigter et al. (2010) determine 
the cost of PV system and obtain the optimal feed-in tariff by net present value analysis with 
Chinese data. Black (2004) shows that PV system installation is financially feasible under 
government incentives, net metering, high electricity rates, and other conditions in terms of 
rate of return, increase in property value, and cash flow. 
 
These studies show the three parameters play an important role but do not deal with 
interrelations among them explicitly. This paper aims at filling this gap. I employ a different 
approach based on classical demand theory, in which consumers make decisions about 
purchases of goods by maximizing utility subject to budget constraints. Interestingly, to the 
best of my knowledge, the problem has not been investigated this way. I make a 
microeconomic model, examine efficient combinations of the parameters when a government 

 

2658



intends to make a given number of households install the system, and analyze the payoffs of 
the relevant parties such as system-installed households, no-system households, and an 
electric utility. 
 
I identify the locus of an electricity rate, a PV-generated electricity price, and a subsidy on 
which a government can make a given number of households install the system. The utility 
levels of a system-installed household and a no-system household are calculated and the 
utility maximization point for each household is identified. This will make some contribution 
to the discussion on how the electricity rate, the PV-generated electricity price, and the 
subsidy should be set from an equity point of view. 
 
2. Methodology 

A microeconomic model is set up. Since rational consumers will optimize decisions on 
purchasing PV systems based on their usual lifespan of 10-20 years, all quantities and 
monetary values employed in the model are set forth in terms of a fixed system lifespan. 
 
Consider N households with a market consisting of three goods: electricity, PV systems, and a 
composite of conventional goods. N is sufficiently large. The government has a target of 
installed systems in n of N households.  
 
Since the price elasticity of demand for electricity may be very low, we assume that if 
electricity rates change, household electricity consumption, x, will remain constant. Each 
installed PV system produces e units of electricity. It is assumed that ex > .  
 
All monetary value is normalized without loss of generality such that the price of the 
composite good is 1. The price of a PV system, which includes the prices of PV generation 
equipment and installation, is denoted by K and is constant.  
 
In the model, a single electric utility, a government-regulated monopoly, supplies electricity 
to all households. Electricity rates may therefore be understood to be set by the government. 
For analytical simplicity, we assume the electricity rate to be a single, variable rate. Let c 
represent the cost of generating a unit of electricity for the electric utility. Suppose the 
conventional electricity rate is set at c. 
 
Let y represent the budget of a household. The sum of the budgets of all households is 
denoted by Y. Funds for the subsidy are raised by taxation. It is assumed that a household 
must pay a tax according to its income, that is, the budget. Let S be a subsidy for a household 
with an installed system. Then the tax rate for each household should be YnS . 
 
Let the quantities of PV systems and composite goods purchased by a household be denoted 
by q1 and q2, respectively, with q1 taking one of two values, 0 (no PV system installed) or 1 
(PV system installed). Let the utility function be denoted by ),( 21 qqu . We exclude utility 
obtained from electricity consumption. A household can do without a PV system since it can 
purchase all the electricity it consumes from the electric utility. Hence, it is plausible that the 
installation of a PV system can be valued in terms of finite quantities of the composite good. 
Thus, we define a function )( 2qv  such that the utility level at point ( )2,0 q  is equal to that at 
point ( ))(,1 22 qvq −  on the r-p plane, i.e., ( ))(,1),0( 222 qvququ −= . In other words, function 

)( 2qv  indicates the opportunity cost of installing the system in terms of the quantity of the 
composite good. It is reasonable to assume that )( 2qv  should satisfy 22 )(0 qqv ≤≤ . )( 2qv  is 
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twice differentiable and that it holds that 1)(0 2 <′< qv  and 0)( 2 <′′ qv . This implies that the 
larger the budget of a household, the higher the value of a PV system to that household, but 
the smaller the incremental value. 
 
3. Results 

There are many variables to be considered, e, x and y as well as ),( 21 qqu  and )( 2qv . It is 
difficult to deal with them simultaneously, so we focus on e in subsection 3.1 and then 
mention how to deal with the other variables in subsection 3.2. 
 
3.1. Different amounts of PV-generated electricity 
Suppose that household i’s amount of PV-generated electricity is ei. It is assumed that ji ee >  

for all i and j such that ji < . It holds nn i eeN ∑>  since N is sufficiently large. It is assumed 
that for any household i, iceKcxyv −<− )(  and ierKxryv 00 )( −≥−  for some sufficiently large 
r0. The meaning of this assumption, as shall become clear, is that if the electricity rate and 
PV-generated electricity price are both c when 0=S , no household will install PV systems, 
and that if both are r0, all households will install systems. 
 
The budget of household i increases practically from ( ) rxyYnS −−1  to 
( ) ipeSrxyYnS ++−−1  if it installs a PV system. This is equivalent to the situation in which 
the budget remains at the same level ( ) rxyYnS −−1  while the price of PV systems decreases 
by ipeS + . Hence, the budget constraint of household i is ( ) ( ) rxyYnSqqpeSK i −−≤+−− 121 . 
 
Since households maximize utility subject to the budget constraint, household i installs the 
system if ( ) ipeSKrxyYnSv −−≥−− )1(  and does not if ( ) ipeSKrxyYnSv −−<−− )1( . 
Therefore, the necessary and sufficient condition for exactly n households to install the 
system is that the two inequalities ( ) npeSKrxyYnSv −−≥−− )1(  and 
( ) 1)1( +−−<−− npeSKrxyYnSv  hold simultaneously. It will be shown step by step that there 

exists a combination ( )Spr ,,  that satisfies the following equation: 
 

npeSKrxy
Y
nSv −−=








−






 −1 . (1) 

 
Eq. (1) guarantees that exactly n households install the system. 
 
3.1.1. Controls of price and rates 
We first analyze a special case, where 0=S . Let us make the arguable assumption that as the 
electricity rate rises, it becomes more favorable for a household to install a system and 
generate electricity itself, rather than purchase it if the PV-generated electricity is purchased 
at the electricity rate. In other words, it holds that ( )ireKrxyv −−− )(  is increasing in r, i.e., 

ierxyvx <−′ )( . 
 
Lemma 1. There exist r1 and p1 that uniquely satisfy Eqs. (2) and (3), respectively. 
 

nerKxryv 11 )( −=− , (2) 
 

nepKcxyv 1)( −=− . (3) 

 

2660



 
Proof. These are shown from the assumptions iceKcxyv −<− )( , ierxyvx <−′ )( , and 

ierKxryv 00 )( −≥− . 
 
Suppose the government chooses the lowest r for any p or the lowest p for any r to make 
exactly n households install systems.  
 
Lemma 2. The r and p set by the government must satisfy the following equation:  
 

npeKrxyv −=− )( . (4) 
 
Proof. The curve defined by Eq. (4) on the r-p plane connects points ( )1, pc  and ( )11, rr , and is 
strictly upward-sloping (Fig. 1). Hence, there exists a unique solution r for any p that satisfies 
Eq. (4), and vice versa. A point on the curve represents the lowest r for any p or the lowest p 
for any r that satisfies the two inequalities. 
 

p

r

S

c
0

r2 r1

c

p1

p2

r1

S1

θ−

 
Fig. 1.  The curves guaranteeing that exactly n households install the PV system in the r-p-S space. 
The dashed curve corresponds to the case where there is no subsidy. The solid curve corresponds to 
the case where a subsidy is introduced with the electric utility being compensated for the costs of 
purchasing PV-generated electricity. 
 
The utility levels of system-installed household i and a no-system household, and the profit of 
the electric utility, are as follows, respectively: 
 
( ))(,1 ipeKrxyu −−−  ( )ni ,,1= , (5) 

 
),0( rxyu − , (6) 

 
( ) ( )∑−−− n iecpNxcr . (7) 
 
The government may make its decisions in determining r and p that the electric utility should 
be compensated for the costs of purchasing PV-generated electricity. Namely, the profit of the 
utility (7) is set at zero: 
 
( ) ( ) 0=−−− ∑n iecpNxcr . (8) 
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This forms a straight line containing point ( )cc,  on the r-p plane. Solving simultaneous 
equations (4) and (8) for r and p we obtain the solution ( )22 , pr  shown in Fig. 1. 
 
3.1.2. Controls of subsidy for households 
Next we analyze another special case, where cpr == .  
 
Lemma 4. There exists a unique solution, S1, that satisfies Eq. (1) when cpr == . The 
government chooses S1. 
 
Proof. ( ) ( )nceSKcxyYnSv −−−−− )1(  is strictly increasing in S, and negative if 0=S  and 
positive if ( ) ( )nnyYxcrS −= 0 . Therefore, there exists a unique solution S1.  
 
3.1.3. Controls of price, rates, and subsidy 
Now we return to a general case. Suppose that the electric utility is compensated for the costs 
of purchasing PV-generated electricity, that is, Eq. (8) holds. 
 
Proposition 1. The curve defined by simultaneous Eqs. (1) and (8) is convex and connects 
points ( )0,, 22 pr  and ( )1,, Scc  in the r-p-S space (Fig. 1). The government chooses the r, p, and 
S on the curve. 
 
Proof. See Appendix 1. 
 
The utility levels of system-installed household i and a no-system household are as follows, 
respectively:  
 









−−−−






 − )(1,1 ipeSKrxy

Y
nSu   ( )ni ,,1= , (9) 

 









−






 − rxy

Y
nSu 1,0 . (10) 

 
The combination ( )Spr ,,  that maximizes the utility of each household is obtained by 
maximizing the quantity of q2 subject to simultaneous Eqs. (1) and (8). Let us investigate 
such a combination.  
 
Proposition 2. For system-installed household i, the optimal combination is ( )0,, 22 pr  if 

nee n ii ∑≥ . Specifically, the optimal combination is ( )0,, 22 pr  for household 1. On the other 
hand, for system-installed household n and no-system households, the optimal combination is 
( )1,, Scc .  
 
Proof. See Appendix 2. 
 
Proposition 2 implies that if a household will have a relatively large amount of PV-generated 
electricity with a PV system, it prefers ( )0,, 22 pr , while if it will have a relatively small 
amount of PV-generated electricity, it prefers ( )1,, Scc . 
 

 

2662



3.2. Modeling differences in budgets, electricity consumption, or utility functions 
First, suppose the amount of budget of household i is yi while x and e are constant. To take 
into account that as a budget increases, installing a PV system becomes easier, we assume that 

ji yy >  for all i and j such that ji < . We can then do an analysis similar to the case 

considered above and show if a household has a relatively large budget, it prefers ( )0,, 22 pr , 
while if it has a relatively small budget, it prefers ( )1,, Scc . 
 
Next, suppose the amount of electricity consumed in household i is xi, where exi > , while e 
and y are constant. As the amount of electricity consumption increases, the budget for 
purchasing a PV system and the composite good decreases, and therefore installing a system 
becomes more difficult; to take this into account, we assume that ji xx <  for all i and j such 

that ji < . Then a similar analysis can be done and it is shown if a household has a relatively 
small amount of electricity consumption, it prefers ( )0,, 22 pr , while if it has a relatively large 
amount of electricity consumption, it prefers ( )1,, Scc .  
 
Lastly, we consider the case in which utility functions are different from household to 
household. Suppose household i has a utility function ),( 21 qqui , while e, x, and y are constant. 
Assume ),(),( 2121 qquqqu ji >  for all i and j such that ji <  for any ( )21,qq  and define a function 

)( 2qvi  such that ( ))(,1),0( 222 qvququ iii −=  and )()( 22 qvqv ji > . The analysis in this case can 

also be done in the same way. In this case, it is shown that any combination ( )Spr ,,  
guaranteeing exactly n households install the PV system bring about the same level of utility 
to each household regardless of PV system installation. 
 
4. Conclusions 

In this paper, I have analyzed the relationship between an electricity rate, a PV-generated 
electricity price, and a subsidy to achieve a certain level of PV system installation, and 
examined the impact on the utility of households.  
 
I found that a household prefers a higher PV-generated electricity price with a higher 
electricity rate to a higher subsidy if any one of the following conditions is satisfied with other 
things being equal: (1) it will have a relatively large amount of PV-generated electricity if it 
installs a PV system; (2) it has a relatively large amount of budget; or (3) it has a relatively 
small amount of electricity consumption. Furthermore, other things being equal, the 
difference in utility functions of households has no effect on the preference. 
 
The results imply that welfare distribution varies depending on the parameter settings even if 
a fixed number of households install PV systems. This is because each household has its own 
amounts of PV-generated electricity, budget, and electricity consumption and utility function. 
Hence, it will be difficult to set parameters with which every household is satisfied. It then 
may be a policy option that a menu consisting of a combination of an electricity rate, a PV-
generated electricity price, and a subsidy for installation is offered to households. This may 
relieve unfairness to some extent. 
 
In the model, each effect of the amounts of PV-generated electricity, budget, and electricity 
consumption and utility functions was investigated separately but the mixed effect of them 
was not. Investigating the mixed effects is very important particularly when a government 
practically determines the value of each parameter. An analytical approach used in this paper 
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may be difficult to apply directly but the formulation can be used if, for example, a simulation 
method is used.  
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Appendix 1: Proof of Proposition 1 

The curve defined by simultaneous equations (1) and (8) connects ( )0,, 22 pr  and ( )1,, Scc  in the 
r-p-S space. First, we show the curve is strictly downward-sloping. Define θ  as the angle 
formed by the line (8) and the r-axis on the r-p plane (Fig. 1). Then it follows that 

Aen i∑=θcos  and ANx=θsin , where ( ) ( )22 NxeA n i += ∑ . We are allowed to show the 

proposition with respect to the curve obtained by rotating the original curve define by (1) and 
(8) around the S-axis by θ− . The obtained curve is on the r-S plane: 
 

( ) ( ) n
n i ecr

A
NxcSKx

A
ecrcy

Y
nSv 



 −+−−=












 −+−






 − ∑1 . (A1) 

 
The slope of the tangent is as follows: 
 

( )[ ]
( ) ( )SrvNn

AxeSrvNe
dr
dS n in

,1

,
′−

′−
−= ∑ , (A2) 

 
where ( ) ( )[ ]( )xAecrcyYnSvSrv n i∑−+−−′≡′ )1(, . 
 
This is strictly negative due to the assumption ∑> n in eNe , and thus the curve is strictly 
downward-sloping. Hence, there exists a unique solution r for S and vice versa that satisfies 
simultaneous equations (1) and (8). The government will choose a point on the curve since 
points on the curve represent the lowest r for S or the lowest S for r that satisfies the two 
inequalities.  
 
It can be verified that the second-order differential 22 drSd  is always positive since 

0)( 2 <′′ qv . Hence, the curve is convex in the r-p-S space. 
 
Appendix 2: Proof of Proposition 2 

We are allowed to prove Proposition 2 with respect to the rotated curve around the S-axis by 
θ− . First, I deal with system-installed household i. The quantity of q2 when 11 =q  is as 

follows: 
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( ) ( ) ( )cexKycr

A
xeNeS

N
n

i
n ii −−−+−

−
+






 − ∑1  ( )ni ,,1= . (A3) 

 
The points giving a fixed amount of q2 form a straight line on the r-S plane. The quantity of 
q2 is always increasing in r due to the assumption ∑> n in eNe  and in S, too. The slope of the 
line giving a fixed amount of q2 is obtained from (A3).  
 

( )
Nn

AxeNe
dr
dS n ii

−
−

−= ∑
1

  ( )ni ,,1= . (A4) 

 
This is strictly negative due to the assumption ∑> n in eNe . The difference of the absolute 
values of slopes (A4) and (A2), which is denoted by ),( SrFi , follows: 
 

( ) ( )
( ) ( )

( ) ( ) ( )
( ) ( ) ( )[ ]SrvNnNn

SrveneenNeNe
A
x

SrvNn
AxeSrvNe

Nn
AxeNeSrF

n iinn ii

n inn ii
i

,11

,

,1

),(

1
),(

′−−
′−−−−−

⋅=









′−

′−
−








−
−

≡

∑∑

∑∑

. (A5) 

 
The sign of ),( SrFi  is positive if nee n ii ∑≥ . Then, the optimal point is ( )0,, 22 pr  for 
household i since the utility is increasing both in r and S. For household n, the optimal point is 
( )1,, Scc  since ( ) 0, <SrFn . Note that if ji < , i.e., ji ee > , the absolute value of drdS  of 

household i is larger than that of household j from Eq. (4). 
 
The proof for a no-system household is done similarly. We obtain the quantity of q2 when 

01 =q  as a function of r and S: 
 

( ) cxyS
N
ncr

A
ex n i −+−−− ∑ . (A6) 

 
This is always decreasing both in r and S. The slope of the line giving a fixed amount of q2 
for a no-system household is obtained from (A6):  
 

Nn
Aex

dr
ds n i∑−= . (A7) 

 
This is negative. The difference of the absolute values of slopes (A7) and (A2), which is 
denoted by ),( SrG , is as follows: 
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( ) ( )
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nee

A
x

SrvNn
AxeSrvNe

Nn
AexsrG

nn i

n inn i

,1

,1

),(
),(

′−
−

⋅=









′−

′−
−








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This is always positive. Therefore, the optimal point is ( )1,, Scc  since the utility is decreasing 
both in r and S. 
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Abstract: The paper deals with the new course of the Feed-in Tariffs mechanism for photovoltaic systems that 
will start from January 1, 2011 in Italy with the actuation of the Government Decree DM 06/08/2010. After a 
short introduction on Feed-in Tariffs and Net-metering in Italy, the paper focuses the attention on an economical 
comparison between the incentives established by the Government Decree DM 19/02/07, ended on December 
31, 2010 and those introduced by the DM 06/08/2010. The economical comparison is based on three indexes: the 
Pay Back Period, the Net Present Value and the Internal Rate of Return, characterizing the investments done for 
the realization of the photovoltaic systems. In particular, simulations show how the new Decree significantly 
penalizes the architectural integration, that represents a strongly criticism of the new incentive policy. 
 
Keywords: Renewable Energy Resources, PV systems, Feed-in Tariffs, PBP, NPV, IRR 

Nomenclature

F FIT value ........................................ €/kWh 
ckWh,t  the electricity price at the tth year ... €/kWh 
u percentage of maintenance cost ............ % 
C0 initial investment cost ............................. € 
Cadd yearly insurance cost ............................. € 
i Weighted Average Cost of Capital 

(WACC) ................................................. % 

N lifetime of the investment .................. year 
NPV   Net Present Value ...................................€ 
IRR Internal Rate of Return ......................... % 
PBP   Pay Back Period ................................ year 
Et Energy produced at the tth year  ........ kWh

 
1. Introduction 

In 2001 [ 1], the EU has officially recognized the need of promoting Renewable Energy 
Sources (RES) as a priority measure since their exploitation contributes to environmental 
protection and sustainable development and makes it possible to meet Kyoto [2] targets more 
quickly. The latest evidence of the diligence of the European countries in promoting the use 
of RES is the European Council Directive 2009/28/EC [3], targeting an objective of 20% as 
contribution of the RES on the total European energetic consumption in 2020. Such a bond 
represents, without doubts, a challenging goal, that will be able to be reached only with an 
effective RES incentive policy and with a concrete effort towards the improvement of the 
energetic efficiency of these sources. 
 
Photovoltaic (PV) had a higher grow rate in the last decade with respect to the other RES-
based systems. The data reported by Nomisma Energia [4] show how, among all the RES-
based technologies, PV expected to contribute a major share of renewable energies in the 
coming decades. 
 
PV technology is still very expensive and its development is strongly connected to incentive 
policies promoted by national governments and encouraged by the EU, which is striving to 
ensure the PV industry remains competitive on the worldwide market.  
 
The most common incentive mechanism in Europe, adopted by 15 countries, is represented by 
Feed-in Tariffs (FITs) [5]. It involves the obligation on the part of an electric utility to 
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purchase electricity generated by renewable energy producers in its service area paying a 
tariff determined by Public Authorities and guaranteed for a specific time period. 
 
In Italy FITs mechanism has been introduced in 2005 with a Government Decree [6] and has 
been changed during the years through another Government Decree in 2007 [7] and arriving 
today, with the Decree of the Ministry of the Economical Development 06/08/2010 [8], at its 
third version. 
 
The purpose of this work is to highlight the novelties of the last Decree, and the differences 
with the previous one and to examine the effects of this new course on the diffusion of 
photovoltaic in Italy. 
 
2. Feed-in Tariffs in Italy 

FITs mechanism obligates an utility to purchase electricity generated by PV systems in its 
service area, paying a tariff determined by the public authorities and guaranteed for a specific 
time period. The value of a FIT represents the full price received by an independent producer 
for any kWh of electric energy produced by a PV system. 
 
Different tariffs are defined for different countries, depending on r esource conditions and 
socio-political situation. In Italy, since 2005 va rious Government Decrees have defined a 
support system that allows the producers to have recourse contemporary to FIT and Net-
metering for PV installations with rated power not over 200 kWp [6,7,8]. 
 
Net-metering is a support strategy that allows the customers to offset their electricity 
consumption with small-scale RES over an entire billing period using it at a different time 
than it is produced, without considering when the power is consumed or generated and storing 
their energy in the Utility’s grid. With Net-metering the energy produced and injected in the 
grid has the same economical value of the energy sold by the Utility to the customers.   
 
Over 200 kWp, the customer could choose if selling the whole electric energy produced by 
the PV system to the local Utility or if using part of this energy for its own consumptions. 
 
In this case the support system is composed by two terms: 

• a FIT for the whole electricity produced by the PV system;  
• a value for the electricity produced by the PV system which can be used for the own 

consumption (with a saving in the electricity cost) or partially or totally sold to the 
local Utility at a price established by the Italian Authority for Electric Energy and Gas.  

 
Therefore, while in the other countries the FIT is paid only for the energy effectively sold to 
the Utility, in Italy, for 20 years, the producer receives a FIT for the whole produced electric 
energy and a payment for the part of electric energy sold to the Utility.  
 
A new Decree of the Ministry for Economical Development in 2007 (DM 19/03/2007) 
simplified the procedure to obtain the incentive and changed the FITs values distinguishing 
among Field installed or not integrated in building, Partially Integrated in Building and 
Building Integrated PV Systems [7].  
 
Today, thanks to the success and to the experience done with the DM 19/03/2007, the Italian 
Government has emitted the DM 06/08/2010, that replaces the previous one, introducing new 
rules and new tariffs for PV systems in Italy starting from January 1, 2011 [8]. 
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The main differences introduced by the new Decree deal with the classification of the PV 
systems and the values of the related FITs. The new classification is the following: 
− in buildings PV systems; 
− building integrated PV systems with innovative characteristics; 
− concentration PV systems (CPV); 
− PV systems with technological innovation; 
− other PV systems. 
 
The characteristics of the PV systems with technological innovation and the related FITs will 
be established with a further Decree. 
 
Tables 1 and 2 report the FITs values, respectively, for building integrated PV systems with 
innovative characteristics and for CPV (categories not contemplated by the previous Decree). 

 
Table 1. FITs in DM 06/08/2010 for PV systems integrated with innovative features. 

Rated power range (kW) FIT (€/kWh) 
1 ≤ P ≤ 20 0.440 

20 < P ≤ 200 0.400 
20 < P ≤ 5000 0.370 

 
Table 2. FITs in DM 06/08/2010 for PV concentration systems. 

Rated power range (kW) FIT (€/kWh) 
1 ≤ P ≤ 200 0.370 

200 < P ≤ 1000 0.320 
1000 < P ≤ 5000 0.280 

 
Table 3 reports the values of the FITs stated by the 2007 and by the 2010 Decrees in the 
period may-august 2011. 
 

Table 3. FITs in DM 19/02/07 and DM 06/08/10. 

Rated power 
range (kW) 

 

DM 19/03/2007 DM 06/08/2010 
Not 

integrated 
(€/kWh) 

Partially 
Integrated 
(€/kWh) 

Totally 
Integrated 
(€/kWh) 

PV in 
buildings 
(€/kWh) 

Other PVs 
(€/kWh) 

1 ≤ P ≤ 3 0.384 0.422 0.470 0.391 0.347 
3 < P ≤ 20 0.364 0.404 0.442 0.360 0.322 

20 < P ≤ 200 0.346 0.384 0.422 0.341 0.309 
200 < P ≤ 1000 0.346 0.384 0.422 0.335 0.303 
1000 < P ≤ 5000 0.346 0.384 0.422 0.327 0.289 

P > 5000 0.346 0.384 0.422 0.311 0.275 
 
PV systems are considered in the category “PV systems in buildings” if they are installed 
according with particular modalities proposed by the DM 06/08/10; if the PV systems do not 
fulfill these modalities, they must be included in the category “Other PV systems”. 
 
With reference to the previous classification, inside the category “PV in buildings” are, 
therefore, included some totally integrated PV systems and almost the totality of the partially 
integrated PV systems; in the category “other PVs” are included field PV systems, not 
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integrated PV systems and some of the partially integrated PV systems. 
 
Only with reference to the PV systems typologies of the previous classification and belonging 
to the new ones, in Table 4 the FITs percentage variation between the old and the new decree 
are reported. 

Table 4. FITs percentage variations. 
Rated power 

range  
(kW) 

Not integrated 
(other PVs) 

(%) 

Partially 
Integrated 

(other PVs) 
(%) 

Partially 
Integrated  

(PV in buildings)  
(%) 

Totally Integrated 
(PV in buildings) 

(%) 

1 ≤ P ≤ 3 - 9.64 - 17.77 - 7.35 - 16.81 
3 < P ≤ 20 - 11.54 - 20.30 - 10.89 - 18.55 

20 < P ≤ 200 - 10.69 - 19.53 - 11.20 - 19.19 
200 < P ≤ 1000 - 12.43 - 21.09 - 12.76 - 20.62 
1000 < P ≤ 5000 - 16.47 - 24.74 - 14.84 - 22.51 

P > 5000 - 20.52 - 28.39 - 19.01 - 26.30 
 
The analysis of the percentage variations puts into evidence that the new FITs mainly penalize 
totally integrated PV systems with respect to the not integrated ones. 
 
3. Methodology 

In the following the previous Decree and the new one are compared, simulating different 
characteristics of the sample PV systems, in order to explore the possible situations in which 
the two Decrees give place to different values of the economical indexes. 
 
The economical analysis is performed by calculating, the cash flow, the PBP, the NPV and 
the IRR of the investment done for realizing the PV systems. 
 
The cash flows depend on several factors such as the equivalent hours produced, the FITs 
value, the gain for the avoided bill cost, the maintenance and management costs, etc. 
 
All these factors can be translated into cash flows Ct

* by means of the following equation 
obtained by adding algebraically all the costs Ci and all the profits Pi related to the generic ith 
year: 
 
 

*
, , , 0= − = ⋅ + ⋅ − ⋅ −∑ ∑t i t i t t kWh t t add

i i
C P C F E c E u C C

 (1) 
 
In order to carry out a realistic analysis, the cash flows are annualized using the classical 
expression according to [9]: 
 

*

(1 )
=

+
t

t t
CC

i  (2) 
 
Equation (2) allows to obtain the equivalent present value of the cash flow of the tth year, 
knowing its nominal value1.  
                                                           

1  For example, in the case of i=5%, a cash flow Ct*=1000€ produced at the 10th year is equivalent to 614€ at year 0.   

 

2669



 
The NPV and the IRR indices are defined by the following expressions [9]: 

 
*

0
1 (1 )=

= −
+

∑
N

t
t

t

CNPV C
i       ;        

0
1

0
(1 )

N
t

t
t

CC
IRR=

− =
+

∑
 (3) 

 
4. Results 

General data: 
Yearly reduction of the photovoltaic production: 1%; Electricity price at year 0: 0.15 €/kWh; 
Coefficient evaluating the maintenance and management cost: 1%; WACC: 3% 
 
First case: 10 kW PV system 
Classification according to DM 19/02/07: Not integrated – FIT Value: 0.364 €/kWh 
Classification according to DM 06/08/10: Other PVs – FIT Value: 0.322 €/kWh 
Initial investment cost: 45000 € - Yearly production at year 0: 14730 kWh 
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DM 19/02/07 FIT 
PBP: 6.5 years 
IRR: 10.2% 
NPV: 45664 € 
 
 
DM 06/08/10 FIT 
PBP: 7.5 years 
IRR: 6.7% 
NPV: 36492 € 
 

Fig. 1.  Cumulative cash flow – Case 1: 10 kW Not integrated-Other PV system. 
 
Second case: 10 kW PV system 
Classification according to DM 19/02/07: Partially integrated – FIT Value: 0.404 €/kWh 
Classification according to DM 06/08/10: PV in buildings – FIT Value: 0.360 €/kWh 
Initial investment cost: 45000 € - Yearly production at year 0: 14730 kWh 
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DM 19/02/07 FIT 
PBP: 6 years 
IRR: 11.2% 
NPV: 48597 € 
 
 
DM 06/08/10 FIT 
PBP: 7 years 
IRR: 8.9% 
NPV: 42102 € 
 

Fig. 2.  Cumulative cash flow – Case 2: 10 kW Partially integrated-In buildings PV system. 
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Third case: 10 kW PV system 
Classification according to DM 19/02/07: Totally integrated – FIT Value: 0.442 €/kWh 
Classification according to DM 06/08/10: PV in buildings – FIT Value: 0.360 €/kWh 
Initial investment cost: 45000 € - Yearly production at year 0: 14730 kWh 
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DM 19/02/07 FIT 
PBP: 5,8 years 
IRR: 13.1% 
NPV: 54206 € 
 
 
DM 06/08/10 FIT 
PBP: 6,9 years 
IRR: 8.9% 
NPV: 42102 € 
 

Fig. 3.  Cumulative cash flow – Case 2: 10 kW Totally integrated-In buildings PV system. 
 
Fourth case: 250 kW PV system 
Classification according to DM 19/02/07: Not integrated – FIT Value: 0.346 €/kWh 
Classification according to DM 06/08/10: Other PVs – FIT Value: 0.303 €/kWh 
Initial investment cost: 1000000 € - Yearly production at year 0: 268250 kWh 
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DM 19/02/07 FIT 
PBP: 6 years 
IRR: 13% 
NPV: 1270172 € 
 
 
DM 06/08/10 FIT 
PBP: 6.5 years 
IRR: 10.7% 
NPV: 1101484 € 
 

Fig. 4.  Cumulative cash flow – Case 1: 250 kW Not integrated-Other PV system. 
 
Fifth case: 250 kW PV system 
Classification according to DM 19/02/07: Partially integrated – FIT Value: 0.384 €/kWh 
Classification according to DM 06/08/10: PV in buildings – FIT Value: 0.335 €/kWh 
Initial investment cost: 1000000 € - Yearly production at year 0: 268250 kWh 
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DM 19/02/07 FIT 
PBP: 5.5 years 
IRR: 14.9% 
NPV: 1400409 € 
 
 
DM 06/08/10 FIT 
PBP: 6 years 
IRR: 12.4% 
NPV: 1219177 € 
 

Fig. 5.  Cumulative cash flow – Case 2: 250 kW Partially integrated-In buildings PV system. 
 
Sixth case: 250 kW PV system 
Classification according to DM 19/02/07: Totally integrated – FIT Value: 0.422 €/kWh 
Classification according to DM 06/08/10: PV in buildings – FIT Value: 0.335 €/kWh 
Initial investment cost: 1000000 € - Yearly production at year 0: 268250 kWh 
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DM 19/02/07 FIT 
PBP: 5 years 
IRR: 16.8% 
NPV: 1540645 € 
 
 
DM 06/08/10 FIT 
PBP: 6 years 
IRR: 12.4% 
NPV: 1219177 € 
 

Fig. 6.  Cumulative cash flow – Case 2: 250 kW Totally integrated-In buildings PV system. 
 
5. Discussion and Conclusions 

Simulations show that in the transition from the DM 19/02/07 to the DM 06/08/10: 
• PBP increases and IRR and the NPV indexes decreases of about one year in all cases; 
• The most significant variations are in the case of Totally integrated PV systems that, 

with the new Decree, are considered PV systems in building as the major part of 
Partially integrated PV Systems; 

• The differences between economical indexes evaluated are higher for PV systems with 
lower rated power. 

 
This last consideration, together with the fact that the new FITs have been decreased mainly 
for totally integrated PV systems, puts into evidence that the new Decree significantly 
penalizes the architectural PV integration. 
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This items represents a strongly criticism of the new incentive policy, because it seems to not 
adequately promote the reduction of the visual impact of PV systems with traditional 
components.  

 
Really, the new Decree also considers, as above mentioned, PV systems with innovative 
components for total building integration, for which higher FITs values are established; in the 
present work these PV typologies have not been analyzed due to the fact that precise 
indications for their characterization are still lacking. A possibility of improvement, leading to 
higher incentives for building integrated PV system, can come from  the definition of these 
characteristics, operated so as to include the higher number of situations of architectural 
integration accepted by the DM 19/02/07. 
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Abstract: Nearly 100 percent of electricity used in Norway stems from hydropower, but no further large-scale 
production is politically viable. There is however increased interest in hydropower as both a supplement to the 
national energy supply and as provider of balance within the European energy system. Interest focuses on: (1) 
increased pumping and storage; (2) upgrading of existing hydropower installations; and (3) small-scale hydro 
production. Such measures are also considered as climate-change mitigation. As a fourth developmental path 
there are also alternative processes aiming at reinforcing environmental concerns in existing hydropower, not 
least by revising granted licenses. These processes coincide with a reinforced focus on biodiversity. This dual 
environmental challenge is also enhanced by Norway’s follow-up of the EU Directive on renewable energy 
(RES) and the EU Water Framework Directive (WFD). In this context, we here assess current political and 
regulatory practice in Norway, focusing on the status of environmental concerns, and the challenges Norwegian 
hydropower policy faces by the implementation of the EU Directives. The policy challenge is manifest as ‘trade-
offs’ among hydropower priorities at both the strategic and project-specific levels; and is further enhanced by 
lack of clarity as to the ultimate impact of the relevant EU Directives. 
  
Keywords:  EU, Renewable Energy Directive, Water Framework Directive, Norwegian hydropower, policy, 
governance, Environmental Policy Integration (EPI), trade-off 

1. Introduction  

Nearly 100 % of electricity consumption in Norway stems from hydropower. Since 2001 it 
has been politically stated that the ‘era of new large-scale hydropower constructions is over’ 
[1]. At the same time, there is an increased interest for hydropower as a way of meeting 
national climate change commitments and to sustain the national power balance. Furthermore, 
there is an increased interest for extending the export potential of hydropower ‘balance’ to 
Europe, given the increased intermittent renewable (wind) power production in the EU. In 
parallel, there is growing concern over the environmental status of Norwegian water courses. 
Norway is committed by the former and current EU Directives on renewable electricity and 
energy (RES) (adopted in 2001 and 2008, respectively), as well as the EU Water Framework 
Directive (WFD; adopted in 2000) [2] [3]. 1 The directives clearly involve ‘trade-offs’ among 
competing concerns for security of energy supply; climate change; biodiversity; and improved 
water quality.  
 
In this light, there are in principle three major options for further development of hydropower 
in Norway: (1) extend the potential for pumping and storage to increase capacity for 
balancing; (2) refurbish and/or upgrade existing power production; and (3) promote small-
scale hydropower. The third option can also be related to the first, since upgrading can entail 
increased storage capacity. Furthermore, with respect to environmental concerns for the water 
courses, there is a fourth ‘path’ which implies a stronger regard for environmental concerns in 

                                                            
1 While not assuming the full responsibilities of EU membership Norway participates fully in the EU internal 
market, as well as being involved in related EU policy areas. This is since 1994 regulated through the Agreement 
on the European Economic Area (EEA). 
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the formal processes for revising licenses for existing facilities – with possible modifications 
and reductions in the production volume. 
 
Referring to these four developmental paths, the present paper begins by assessing current 
political and regulatory practice for hydropower in Norway, focusing on the status of 
environmental concerns, and the emerging challenge of trade-offs between climate-change 
and biodiversity. The paper then goes on to discuss the challenges met by the implementation 
of the EU WFD and RES Directives. The empirical data are based on an ongoing research 
project on the political and regulatory framework for hydropower, and the related follow-up at 
the project level. This includes insights from four recent case studies [4] [5] [6].2  
 
As a conceptual approach to the analysis, we employ the notion of Environmental Policy 
Integration (EPI), which is an increasingly valuable tool for dealing with the potential 
synergies and trade-offs related to the goal of sustainable development. As indicated, any 
further development of hydropower in Norway involves competing economic, social and 
environmental concerns. Article 11 of the ‘Principles’ of the treaty of the European Union 
states that: ‘Environmental protection requirements must be integrated into the definition 
and implementation of the Union’s policies and activities, in particular with a view to 
promoting sustainable development’[7]. Our analysis is guided by the meaning of this 
stricture within the context of the academic discourse on EPI [8].  
 
In the following section, we present the analytical and methodological approach. Section 3 
presents the main features of the current Norwegian political and regulatory framework, as 
well as the challenges raised by the EU RES and WFD Directives. In section 4 we discuss 
how these challenges have been met – and can be assumed to be met in near future, given the 
established national framework. And in section 5 we provide our conclusions.  
 
2. Analytical framework  

The challenge of integrating environmental concerns into economic and social policies is a 
key focus of the EPI approach. De-coupling economic drivers from environmental 
degradation is particularly crucial to achieve ‘sustainable development’ [9]. According to a 
principal interpretation of EPI, environmental concerns should be accorded ‘principled 
priority’ in order to reduce the degradation of the life-sustaining capacities of affected 
ecosystems [8] [9]. In the present context, EPI provides a basis for analysing trade-offs 
between environmental and other concerns relevant for hydropower, from policy strategies 
down to specific projects. Several mechanisms for applying EPI principles have been 
explored and analysed in Europe during the last twenty years [10] [11].  
 
Applying EPI principles to the further development of hydropower in Norway, we begin by 
identifying the trade-off processes- and arenas where different actors pursue different 
interests and concerns.  A trade-off process in this context is understood as the decision-
making procedures in place for resolving conflicts of interest in specific hydropower arenas at 
both the strategic and project-specific levels.  
 
                                                            
2 The research project Governance for Renewable Electricity Production (GOVREP; 2009-12) focuses on 
policies and regulations for renewable electricity in Norway and Sweden. The project is part of the Norwegian 
Centre for Environmental Design of Renewable Energy (CEDREN), and is co-funded by the Norwegian 
Research Council, Statkraft and Agder Energy Production. 
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Such conflicts generally arise when hydro power production is assessed vis-à-vis measures to 
improve the environment, particularly since strong environmental measures often imply 
changes in the discharge of water, often affecting established energy production. The 
challenge of integrating environmental concerns also depends on the perspective employed. 
Are the concerns addressed at the European, national or local level of analysis? The 
underlying assumption here is that a European perspective will imply a stronger priority of 
climate-change mitigation over more local environmental concerns, including biodiversity. 
However, biodiversity is also a global challenge and entails international commitments.  
 
It is in this light that we aim to identify and assess factors that condition the prioritization and 
application of environmental concerns. Context-specific studies of this kind are also decisive 
in order to supplement the traditional techno-economic approach of understanding the phase-
in of new energy production [12].  
 
3. The political-regulatory framework for integrating environmental concerns in 

Norwegian hydropower production 

Given its dominant role, hydropower is a crucial part of the general energy policy strategy in 
Norway. The public management of water courses began as early as 1887 with legislation 
which is still valid, though frequently revised and amended. The first Protection Plan for 
Watercourses was adopted in 1973, followed by three additional plans plus a supplement 
(1980, 1986, 1993 and 2005). In 1981 the Parliament adopted a Master Plan for Water 
Resources which ranks watercourses according to economic and environmental dimensions as 
well as the degree of expected political controversy. The Plan has since become the central 
reference for hydropower development.  
 
Licenses for hydropower production are granted on the basis of both a general Energy Act 
(covering all forms of energy production and distribution) and more specific legislation on 
water regulations and water resources (two legal acts)[6]. In addition, there are several laws 
pertaining to the protection of water course environment directly relevant for hydropower.3 
Although these laws do not imply unalterable environmental requirements, they do provide 
important factors that must be considered in relation to licensing, and changes in licenses. 
 
The four developmental paths for hydropower in Norway (as stipulated above), must, 
therefore, be based on the general strategic framework put forth in the Master Plan and 
protection plans, as well as more specific legislative requirements. With respect to pumping 
and storage, however, a more substantial exploitation of this potential in a European 
perspective is still not accounted for in any existing plan. The existing legislative framework 
applies, though questions can be raised as to whether this is sufficient given new challenges as 
to the need for stronger coordination between different licenses within the same watercourse 
system, most particularly with regard to affected environmental concerns.  
 
The refurbishment and upgrading (R/U) of existing installations has been encouraged by 
political signals, being perceived as environmentally sound as it contributes to increased 
hydropower with lower environmental impacts than traditional hydropower production since 

                                                            
3 Although the environmental focus in the water legislation traditionally is related to the local environmental 
context, there is an increasing focus on biodiversity following from international commitments. In particular, a 
Biodiversity Law was adopted in 2009, and there is also a specific protection regime for the salmon: The Law on 
Salmons and freshwater fish, together with regulations for protected salmon rivers and fjords. This also 
constitutes the Norwegian follow-up of international commitments for the preservation of salmons. 
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new physical interventions are not required. No overall target for R/U (or for any other aspect 
of hydropower generation for that matter) has been set at the national level. Licenses for R/U 
are granted within the legislative framework referred to above.  
 
Small-scale hydropower (up to 10 MW installed capacity) has also been increasingly 
encouraged by both national and regional authorities, not least as a way of providing new 
economic activity and income for rural areas. Although guidelines for the planning and 
impact assessment of small-scale hydro projects at the county level were adopted in 2006, 
there is no overall national plan. Licenses for small-scale hydro projects are granted directly 
from the NVE, without additional approval from the MoPE. Another important development 
in the regulatory framework is a parliamentary decision from 2005 which allows the 
construction of small-scale projects below 1 MW to be constructed within protected water 
courses. 
 
Efforts to improve the environmental standard of existing hydropower projects in regulated 
water courses constitute an important means for improving the water course environment in 
Norway.4 Processes where trade-offs are being practiced include: (1) The revision of licenses 
– where the main objective is to rectify earlier regulatory initiatives which mainly emphasized 
the provision of electricity as a welfare benefit with little concern for environmental impacts. 
(2) The revision of regulations affecting water discharge. This includes licenses containing 
specific conditions and requirements, such as the protection of salmon. In such cases the 
particular condition stipulated has more leverage than other concerns, but is still weighted in 
relation to the consequences of restricting the hydropower production. (3) Finally, with direct 
relevance for newer licenses (after 1973), it is also possible to reinforce environmental 
measures applying more general standards, as long as the net energy output is not reduced. 
 
In all of these processes the Norwegian licensing authority (the NVE), is authorized to 
coordinate related assessments and trade-off processes. The actual importance of the affected 
concerns will, however, vary from case to case as a consequence of the character of the 
process itself, as well as the case-specific context. Important aspects of these processes also 
involve actors at the regional and local levels. The management of hydropower is, however, 
characterised by sectoral fragmentation, as reflected by the different laws and plans 
mentioned above. The NVE, together with the Ministry of Petroleum and Energy (MoPE), 
manage and administer the laws concerning hydropower resources and the related licensing 
procedures. The Protection Plans, the Master Plan and the laws concerning nature protection 
and land use planning are, on the other hand, managed by the Ministry of the Environment 
(MoE) and the Directorate for Nature Conservation (DN).  
 
Furthermore, in a number of cases related to hydropower development, particularly large-
scale hydropower plants, the NVE provides only recommendations, whereas the MoPE makes 
the final decision, which in some cases must also be approved by the Parliament. In the course 
of these processes, divergences between the ‘MoPE’- and ‘MoE-segments’ often materialise, 
based on their different mandates.  
                                                            
4 The four case studies conducted as part of the GOVREP project, focus on different processes of changing the 
conditions in already granted licenses; the opportunities for integration of environmental concerns, and the trade-
offs being made at different levels of governance[4] [5]: (1) Iveland: Upgrading of an existing hydropower plant; 
(2) Laudal: Revision of regulation of water currents concerning a special condition requiring protection of the 
salmon stock; (3) Suldalslågen: Revision of regulation of water currents in order to balance the hydro power 
production and the protection of the salmon stock in a more optimal manner, and (4) Aura: General revision of 
conditions in a granted license.  
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3.1. Follow-up of the EU Directives 

It is within this general ‘policy landscape’ that new international commitments – on both 
climate-change and biodiversity – must be adapted and reconciled. The EU Directive on the 
promotion of renewable energy (RES), adopted in 2008, sets national, binding targets 
covering electricity, heating/cooling as well as biofuels, and is part of the EU’s climate policy 
strategy [2]. The EU RES Directive is, however, still not (as of December 2010) formally 
adopted by Norway. Due to the extent of Norway’s renewable energy resources (both 
hydropower and wind power), one expects that the EU will require an ambitious national 
target for Norway (through the EEA Agreement) [13]. Related to this process, Norway is 
currently negotiating with Sweden in order to establish a common scheme for tradable 
certificates for renewable electricity, and a protocol stipulating the principles of the system 
was signed by the two countries in December 2010. These efforts build on similar, but failed, 
negotiations in 2006 [14].  
 
A major objective of the EU Water Framework Directive (WFD) is to identify water courses 
where constructions or operations have affected the ecological status [2]. In such cases, one 
speaks of ‘highly modified water courses’; for which the objective is to achieve ‘good 
ecological potential’ (as distinguished from a ‘good ecological status’ for ‘purer’ water 
courses) [2]. In principle, all water courses affected by larger hydropower activities are 
considered to be highly modified. The WFD was adopted in 2000, but the inclusion in the 
EEA Agreement was delayed and Norway did not start implementation before 2006. By 
focusing on 29 pilot areas Norwegian authorities aimed at coordinating their initial follow-up 
with the common EU implementation. The EU WFD Directive has stimulated a debate on the 
future usage of water resources, and the implementation of the Directive has evoked conflicts 
of interest between energy production and nature conservation in Norway. 
 
The ‘complete’ Norwegian follow-up is to be coordinated with the second phase of the EU 
implementation plan, that is 2010-15. This will provide a more complete picture of the effect 
of the WFD in Norway. The River Basin Management Plans and Programmes of measures (as 
stipulated by the Directive) related to the first phase were approved by the Government in 
June 2010 [15]. An important part of the Norwegian follow-up is the general principle that 
concrete measures must be based on sectoral legislation. In general, this means that the NVE 
continues to coordinate the license processes for hydropower as before, only now being 
‘informed’ of the regional water management plans. The environmental goals of the plans are, 
therefore, only to be considered along with other existing laws regulating water courses.  
 
4. What is the role of environmental concerns? 

As indicated in section 3, Norway’s hydropower policy has traditionally been based on a 
strategic framework which can be characterised as a ‘trade-off arena’ at the national level. In 
recent years, the Master Plan’s ranking of potential projects based on specific criteria can also 
be associated with Norway’s ambitions on sustainable development (SD). The issue of trade-
offs among the three dimensions of SD – economic, social and environmental – is thus 
increasingly difficult to resolve at both the political-strategic level and in relation to 
individual projects. Given a general lack of specificity in the Master Plan for hydropower, 
however, the actual assessments of trade-offs are primarily taking place at the local-regional 
project level. This has been confirmed by the four case studies of the GOVREP project [4] 
[5].  
 
Another important finding from these case studies is that environmental concerns must be 
viewed as compatible with economic interests if they are to be accommodated at all [4] [5]. In 
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particular, in relation to revision of regulation of water discharges (Suldalslågen, Laudal) 
economic interests related to the salmon stock (fishing, tourism) entailed protection measures, 
including restrictions of the hydropower power production [4] [5]. At the same time, in other 
cases, the focus on economic interests has led to the priority of increased hydropower 
production, whereas biodiversity-related environmental concerns have been offered only 
limited attention [4] [5]. Hence, although environmental concerns constitute the point of 
departure for many revisions of existing licenses and installations, pro-environment trade-
off’s are not stipulated in advance.  
 
Economic concerns also seem to be decisive for small-scale hydropower: The main driver 
here is clearly a general concern for sustained economic development in rural areas [6]. 
Small-scale hydropower is, however, mentioned as a relevant factor in Norway’s most recent 
climate-change policy strategy [16]. Small-scale hydro is also promoted as environmentally 
benign because no reservoirs are needed, in contrast to large-scale hydro projects. Small-scale 
initiatives do not, therefore, represent an option for an increased RES balancing of the 
European energy market. Further, small-scale installations have a number of potentially 
negative impacts on water course environments, not least due to the high and increasing 
number of installations. Again, we see no evidence in our studies of overall trade-offs among 
these partly contradictory objectives [6].  
 
The potential effects and impacts of increased pumping and storage in relation to European 
energy production has not yet been assessed, nor included in the climate-change policy 
strategy. Norwegian politicians increasingly refer to this option, however, as a climate-policy 
measure. Pumping and storage is also seen as an alternative way of fulfilling Norway’s 
impending target under the EU RES Directive. Thus far, however, no public figures have 
been supplied as to the potential of these and other ‘new RES’ sources for Norway’s 
obligations under the EU Directive.  
 
R/U initiatives have, however, been framed as a climate-change mitigation option, although 
not specifically in relation to the overall national climate-change policy strategy. In an R/U 
project studied within GOVREP (Iveland) the ‘climate-argument’ was employed to justify the 
upgrading of the installation [4]. This reflects a perception of R/U cases as contributing to an 
overall reduction of greenhouse gas emissions by hydropower supply. Once again, however, 
no overall target for R/U has yet been stipulated.  
 
The most relevant SD trade-off processes are thus conducted at a project level within the 
framework of an outdated Master Plan. More recent national policy targets for climate 
change, biodiversity and improved water management have thus far not been substantially 
affected by the national-strategic trade-off decisions. This is most clearly illustrated by the 
implementation of the WFD Directive. The follow-up here has thus far not resulted in – or 
been directed by – any overall national objectives, although the process has contributed to a 
strengthened focus on environmental concerns in water course management and development. 
In the years to come, the WFD will, nevertheless, require a broader environmental input to the 
assessment of hydropower projects. As shown in the GOVREP case studies, however, the 
eventual effect of this input will probably vary from case to case, and from process to process 
[4] [5].  
 
Finally we can mention that, by examining the regional management plans conducted during 
the first phase of the WFD follow-up, one is struck by the comprehensive mapping and 
assessment of the different factors leading to highly modified water courses [6]. At the same 
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time, however, no clear provisions as to the further development of hydropower – with 
eventual direct impact on specific projects – are stipulated by the plans. The main approach is 
to delegate the responsibility for the formulation of mitigating measures to the energy-sector 
authorities. Together with the Government’s decision to treat environmental concerns 
primarily in relation to the licensing of hydropower projects – and to only ‘be informed’ as to 
the implications of the regional water management plans – the situation clearly reinforces an 
impression of a relatively passive and incremental Norwegian follow-up of the WFD. 
 
5. Conclusion: The overall status of environmental concerns 

The traditional project-specific approach to trade-offs in relation to Norwegian hydropower 
development reflects a generally ‘robust’ approach. The environmental dimension is, 
however, of more recent and increasing importance as a crucial factor in hydropower 
licensing and development. In addition, both climate-change mitigation and biodiversity are 
increasingly important national concerns; but, at the same time, concerns that increasingly 
will conflict with each other. Whereas climate-change will figure more prominently at the 
strategic level, biodiversity concerns will generally be activated more strongly at the local 
level and related to specific projects. No overall assessment or specific guidelines exist at to 
the management of these complex ‘trade-off’ challenges. The challenge is manifest in 
growing confrontations between protagonists for stronger environmental concerns and 
protagonists of more hydropower; and is being directly incorporated into the different 
mandates of environmental and energy authorities. A stronger focus on biodiversity, and new 
efforts of establishing a more sector-encompassing water management through the 
implementation of the WFD, has not altered the relative positions of the responsible agencies 
thus far. The setting of a new EU-related national RES target, has the potential to induce 
changes which can reinforce the need to develop hydropower, and thereby lead to even 
stronger conflicts with biodiversity. The final act in the shaping of Norway’s water 
management system, as well as the future of Norwegian hydropower in an EU energy context, 
is thus strongly dependent on the follow-up of both the RES and WFD Directives. Whether at 
the level of national energy-climate strategy, or specific regional-local waterpower projects, 
the issue of ‘trade-offs’ is the name of the Norwegian sustainable-development game.  
 

References 

[1] White Paper 37, 2000-01, On hydropower and the power balance (in Norwegian), Oslo: 
Ministry of Petroleum and Energy (MoPE).  

[2] OJEC, Directive 2000/60/EC of the European Parliament and of the Council of 23 
October 2000 establishing a framework for Community action in the field of water 
policy. In Official Journal of the European Communities (OJEC), 22 Dec. 2000, L 327/1. 

[3] OJEU, Directive 2009/28/EC of the European Parliament and of the Council of 23 April 
2009 on the promotion of the use of energy from renewable sources and amending and 
subsequently repealing Directives 2001/77/EC and 2003/30/EC. In Official Journal of the 
European Union, 5 June 2009, L 140/16.  

[4] H. Egeland  & G.B. Jacobsen, On the case studies of Laudal and Iveland (in Norwegian), 
Technical Report, Trondheim: SINTEF Energy Research, 2011a, forthcoming. 

[5] H. Egeland, H. & G.B. Jacobsen, On the case studies of Suldalslågen and Aura (in 
Norwegian), Technical Report, Trondheim: SINTEF Energy Research, 2011b, 
forthcoming. 

 

2680



[6] J.K. Knudsen, Norwegian hydropower management and the integration of environmental 
concerns, Technical Report, Trondheim: SINTEF Energy Research, 2011, forthcoming. 

[7]  CEC, Consolidated Version on the Treaty of the Functioning of the European Union, in 
Official Journal of the European Union, C 115/47, 9 May 2009. Brussels: The European 
Communities. 

[8]  J.K. Knudsen, Environmental Policy Integration: Conceptual clarification and 
comparative analysis of standards and mechanisms, Dissertation submitted to obtain the 
degree of Doctor. Enschede: University of Twente, 2009.  

[9]  W.M. Lafferty & E. Hovden, Environmental Policy Integration: Towards an Analytical 
Framework, Environmental Politics, Volume 12, Issue 3, 2003, pp. 1 – 22. 

[10]  A.J. Jordan & A. Lenschow (eds), Innovation in Environmental Policy? Integrating the 
Environment for Sustainability, Cheltenham UK: Edward Elgar, 2008. 

[11]  W.M. Lafferty (ed.), Governance for Sustainable Development, Cheltenham UK: 
Edward Elgar, 2004. 

[12]  W.M. Lafferty & A. Ruud A. (eds), Promoting Sustainable Electricity in Europe: 
Challenging the Path Dependency of Dominant Energy Systems, Cheltenham UK: 
Edward Elgar, 2008.  

[13]  A. Ruud & J.K. Knudsen, Renewable energy policy making in the EU: What has been 
the role of Norwegian stakeholders?, Teknisk Rapport TR A6860, Trondheim: SINTEF 
Energy Research AS, 2009.  

[14]  J. Knudsen, A. Ruud & O.M. Larsen, Norway: Promoting new renewables in a hydro-
based petroleum economy’, in W.M. Lafferty and A. Ruud (eds): Promoting Sustainable 
Electricity in Europe: Challenging the Path Dependency of Dominant Energy Systems. 
Cheltenham UK: Edward Elgar, 2008, pp. 250-278.  

[15]  Ministry of the Environment, Royal decree approving regional management plans 
according to the WFD Directive (in Norwegian), Oslo: Ministry of the Environment, 
2009. 

[16]  Committee Recommendations 145, Innstilling fra energi- og miljøkomiteen om norsk 
klimapolitikk (in Norwegian). Oslo: Parliament, 2008. 

 

2681



Small Hydropower Development and Legal Limitations in Thailand 

Thanaporn Supriyasilp 1,*, Kobkiat Pongput 2, Challenge Robkob3 

1 Department of Civil Engineering, Faculty of Engineering, Chiang Mai University. Thailand. 50200. 
  Science and Technology Research Institute, Chiang Mai University. Thailand. 50200.  

2 Water Resources Engineering Department of Kasetsart University, Bangkhen, Bangkok, Thailand. 10900. 
3 Biodiversity-based Economy Development Office (Public Organization), Laksi, Bangkok, Thailand. 10210. 

* Corresponding author. Tel: +66 53942461, Fax: +66 53942478, E-mail: thanaporn@eng.cmu.ac.th, 
istdir@chiangmai.ac.th  

Abstract: The northern region of Thailand which consists of the Ping, Wang, Yom, and Nan river basins has 
potential for small hydropower development.  The Ping and Wang River Basins are used as case studies. Apart 
from technical aspects such as electricity generation, engineering and economic aspects, the socio-economics, 
environment, law and regulation, and stakeholder involvement aspects are also taking into consideration.   There 
are 64 potential projects in the Ping River Basin.  The overall electricity potential is about 211 MW with annual 
power generation of about 720 GWh.  For the Wang River Basin, there are 19 potential projects with about 6 
MW and an annual power generation of about 30 GWh.  However, most of these potential projects are located in 
forested areas with legal limitations.  The various types of forests can result in different levels of legal obstacles. 
Therefore, the procedure required for permission is varied and is dependent on both the desired development and 
the forest in question. The laws and regulations related to project development in forested areas are reviewed and 
are summarized on a case by case basis in a way that is easily understood and accessible for others to use as a 
reference for other areas.  The suggestions for policy adjustments with environmental friendly consideration are 
also discussed. 
 
Keywords: Hydropower development, legal limitations, forested area 

1. Introduction 

Hydropower is one of the few renewable and clean energy sources.  According to the 
Thailand 15 year power development plan for 2008 to 2022 (Power Policy Bureau, 2010), the 
total hydropower potential from every region in Thailand is about 328 MW. 
 
This power is generated from 3 different categories of hydropower plants: the Royal Irrigation 
Department (RID)’s water resources project about 168 MW, small hydropower contributes 
about 154 MW, and from very small hydropower plants, about 6 MW of power.  Among the 
regions in Thailand, the northern part of Thailand has a very high potential for small 
hydropower development due to its steep slope topography.  However, the suitable sites for 
small hydropower development are usually in forested areas with legal limitations. Various 
types of forests present different levels of legal obstacles. There are many laws and 
regulations that prohibit project development such as the B.E. 2484 (1941) Forest Act, the 
Ministerial Regulations Number 16, B.E. 2498 (1955), the B.E. 2504 (1961) National Park 
Act, the B.E. 2535 (1992) Wildlife Reservation and Protection Act, and the B.E. 2507 (1964) 
National Reserved Forest Act.  Therefore, the procedure required for permission is varied and 
is dependent on both the desired development and the forest in question.  In the past, no one 
has summarized or categorized the means to develop projects in forested areas, especially for 
the case of hydropower and the case when project sites involve more than one type of forested 
regions. 
 
The objectives of this research are to analyze the laws and regulations related to project 
development in forested areas and to summarize on a case by case basis in a way that is easily 
understood and accessible for others to use as a reference for other areas.  The suggestions for 
policy adjustments with environmental friendly considerations are also discussed.  The small 
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hydropower development sites in the Ping and Wang river basins which are the two main 
river basins in the northern part of Thailand are used as case studies. 
  
2. Methodology 

Supriyasilp et al.( 2009a) have reviewed laws and regulations related to project development 
in forested area and have classified the forested areas into three groups based on type of 
regulations.  Each law and regulation has a specific procedure. 
 
The first type are those  forests which are protected by law, such as state forests, national 
parks, wildlife conservation areas, no-hunting areas, national reserved forests, and 
environmental protection areas.  The laws related to the forest in this type are 1) the B.E. 2484 
Forest Act, 2) the Ministerial Regulations Number 16, B.E. 2498, 3) the B.E. 2504 National 
Park Act, 4) the B.E. 2535 Wildlife Reservation and Protection Act, 5) the B.E. 2507 National 
Reserved Forest Act. If the area involves the B.E. 2484 Forest Act or the Ministerial 
Regulations Number 16, B.E. 2498, then the project can be developed.  If the area involves 
the other laws, then the project development in the area is prohibited.   However, there is 
exception for the B.E. 2504 National Park Act and the B.E. 2507 National Reserved Forest 
Act.  Under the article 19 of the B.E. 2504 National Park Act, the project or any activities can 
be done within the area if it is done under the cooperation with the national park.  However, 
the benefit of the project should be used for the purpose of the national park only.  For the 
areas which fall under the B.E. 2507 National Reserved Forest Act, the project can be done by 
the government agencies using the procedure under article 13.   
 
The second type of forests is those provided by Cabinet Resolutions.  This type of forest 
involves various laws and regulations regarding catchment quality and land use prohibition.  
By status, cabinet resolutions are not laws.  But it is the government’s policy that all 
governmental units abide by the cabinet resolutions.  According to the Cabinet Resolution of 
28 May B.E. 2528 (1985) which concerns the criteria for judging the quality of catchment and 
measures for land use (along the Ping and Wang Rivers), the area announced as the catchment 
quality class 1A and 1B is prohibited for all types of project development.  This area is 
reserved as the source of the river.  Regarding the Cabinet Resolution of 15 May B.E. 2533 
(1990), which concerns permission to use land in the forest areas, the area defined as the 
conservation area (zone c) cannot be used by a private agency.  A government agency can 
implement a project in the area but must do an environmental impact assessment first. 
 
The third type of area include areas such as parks, arboretums, and state forestry plantations 
of all kinds including those commemorating the members of the royal family, areas in 
preparation to be national parks, wildlife breeding and protection areas and areas where 
hunting is prohibited.   
 
The principles that should be kept in mind when considering the forested area with legal 
limitation can be summarized as follows. 
1)  If it is prohibited by law, with no provision for exception, go by the law.  When time is 
needed in the process of annulling/invalidating the law, avoid using the disputed area 
altogether. 
2) If the law has provision for exception, but there is cabinet resolution prohibiting 
permission, a move to make changes to the resolution must be done first. 
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3. Case studies and application 

3.1. Study areas 

The Ping and Wang river basins are selected as case studies.   The Ping river basin covers 
about five provinces namely Chiang Mai, Lamphun, Tak, Kamphaeng Phet, and Nakhon 
Sawan.  It originates in the Pee Pan Nam mountain range in the Chiang Dao district, Chiang 
Mai province. After passing the town of Chiang Mai, it flows through the provinces of 
Lamphun, Tak, and Kamphaeng Phet. At the confluence with the Nan River at Nakhon Sawan 
(also named Paknam Pho in Thai) it forms the Chao Phraya River. The area of the Ping River 
Basin is approximately 34,856 km2. The total length is 740 km. The Wang river basin is 
smaller than the Ping river basin. It covers most areas of the Lampang province.  The 
watershed area is about 10,793.57 km2 with the total river length of 460 km.  The Wang River 
flows through Lampang province and meets the Ping River at Tak province.   
 
3.2. Potential hydropower development projects 

The National Research Council of Thailand (NRCT) has provided funding for the study of 
potential hydropower development in Thailand.  According to the recent research on the study 
of potential sites for hydropower development in the Ping and Wang river basin (Supriyasilp 
et al., 2009b; Supriyasilp et al., 2010), there are 64 and 19 potential projects in Ping and 
Wang river basin, respectively.  The Ping river basin has a much steeper slope than the Wang 
river basin and therefore, it has more potential projects than the Wang River Basin.  
Moreover, the very small projects which provide installed capacity less than 100 kW are 
neglected for the hydropower potential analysis in the Ping River Basin.  For the Ping river 
basin, the overall electricity potential is about 211 MW with annual power generation about 
720 GWh.  For the Wang River Basin, the electricity potential is about 6 MW and the annual 
power generation is about 30 GWh.  
 
The hydropower schemes in the studies of hydropower development in the Ping and Wang 
river basins are classified into three types: low head Q based (LHQB), waterway (WW), and 
dam with storage (DwS) or reservoir type.  When analyzing the power capacity, amount of 
water flow and head of water are two major factors to be considered.  The Q in LHQB type 
stands for discharge or amount of flow per unit of time.  The head is a vertical change in 
elevation between the headwater level and the tail water level excluding loss.  The LHQB 
type is usually applied when the head is low and the amount of flow is large such as in the 
lower reach and major tributary.  The WW type is also called the diversion type or run-of-
river type, which part of water is diverted from the main stream to the facilitated channel 
through the penstock to the turbine.  In DwS type, a dam is built to store river water as a 
reservoir. Following a specific operation rule, water may be released either to meet electricity 
needs or to maintain an appropriate reservoir level.   
 
Supriyasilp et al. (2009b) has classified the potential sites for the analysis into 6 categories 
based on the available data and development practices in power generation evaluation.  The 
details of each group are as described as follow. 
 
Group I: The new sites in main river. 
For the Ping River, there are many sub watershed and several tributaries.   The major tributary 
usually gives large amount of flow with low head.  Thus, the hydropower scheme in this 
group is the LHQB type. However, the hydropower development in this group is limited since 
Thai communities are usually situated along the river because the main occupation of the Thai 
people is agriculture.  Even though, nowadays the way of life has changed to be more 

 

2684



industrialized, the preference of a place for living is still near the river.  Therefore, there are a 
lot of communities along the way of the Ping River.  Only two potential sites were found in 
this group to avoid the serious impact on the communities.  For the Wang River, there is no 
project under this group.    
 
Group II: The existing reservoirs 
There are several existing reservoirs in Thailand.  Most of them are the responsibility of the 
Royal Irrigation Department (RID).  These reservoirs are mainly used for irrigation.  They are 
also considered for hydropower potential development in order to increase the value added of 
the water in the reservoir.  There are three potential sites in each river basin that fall within 
this category. The hydropower scheme in this category is considered as DwS type. 
  
Group III: The sites in previous studies 
Several organizations related to the development of energy such as Electricity Generating 
Authority of Thailand (EGAT) have studied on the potential sites to develop hydropower 
projects.  In the past, the large dam construction was usually obstructed by the people in the 
area and the non-government organizations (NGOs).  The sites found in the previous studies 
are also considered in the study of Supriyasilp et al. (2009 and 2010) but need to be 
reanalyzed on the amount of flow and cost of construction in the engineering and economic 
aspects.  The hydropower scheme in this group is DwS type.  There are four sites in this 
category in the Ping river basin. 
 
Group IV: The sites studied by the Department of Alternative Energy Development and 
Efficiency (DEDE) 
There are 12 sites for the Ping river basin and no sites for the Wang river basin found in the 
study of the DEDE.  Most sites in this group were located in minor tributaries which had a 
steep topography.  All of them are WW type.   
 
Group V: The sites in water organization’s development plan. 
The sites in this group are from the development plans of relevant water organizations such as 
the RID and the Department of Water Resources (DWR).  The water resource development 
projects in these plans mainly aim for irrigation purposes.  Thus, the analysis has been done 
under the concept of adding the power capacity to the projects and generating electricity as a 
by-product.  This introduces the value added of the projects and makes the projects more 
feasible to develop.  The hydropower scheme in this group is DwS type.  There are 23 sites 
for the Ping river basin. 
 
Group VI: The new sites from major tributaries 
Apart from the sites in group I, the sites in this group have just explored and examined other 
than previous studies.  The study process was started from the site selection.  There are 9 WW 
sites and 11 DwS sites found for Ping river basin, while there are 7 WW sites and 9 DwS sites 
for Wang river basin.   
 
4. Discussion 

Table 1 shows the legal limitations for each potential site in the Ping and Wang river basin 
based on forested area type.  For both river basins, none of the sites is within the forested area 
type 3.  Most of the sites involve more than one type of forested area and more than one law 
in each forest type.  The procedures are summarized in 6 categories as follows.  Even though 
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the categories are illustrated based on the Ping and Wang cases, they can be applied as the 
references for other project development in forested areas. 
 
Category I: the site involves the area announced by the Cabinet Resolution concerning the 
catchment quality class 1A and 1B.   The resolution for that area has to be removed first 
before one can follow the steps to request use of that area for other laws. 
 
Category II: the site involves the area announced by the Cabinet Resolution as zone C.  The 
environmental impact assessment has to be done for the project development at that site.  The 
process usually takes time.  
 
Category III: the site involves the National Park Act.  Under article 19 of the B.E. 2504 
National Park Act, the project or any activities can be done within the area if it is done under 
the cooperation with the national park.  However, the benefit of the project should be used for 
the purpose of the national park only. 
 
Category IV: the site involves the Wildlife Protection Act.  Project development in this area is 
prohibited. 
 
Category V: the site involves the Reserved Forest Act.  The project can be done by the 
government agencies using the procedure following article 13 of the Act. 
 
Category VI: the site involves the Forest Act.  The project can be done following the 
Ministerial Regulations Number 16, B.E. 2498.  Therefore, if the project is in category VI 
only, the procedure is easiest among all categories. 
 
Even though the technical aspects such as electricity generation is important,  engineering and 
economics aspects, the socio-economics, environment, law and regulation, and stakeholder 
involvement aspects should also be taken into consideration. The sites in group 3 can provide 
the most installed capacity.  However, large dams have to be constructed.  This can cause a lot 
more impacts to the environment comparing to the DwS in other groups, which dam’s size is 
much smaller.  The sites in group 1 have low interest rate of return (IRR) and high electricity 
generating cost (Supriyasilp et al., 2009b). Therefore, the sites in group 1 and 3 are not 
preferred. 
 
Among the groups, the sites in group 2 seem to be the most preferable due to less legal 
limitations.  Also their environmental impacts are less than the other groups since they 
already have a reservoir.  Group 5 involves less laws and regulation than group 4 and 6.  
Therefore, they are more preferable.  The sites in group 4 and 6 involve more than one type of 
forested area.  There are two sites in the Ping river basin in Category IV, which is prohibited.  
Most of the sites involve with the Cabinet Resolution 1A (category I) and zone C (category II) 
together with either the National Park Act (category III) or the Reserved Forest Act (category 
V).   
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Table 1. Laws and regulations related to each potential site. 

Site 
no. 

Group HP 
scheme 

Installed 
capacity 

Annual 
energy 

Forest by laws Cabinet 
resolution 

   (kW) production 
(GWh) 

F.
A. 

NP.
A. 

WP.
A. 

RF.
A. 

1A/ 
1B 

Zone 
C 

P1 1 LHQB 100 0.6    ●   
P2 1 LHQB 700 4.3 ●      
P3 2 DwS 2,000 6.1 ●      
P4 2 DwS 110 0.8    ●   
P5 2 DwS 257 2.1    ●   
P6 3 DwS 77,000 104.5    ● ● ● 
P7 3 DwS 26,000 55.1    ● ● ● 
P8 3 DwS 8,000 58.6    ● ● ● 
P9 3 DwS 8,000 25.9 ●      
P10 4 WW 13,600 49.6  ●  ● ● ● 
P11 4 WW 628 3.6    ●   
P12 4 WW 930 4.1    ● ● ● 
P13 4 WW 1,600 7.8    ● ● ● 
P14 4 WW 90 3.8    ●  ● 
P15 4 WW 1,051 5.3    ● ● ● 
P16 4 WW 1,447 7.1  ●  ● ● ● 
P17 4 WW 1,450 6.8    ●  ● 
P18 4 WW 1,322 7.0  ●  ●  ● 
P19 4 WW 164 0.8  ●  ● ● ● 
P20 4 WW 760 3.8  ●  ● ● ● 
P21 4 WW 417 2.1    ● ● ● 
P22 5 Plan DwS 1,043 7.1  ●  ● ● ● 
P23 5 Plan DwS 11,058 59.3    ● ● ● 
P24 5 Plan DwS 2,218 9.3    ●   
P25 5 Plan DwS 883 1.4 ●      
P26 5 Plan DwS 1,413 2.0    ●   
P27 5 Plan DwS 142 0.3    ●   
P28 5 Plan DwS 1,457 2.0 ●      
P29 5 Plan DwS 761 1.4    ●   
P30 5 Plan DwS 674 1.3    ●   
P31 5 Plan DwS 721 1.1    ●   
P32 5 Plan DwS 333 1.2    ●   
P33 5 Plan DwS 113 0.5 ●      
P34 5 Plan DwS 982 8.6  ●  ●   
P35 5 Plan DwS 129 0.9  ●    ● 
P36 5 Plan DwS 2,495 8.2 ●      
P37 5 Plan DwS 107 0.4 ●      
P38 5 Plan DwS 169 0.5 ●      
P39 5 Plan DwS 812 6.7    ●   
P40 5 Plan DwS 99 0.4  ●  ●   
P41 5 Plan DwS 429 1.5    ●   
P42 5 Plan DwS 2,052 8.2    ●   
P43 5 Plan DwS 5,026 43.8  ●  ●  ● 
P44 5 Plan DwS 114 0.9    ●   
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Table 2. Laws and regulations related to each potential site (con’t). 

Site 
no. 

Group HP 
scheme 

Installed 
capacity 

Annual 
energy 

Forest by laws Cabinet 
resolution 

   (kW) production 
(GWh) 

F.
A. 

NP.
A. 

WP.
A. 

RF.
A. 

1A/ 
1B 

Zone 
C 

P45 6 DwS 2,000 12.4    ● ● ● 
P46 6 DwS 1,500 9.3  ●  ● ● ● 
P47 6 WW 300 1.9  ●  ●  ● 
P48 6 DwS 1,000 6.1    ● ● ● 
P49 6 WW 600 3.6    ● ● ● 
P50 6 WW 300 1.8    ●  ● 
P51 6 DwS 1,100 6.7    ● ● ● 
P52 6 WW 600 3.6    ● ● ● 
P53 6 WW 300 1.8    ● ● ● 
P54 6 DwS 1,000 6.1    ● ● ● 
P55 6 DwS 5,300 32.2    ● ● ● 
P56 6 DwS 300 1.8    ●   
P57 6 WW 200 1.2    ●  ● 
P58 6 DwS 1,800 10.8    ● ● ● 
P59 6 WW 1,600 9.6    ● ● ● 
P60 6 DwS 3,200 19.2    ● ● ● 
P61 6 WW 2,500 15.0    ● ● ● 
P62 6 WW 3,300 19.8    ● ● ● 
P63 6 DwS 2,800 16.8   ●  ● ● 
P64 6 DwS 2,200 13.2   ●   ● 
W1 6 WW 20 0.12 ●    ●  
W2 6 WW 20 0.12  ●  ● ● ● 
W3 6 WW 230 1.38  ●  ● ● ● 
W4 6 WW 30 0.18  ●  ● ● ● 
W5 6 DwS 200 1.19  ●  ● ● ● 
W6 6 DwS 370 2.21  ●  ● ● ● 
W7 6 DwS 170 1.01  ●  ● ● ● 
W8 6 DwS 140 0.83  ●  ● ● ● 
W9 6 DwS 10 0.06  ●  ● ● ● 
W10 6 DwS 20 0.12  ●  ● ● ● 
W11 6 DwS 20 0.12  ●  ● ●  
W12 6 WW 10 0.06    ● ● ● 
W13 6 DwS 10 0.06    ● ● ● 
W14 6 WW 50 0.3    ● ● ● 
W15 6 WW 30 0.18    ●  ● 
W16 6 DwS 10 0.06  ●  ● ● ●
W17 2 DwS 2,300 6.22    ●  ● 
W18 2 DwS 2,200 15.92 ●      
W19 2 DwS 50 0.07    ●   

F.A= Forest Act; NP.A.= National Park Act; WP.A.= Wildlife Protection Act;  
RF.A= Reserved Forest Act; P1= site no. 1 in Ping river basin; W1=site no.1 in Wang river 
basin 
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5. Conclusion 

Legal matters present the main obstacle for small hydropower project development in the 
Northern Region of Thailand. The preferable site usually involves more than one type of 
forested areas.  This paper has summarized the laws and regulations related to hydropower 
development in forested areas and has suggested the means to develop potential hydropower 
sites by classifying them into 6 categories.  It is recommended that to promote the 
hydropower development, three issues have to be taken into consideration.  First, the laws and 
regulations have to be systematically reformed so that they are consistent with each other and 
up to the country’s present situation.  Second, the issue about project ownership stated in the 
law has to be reconsidered.  The community and private sector should be able to take part in 
the investment and receive benefits from selling electricity.  Regarding the community’s 
investment, people in the community would feel that they are the owner of the resources and 
as a result would have an incentive to take proper care of the resources.  However, the 
regulation reform for this issue has to be done carefully by considering the concept of 
balancing the benefits of energy and the detriment to the environment.  Lastly, the regulation 
limiting the use of electricity within the park area should be revised.  The excess electricity 
from the park can then be used to support the national grid. 
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1. Introduction  

“In reality we are talking about two goal conflicts. On one hand the renewable energy 
directive and the water framework directive where demands on increased minimum flow and 
bypass channels for fish could lead to decreased production of renewable energy. It is also a 
conflict between two environmental issues, local biodiversity conservation and [global] 
climate change.” 
 
This view regarding the conflict between renewable hydropower production – which is seen 
as a crucial step in reduced emissions of greenhouse gases – and biodiversity conservation of 
the river and its surroundings appears in one or another way among various stakeholders 
connected to the hydropower sector in Sweden today. This twin objective of reducing the 
emission of greenhouse gases and halting biodiversity loss was already addressed in a 
formalized way by the adoption of the Swedish Environmental Quality Objectives in 1999. 
The implementation of the Renewable Energy Directive (RES) and the Water Framework 
Directive (WFD) has increased the pressure for action to reach these objectives which for 
many stakeholders appears to be contradictory.  
 
The RES and WFD are EU directives that have to be implemented in the member states of the 
EU. The RES sets the target of 49% renewable energy of gross final consumption in Sweden 
by 2020 from a level of 39.8% in 2005. This important level of renewable energy production 
is to a large extent possible thanks to the high level of hydropower production in Sweden 
which in 2008 ascended to 69 TWh [1]. The installed capacity has been relatively stable over 
the past decade, although production fluctuates with precipitation patterns. The WFD has the 
overarching goal that no water body is to experience a decrease in water quality and that all 
water bodies should reach good status or good potential by 2015 with the possibility of 
extension until 2027. A number of quality elements – including biological, 
hydromorphological and flow regime – have to be fulfilled in order to achieve the required 
status of the water bodies in a member state. The significant level of hydropower production 
in Sweden is one important factor leading to many rivers in Sweden at present not reaching 
the level good status or potential required by the WFD. The high level of hydropower 
production in Sweden which is positive for the fulfillment of the RES therefore 
simultaneously makes it harder to reach the requirements of the WFD. 
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In light of this potential conflict the present paper is focused on the Swedish implementation 
of the RES and WFD and possible outcomes in light of the setup and functioning of the 
present concession system of hydropower in Sweden. The paper will in the final part discuss 
the degree of policy coherence of the present and foreseeable outcomes of the directives and 
suggest some possible policy alternatives to increase the synergy and coherence in the 
implementation of the twin objectives. 
 
2. Methodology 

The methodology that has been used is document analysis as a first step to identify important 
issues and possible contradictions that could come from the implementation of the RES and 
WFD and the functioning of the Swedish governance system of hydropower. The primary 
data for analysis has been gathered from review and analysis of management and policy 
documents and literature on the subject. Insights from this step informed the questions that 
were brought up during semi-structured interviews with relevant stakeholders engaged in the 
hydropower governance system. Interviews have been conducted with representatives from 
the four largest hydropower producing companies and representatives from the main 
authorities dealing with the implementation of WFD and RES in Sweden such as the Swedish 
Energy Agency and River Basin District Authorities. The lack of centralized and accessible 
data has limited the analysis of outcomes of actual hydropower concession reviews which 
would have strengthened the analysis.  
 
Literature on policy coherence has been used to provide a frame with which to analyze 
arguments raised by the actors and possible outcomes of the implementation of the directives 
and to what extent they are coherent. Policy coherence is focused on the outputs, 
implementation and outcomes of different policies and the way they interact. Policy 
coherence can be viewed as two or more sets of policy objectives that have objectives, 
instruments and implementation practices that are free from contradictions and have a logical 
order and clarity [2]. 
 
3. Results 

The passing of the Energy and Climate bill in 2009 the government can be seen as a major 
step towards the fulfillment of the RES since it aims at creating a third leg of electricity 
production from wind and combined heat and power production largely run on biofuels [3]. 
To achieve this the same bill sets a national planning frame of 30 TWh for wind power and a 
production goal level of the renewable energy certificates to 25 TWh for 2020. Apart from 
wind, solar and biofuel production certain types of hydropower production do receive 
renewable electricity certificate such as production from new plants, plants with an installed 
capacity not exceeding 1.5 MW and increased production from existing plants. In 2008 
production from hydropower plants receiving certificates amounted to 2.6 TWh out of a total 
of 14.2 TWh [4]. Although hydropower is not identified as an area of priority for expansion to 
reach the RES goals it is clear that in practice hydropower production does contribute a fair 
bit in the quota fulfillment partially as a result of the design of the renewable electricity 
certificates. Due to the old age of the existing hydropower stations there is also quite some 
potential for efficiency increases from refurbishments that will take place in the coming years. 
There are calculations pointing towards a potential of 3 TWh increased production simply by 
replacing existing turbines and generators and modifying the water intake of the stations [5]. 
 
As part of the implementation of the WFD water bodies affected by hydropower stations in 
Sweden are being classified as Natural, Heavily Modified (HMW) or Artificial depending 
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upon the extent of alteration of the water body or if it has been created for the purpose of 
electricity production. Natural water bodies are required to reach the environmental quality 
standards Good Ecological Status (GES) while heavily modified and artificial water bodies 
need to reach the less strict quality standard Good Ecological Potential (GEP). All water 
bodies in connection to hydropower stations with more than 10 MW potential have in the 
initial management round been given the status HMW. This adds up to roughly 200 dams in 
connection to hydropower stations that together represent 10% of the total number of 
hydropower stations that produce about 97% of the total of hydropower electricity [6]. These 
same water bodies have been given the general status moderate ecological potential which 
means that improvement measures should be required to reach GEP [7]. The extent and type 
of improvement measures needed to reach GEP is still not decided by the responsible River 
Basin District Authorities (RBDA). There are however indications that physical changes, such 
as construction of bypass channels, and changes to the flow regimes might be necessary. 
Bottenhavet RBDA have for example specified that they expect at least 55 new bypass 
channels to be constructed in hydropower and lake regulation dams in the coming years [7]. 
The changes required to reach GEP are specified in the program of measures that are created 
by the RBDA every six years. These programs of measures are targeted at public authorities 
who have the same tools – mainly supervision and review of concession and general 
regulation – as before the implementation of the WFD. The purpose is to make sure that the 
environmental quality norms are met in the water bodies adjacent to the hydropower stations 
[8].  
 
The final step of implementation of both efficiency increasing measures of hydropower 
stations and changes required to reach GEP or GES in adjacent water bodies will normally go 
through the existing concession system of hydropower in Sweden. Hydropower concessions – 
which specify the conditions and restrictions of operations – are granted in a court of law, 
have legal force and unrestricted validity in time. This means that general regulations cannot 
limit the original freedom given in a concession while the operator has to stay within the 
restrictions of the same. No significant changes are allowed without a corresponding change 
to the concession which requires a new judicial process. Extended refurbishments which for 
example increase the water intake capacity of the turbines or increase the drop of the water 
require a change to the original concession. The vast majority - 88% - of hydropower 
concessions in force today have been given according to the 1918 Water Law or older [9]. An 
important number of these concessions allow full appropriation of the water flow for power 
production. In the case of stations with more than 10 MW potential this is allowed in the 
majority of cases while it is less common in smaller hydropower stations. Supervision of a 
given concession by the authorities will therefore often not lead to improved water quality of 
the adjacent water bodies. 
 
The option that is left for significant changes to the hydropower stations with the current 
concession system is therefore a judicial trial of the change or a judicial review of the original 
concession. A judicial trial of a change to the hydropower station is a limited process where 
only the proposed change is examined by the court while the original concession stays largely 
unchanged. A judicial review is a more thorough process where the original concession is 
examined in light of the current Environmental Code and often leads to requirements of 
minimum environmental flow and in some cases bypass channels. When an old concession is 
up for review the operator has to tolerate a loss of up to 5% of the water flow for fish and 
environmental interests without compensation. The initiator of a judicial trial process has to 
pay the costs of all involved parties, the court process and the necessary investigations that 
form the basis of a ruling. When a review is initiated by public authorities in favor of general 
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interests the same rules apply except that the operator pays its own costs for participating in 
the process. A judicial process to change or review a concession is a very complex process 
where many stakeholders participate and where the nature of the process opens up many 
possibilities to protract the process if it is in the interest of either of the involved actors. A 
court ruling can for example be appealed to a Court of Appeal and in the final instance the 
Supreme Court. A single case can therefore take many years to solve if there is disagreement 
between the involved actors. One of the most protracted litigation processes in Sweden relates 
to the Stornorrfors hydropower station where it took 46 years for the parts to agree on 
appropriate compensatory measures for the damage caused to the fish stocks. For the court 
process to be effective and lead to a satisfactory result at a reasonable cost it is therefore vital 
with prior agreement between the involved actors [10] 
 
At present the possibility of reaching prior agreement is limited since the main actors 
involved have very divergent interests. Hydropower operators risk losing energy production 
and up to 5% revenue from a concession review since the old concession in most cases allows 
for more generous appropriation of the water than a reviewed concession would. It is 
therefore in the economic interest of operators to try to limit the amount of reviews that are 
initiated and carried through. At the same time the authorities responsible for environmental 
issues have an interest in trying to maximize the amount of reviews that are carried out to 
update as many concessions as possible to be in line with the demands of the Environmental 
Code of Sweden. Currently the main authority responsible for environmental interests in 
hydropower concession trials is trying to create court practice that a petition from an operator 
for a judicial trial due to a change for an extended refurbishment requires a review of the 
original concession. The issue is not that the extended refurbishment will cause an 
unacceptable impact in itself but rather if the hydropower stations should have a modern 
concession or be allowed to continue with old concession that are not in line with the 
demands of the Environmental Code. With such a practice the operator would also have to 
shoulder the costs of the process as the initiator. Currently there are various ongoing 
concession trial processes where this issue is being deliberated. 
 
As a result of the functioning and incentives in the concession system and operators and 
authorities following lines of action that are logical in light of their interests the Swedish 
concession system is currently working rather slowly and ineffectively. About 2/3 of the 
resources invested for restoration of water bodies are required for the process and only 1/3 
goes to actual physical changes and improvements [10]. Between 1999 and 2009 a total of 73 
hydropower concessions out of 3727 have been reviewed which amounts to about 2% of the 
total [9]. From interviews with operators it is also clear that the full efficiency gains from 
refurbishments of hydropower stations is not always reached since operators at times opt for a 
more limited refurbishment to avoid a protracted judicial process that could lead to a review 
of the original concession. The actions in court from both sides seem to have led to a rather 
antagonistic situation which became obvious from comments by a representative from one of 
the responsible authorities.  “They [one of the studied energy companies] have stated that they 
do not intend to spill a single drop of water for environmental causes. I do not see why we 
should enter into negotiations with them”. In interview, at a different time, the responsible 
hydropower manager of the concerned company also had strong feelings on the subject “My 
opinion is that what they [the responsible authority] is doing…appears to be some sort of 
vendetta against the energy companies in cooperation with the Swedish sport fishing 
association” 
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The current functioning of the hydropower concession system therefore leads to results where 
the full efficiency gains from hydropower refurbishments are not always reached. This limits 
hydropower’s share of the fulfillment of the RES objectives in Sweden. At the same time the 
slow functioning of the concession system makes it highly unlikely that it will be able to 
implement necessary changes emanating from the implementation of the WFD if the 
requirements for reaching GEP and GES require significant changes to a large part of existing 
hydropower stations. 
 
4. Discussion and conclusions 

At the strategic policy level there is a relatively high coherence between the implementation 
of the RES and WFD since the focus in Sweden lies almost exclusively on expansion of wind 
power and biofuel production to reach the mandatory level of renewable energy production. 
The integration of up to 30 TWh of intermittent wind power also seems to be possible to 
balance with 80% of the existing hydropower capacity which indicates that balance capacity 
in the Swedish electricity grid is not a limiting factor in the selected path to reach the RES 
targets [11]. The renewable energy certificate is however constructed in such a way that it 
gives a push for hydropower production as well and we have seen that around 18% of the 
increase in renewable electricity production to date comes from hydropower production 
increases. 
 
At the level of implementation, that is at the project level, there is however a risk of some 
policy contradiction in the implementation of the WFD and RES since measures to improve 
the water quality could require a certain amount of water flow for bypass channels and 
minimum environmental flow in the rivers. There is however an important potential to 
increase the coherence by combining the measures for improved status of the water with 
extended refurbishments which would allow for higher production of renewable electricity 
despite of using a smaller share of the water. There is therefore a potential for win-win 
solutions where the increased efficiency of the hydropower stations could allow for both 
measures to improve the water quality and increased hydropower production or at least limit 
the production loss from measures to improve the status of the water. The results in this paper 
however clearly indicate that the current concession system and the behavior of the main 
actors involved in it makes it highly unlikely that such synergetic fulfillment of both the RES 
and WFD will take place.  
 
One of the main barriers for the effective functioning of the system is the economic risk that 
operators face when engaging in a concession trial or review process since such a process 
could lead to a 5% loss of energy production and revenue. A possible policy alternative to 
remove this barrier could be to create a general insurance scheme from which resources could 
be taken to fully compensated operators from changes emanating from a concession review. 
By creating a general insurance scheme that all operators are required to participate in a 
common source of finance would be created that can be used to fully compensate concerned 
operators from changes to their concessions in a review process. Operators would in this case 
not have an incentive to protract review processes nor limit the amount of concession reviews 
that are carried out. Such an insurance scheme could be obligatory for all hydropower 
producers and consist of a sum of up to 5% of the production value of hydropower in Sweden 
which is the established limit in the Environmental Code of production loss that operators are 
required to bear.  
 
With a more effective functioning of the concession system – and with the operators fully 
compensated for any energy losses in reviews – operators would be more inclined to realize 
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extended refurbishments, requiring concession reviews, which would yield higher efficiency 
gains in the refurbished hydropower plants and increased renewable electricity production 
than today. An important part of the energy loss that could results from diverting water for 
biodiversity requirements if it is necessary to achieve GEP could in this case be compensated 
for by increased efficiency gains from extended refurbishments of the hydropower stations. 
The total loss of potential renewable energy production in Sweden would with such a solution 
be significantly less and it is even probable that the net result would be an overall increase in 
hydropower production if the space for water improving measures is restricted to up to 5% for 
hydropower stations that have concessions according to the 1918 water law or older. 
 
There is also an additional source of finance possible for the costs that the operators have to 
shoulder from review of concessions which comes from the renewable energy certificates. 
The overarching goal of the renewable electricity certificate is to “establish a more 
ecologically sustainable energy system in Sweden” [4]. At present this is focused solely on 
increased production of renewable electricity but with only slight changes it could also work 
in favor of improving the status of water bodies in Sweden. This would be possible by 
introducing a requirement that hydropower plants need to possess a reviewed concession 
according to the Environmental Code and WFD to be entitled support from the renewable 
electricity certificates scheme. Such a modification would increase the coordination between 
the WFD and RES and work towards the fulfillment of the twin environmental objectives of 
CO2 reduction and biodiversity conservation necessary for a more ecologically sustainable 
energy system. 
 
Research on a global scale is pointing towards the increasing urgency of action both in terms 
of CO2 reduction and biodiversity conservation which leaves us little option than to tackle the 
two issues simultaneously [12]. The policy suggestions made in this paper are therefore aimed 
at improving the ability of the Swedish concession system of reaching synergetic and 
effective solutions in the hydropower sector that can provide solutions to both environmental 
challenges. 
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Abstract:  This paper examines the impacts of CO2 emission reduction targets and carbon tax on future 
technologies selection especially solar PV and energy use in Bangladesh power sector during 2005-2035. It also 
examines the co-benefits of energy security of the country. The analyses are based on a long-term energy system 
optimization model of Bangladesh using the MARKAL framework. The results of the study show that on a base 
scenario, power generated from solar PV is not yet competitive with that of fossil fuel-based power plants. 
Alternative policy scenarios on CO2 emission constraints reduce the burden of imported fuel, improve energy 
security and reduce environmental impacts. The results show that the introduction of the CO2 emission reduction 
targets and carbon tax directly affect the shift of technologies from high carbon content fossil-based to low 
carbon content fossil-based and clean solar PV technologies compared to the base scenario. The cumulative net 
energy imports during 2005-2035 would be reduced in the range of 33-61% compared to the base scenario. The 
total primary energy requirement would be reduced in the range of 4.5-22.37% and the primary energy supply 
system would be diversified. Solar PV plays an important role in achieving reasonable energy security.  
 
Keywords: Solar PV, CO2 emission, MARKAL Model, Bangladesh Power Sector 

1. Introduction 

The future economic development of Bangladesh is likely to result in a rapid growth in the 
demand for energy with accompanying shortages and problems. The country has been facing 
a severe power crisis for about a d ecade. Known reserves (e.g., natural gas and coal) of 
commercial primary energy sources in Bangladesh are limited in comparison to the 
development needs of the country [1]. Power generation in the country is almost entirely 
dependent on f ossil fuels, mainly natural gas that accounted for 81% of the total installed 
electricity generation capacity (5,719 MW) in 2009 [2]. Only about 42% of total population 
has been connected to electricity [3], with vast majority being deprived of a power supply. 
The government of Bangladesh has declared that it aims to provide electricity for all by the 
year 2020, although at present there is high unsatisfied demand for energy, which is growing 
by more than 8% annually [4, 5]. Coal is expected to be the main fuel for electricity 
generation. The government of Bangladesh has planned to generate 2,900 MW power from 
coal in the next 5 years [1], although coal power has adverse environmental effects and coal 
reserves are limited. The government has also focused on furnace-oil-based peaking power 
plants. As a result, the share of CO2 emissions coming from fossil-fuel-based power plants in 
the national CO2 inventory is expected to grow, and there is a growing dependency on 
imported fossil fuels for power generation. On the other hand, technical potential of grid-
commented renewable energy technologies specifically solar PV to generate electricity is 
relatively very high in Bangladesh that is 10 times higher than present generation capacity [3]. 
Increasing the use of fossil fuels to meet the growing worldwide electricity demand, 
especially in developing countries, not only counteracts the need to prevent climate change 
globally but also has negative environmental effects locally. In Bangladesh, the power sector 
alone contributes 40% of the total CO2 emissions [6, 7]. CO2 is the principal greenhouse gas 
(GHG), produced mainly from the combustion of fossil fuels. Improved efficiency in the use 
of fossil fuels and increased use of renewable energy sources are among the most promising 
options for reducing CO2 emission [8]. In this case, it is necessary to develop and promote 
alternative energy sources that ensure energy security of Bangladesh without increasing 
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environmental impacts. Since developing countries are not obliged to reduce GHG emissions, 
studies in evaluating the impacts or co-benefits of GHG mitigation policies in developing 
countries are lacking [9].  For a developing country like Bangladesh, the evaluation of the 
impacts of GHG mitigation policies in the power sector would provide a basis for more 
comprehensive technological choice, and economic and environmental analysis. Such an 
evaluation would also support climate change mitigation policies aimed on sustainable power-
sector development as part of the efforts to address the climate change issues identified in the 
United Nations Framework Convention on C limate Change (UNFCCC) which Bangladesh 
has already ratified. 
 
This study examines the future technologies selection applying CO2 emission reduction 
targets and carbon tax in the Bangladesh power sector during 2005-2035.  T his study also 
analyzes the co-benefits on energy security of the country from the CO2 emission constraints. 
A bottom-up least cost energy system optimization model of Bangladesh was developed on 
the market allocation (MARKAL) modeling framework and the following scenarios were 
considered: 

1) Base scenario: It presumes a continuation of current energy and economic dynamics 
and provides a reference for comparing impacts of future policies. 

2) 10% CO2 emission reduction scenario (hereafter referred as “CO210”): It evaluates 
the effects of CO2 emission reduction in the entire energy-supply system. The CO210 
is the ‘what if’ scenario, in which a cumulative reduction of not less than 10% of the 
cumulative CO2 emission during the planning horizon in the base scenario is desired, 
all other things remaining the same as in the base scenario. 

3) 20% CO2 emission reduction scenario (hereafter referred as “CO220”): The CO220 
scenario is defined similarly for cumulative reduction in CO2 emission of not less than 
20% from the base scenario. 

4) 2500 Taka/ton (1 USD = 70 Bangladeshi Taka) carbon tax scenario (hereafter referred 
as “CT2500”): The CT2500 is the ‘what if’ scenario, in which a carbon tax of 2500 
Taka/ton is applied during the planning horizon in the base scenario. 

 
2. MARKAL methodology 

The MARKAL model mainly consists of the description of a large set of energy technologies, 
linked together by energy flows, jointly forming a reference energy system. The reference 
energy system is the structural backbone of MARKAL for any particular energy system and 
its great advantage is that it gives a g raphic idea of the nature of the system. Another 
important characteristic of MARKAL is that it is  driven by a set of demands for energy 
services. The feasible solutions are obtained only if all specified end-use demands for energy 
for all the periods are satisfied. The user exogenously supplies these demands in the model. 
Once the reference energy system has been specified, the model generates a set of equations 
that hold the system together. In addition, the MARKAL model possesses a clearly defined 
objective, which is usually chosen to be the long-term discounted cost of the energy system. 
The objective is optimized by running the model, which means that configuration of the 
reference energy system, is dynamically adjusted by MARKAL in such a w ay that all 
MARKAL equations are satisfied and the long-term discounted system cost is minimized. In 
this process the model computes a partial equilibrium of the energy system at all intermediate 
stages in all aspects e.g. flow conservation, demand satisfaction, capacity transfer, capacity 
utilization, source capacity, growth constraints, emission and other constraints.  
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3. The MARKAL Bangladesh model 

3.1. Reference energy system of Bangladesh power sector 
For the purpose of this study, MARKAL-Bangladesh was developed. A major part of the 
work was to develop input parameter values. In MARKAL, the reference energy system is the 
first step towards building a model of the Bangladesh power sector (Fig. 1). The reference 
energy system represents the activities and technologies of an energy system, depicting 
energy demands, energy conversion technologies, fuel mixes, and the resources required to 
satisfy energy service demands [10]. The reference energy system is able to allocate energy 
sources for a given sectoral demand depending upon the efficiencies and other losses from the 
energy conversion device. The system does not provide any information about economics of a 
solution neither about the cost to the national economy for providing the energy supply. An 
optimized energy system can be obtained from the MARKAL model. 
 

 
Fig 1. Simplified reference energy system of Bangladesh power sector 
(Values shown indicate proven reserves, conversion & transmission efficiency, and demand in 2005) 
(CC refers combined cycle, FGD refers flue gas desulphurization, mton refers million ton and bm3 
refers billion m3) 
 
3.2. Energy resources and emissions 
The model requires that the cost of all primary energy sources be defined along with 
constraints on t heir availability. It is provided supply cost estimates and upper bounds on 
resource availability for fossil fuels and the maximum rates of introduction of solar PV and 
hydro are given in [1]. A limit on imported coal is not considered here. In mined coal, the 
average sulfur content is 0.57% and carbon 46.2% [11]. These values form the basis of the 
calculated emission coefficients used in this study. The IPCC (1996a) database is used for the 
CO2 emission of imported coal. Due to different carbon content percentages in different gas 
fields in Bangladesh, the IPCC (1996a) emission factor is used in the model. CO2 and SO2 
emission factors are calculated separately for diesel, kerosene and fuel oil products based on 
the IPCC workbook [12] and IPCC reference manual [13].  
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3.3. Energy demand 
In 1994, the total electrical energy demand was 9.63 TWh and had increased to 17.64 TWh in 
2005 [14]. The Long-range Energy Alternatives Planning (LEAP) tool was examined to form 
demand scenarios according to the trend of gross domestic product (GDP) growth rates (5.5%, 
6.8% and 8%) and the nature of the energy sector itself, and taking into consideration broader 
factors, e.g., population, households, urbanization and other influencing factors for the time 
span 2005 to 2035. It is worth mentioning here that the actual GDP growth rate in Bangladesh 
is neither low nor high and therefore, in this study, the demand projection is based on a GDP 
growth rate of 6.8% is given in [15]. 
 
3.4.  Conversion technologies1 
The characteristics of all technologies must be provided to the model. Conversion 
technologies convert primary energy into final energy carriers. The model requires users to 
create detailed profiles for two sets of energy conversion technologies: one for converting 
primary into final energy carriers, and one for converting final energy carriers into energy 
services. A reasonably representative set of conversion technologies is developed, which 
includes a total of 9 distinct conversion technology types (coal steam conventional, advanced 
coal flue gas desulphurization (FGD) 300 M W, fuel oil-based steam, fuel oil-based gas 
turbine, gas-based simple cycle (SC) and steam turbine (ST), gas-based combined cycle (CC, 
hydro and solar PV). Other renewable energy technologies are not considered due to their 
limited technical potential to generate electricity [3]. For each of the technology types, values 
are specified for energy input per unit energy output (efficiency), capital cost, fixed and 
variable operation and maintenance costs, NO2 and SO2 emissions per unit of energy output, 
and the first year in which the technology was introduced. All costs are in Bangladesh Taka (1 
USD = 70 Taka). The characteristics are performance and cost level inputs to the model for 
2005-2035. For most of the technologies, the performance and cost levels are assumed to be 
constant over the whole analysis period except for solar PV, where the investment cost is 
expected to decrease by 3% annually [16] due to technological learning effects on solar PV 
cost after introduction in 2010. The model determines the capacity level for any technology. 
In this modeling, the most reliable studies are selected and evaluated to yield as consistent a 
set of cost data as possible. 
 
3.5. Generic details 
Besides the technical and financial parameters related to different stages of reference energy 
system of the Bangladesh power sector, the other parameters, assumptions and boundaries are 
also required by MARKAL which are discussed in [1].  
 
4. Results 

Under the base scenario, the total generation capacity is expected to increase from 5.56 GW in 
2005 to 50.85 GW in 2035, i.e., at an average growth rate of 7.6 %. At the same time, the 
generation structure changes significantly. The share of gas-fired power plants reduces from 
86% (4.83 GW) in 2005 to 37.4% (19.04 GW) in 2035 in total capacity, whereas the increase 
in the capacity of coal-based power plants 0.25 GW in 2010 to 30.75 GW in 2035 (60.4% of 
total capacity) is extremely high. It is observed that coal is the dominant electricity generation 
technology in base scenario. In the base scenario, the advanced coal flue gas desulphurization 
(FGD) produces 32% of electricity in 2015 and 91% in 2035, due to unused capacity of oil-

                                                           
1 Cost data, technology selection and technology specification data mainly based on Bangladesh Power Sector 
Master Plan, Bangladesh Power Development Board and Ministry of Power, Energy and Mineral Resources. 
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based power plants and limited gas is mainly used in the early period (2005-2025). Hydro 
capacity reaches its allowed upper limit in the base scenario. Solar photovoltaic (PV) is not 
selected in the base scenario due to its high investment cost and low efficiency. 
 
The switch from gas- to coal-based power plants leads to a strong increase in coal 
consumption (178 PJ in 2015 to 1913 PJ in 2035), i.e., at an average growth rate of 26%. This 
rate is higher than the domestic availability. Thus, the country would need to import energy 
resources such as coal from 2025 onwards to meet the required demand. The proportion of 
imported coal in the total fossil fuel consumption would increase substantially from 16% (187 
PJ) in 2025 to 57% (1178 PJ) in 2035. This deficiency would have adverse impacts on the 
country’s balance of payments and the availability of foreign currency resources.  

 
The introduction of the CO2 emission reduction targets and carbon tax scenarios (the CO2 
emission reduction of 10%, 20% and carbon tax 2500 Taka/ton are referred to hereafter as 
CO210, CO220 and CT2500, respectively) directly affects the shift of technologies from high 
carbon content fossil-based to low carbon content fossil-based and clean renewable energy-
based solar PV technologies. As a result of emission constraints, power generation based on 
solar PV is introduced and its generation capacity gradually increases during 2010–2035. 
Compared to the base scenario, 15.12 G W, 34.92 G W and 40.62 G W solar PV-based 
generation capacities are additionally selected in 2035 in the CO210, CO220 and CT2500 
scenarios, respectively. Solar PV generation starts with a capacity of 0.02 GW, 0.05 GW and 
0.06 GW in 2010 in the CO210, CO220 and CT2500 scenarios, respectively and grows at a 
rate of 29.5% per year. The total generation capacity is expected to increase from 5.56 GW in 
2005 to 65.72 G W, 86.15 GW and 91.23 G W in 2035 i n the CO210, CO220 and CT2500 
scenarios, respectively (Fig. 2). The generation capacity is relatively higher in the CO2 
emission constraint scenarios than in the base scenario due to implementation of a higher 
solar PV capacity, which generates electricity only during the day. 
 

 
Fig 2. Technology capacity level in all CO2 constraint scenarios 
 
Gas-based combined cycle (CC) power plant capacity increases significantly in the later 
period (2020-2030) in all alternate scenarios compared to the base scenario. The model 
reveals that the least-cost solution is to use the limited gas reserves in the mid-term period, 
although the gas-based CC plants are mostly unused in the end period (2035). That is why the 
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power generation capacity based on coal FGD decreases significantly in the later period 
(2025-2030) in the CO2 emission constraint scenarios compared to the base scenario. Due to 
high oil prices, oil-based power plants do not receive higher allocation in the CO2 emission 
reduction targets and carbon tax scenarios. Gas-based simple cycle (SC) and steam turbine 
(ST) plants, coal conventional also do not get more allocation in the alternate scenarios. The 
capacity levels of hydro are the same in all scenarios. Coal FGD maintains the almost same 
capacity level in 2035 i n all scenarios as gas resource is limited. Fossil fuel-based 
technologies would be required, as solar PV technology cannot cater for the entire future 
energy demand. The learning cost for solar PV enhances competitiveness of the technologies 
and leads to a higher rate of implementation of this technology in the analysis period. 
 
To summarize the extensive results generated for each of the CO2 emission reduction target 
and carbon tax scenarios by the MARKAL-Bangladesh model, the primary energy mix in 
2035 is selected as the principal metric (Fig. 3). This provides a good indication of the types 
of choices made by the model to meet the various CO2 emission constraints applied. The 
colored bars (except yellow in the middle) provide the breakdown of primary energy use for 
the base scenario in 2005 and all scenarios in 2035. The numbers above each bar indicate the 
total and percentage of the cumulative imported coal and the total cumulative and percentage 
of CO2 emission reduction compared to the base scenario during the study period. Oil is not 
indicated, as it is not selected for power generation during the study period. The center yellow 
bar in the three scenarios on t he right in this figure shows the change in cumulative total 
system cost relative to the base scenario. Due to the large uncertainties in this kind of 
analysis, the percentage change in system cost between the various scenarios as the measure 
of the cost impact of the changes imposed by each scenario is applied. The system cost for the 
base scenario is the reference cost in all cost comparisons.  
 

 
Fig 3. Primary energy mix in 2035 in all scenarios and percentage change in cumulative (2005-2035) 
system cost. Also indicated are the energy mix in 2005, the cumulative total and percentage of total 
imported coal, and the total electricity generation from solar PV. 
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CO2 emission constraints have positive impacts on the energy security of the country. The 
energy security issue is analyzed in terms of changes in net energy import dependency and 
diversification of energy resources resulting from the selected CO2 emission reduction targets 
and carbon tax. The CO210 scenario allowed a reduction in imported coal use of about 33% 
contributing an only 5% increase in system cost during 2005-2035. Import dependency 
reduces by 58%, and 61% in CO220 and CT2500 scenarios, respectively, compared to the 
base scenario during the study period, but led to an increase in the total system cost of 11% 
and 13%. Alternatively, import dependency based on the base scenario value 100%, drops to 
67%, 42%, and 39% in the CO210, CO220 and CT2500 scenarios, respectively.  
 
A reduction in the total primary energy requirement is another co-benefit of the CO2 emission 
constraints. It is revealed that the total primary energy supply reduces by about 4.6%, 9.4% 
and 10.8% in the CO210, CO220 and CT2500 scenarios, respectively, during 2005-2035 as 
compared to the total primary energy supply in the base scenario due to efficient technology 
selection by the model. In the base scenario, primary energy use in 2035 is expected to be 
2079 PJ, and reduces to 1595 PJ in the CT2500 scenario. Gas is the dominant energy source 
in 2005, and coal is dominant in all scenarios in 2035. Coal imports decrease from 1178 PJ in 
the base scenario to 884, 499 a nd 396 PJ (25%, 58% and 65%) in the CO210, CO220 and 
CT2500 scenarios in 2035, respectively. Solar energy use increases by 114 PJ, 263 PJ and 306 
PJ in 2035 in the CO210, CO220 and CT2500 scenarios, respectively. In the base scenario, 
the expected electricity generation from solar PV is 0 TWh between 2005 and 2035; it is 
expected to increase by 213 TWh, 492 TWh and 572 TWh in the CO210, CO220 and CT2500 
scenarios, respectively, during the study period. 
 
5. Conclusions 

This paper has analyzed the effects of selected CO2 emission reduction targets and carbon tax 
on environmental emissions as well as energy technology and resource mix using the 
MARKAL model for Bangladesh power sector. It is observed that coal is the dominant 
electricity generation technology in all scenarios in the later period (2020-2035). In the later 
period, advanced coal FGD trends to be the first choice for Bangladesh. The introduction of 
the CO2 emission constraints directly affects the shift of technologies from high carbon 
content fossil-based to low carbon content efficient fossil-based and clean solar PV-based 
technologies. Solar PV is an attractive technology in almost all alternate scenarios. It becomes 
more and more attractive with introduction of higher carbon tax and higher CO2 emission 
reduction target.  
 
The analysis results show that the degree of diversification in the total energy requirement 
would increase with the applied CO2 emission constraints. The primary energy supply system 
would diversify from the one dominated by coal in the later period (2020-2035) to that 
involving a greater use of solar energy and gas under the selected emission reduction targets 
and carbon tax scenarios. The analysis results show that the primary energy requirement 
would decrease in the alternate scenarios. This would enhance the country’s energy security.  
 
Furthermore, the results show that the increase in total system cost for reduction of 
cumulative CO2 emissions over the study period is around 543 Taka/ton, 603 Taka/ton and 
615 Taka/ton in the CO210, CO220 and CT2500 scenarios, respectively. These costs are 
much lower than those in developed countries, as the solar-PV-based power generation is 
relatively much cheaper in Bangladesh. It could thus be attractive for developed countries to 
invest in solar PV to generate electricity in Bangladesh to reduce their committed CO2 
emissions defined in the Kyoto Protocol through the "clean development mechanism (CDM)". 
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Abstract: Successful technological innovation frameworks are based on synergistic packages of technology-
push and demand-pull measures. As the massive deployment of premature renewable energy technologies risks 
becoming very expensive, the debate on the optimal trajectory of renewable technologies should explicitly 
consider the balance between deployment incentives and R&D efforts.  
 
This paper explores this balance regarding wind and PV technology support in Europe. Based on rather 
conservative estimates, we calculate future deployment costs and compare these figures to the current public 
investments in PV and wind R&D. We find that, today, for each Euro spent on R&D to develop future 
technologies, 35 to 41 Euros are spent on the deployment of existing technologies. Furthermore, private PV and 
wind technology companies tend to underinvest in R&D for various reasons. In an alternative scenario, we 
assess the optimal R&D efforts for the PV and wind sectors based on a 7% R&D-to-sales benchmark that is 
typical for engineering sectors. If public R&D efforts would increase according to this benchmark, and hence 
compensate for the private underinvestments in R&D, pull/push ratios between 6 and 8 could be achieved. This 
leads us to conclude that the current balance between deployment and R&D is far from optimal. 
 
Keywords: Wind energy, PV-systems, Energy policy, Research and Development, Deployment subsidies 

1. Introduction 

Climate and energy policies need to address at least two well-known market failures (1). 
Without a direct price on negative externalities such as CO2 emissions, welfare losses will 
persist because economic agents lack incentives to invest in CO2 abatement. In addition, 
private companies tend to underinvest in low carbon energy R&D. For both market failures, 
economists often advocate appropriate government interventions such as carbon pricing and 
comprehensive public R&D programs. This is essential in successful technological innovation 
frameworks, based on synergistic packages of technology-push and demand-pull measures (2) 
(3) (4) (5) (6). The high deployment cost of renewable technologies - especially of PV - 
attracts more and more attention in the largest European economies (7), also, RD&D efforts 
are generally considered to be insufficient (8) (9). We argue that the debate on the optimal 
deployment trajectory for renewables should explicitly consider the balance between 
deployment incentives and R&D support. This paper aims to provide insight in the balance 
between wind and PV deployment and R&D efforts in Europe.  
 
2. Methodology 

2.1. Expected growth in wind and PV electricity production 
In order to estimate future costs we used two conservative scenarios (a moderate scenario and 
a policy driven scenario) on wind and PV electricity production up until 2020. These 
scenarios are based on reports by the European Photovoltaic Industry Association (EPIA) (10) 
and Tradewind (11) (Appendix, table 1-A). In the latter report we found projections of wind 
capacity growth (MW) which we then multiplied with full load hour data (FLH; 
[MWh/MW/y]) to estimate yearly wind electricity production. FLH data were calculated 
based on real production data for 2007 and 2008 by Eurobserv’er (12). We would like to point 
out that our FLH assumptions based on Eurobserv’er data are slightly lower than those based 
on EWEA (European Wind Energy Association) data (13). With respect to PV, the data on 
installed capacity (10) was multiplied with data on the yearly energy output [kWh/kWp/y] 
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obtained from PV-GIS Europe (Photovoltaic Geographical Information System) (14) to obtain 
estimates of total annual PV electricity production. 
 
2.2. Current and future deployment costs 
Current deployment costs in Euro/MWh are based on data by the European Renewable 
Energies Federation (EREF) (15). To estimate the further evolution of deployment costs, we 
follow the IEA (16) and assume that support schemes will be gradually phased out by 2020. 
Thus, we assume that PV-systems or wind turbines installed after December 31st 2019 no 
longer receive subsidies. For PV this assumption is a challenge, on-shore wind however is 
already competitive under optimal conditions. We are fully aware that the fading out of 
support schemes should not necessarily become a reality. This assumption however keeps the 
total deployment costs within a reasonable range. As a result, our calculations of the total 
deployment costs should be interpreted as very conservative. Based on existing schemes of 
Green Certificates or Feed-in Tariffs,  the average production subsidies in the EU for PV and 
wind are estimated at respectively 326 €/MWh and 56 €/MWh in 2010. In practice, 
deployment subsidies vary significantly across Member States (15). We assumed that these 
support levels will decline steadily to be phased out by 2020 (Figure 1).  
 

 
Fig. 1: Decline of average subsidies (€/MWh) for PV and wind electricity in the EU (based on(15)) 
 
In order to obtain total PV and wind deployment costs for each EU Member State, the 
estimated electricity production in a given year was multiplied with the corresponding 
production subsidy. In most countries the subsidies for PV electricity are guaranteed for 20-25 
years, starting when the first MWh of electricity is produced. In this paper, a support period of 
20 years was assumed for PV. Wind subsidies were assumed to be guaranteed for only 15 
years. Note that these conservative assumptions on the duration of the guaranteed support 
have a huge impact on the total cumulative cost. 
 
2.3. Research, development and demonstration 
Public RD&D investment data from EU Member States were retrieved from the IEA RD&D 
database (17). Missing data from 2009 or 2008 were replaced by the most recent data 
available for a given Member State. For the alternative R&D scenario, R&D/sales ratios for 
PV and wind technology companies are compared to relevant benchmark values in 
competitive engineering sectors. As PV and wind technology companies have low R&D/sales 
ratios, an R&D-investment gap based on projected total sales for both technologies and the 
7% R&D/sales benchmark of engineering sectors was calculated. As a matter of reference, we 
compare our investment gap estimates to investment needs obtained from recent IEA reports 
(8) (9). The methodology of the IEA is however fundamentally different since it uses a partial 
equilibrium model to find the cost-effective technology portfolios to halve global emissions 
by 2050. Nevertheless we believe it to be a good reference point in this framework. 
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3. Results and Discussion 

3.1. Expected growth in wind and PV electricity production 
From our conservative scenarios we find that, by 2020, 102-159 TWh is estimated to be 
produced by PV-systems and 311-399 TWh by wind turbines, in the EU-27. Table 1 shows 
that our estimates of future electricity production are quite conservative when compared to the 
standard scenarios from EREC (18), EPIA (19), EWEA (13) and the EU (20). We opted for 
this approach to ensure that the cost estimates resulting from our scenarios (see below) are 
within reasonable range. Furthermore, the wide range of projections given in Table 1 illustrate 
that estimating future electricity production comes with great uncertainty. 
 
Table 1: Estimated wind and PV electricity production and share in total demand in the EU by 2020 
Technology This Paper EPIA (19) EWEA (13) EREC (18) EU (20) 
PV  Prod (TWh) 102-159  140-420   180   
 Share (%) 2.7-4.2  3.7-11.1   4.7   
Wind  Prod (TWh) 311-399   580-681  477  399-525  
 Share (%) 8.2-10.5   15.3-17.9  12.6  10.5-13.8  
Sources: (13) (20) (18) and (19); total electricity demand in 2020 is estimated to be 3795 TWh (20) 
 
3.2. Current and future deployment costs 
Figure 2 shows the evolution of annual and cumulative PV and wind electricity subsidy costs 
in the EU-27 from 2007 until 2040 in a moderate (Mod) and a policy driven (PD) scenario. It 
is clear that PV subsidy costs will be much higher than wind subsidy costs, and (given the 
above mentioned assumptions) also last for a longer period. We find that annual subsidy costs 
for PV in the period 2020-2026 will be € 18-26 Bio. Annual wind subsidy costs will rise up to 
€ 6-9 Bio by 2020 and fade out by 2034. Total annual subsidy costs (PV + wind) will 
probably peak in 2020 and, depending on the scenario, could amount to € 25-35 Bio in that 
year. The total nominal cumulative cost of wind and PV subsidies are estimated to reach 
around € 471-661 Bio by 2040 for the whole of the EU-27. 
 

Fig. 2: Annual and cumulative deployment costs for PV and wind (based on (10), (11) and (15)) 
 
Table 2 illustrates that in 2020 the total average annual deployment cost per person (ADCPP) 
in Germany could reach € 156 in the policy driven scenario. These high costs are caused 
mainly by the high PV FIT’s granted in Germany in the period 2007-2010, resulting in annual 
costs of € 4-5 Bio by 2010 already. By 2020, annual PV deployment costs in Germany are 
estimated at € 9-11 Bio, which is almost 50% of the total of EU-27 PV subsidy costs, and 
more than total annual wind subsidy costs for the whole of the EU. The data in Table 2 also 
indicates that countries that rely more on wind energy and invest little in PV will have fewer 
problems facing the subsidy costs. To illustrate this we compare the U.K. and the Czech 
Republic. Both are estimated to have a similar combined share of wind and PV in total 
electricity supply by 2020 (Wind and PV together account for 6-9% of total supply). The U.K. 
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will reach this primarily through the deployment of wind energy (wind shares of 5.2-8.5%), 
the Czech Republic, on the other hand will invest heavily in PV. Table 2 shows that this has 
major consequences for electricity consumers, with ADCPP by 2020 for the Czech electricity 
consumer of 72-115 €, compared to only 13-22 € for the U.K. consumer. 
 
Table 2: Average annual deployment cost per person (ADCPP) across member states in the year 2020 

ADCPP (€) DE EL CZ BE ES IT PT BU FR UK 
PV  Mod  105  36  71  48  76  43  22  18  16  4  
(€)  PD  132  91  121  56  92  62  47  44  28  7  
Wind  Mod  18  11  2  12  22  18  45  3  15  10  
(€)  PD  24  18  7  19  27  25  48  4  20  15  
 Total   Mod  123  46  72  60  98  61  67  21  31  13  
 (€)  PD  156  109  128  75  119  88  94  48  48  22  

PV/wind  Mod  5,95 3,30 42,61 3,91 3,54 2,44 0,49 6,91 1,05 0,41 

 
 PD  5,56 5,18 16,46 2,92 3,39 2,44 0,97 10,9 1,38 0,48 

(Based on data from (10), (11) and (15)) 
 
These figures do not reflect the net-cost for society since the production of renewable 
electricity avoids the production of fossil or nuclear electricity. More intermittent renewable 
electricity production will however imply significant additional grid investments. It is at this 
stage very speculative to derive the net-cost from the deployment cost between now and 2040. 
We can nevertheless assume that the cost increase to the average electricity consumer will be 
significant. Keep in mind that our calculations are restricted to PV and wind while most 
countries have regimes to support other renewable energy technologies as well. Adding for 
instance biomass or geothermal FIT’s will further increase these costs.  
 
3.3. Investments in Research, Development and Demonstration  
3.3.1. RD&D needs according to the IEA 
The IEA (8) (9) (17) claims that global annual public RD&D budgets for wind and solar (PV 
+ concentrated solar power + solar boilers) should be around USD 1800-3600 Mio, which is 
about a fivefold increase compared to current PV public RD&D investments and a tenfold 
increase in wind public RD&D. In line with these recommendations, we assume that current 
public RD&D budgets in the EU-27 should be 5 times higher in the case of PV and 10 times 
higher in the case wind. Given current EU-27 RD&D budgets for wind and PV of respectively 
€ 136 Mio and € 184 Mio, the above mentioned assumption resulted in estimated annual 
RD&D needs for wind and PV in the EU-27 of € 1360 Mio and € 920 Mio respectively. 
 
3.3.2. Estimating optimal R&D expenditures  
It is difficult to define the optimal R&D efforts for PV and wind technologies since these 
sectors are still in transformation and operate in an artificially protected and fully subsidized 
environment with production targets up to 2020. If the sectors would collectively agree not to 
innovate, they can continue to sell current technologies. Nemet (3), for example, has pointed 
out that demand-pull measures might negatively impact non-incremental technological 
change. In general, manufacturing firms in Korea and Canada spend about 5-6% of their 
turnover on R&D (21). Major consumer electronics firms that operate in competitive markets 
like Siemens, Samsung, Nokia, Sony and Robert Bosch spend about 6-10% of their sales on 
R&D (22). Based on the annual reports of the major international PV and wind companies 
however, we find that these companies invest on average only 2% of their sales in R&D. As 
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renewable energy companies are less R&D-intensive compared to comparable mature 
industries, we have strong indications of private underinvestment in renewable energy R&D.  
 
To quantify this investment gap, we assume that the PV and wind industry should invest at 
least 7% of sales in R&D to replicate the average innovation dynamics of the engineering 
sectors. For this purpose we estimated total sales in the wind and PV sector between now and 
2020. This was achieved by multiplying annual installed capacities with the cost per Watt. We 
assumed that wind energy investment costs would decline from 1.3 €/W in 2005 to 1 €/W in 
2020. For PV we assumed a decline from 4 €/Wp in 2007 to 3.5 €/Wp in 2010 and 2 €/Wp in 
2020 (cost estimates based on (11), (23), (24) and (25)). This resulted in fairly constant annual 
sales in the wind and PV industry between 2010 and 2020 (Fig. 3). Sales in wind are about 9 
Bio/y in a moderate scenario and 14 Bio/y in a policy driven scenario. PV sales are higher, 
reaching around 30 Bio/y in a policy driven scenario and 18 Bio/y in a moderate scenario. If 
the public sector were to support the industry by funding R&D to obtain the 7% ratio, they 
would have to spend a complementary amount equal to 5% of sales (7% in total minus 2% 
private). Using this method we obtained “5% of sales” R&D estimates, which are much 
higher than current public RD&D investments in PV and wind (Table 3). 
 

 
Fig. 3: Estimated annual sales for PV and wind in the EU-27 (based on (10) (11) (23) (24) & (25)) 
 
Table 3: Annual R&D gap as 5% of sales in the EU in the period 2010-2020 
  Current EU public RD&D  

(€ Mio) 
Annual sales  

(€ Mio) 
R&D gap as 5% of sales  

(€ Mio) 
  Mod  PD Mod PD 
PV 184 18000 30000 900 1500 
Wind 136 9000 14000 450 700 
(Based on data from (17) and annual reports from the solar and wind industry) 
 
3.4. Balancing push and pull measures 
3.4.1. Results 
EU Member States have invested - and are likely to continue to invest - huge sums in 
demand-pull measures to stimulate the deployment of renewable technologies like PV and 
wind. When comparing these high costs to the low investments in RD&D supply-push 
measures, it appears that the budgets are not in balance. To obtain better insight in the 
imbalance between demand-pull and supply-push measures, we calculated a pull/push ratio 
under difference scenarios. Table 4 shows that the pull/push ratio would increase from 35-41 
today to about 79-111 by 2020 if current RD&D budgets were to remain unchanged (baseline 
scenario). Such that by 2020, in a policy driven scenario, for every euro going to wind or PV 
RD&D, there are 111 euro’s going to deployment subsidies. Wind and PV industries currently 
invest on average 2% of sales in R&D. Therefore, we believe that governments could support 
the industry by investing an amount equal to 5% of annual sales, such that a 7% sales/R&D 
ratio - common in engineering and electronics industry - would be achieved. This would result 
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in a significant decrease of the pull/push ratio from 35-41 (Baseline scenario) to 6-8 (“5% of 
sales” scenario) in 2010. Since in the “5% of sales” scenario R&D budgets evolve in line with 
annual sales, pull/push ratios are more flexible to changing market circumstances. Notice for 
example that the “5% of sales” pull/push ratio does not differ that much when comparing 
wind and PV, this in contrast to the other scenarios. The estimates of needed RD&D 
investments based on IEA suggestions result in pull/push ratios that are quite similar to the 
“5% of sales” ratio. However, the differences between the pull/push ratio for wind and PV are 
much bigger. Despite this fact, we are convinced that following the IEA’s advice would 
certainly be a step in the right direction. 
 
Table 4: Comparison of Push and Pull measures for wind and PV in the EU in 2010 and 2020 
  PV Wind Total 
  (€ Bio/year) (€ Bio/year) (€ Bio/year) 
  Mod PD  Mod PD Mod PD 
Push Baseline 0.184 0.184 0.136 0.136 0.32 0.32 
 R&D 5% of annual sales 0.90 1.50 0.45 0.70 1.35 2.20 
 IEA Annual RD&D needs 0.92 0.92 1.36 1.36 2.28 2.28 
Pull 2010 7.77 8.57 3.37 4.43 11.1 13.0 
 2020 18.4 25.6 6.95 9.67 25.4 35.5 
Pull Push       pull/push           pull/push           pull/push 
2010 Baseline 42 47 25 33 35 41 
 R&D 5% of annual sales 9 6 7 6 8 6 
 IEA Annual RD&D needs 8 9 2 3 5 6 
2020 Baseline 100 141 51 71 79 111 
 R&D 5% of annual sales 20 17 15 14 19 16 
 IEA Annual RD&D needs 20 28 5 7 11 16 
(Based on (8), (9), (10), (11), (15), (17) and annual reports of solar and wind companies) 
 
3.4.2. Sensitivity analysis and remarks 
Many authors agree that governments should invest more in renewable R&D; however the 
“optimal” amount of R&D efforts is difficult to estimate. Fischer and Newell (26) search for 
optimal R&D subsidy levels using a theoretical model that optimizes renewable policies. 
They find that the optimal R&D subsidy should be equal to 6%, which is remarkably close to 
our empirically estimated value of 5%. Furthermore, the optimal public R&D estimates by the 
IEA are also quite comparable to our estimates. From this we can conclude that our estimated 
“5% of sales” public RD&D budget is in line with recent findings. Nevertheless, it is 
interesting to evaluate the effect of the “5% of sales” assumption on the overall results. Table 
5 shows that adapting this assumption does have significant effects on the pull/push ratio. 
However, even the very conservative estimate of 2.5% results in pull push ratios that are 
smaller than currently found in the EU (namely 25-33 for wind and 42-47 for PV). The ratios 
rise by 2020 due to rising deployment costs, however not as dramatic as compared to the 
status quo scenario (see Table 4).  
 
When interpreting these results one should keep in mind that, throughout this paper, we have 
always opted for the more conservative approach. For example, the growth of wind and PV 
electricity production is assumed to be moderate compared to other scenario’s (see Table 1). 
Also, the assumption that subsidies will gradually fade out by 2020 is a tentative one. To our 
knowledge, only a few governments have presented such decreasing policy schemes (for 
example Greece (15) and the region of Flanders). It remains to be seen whether or not this 
practice becomes widespread in Europe. Governments that do not reduce renewables support 
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over time will experience higher costs than the estimates mentioned above. If PV and wind 
electricity production were to grow at rates mentioned by the EWEA’s ‘high’ scenario (13) or 
the EPIA’s ‘paradigm shift’ scenario (19) costs will be much higher, resulting in even higher 
burdens on electricity consumers. 
 
Table 5: Pull Push ratio under different assumptions on optimal public R&D budgets 
Pull/Push  PV  Wind  Total  
year R&D/Sales ratio  Mod  PD Mod PD Mod PD 
2010 2.5% of annual sales 17 11 15 13 17 12 
 7.5% of annual sales 6 4 5 4 6 4 
2020 2.5% of annual sales 41 34 31 28 38 32 
 7.5% of annual sales 14 11 10 9 13 11 
 
4. Conclusion 

Despite the uncertainties surrounding the mechanisms behind technology support measures, it 
seems that a pull/push ratio of 40, estimated here, does not seem optimal. This ratio could 
increase up to 79-111 by 2020 if current policies were to remain in place. Overall, we can 
safely say that European governments should critically evaluate current renewables subsidy 
schemes, especially for PV systems, and raise public RD&D investments. These higher 
RD&D budgets could drive down production costs, which will result in a decreasing need for 
demand-pull measures in the longer run. Further efforts should be made to obtain more 
reliable and complete data on public and private RD&D expenditure and to improve our 
understanding on the interactions between demand-pull and supply-push policy measures, 
such that policy makers have the knowledge and the tools to bring new, promising 
technologies to the market in an effective and efficient manner.  
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Abstract: In this paper design for a combined TPV and solar power system for local heat and power production 
is discussed. PV cells are producing electricity when there is light, while TPV cells are used when it is dark. 
Biomass is combusted and the heat is generating photons for the TPV system. Higher combustion temperature 
will give higher electric output, but also faster deterioration of the materials in the combustor, where the 
temperature of the emitter is 1050-1250 oC. By combining PV-cells generating electric power summer time with 
TPV-cells generating electric power winter time, we can achieve a flexible local heat and power system all year 
round. As both systems generate DC-power, we also can see a potential to use the same DC components for e.g 
for charging batteries for electrical vehicles, DC-pumps, LED-lamps etc. Design criteria for the systems are 
discussed in this paper for a house that is principally self sufficient on energy. Both theoretical and practical 
obstacles are discussed, as there are a number of issues to solve before the technique can be used in ”real life”. 
The TPV system is not yet commercially available, but is tested in pilot scale. 
 
Keywords: Solar power, TPV, combination, heat, electricity 

1. Introduction  

There will be a shortage of fossil fuels in the future and thus renewable energy like solar 
power and biomass will be interesting alternatives. One type of solar power is PV-cells, 
although there are other alternatives like Stirling engines, organic ranking cycles and even 
steam turbines when the sunshine is concentrated to heat an organic solvent or water/steam to 
high temperatures. 
 
In this paper we are concentrating on the combination of PV-cells and TPV-cells, where the 
principles are to convert photons into electric power directly. In the PV-cells the photons are 
in the range 0.4- 0.8 um mostly, while in TPV cells we extend the wave lengths up t o 
approximately 1.9 um. The advantage with a combination of PV and TPV cells is that we will 
consume no fuel during spring to autumn periods, but still can produce both heat and power 
when there is no or little light. At the same time we can use the same infrastructure with 
respect to DC-current and lower voltage than the normal 220 V in Europe. In this way we can 
be both self-producing all electric power needed without having to store electricity in 
batteries. The cost to store biomass is radically lower than the cost for storage in the batteries, 
and thus makes sense. 
 
2. Conversion of biomass to heat and electric power using TPV 

The combustion unit can be a conventional boiler extended with a TPV-unit where heat and 
electricity are produced simultaneously. The principles for a TPV unit developed by 
Malardalen University together with Dalarna university college in Borlange is principally 
making use of photons produced by combustion flames heating a steel plate, the emitter 
[1],[2],[3] and [4]. The photons produced are then filtered in an energy glass, and thereby only 
the energy rich ones hit a PV-cell, but with a slightly lower band gap than normal PV-cells. 
The cut off wave length and correspondingly band gap are seen in table 1 f or different 
materials. Silica (Si) with a cut off at 1.1 um is good for visible light but not for longer wave 
length. GaSb and InGaAs are better giving cut offs suitable for TPV cells.  
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Table 1. Cut off and threshold energy for different materials 
 Cut off wave length Band gap  
Si:  1.1μm  1.12eV  
GaSb:  1.7μm  0.72eV  
InGaAs 2.3μm 0.55eV 
InGaAsSb 2.4μm 0.53eV 
 
The cut-off here means that photons with a wave length higher than the cut-off are filtered off, 
while those with short wave lengths are passing through the glass to the PV-cell. The data are 
from [5]. By this the same amount of electricity can be produced with a s urface area 100 
times smaller than for conventional PV-cells. This means that the power output could be 
around 10 kW per m2, compared to some 0,1 kW/m2 for typical solar PV cells. As the TPV 
system can operate whenever you have a need, it can be used even when it is dark and in that 
way be acting as a back-up system for ”normal” PV cells. 
 
Biomass can have many different origins. It can be biogas produced from household waste or 
crop waste like straw. The gas then will be mainly methane, which is the same fuel as if we 
use fossil “natural gas”. The biomass could also be produced from different algae specie, 
where the production will depend on the actual sun intensity, nutrients and temperature. Of 
course the technology can also be used for fossil fuels like oil, but that is from our perspective 
not interesting long term. Typical values of solar intensity at different places in Europe are 
seen in figure 1 below.  
 
As can be seen the irradiation is approximately 8 kWh/m2,day summertime at all sites, while 
only less than 1 kWh/m2,day during December- January. We can assume that the growth rate 
for biomass is in the range 0.5 %  to at best 5 % of the incoming sun light, which means 0.04-
0.4 kWh/m2,day summer time and 0.005 – 0.05 kWh/m2,day winter time. The heat demand 
winter time would be some 0.5 – 240 kWhth/d in single houses depending on the house type, 
and to this we can add an electricity demand for the house hold use of approximately 5 
kWhel/d for low consumers up t o 40-50 kWhel/d for high consumers. [6]. The lower heat 
demand is for modern “passive” houses while the higher values are for houses older than 
some 40 years and not retrofitted to modern standard. 
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Figure 1 The total daily radiation by the sun on a horizontal surface in Stockholm, Malmo and Prague 
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The cells in the small pilot plant we have developed consist of 21 cells in three lines with 7 
cells in each. The total surface area is 40 cm2. The cells are from JX Crystals. The cells are 
mounted on a surface with water cooling, to keep the cell temperature below 50 oC. Different 
emitter materials were tested, but normal black iron actually turned out to be as efficient as 
more advanced materials. The reflectors were made of vacuum formed aluminium that was 
electro polished to get good reflectance properties. We had different type of edge filters. 
There was one specially designed glass surface, but it turned out that a normal energy glass 
was good enough. This simple pilot module thus was used in the tests performed and 
described below. 
 
The heat source was an electrical furnace from Kanthal. This was a stable heat source which 
was easy to control. The experiments were made as seen in figure 2 below.  
 
At the bottom we have the electric furnace, above the emitter and the reflecting cones. The 
glass edge filter was mounted between the two Aluminium cones as seen in figure 2. At the 
top are the cooled TPV-cells. The actual experimental set up is seen at the photo to the right, 
where also two of the authors (Eva Lindberg and Erik Dahlquist) are seen aside of Svante 
Nordlander. 

 

Figure 2. The experiment set up with the pilot TPV unit. 
 
The efficiency calculations were made using the following formulas: 
 
For the first experiment the efficiency was calculated according to equation (1) 
 
η1 = (Pc / Ac) / G   (1) 
Pc  = Electric power of the TPV cells [W] 
Ac =Cell area [m2] 
G  =Irradiation intensity at the plane of the cells [W/m2] 
 
For the second experiment equation (2) was used for the efficiency calculation: 
 
η2 = (Pc /Ac) / Eu   (2) 
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Eu [W/m2] is the irradiation power per area unit from the emitter and is calculated from 
equation (3). 
 
Eu = ε σ Te

4   (3) 
ε  =emissivity [-] 
σ  =Stefan-Boltzmanns constant = 5,66697 10-8 [W/(m2K4)] 
Te =Emitter temperature [K] 
 
Equation (3) also was used for the efficiency calculation in experiment 3. In figure 3 we see 
the results from experiment 1, where the effect of water cooling of the TPV cells was studied. 
As seen the water cooling of the cells gives a very strong impact on the cell performance. The 
efficiency calculations according to equation (1) was 4,8 % at 1950 W/m2 and 8,7 % at 3000 
W/m2. 
   
η3 = (Pc /Ac) / (γ Eu ) 
 

0

100

200

300

400

500

600

700

800

0 500 1000 1500 2000 2500

U  [mV]

I [
m

A
]

93 cm med kylning
93 cm utan kylning
54 cm med kylning

 
Figure 3. Results from experiment 1. Current – voltage curve for water cooled GaSb-cells irradiated 
with a halogen lamp at 1950 W/m2 (93 cm) and ca 3000 W/m2 (54 cm). The black prisms are with 
water cooling at 93 cm distance, the uncoloured prisms the same without cooling and the crosses at 54 
cm distance with cooling. 
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Figure 4. Power output as a function of the emitter temperature and current – voltage plot for 
different emitter temperatures.  
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In figure 4 we see the power output as a function of the emitter temperature. The average fill 
factor for the experiments was 0.6 calculated by the formula Fill factor = MPP/(ISC x UOC). 
Still, the spreading was relatively high as it was a bit difficult to measure the short cut current  
ISC  and the voltage at open circuit  UOC as well as the maximum power point MPP.  
 
In figure 5 we see the current- voltage plots for emitter temperatures up to 1200 oC.   
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Figure 5. Current – emitter plot for higher emitter temperatures.  
 
These higher emitter temperatures were tested in a special high temperature electric furnace 
from Kanthal which could be kept at constant temperatures up to 1700 oC. Still, it was not that 
easy to perform the actual measurements at the very high temperatures, so in practice we 
stopped at 1200 oC. These were the experiment 3 tests. In this last experiment we also tested 
the impact of the cones and the energy glass. The outcome can be seen in figure 6 below.  
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Figure 6. The power output from the TPV cells. At bottom (dark prisma) with radiation from furnace 
directly towards the TPV cell, (pink squares) furnace + reflecting cones and (yellow triangles) 
furnace, reflecting cones and edge filter using a standard energy glass. 
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At the bottom in figure 6 we see the power output when we only had the irradiation directly 
towards the cells placed at a distance corresponding to one cone. The squares are for furnace 
plus one reflector cone, but with no edge filter. Finally the triangles are for the two reflector 
cones with an energy glass in-between as seen in figure 2. The electric efficiency from fuel 
heating value to electricity production is going from around 0.5 % to 4- 5 % in the <1 kW 

thermal pilot plant tested. As we can see the reflector cones give a strong impact, and the two 
cones + an edge filter glass does not give significantly lower power output than with only one 
cone. Still, with two cones plus the glass we can have a long term good performance, which 
would not be possible without the energy glass, as the TPV cell would become  too hot and 
deteriorate. The temperature drop in the combustion gases due to the TPV was negligible. By 
having a larger emitter and TPV area the electric output in relation to the heating value of the 
fuel can be increased. By this the efficiency as electricity divided by fuel heating value could 
be up towards 20%. Still, this also mean an increased cost for the TPV module. It should also 
be noticed that the remaining heat can be used to both heating water or drive an absorption 
cooling machine. 
 
3. System aspects considering the demand and production capability of energy in 

detached houses. 

The lowest heating demand is in so called passive houses that only utilize the heat from 
appliances and human bodies (approximately 100 W per person). If we should produce all 
electricity by TPV cells (5% efficiency) this means a fuel demand around (5 kWh/d) /(0,05) = 
100 kWh fuel/day. For a four times larger TPV area the demand would be 25 kWh fuel per 
day. We assume that the electricity demand is only during 3 of 12 months, while the 
production is during 12 month, with an average of 5 kWh/m2,day.  
 
This means a demand of 100 kW h/d * 90 da ys = 9 000 kWh/year and assuming a net 
efficiency from the sun of 1% the biomass production will be 5 kWh/m2,day*0.01 * 360 days 
= 18 kWh/m2, year with respect to biomass. This means a need for 9 000/18= 500 m2, if all 
the fuel should be produced in this way and all electricity come from the TPV-cells. For the 
four time larger TPV area the demand would be 25 kWh/d and the area for growing biomass 
would be 125 m 2 instead. With an efficiency from incoming sun to biomass of 5% would 
mean 100 m2 instead of 500 m2 , which might be economically feasible, but still on the high 
side. If we reduce the electricity consumption significantly by using low energy lamps, low 
energy refrigeration, using hot water instead of electricity in the washing machine and stay 
with low consuming TV and computers, it might be possible to reach perhaps even 50 m 2 
solar heating surface area, and then also we could have PV-cells covering the rest of the need 
for the summer, autumn and spring time. With 5 kWh/ m2, d, sunshine and 10-15 % net solar 
power efficiency, an average electric power output of 0.5 – 0.75 kWh/m2,day could be 
achieved. We then would need some 5 m2 for the house hold electricity for a single house. 
During summer there can be a net production that could be passed on to the power grid, while 
there might be a deficiency in October-November and February – March. A small battery 
would be good to have to give power also in the evening when it is dark, if there is enough 
PV-area to charge it during the day. Typical hot water and electricity demand for households 
have been presented in [6] and [7]. 
 
Summer time hot water production can be produced by solar heating panels. With a design 
with a t ank above the solar heaters a s elf circulation can be achieved, but the technical 
installation and the need to insulate the tank may make it le ss cost effective than using a 
circulation pump and a tank in the building..  
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4. Combination of PV cells and TPV cells 

In figure 1 we can see that the sun can give a significant energy contribution from March to 
October. We already said earlier that TPV-cells can be used during the dark period November 
- February to produce both heat and electric power. Still, during the more sunny part of the 
year, we can utilize a combination of PV-cells and solar collectors described above. The good 
thing with a combination of PV and TPV cells is that all the electrical equipments for DC/AC 
conversion could be the same for TPV and PV-cells. The TPV system also is an alternative to 
investing in a large battery. 
 
5. Energy utilization in a household in relation to local production 

From a design perspective a single household would need some 0.4 kW base load electricity 
as an average over the year. The need for hot water production will be significant. If we 
assume that every person take a 4 minute shower three times a week, and the water used has 
an average temperature of 15 oC and is heated to 40oC, the heat consumption per shower will 
be at 10 l/min:  0.17 kg/s *4.2 *(40-15) = 17.5 kW. During 4 minutes this means 1.17 kWh. 
For five persons taking three showers per week this will mean 1.17*5*3*52 = 910 kWh/year.  
Teen agers often take 10 minute showers and seven times a week, which would mean 2.9 
kWh/shower*3*7 times/w*52 = 3 200 kWh/y + two grown-ups 1.17*2*3*52= 365 kW h/y 
with a total amount 3 565 kWh/y.  
 
To this we should add hot water for washing cloths and porcelain, which will add up another 
500 kWh/y at least. A total of some 4 000 kWh hot water then is needed. If we distribute this 
per day, it means some 11 kWh/day. 
 
With the assumption that the incoming sun light is 3-4 kWh/m2,day in April a solar panel will 
produce some 35 l iter per m2, day in April at the longitude of Vasteras/Stockholm with a 
temperature lift of 35 oC. This corresponds to 35*4.2*35/3600= 1.43 kWh/m2,day.  11  
kWh/day then mean 7.7 m2 solar panel. In March we only will get 15 l iter/m2,day, which 
would mean a need for 18 m2 to cover all. 
 

6. Use of DC in households 

As both PV and TPV systems generate DC-power, we also can see a potential to use DC 
components generally, e.g for charging batteries for electrical vehicles, DC-pumps, LED-
lamps etc. The advantage with this would be that normally lower voltages could be used for 
many applications. This is important as the voltage normally is quite low in PV-systems, 
typically 12, 24 or 48 Volt. The draw-back is that it is causing more losses to transport energy 
as low voltage, and thus the distance has to be optimized between the production units and the 
appliances. It is not clear where the economic limits are for using DC on a larger scale in the 
buildings, but worth to investigate more in the future. Normal distances within a single house 
of average size will be no problem. 
 
7. Discussion 

To sum up: We assume a house-hold electricity demand of 3600- 5400 kWh/year = 10-15 
kWh/day. To this a hot water demand of the same amount 10 kWh/d is assumed. The heat 
demand will vary over the year with a demand around 70-120 kWh/day in November- 
February, some 30- 50 during March-April and in September- October. The rest of the year 
there will be no de mand for heating. With a TPV system giving 10 kWh/d electricity we 
would produce also 50- 200 kWh/ heat and hot water, which would be enough to cover the 
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demand during November – February. During the rest of the year a 18 m2 solar panel + 20 
m2 PV cells would be enough to cover all energy demands. 
 
Adding some 5-10 m2 PV-cells will give a house producing more energy than it consumes 
(emitting < 20 W/ m2 building area when the outdoor temperature is – 15 oC - the definition 
used in Sweden for so called “low energy houses”). If the roof area is some 170 m2 the solar 
panel units will cover less than 50% of the roof area, which is quite feasible. 
 
For the case with the TPV system and production of biomass as such it would be primarily the 
TPV that is an issue, as the unit only exists as a pilot plant today, and not a full commercial 
product. Still, the prize tag is estimated to be relatively low (1000 – 3000 €/kWel).  
 
8. Conclusions 

The conclusions are that the alternatives discussed can be motivated economically if we can 
achieve high efficiencies for all technologies and steps. It is difficult to judge which 
technology is the economically best comparing different systems that are not yet commercial. 
Still, the alternative with biomass production followed by TPV for heat and power production 
locally has a relatively short distance to being realized commercially, and the potential to be 
economically competitive is reasonably high.  
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Abstract: With the increasing number of photovoltaic (PV) installations on a worldwide scale, an outdoor 
performance analysis of various types of modules is needed. The purpose to assess and compare the performance 
of different types of modules in specific geographical locations, under various climatic conditions and to identify 
benefits/losses given by a specific surrounding context, is very important to evaluate the energetic behavior of 
future installations and direct them toward the most suitable technology to apply. The installations taken into 
consideration are located in Bolzano, Milan, and Catania, allowing comparison among three different Italian 
climate conditions and irradiance levels: the Alpine region, the upper Padana valley, and the see-side area in 
Sicily. In Bolzano, a multi-technology ground-mounted PV field is taken into analysis. For Milan and Catania, 
two multi-section PV power plants are monitored. The monitoring activities are done taking the international 
norm IEC 61724 as reference document, together with the best practice already existing in the field. The PV 
modules are evaluated in relation to ambient conditions, installation characteristics, module-specific behavior 
and state. Results are provided in a comparative way among the three considered geographical locations. Results 
are validated and an uncertainty estimation is shown. As instrumentation and environmental conditions are not 
the same, uncertainties for the locations might be different. Possible issues related to monitoring activities, as 
well as the performance of different PV technologies, will be highlighted. 
 
Keywords: Monitoring, PV System Performance, Energy Rating, Site-Dependent Performance Ratio. 

1. Introduction 

The number of photovoltaic (PV) installations in Italy is quickly increasing, thanks to the 
national “Conto Energia” programme. An increasing trend has been also registered at 
European level, as well as worldwide. In this context, a detailed monitoring of selected PV 
plants and the analysis of operational data of these plants is needed to support a realistic 
outdoor performance analysis of various types of modules in specific geographical 
environments. This action supports both the scientific community and the different actors in 
the PV environment, such as developers, producers, installers, financing institutions, as well 
as decision-makers and customers. 
 
2. The PV installations 

The installations taken into consideration in this work are located in Bolzano, Milan, and 
Catania, allowing comparison among three different Italian climate conditions and irradiance 
levels: the Alpine region, the upper Padana valley, and the see-side area in Sicily. The 
evaluation has been limited to two months (September and October 2010) due to the recent 
operation activity of the installation located in Bolzano. From the different locations, four PV 
technologies are analyzed and evaluated: back-contact monocrystalline silicon cells (BC m-
Si), heterojunction cells with intrinsic thin layer (HIT), copper indium gallium selenide 
(CIGS) and cadmium telluride (CdTe). All groups are mounted on 30°-tilted supports. 
 
It must be stressed that the monitoring systems are, at the moment, different for Bolzano 
(supervised by EURAC Research and reading electrical data through the inverter system, with 
an SMA amorphous silicon reference device) in comparison with the installations of Milan 
and Catania (supervised by RSE and adopting a dedicated electrical monitoring system, using 
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a crystalline silicon reference device from the type EstiSensor [1]). This leads to differences 
in the acquired data, which are visible in their representation, but are also discussed and 
justified along the paper to make the comparison possible and valuable. A validation of the 
results of the performance ratio (PR) among the different groups, locations and monitoring 
systems is done in Section 4. 
 
2.1. Airport of Bolzano Dolomiti (ABD) PV field 
The multitechnology ground-mounted grid-connected PV field at the Airport of Bolzano 
Dolomiti (ABD), in the North-East of Italy, is in operation since August 10, 2010 and has a 
total peak power of 724 kWp. It is divided into two main parts: a 662 kWp commercial 
installation, mounting 8538 CdTe modules, and a 62 kWp experimental installation, mounting 
24 different types of modules, divided into groups ranging between 1 and 2 kW each. The 
groups selected for the analysis are listed in Table 1. Results for two CIGS and two BC m-Si 
groups are shown, to highlight possible differences among the same product. For the 
commercial field using CdTe modules the monitoring results for a single inverter has been 
considered, connecting a total of 120 modules divided into 20 strings of 6 modules each. 
Figure 1 and 2 show the instantaneous PR for the four PV technologies calculated on a 15-
minute base for each day of the month, respectively for September and October 2010. 
 
Table 1. Groups and characteristics from ABD PV field in Bolzano. 

Group Type kWp Inverter Overview 

E2 HIT 3.87 SB4000TL-20 

 

E10 CIGS 1.12 SB1100 
E11 CIGS 1.12 SB1100 

E14-A BC m-Si 1.2 SB1100 
E14-B BC m-Si 1.2 SB1100 

Commercial CdTe 9.3 SMC9000TL-10 
 

 
Fig. 1.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of September 2010 in Bolzano. 
 
The graphs highlight clouds of data at low irradiance levels (mainly between 100 and 200 
W/m2), due to the fact that the efficiency of the inverter is not stable for values of irradiance 
lower than 200 W/m2. A general high performance and differences in behavior for the same 
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technology (as for CIGS, where differences in the trends are visible, especially clear in the 
month of October) can also be noticed. 
 

 
Fig. 2.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of October 2010 in Bolzano. 
 
2.2. PV test installation in Milan 
The RSE test installation in Milan has a peak power around 8 kWp and consists of 6 groups of 
different technologies (polycrystalline silicon, two high-performance monocrystalline silicon, 
CIS, CdTe and amorphous silicon). The power production is monitored with a custom-made 
system to evaluate the current and voltage on both DC and AC sides of the inverter. 
 
Table 2. Groups and characteristics in Milan. 

Group Type kWp Inverter Overview 

GFV11 HIT 1.05 SB1100 

 

GFV14 CIGS 1.2 SB1100 
GFV15 CdTe 1.16 SB1100 
GFV16 BC m-Si 1.2 SB1100 

 

 
Fig. 3.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of September 2010 in Milan. 
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The groups taken into consideration are listed in Table 2. Figure 3 and 4 show the 
instantaneous PR for the four PV technologies calculated on a 15-minute base for each day of 
the month, respectively for September and October 2010. 
 

 
Fig. 4.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of October 2010 in Milan. 
 
2.3. PV test installation in Catania 
The RSE test installation in Catania replicates the installation previously described for Milan 
in all its characteristics. The groups taken into consideration are listed in Table 3. Figure 5 
and 6 show the instantaneous PR for the four PV technologies calculated on a 15-minute base 
for each day of the month, respectively for September and October 2010. 
 
Table 3. Groups and characteristics in Catania. 

Group Type kWp Inverter Overview 

GFV1 HIT 1.05 SB1100 

 

GFV4 CIGS 1.2 SB1100 
GFV5 CdTe 1.16 SB1100 
GFV6 BC m-Si 1.2 SB1100 

 

 
Fig. 5.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of September 2010 in Catania. 
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Fig. 6.  PR (PAC/(Pp*Irrad.)) evaluated every 15 minutes for each day of October 2010 in Catania. 
 
The shape of the plots PR vs Irradiance in Catania is different from the previous considered 
cases. This is due to different settings of the resolution of the data acquired by the monitoring 
system, which takes into consideration only two decimal digits in the recorded AC power. 
The trend of the PR is, for higher irradiances, in line with the previous graphs. 
 
3. Comparison 

The comparison is conducted according to two indicators: the energy production per kWp of 
installed power and the PR, both processed for each month taken into consideration. 
Moreover, geographical environments and technology-specific behaviors are taken into 
account while evaluating the results. 
 
3.1. Methodology 
The calculation of the energy production in kWh/kWp is the main element of comparison 
among the various PV technologies; in fact, using this indicator the irradiance value is omitted 
as element in the calculation, avoiding the problem rising from mismatch and the difference in 
the reference devices among the sites. All inverters are from SMA, and each PV technology 
refers to the same module producer in all cases; anyhow, the issue of accuracy of the data 
acquisition system, as well as the accuracy in the kWp value by label, has to be considered. 
Following the indications of the international standard IEC 61724 [2], the performance of a 
PV system can be expressed by the PR, that shows the overall effect of losses (due to module 
temperature, irradiance usage, low components efficiency, faults) on the power output of the 
plant. The PR is calculated on a monthly base, according to the following ratio: 

r

f

Y
Y

PR =  (1) 

Where Yf = E/P0 and Yr = H/G, and respectively E is the energy produced by the PV system, 
P0 the installed peak power, H is the in-plane insolation (in kWh/m2), and G is the irradiance 
at STC (1 kW/m2). 
 
3.2. Results 
The energy production in kWh reported to the kWp of installed power (specific yield) allows 
a comparison among groups in the same location, but for different locations the energy 
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production has to be always seen in perspective of the irradiance value for the considered 
period. The values of the monthly global irradiance on 30° angle, respectively for September 
and October 2010, in the three considered locations are: Bolzano: 139.60 kWh/m2 and 92.96 
kWh/m2; Milan: 144.01kWh/m2 and 88.32 kWh/m2; Catania: 169.94 kWh/m2 and 126.54 
kWh/m2. Among c-Si technologies, HIT are performing better in Bolzano, while BC m-Si are 
dominant in Milan and Catania (see Table 4). CdTe modules compete with c-Si mainly in 
Bolzano and Catania, where the diffuse component of the irradiance is higher for the location 
characteristics. The production level (in terms of specific yield) of CIGS generally remains 
lower, with the exception of Milan, where production from CIGS is comparable to HIT. The 
PR can be compared only by taking into account the correction coefficient from Table 6. 
 
Table 4. kWh of energy production per kWp of installed power per month, location and technology. 

Date Type Bolzano Bolzano Milan Catania 

Sep-10 BC- 
mSi 

127.7 (E14-A) 127.5 (E14-B) 121.8 139.4 
Oct-10 88.7 (E14-A) 87.3 (E14-B) 76.5 105.5 
Sep-10 

HIT 
134.0 118.6 138.5 

Oct-10 93.2 73.9 103.7 
Sep-10 

CIGS 
112.5 (E10) 118.9 (E11) 115.5 112.6 

Oct-10 74.3 (E10) 79.4 (E11) 72.1 80.3 
Sep-10 

CdTe 
135.6 93.3 138.6 

Oct-10 90.9 56.4 103.6 
 
Table 5. PR per month, location and technology. 

Date Type Bolzano Bolzano Milan Catania 

Sep-10 BC- 
mSi 

0.91 (E14-A) 0.91 (E14-B) 0.85 0.82 
Oct-10 0.95 (E14-A) 0.95 (E14-B) 0.87 0.83 
Sep-10 

HIT 
0.96 0.82 0.81 

Oct-10 1.00 0.84 0.82 
Sep-10 

CIGS 
0.81 (E10) 0.85 (E11) 0.65 0.66 

Oct-10 0.80 (E10) 0.85 (E11) 0.64 0.63 
Sep-10 

CdTe 
0.98 0.80 0.82 

Oct-10 1.00 0.82 0.81 
 
4. Validation of the measurement systems 

In order to validate the results of the performance ratio, an attempt is made to compare the DC 
output power of the various groups with reference to the calculated installed power (kWp). 
Data sets with an average irradiance level (on 15 minutes) of 900 W/m2 or higher, and 
available module temperatures are used to extrapolate the output power to standard reporting 
conditions of 25°C and 1000 W/m2 irradiance level (excluding correction to airmass 1.5 
global spectral irradiance). The values of the temperature coefficients for Pmax used for the 
different PV technologies are as from [3] and are listed in Table 6. Concerning Bolzano, 
remarkable is the difference between two identical CIGS groups. The difference of 4% is also 
noted in Fig. 1 and 2. This is caused partially by the inverter data acquisition. Both BC m-Si 
groups show an overestimation in power of nearly 10%, but the difference between the two 
systems is negligible (< 0.5%). Also HIT technology shows an overestimation in power, 
which can be attributed to the mismatch in the spectral responsivity between the reference 
detector and the modules. This is valid for both silicon-based technologies.  
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Table 6. Correction coefficient for PR values. 
Technology BC m-Si BC m-Si HIT CIGS CIGS CdTe 

TC_Pm [%/°C] -0.45 -0.45 -0.50 -0.36 -0.36 -0.21 

Location Bolzano 
Average DC_STC 

[kWp] 
1.30 1.30 4.16 1.10 1.15 9.28 

Standard deviation 
DC_STC [kWp] 

0.03 0.03 0.12 0.03 0.02 0.13 

Difference [%] 7.9  
(E14-A) 

8.3    
(E14-B) 

7.6 
-1.5 

(E10) 
2.5  

(E11) 
-0.2 

Location Milan 
Average DC_STC 

[kWp] 
1.16 1.03 

 
1.01 1.17 

Standard deviation 
DC_STC [kWp] 

0.01 0.01 0.01 0.01 

Difference [%] -3.2 -1.9 -16.0 0.5 
Location Catania 

Average DC_STC 
[kWp] 

1.14 1.00 1.10 1.05 

Standard deviation 
DC_STC [kWp] 

0.02 0.02 0.03 0.02 

Difference [%] -5.0 -4.7 -8.7 -9.3 
 
For Milan, the difference between calculated power at 1000W/m2 and 25°C and the measured 
DC power for the CIGS is very large, and cannot be justified by the spectral mismatch 
between c-Si reference detector and the spectral responsivity of the CIGS material. The 
differences of the BC m-Si and HIT materials can be attributed to spectral mismatch. The 
very small difference of the CdTe is also remarkable, as the spectral mismatch between c-Si 
and CdTe is normally around 8-10%. In Catania, it must be considered that the module 
temperatures are higher than for the two northern locations. The -8.7% difference for CIGS 
can be attributed to spectral mismatch, as well as the -9.3 for CdTe. The values for BC m-Si 
and HIT can originate from the temperature (as correction for T is more dominant than for the 
locations of Milan and Bolzano), as well as being influenced by the spectral mismatch. 
As general remarks for the reference detector, guidelines are given in IEC 61724 [2] and 
require an irradiance reference detector with an accuracy better than 5%. As for the 
technologies CIGS, HIT, BC m-Si, a c-Si reference detector (as used by RSE in Milan and 
Catania) would reduce the effect of spectral mismatch. A rough estimation of ± 7% spectral 
mismatch for the above mentioned technologies should be taken in consideration for the 
Bolzano data (as an a-Si reference detector is used). For CdTe the spectral mismatch is 
estimated around ± 3%. These data will be used in the uncertainty calculation table. Some 
assumptions are made to estimate the overall uncertainty of the final PR value. For all 
uncertainty components, a “B” type standard uncertainty and a “R” (rectangular) distribution 

is assumed. Therefore the reduction factor is 3 . The total index of uncertainty that is 
reported is calculated as the square root of the sum of the squares of the individual 
contributions. The uncertainties given in Table 7 are with a coverage factor (k) of 2. With a 
Gaussian probability distribution, this gives a confidence level of 95 %. 
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Table 7. Uncertainty values for the different PV technologies in the three considered locations. 
 Location Estimated 

Uncertainty 
 Bolzano Milan&Catania TF 

[%] 
Si 

[%] 
Standard uncertainty component TF Si TF Si   
Stability of Reference Device 1.73 1.73 0.58 0.58 3 1 
Calibration of reference device 4.62 4.62 1.44 1.44 8 2.5 
Spectral Mismatch 1.73 4.04 4.04 1.73 3 7 
Irradiance DAS 0.00 0.00 0.58 0.58 0 1 
Inverter / DAS 0.58 0.58 0.58 0.58 1 1 
Installed power 2.31 1.15 2.31 1.15 4 2 
Combined standard uncertainty 5.7 6.5 5.0 2.7   
Expanded standard uncertainty k=2 11.5 13.0 9.9 5.4   
 
5. Conclusions 

The analysis shows a relevant impact of the geographical location (temperature, irradiance 
components) on the performance of selected PV technologies. In facts it clearly appears that 
certain technologies have a better energy production compared to others in the same location. 
Nevertheless, the importance of the monitoring devices and system components results clear 
while evaluating the performance. Commercial-type monitoring systems need improvements 
in quality and reference devices need regular maintenance activity. It is also important to 
match the module technology with an appropriate reference device. This issue becomes 
relevant when evaluating the PR. The monitoring system in Bolzano is under way to be 
improved to reduce data uncertainty and a collaboration with RSE is set to install additional 
monitoring devices on the DC and AC sides of the inverters for selected groups. 
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Abstract: PV only generates electricity during daylight hours and primarily generates over summer. In the UK, 
the carbon intensity of grid electricity is higher during the daytime and over winter. This work investigates 
whether the grid electricity displaced by PV is high or low carbon compared to the annual mean carbon intensity 
using carbon factors at higher temporal resolutions (half-hourly and daily). 
 
UK policy for carbon reporting requires savings to be calculated using the annual mean carbon intensity of grid 
electricity. This work offers an insight into whether this technique is appropriate. 
Using half hourly data on the generating plant supplying the grid from November 2008 to May 2010, carbon 
factors for grid electricity at half-hourly and daily resolution have been derived using technology specific 
generation emission factors.  
 
Applying these factors to generation data from PV systems installed on schools, it is possible to assess the 
variation in the carbon savings from displacing grid electricity with PV generation using carbon factors with 
different time resolutions. 
 
The data has been analyzed for a period of 363 to 370 days and so cannot account for inter-year variations in the 
relationship between PV generation and carbon intensity of the electricity grid. This analysis suggests that PV 
displaces more carbon intensive electricity using half-hourly carbon factors than using daily factors but less 
compared with annual ones.  
 
A similar methodology could provide useful insights on other variable renewable and demand-side technologies 
and in other countries where PV performance and grid behavior are different. 
 
Keywords: Renewable Energy, Photovoltaics, Carbon accounting 

1. Introduction 

The carbon intensity of grid electricity varies with the seasons and also with the time of day. 
Similarly the production of electricity from PV is strongly dependent on the time of year and 
time of day. In the case of the variation in carbon intensity of the electricity grid, this is a 
function of the way that overall energy demand varies and the economics of the different 
electricity production methods. As the UK has a diverse mix of generation technologies, the 
variation in carbon intensity of the grid can be quite large. At times of low demand when 
nuclear makes up a relatively large proportion of the active generating plant, the carbon 
intensity tends to be relatively low; at times of the highest demand, the grid has all available 
nuclear and renewable power and a roughly equal mix of coal and gas supplying the 
remaining demand, leading to an intermediate carbon intensity figure. The times of highest 
carbon intensity occur when there is moderate to high demand and the cost of producing 
electricity from coal is lower than the cost of producing electricity using gas.  
 
In the UK, company carbon reporting of the energy exported from microgeneration must be 
reported using the annual grid average carbon emissions factor [1] which may not be truly 
reflective of the grid mix at the time of generation. 
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This paper seeks to determine the relationship between the variation of the carbon intensity of 
the mixture of sources feeding the grid and the variation in the time of PV. 
 
2. Methodology 

There are three sources of data that or central to this work. Firstly, the half-hourly generation 
by fuel type data for the UK national grid [2]. This provides gross electricity production from 
eleven sources (including interconnectors and pumped storage hydro) for Great Britain. Data 
has been collated from November 2008 to June 2010. These figures do not make any 
allowance for parasitic loads within power stations which are considered in the second set of 
data, the average emissions factor for each fuel type in the half hourly generation by fuel type 
data. These generation emission factors (GEFs) are taken from AMEE [3] based on data in 
DUKES [4]. The GEFs provided by AMEE are for gross generation with a generated to 
supplied gross factor to allow for conversion from carbon intensity of gross electricity 
generation to the carbon intensity of the electricity fed into the grid. To convert these from 
grid supplied factors to the carbon intensity of electricity at the point of use, the losses in 
transmission and distribution (T&D) must be considered. We have used a flat figure for T&D 
losses of 9% [5]. 
 
Table 1 End use CO2 emissions factors for each generation technology. 

Fuel Type Generated To 
Supplied 

Gross Factor 

Mass CO2 
Produced per 
Energy Unit 

(kg/kWh) 

Derived Supplied 
Net Factor 
(kg/kWh) 

Derived End-use 
Factor allowing 
for T&D losses 

CCGT 0.984 0.385 0.391 0.430 
Coal 0.949 0.861 0.907 0.997 

INTFR 1 0.082 0.082 0.090 
INTIRL 1 0.549 0.549 0.603 

NPSHYD 0.997 0 0 0 
Nuclear 0.908 0 0 0 
OCGT 0.944 0.525 0.556 0.611 

Oil 0.828 0.737 0.889 0.977 
Other 1 0 0 0 

PS 0.997 0 0 0 
Wind 1 0 0 0 

 
Applying the resulting end-use GEFs (Table 1) to the generation by fuel type data gives the 
total CO2 emissions from each fuel type for every half hour. Once this is completed, the task 
of deriving grid mix carbon intensity for any given time frame is achieved by dividing the 
total carbon emissions over the time by the electricity generated over that time. For this work, 
the time intervals considered are half hourly, daily and total period which varies slightly from 
system to system but all start between the 13th and 26th May 2009 and all run for between 363 
and 370 days and can be thought of as an annual grid average carbon factor. 
 
No account has been made for non-CO2 GHG emissions from generation, for upstream 
emissions, for the embodied emissions associated with the generation infrastructure or end-of 
life disposal. The official methodology published by the UK Government [1] has only 
recently started including non-CO2 GHGs in their electricity factors and these were not 
included for simplicity. The remaining omissions from this study are categories that are not 
consistent with the GHG reporting guidelines prevalent in the UK at the time of writing.  
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The final dataset used for this work was the generation from seven PV systems in the North of 
England provided by Solarcentury. All systems are 4 kWp crystalline silicon systems oriented 
due south with a tilt of 30°. All data was for a period from a point in May 2009 to a point in 
May 2010 in 15-minute time steps. These were converted to half-hourly generation data. 
In 32 half hourly periods across the generation by fuel type dataset only interconnector data 
had been recorded. In this study these half hours have been excluded from the analysis. 
The carbon savings from PV generation were calculated using half hourly, daily and overall 
period emissions factors and the results compared. 
All calculations were done using MS Excel 2007. 
 
 
3. Results 

The analysis of the variation in time of generation and carbon intensity of the grid presented 
in this section gives a clear indication of the main findings of the study. For systems with a 
similar generation profile, the differences between carbon savings from the annual average 
and from half-hourly carbon emissions factors are very similar. 
 

Figure 1 Monthly generation by each system (kWh) and Monthly average grid mix CO2 emissions 
factor 
 
Figure 1 shows a similar generation profile for all seven systems over the monitoring period 
with the exception of Seashell which has significantly lower generation in 2009 relative to the 
other systems. In all cases the generation in March to May 2010 is significantly higher than 
summer 2009 indicating that conditions for solar generation were more favorable in 2010 than 
2009. 
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Figure 1 also gives a clear indication of the seasonal variation in CO2 intensity with the 
highest monthly emissions factors being over the winter months (note the graph shows a year 
from May to May so winter is in the middle). 
 

 
Figure 2 The difference between carbon savings using carbon factors with different time resolutions. 
 
Figure 2 shows a clear trend across six of the seven systems analyzed with CO2 savings 
assessed using half hourly emissions factors for the time of generation outperforming the 
average daily factor for the day of generation by between 3.5 and 5 percent. Comparing the 
half hourly performance against the period average grid mix emissions factor, carbon savings 
were 1 to 2 percent lower using the half hourly emissions factors. The clear exception to this 
is the comparison between the period average and half hourly figure for Seashell. This is 
likely to be a consequence of the different pattern of generation for Seashell seen in Figure 1 
with a much smaller proportion of the system’s generation in 2009 than in the other six cases. 
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Figure 3 CO2 factor variation for 17 July 2009 (typical summer day). Solid line is half hourly 
variation, dashed line is daily average. 
 
The difference in carbon savings between half hourly and daily emissions factors can be 
easily understood by observing figure 3 which shows the variation in grid CO2 for a typical 
summer’s day. The profile is essentially a step function with lower carbon generation 
overnight and higher carbon generation over the daytime when PV will be generating. The 
typical winter profile is similar but with a still higher level in the evening corresponding to 
high demand for electricity for lighting, electric heating etc. 
 
4. Discussion and Conclusions 

4.1. Previous work 
Previous studies have considered the carbon intensity of grid energy as it relates to PV 
generation for the purpose of life cycle analysis [6],[7] however these typically model 
emissions the typical conditions for an ‘average’ year rather than real data used for a historical 
analysis as in this work.  Studies have also modeled the impact of PV at times of peak demand 
[8] but not the type of full year, short time-step analysis presented in this paper; the average 
relationship between time of generation and marginal emissions of CO2 [9] and evaluated 
marginal emissions factors over a number of years [10]. 
 
Molin et al. [11] presented a study on the financial impacts of net metering for PV based on 
variable time intervals; hourly, monthly and yearly. This study suggested that net metering is 
most beneficial for PV using a full year for the time interval. This held true when assessed 
against data for Sweden, Germany and Spain using a 13-year long dataset. There are 
interesting parallels between this work which deals with financial performance at different 
time steps and our work which deals with carbon accounting at different time-steps. The key 
result of this study which applies to our own work is the suggestion that year-to year variation 
is relatively modest. It also highlights that an international version of our study would be of 
great value, particularly as the grid carbon intensity profile can be very different from country 
to country. As a caveat to this point, electricity markets where a single fuel dominates such as 
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France (nuclear) and hence only have limited variation in carbon intensity, a repeat of our 
study would not be worthwhile. 
 
This work has as its basis the variation in average grid mix emissions factor on a half hourly 
basis without any consideration of inter-year variability. The aim of this work was to assess 
the validity of using annual average grid mix electricity emissions factors for calculating the 
carbon savings resulting from exported renewable microgeneration. Current company carbon 
reporting guidelines use overall grid mix carbon factors rather than marginal factors (which 
on the existing UK grid will almost always be higher than the average grid mix) on the basis 
that all consumers have a shared responsibility for electricity emissions rather than different 
consumers taking electricity from different sources, this work maintains this philosophy of 
shared responsibility at any given time but with variability introduced depending on the time 
of PV generation. The authors consider that there is merit to the use of a time-varying 
emissions factor as an incentive to businesses to engage in more active demand-side 
management, Gyamfi et al [12] found that the reduction of CO2 emissions would be as 
significant motivation for consumers to initiate demand side management as price signals and 
second only to avoiding blackouts. 
 
4.2. Sources of error  
The results of this work are based on PV generation for a single year. As can be seen from the 
clear difference between the results for Seashell and for the other six systems, PV generation 
data gathered over a longer timescale would allow for more authoritative findings. It is clear 
that for systems with similar generation profiles, the resulting carbon savings are closely 
related. 
 
The gaps in the half hourly generation by fuel type tables were explicitly omitted from the 
remainder of the study on the basis that they accounted for an extremely small proportion of 
the dataset. A more thorough treatment would entail the generation of synthetic data to fill 
these gaps based on a logical process which may include some combination of activity either 
side of the data gaps, prevailing conditions and additional datasets such as those for overall 
electricity demand. 
 
The emissions factors for the grid used in this study are exclusively for direct carbon 
emissions from electricity generation and do not take account of any emissions upstream of 
the power station. Including these indirect emissions would result in a truer picture of the 
emissions associated with electricity generation at the cost of increased uncertainty about the 
exact level of GEFs depending on which indirect emissions are included and the assumptions 
made when calculating indirect emissions. 
 
4.3. Simplifications and assumptions  
In this study, PV generation is treated as a negative load on the grid. In Great Britain where 
there is only a small amount of PV on the grid, this approach is adequate however with a 
significant amount of PV generation on the grid the low carbon electricity produced by PV 
will be rolled into the overall grid mix emissions factor. In this scenario, a negative demand 
approach would lead to double counting of the carbon emissions reductions from PV. 
 
4.4. Future & applications 
The results of this work clearly show that for PV, the carbon emissions saved by the 
renewable electricity generated are different from that which is estimated using the annual 
average grid mix emissions factor. If similar work for other technologies including other 
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renewables and energy efficiency technologies which have a time-varying behavior can also 
be shown to differ from the annual average grid mix emissions factor, there may be a case for 
altering the reliance on the annual average for company reporting of carbon emissions. With 
the arrival of improved metering technology allowing for measurement of electricity use at 
high time resolution, this kind of temporally sensitive reporting would become genuinely 
feasible.  
 
This study has shown that carbon savings from PV appear to be lower based on emissions 
factors for the time of generation than with annual average emissions factors in Great Britain 
where the grid is higher in carbon over the winter where demand peaks. The situation may 
well be reversed in a region where peak electricity demand and carbon intensity are over 
summer as a result of cooling loads. 
 
The authors intend to develop a system for including real time carbon savings in PV system 
monitoring. The study presented here will be widened to cover a larger number of PV systems 
and a longer timeframe, given the similarity of the results across PV systems it may be 
possible to reliably estimate the percentage difference between half hourly and annual 
emissions factors for systems where this kind of analysis is not undertaken. An investigation 
of how real time carbon savings against marginal grid carbon emissions can be reliably 
calculated may also prove to be a valuable exercise. 
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Abstract: This paper offers an overview about the current status of the concentrator photovoltaic technologies 
and market. It highlights the potential of this technology to bring the cost of electricity to competitive levels with 
fossil-fuel based resources. It starts with an overview about the photovoltaic market and then it narrows its scope 
to describe the concentrator photovoltaic technology (CPV). Then, it goes on quantifying the world CPV 
capacity based on the latest industry reports released in 2010. In this paper, we estimate the current world 
operational CPV capacity to be 21 MW. This paper also reports a minimum installation cost as low as 3.05 $/W 
and a levelised cost of electricity as low as 0.14 $/kWh. Those are the minimum costs announced in 2010. One 
interesting conclusion of this study is that CPV systems with high concentration have a higher economic 
potential comparatively with low concentration CPV systems.    
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1. Introduction 

     Past and current trends in energy generation, supply and consumption have shown their 
unsustainability at the economic, social, and more importantly, environment levels. These 
trends led to the following [1]: 

- The current GHG emission levels have not been seen for at least 800 000 years. 
- By the year 2050, CO2 concentration in the atmosphere will reach 380 part per million 

which is higher than the upper safe limit (i.e. 350 part per million) for avoiding severe 
climate change effects [2]. 

- In the past century, temperature of the planet increased by 0.7o C and the sea levels by 
20 cm. 

- Ice caps are disappearing. 
- The International Energy Agency (IEA) expects an increase of 50% in energy demand 

by 2030. 
- Half of the CO2 emissions from burning fossil fuels over the last 200 years were 

emitted in the last 30 years. 

Without a decisive action, on the top of the facts listed above, increasing energy demand will 
raise concerns over energy security because of the continuous growth of the world population 
and economy [3].  
 
The solution to this issue is to use clean renewable energy sources like solar, wind, 
geothermal, etc. Although these energy sources are abundant and free, their conversion to 
useful power comes at a higher cost than power from non-renewable sources and makes them 
less advantageous. Therefore, the main condition for the transition to a renewable energy era 
is to generate power from renewable sources at competitive costs with power from fossil-fuel 
based resources.  
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Since 2000, global photovoltaic (PV) capacity has been growing at an average rate of 40% per 
year to reach 14 Giga Watt in 2008 [3]. Expectedly, the annual photovoltaic capacity will 
represent 11% of the global electricity capacity by the year 2050 [3]. This will cancel 2.3 
Giga tons of CO2 emissions from the atmosphere [3].  
 
PV energy encompasses a wide range of technologies: silicon, thin films and concentrator 
photovoltaics (CPV). While silicon modules represent 85-90% of the global annual market 
and thin film modules represent 10-15%, CPV modules represent less than 1% of the global 
annual market [3]. However, CPV is still emerging and has the highest potential of bringing 
the LCOE (Levelized Cost of Electricity) down to values that make solar power cost-
competitive with conventional sources of electricity [4].  
 
This article offers an overview of the current status of the CPV market and discusses the 
potential to achieve low LCOE. 
 
2. Concentrator photovoltaic technology 

A CPV system consists simply of a small solar cell and an optical component to concentrate 
light on it. Using low-cost optical components with small solar cells instead of large 
expensive solar cells is a key feature to achieve a low LCOE [5].  
 
By doing some simple math, one can conclude that to generate a 1W of electricity, a 25% 
efficient solar cell under a 1000 concentration ratio requires 1775 less cell surface than a 14% 
efficient cell under no concentration. In the real world, CPV modules using 27%-36% 
efficient multi-junction solar cells are 25% efficient [4]. This is higher than the efficiency of 
converting power by using any of the other PV technologies. Comparatively with the other 
PV technologies, high CPV systems efficiency means that less land is needed to generate a 
given amount of power; or alternatively, more power can be generated if the same land area is 
used.   
 
The claims above all depend to a large extent on the solar resource available. For instance, 
high-concentration CPV modules are economically viable in areas with more than 2200 
kW/m2 year of direct normal irradiance (DNI). Humid regions, areas with cloudy weather, 
windy areas and spots with an inappropriate topography all may not be suitable places for 
installing CPV power plants [4]. 
 
Based on their concentration ratio and the type of solar cells used, CPV technologies can be 
classified into three categories: 
 
2.1. Low-Concentration Photovoltaic (LCPV): 
Systems with a concentration lower than 40 suns fit in this category. These systems use Si 
solar cells and require passive cooling only to maintain their performance. Due to their large 
acceptance angle, high-precision tracking might not be required. Today, more than 20 
companies are known for supplying LCPV modules.  
 
2.2. Mid-Concentration Photovoltaic (MCPV): 
This applies to systems with concentration ratios in the range 40-300 suns. These systems use 
multi-junction cells and may require active cooling. Active cooling is a requirement because 
typically when the temperature of the solar cells increases, their conversion efficiency goes 
down. High-precision tracking is also required to convert the maximum of the incident 
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sunlight. Based on the CPV Today Industry Report, 3 companies only supply MCPV modules 
[4]. 
 
2.3. High-Concentration Photovoltaic (HCPV): 
     These are systems with concentration ratios in the range 300-2000 suns. These systems 
require a high capacity heat sink, high-precision tracking and high-performance multi-
junction solar cells; hence, their high cost. The potential of this technology relies on the very 
high-efficient multi-junction cells used. The 41.6 % efficiency recorded on a multi-junction 
cell under concentration in August 2009 by Spectrolab and the 35.6 % efficiency recorded on 
a solar cell under no concentration by Sharp, both highlight the potential of these CPV 
systems to achieve high efficiencies [4, 6]. Theoretically, the efficiency of multi-junction 
solar cells can reach 87 %. By using these high-performance cells, module efficiencies above 
30% have been recorded [7]. About 33 companies do supply HCPV modules.   
   
3. CPV installations worldwide 

The total CPV capacity grew up from few kilowatts installed in 2006, to 1 MW in 2007, to 13 
MW in 2008, and unexpectedly to 4 MW only in 2009 because of the world financial crisis. 
50 MW capacity was expected to be installed worldwide in 2009 [8].  Nevertheless, 2009 
witnessed the announcement of a 60 MW CPV power plant in Taiwan by Ya-Fei Green 
Energy and Guascor Foton.  
 
Those numbers are much below the potential CPV capacity that can be provided. Today, the 
world manufacturing capacity of CPV is 1.23 GW and it is expected to reach 2.65 GW by 
2012-2013.  
 
Currently, the total operational HCPV capacity is estimated at 20.15 MW distributed among 
48 installations worldwide. As for the pre-operational HCPV capacity, it is predicted that 23 
installations will be operational to produce 247 MW.  
 
For LCPV, the total operational capacity is 0.81 MW and it is distributed among 19 
installations worldwide. Fig. 1 lists the CPV companies worldwide and the operational and 
the preoperational capacity of each one. 
 
4. Current costs of electricity from CPV systems 

The installed cost is a common criterion for ranking and comparing solar installations. It is the 
cost of the entire installation divided by the peak-power rating. The installed cost of CPV 
systems varies from one installation to the other; therefore, many values have been reported in 
the literature. Based on the CPV today Industry Report 2010, the overall installed cost of HCPV 
systems in 2010 ranges from 3.05 $/W to 7.25 $/W; however, for LCPV systems, the installed cost is 
5.05 $/W [4].      
 
The LCOE is also another useful measure for comparing and ranking solar installations. It is 
the cost of 1 kWh of energy from the system during its life time. For HCPV systems, the 
LCOE has been reported to vary between 0.14 $/kWh and 0.50 $/kWh. For LCPV systems, 
the LCOE has been reported to be 0.24 $/kWh.  
These costs can be brought down by improving the efficiency of the cells, improving their 
reliability and also lowering the cost of the solar cells [4].  
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5. Conclusions 

In this paper, we discussed the potential of CPV as a choice for generating clean energy at a 
low LCOE. The most up-to-date data indicate that the total installed CPV capacity in the 
world does not exceed 300 MW. We have also shown that this is much below the 1.23 GW 
manufacturing capacity available today. 
 
For HCPV, installation costs as low as 3.05 $/W and LCOE as low as 0.14 $/kWh have been 
reported in 2010 based on real data. For LCPV, an installed cost of 5.05 $/W and LCOE of 
0.24 $ have been reported. These numbers show that CPV systems with high concentration 
have a high economic potential comparatively with low concentration CPV systems.   
 
 

 
 

Fig. 1.  Pre-operational and operational CPV power generation capacity by company (from reference 
[4]). 
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Abstract: This study characterizes the environmental performances of large-scale ground-mounted PV 
installations by considering a life-cycle approach. The methodology is based on the application of the existing 
international standards of Life Cycle Assessment (LCA). Four scenarios are compared, considering fixed-
mounting structures with (1) primary aluminum supports or (2) wood supports, and mobile structures with (3) 
single-axis trackers or (4) dual-axis trackers.  Life cycle inventories are based on manufacturers’ data combined 
with additional calculations and assumptions. Fixed-mounting installations with primary aluminum supports 
show the largest environmental impact potential with respect to human health, climate change and energy 
consumption. The climate change impact potential ranges between 37.5 and 53.5 gCO2eq/kWh depending on the 
scenario, assuming 1700 kWh/m².yr of irradiation on an inclined plane (30°), and multi-crystalline silicon 
modules with 14% of energy production performance. Mobile PV installations with dual-axis trackers show the 
largest impact potential on ecosystem quality, with more than a factor 2 of difference with other considered 
installations. Supports mass and composition, power density (in MWp/acre of land) and energy production 
performances appear as key design parameters with respect to large-scale ground mounted PV installations 
environmental performances, in addition to modules manufacturing process energy inputs. 
 
Keywords: Environmental impacts, LCA, PV installations 

1. Introduction 

PV systems deployment and solar energy use are developing rapidly in Europe. In particular, 
Austria, Switzerland, Germany, France, Italy and the Netherlands experienced a two to four-
fold increase in their annual installed photovoltaic power in 2009 [1]. Large scale PV systems 
(> 500 kWp) represent a lower share of the photovoltaic power production compared to small 
scale systems (< 3 kWp). However, their market is showing a dramatic increase in number of 
installations. In France a 90% increase was observed between the 2nd and 1st trimesters 2010 
for installations of power superior to 500 kWp, compared to a 38% increase for small scale 
installations [2]. 
 
In this context of rapid development, the issue of PV systems environmental impacts 
characterization has been intensively addressed and discussed. While several initial 
publications underlined the higher external environmental costs of PV compared to those of 
nuclear energy and natural-gas-fuel power plants [3,4], new LCA databases have been built to 
comply with the improvements in PV systems [5,6]. They highlighted the photovoltaic 
potential for a low carbon energy supply and the environmental benefits of PV as opposed to 
fossil-fuel based energy [7, 8]. LCA data currently consider solar cells, panels and installation 
equipments production in the supply chain of different technologies. Up to now, most studies 
have focused on module technologies and small-scale installations. They exposed the key 
parameters for environmental performances of PV installations, when focusing on greenhouse 
gas emissions and primary energy use as environmental indicators: irradiation intensity 
received by PV installations, modules manufacturing electricity use and its corresponding fuel 
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mix and PV technology [9, 12]. However, only few evaluations of large-scale PV installations 
can be found in the literature [13, 14].  

This study aims at characterizing the environmental impacts of large-scale grid-connected 
ground-mounted PV installations (5MWp), considering one module technology (mc-Si) with 
different structures and types of supports (fixed-mounting or mobile). The results highlight 
key parameters related to large scale PV systems environmental performances on a life cycle 
perspective. Impacts on climate change and energy consumption are considered as indicators 
for the environmental assessment together with human health and ecosystem quality 
indicators. Recommendations are finally given to enable stakeholders in the field of large 
scale PV systems to minimize the environmental impacts of future installations. 
 
2. Methodology 

This Life Cycle Assessment (LCA) study was performed in compliance with the ISO 
standards 14040 and 14044 [15, 16] and followed the provisions of the ILCD handbook [17].  
 
2.1. Scope of the study 
The Functional Unit is defined as the kWh of electricity produced by a large-scale grid-
connected ground-mounted PV installation (5MWp), considering 1700 kWh/m².yr of 
irradiation on an inclined plane (30°) and 30 years of life expectancy. 
 

The system boundaries are 
described in Fig. 1. They 
include the manufacturing of 
core infrastructures (modules, 
mounting system, cabling, 
inverters, transformers), the 
manufacturing of 
complementary infrastructures 
(wire fences, control centers 
and road to access the plant), 
the plant installation 
(excavation and track 
construction), the use phase and 
the decommissioning 

(excavation, modules and structures end-of-life). Recycled waste material is assumed to 
substitute for primary produced material, without considering any correction factor. 
 
Four grid-connected ground-mounted PV installations are compared in the study. Their 
differentiating key features are detailed in Tables 1 and 2. The multi-crystalline silicon (mc-
Si) PV technology is chosen for every scenario. Consequently, only the type of structure and 
its related system energy production differentiate the scenarios.  

Life cycle impact assessment is performed with the use of the IMPACT 2002+ method 
(v2.04) [18]. The results focus on four damage impact categories: climate change, resources, 
human health and ecosystem quality. The temporary carbon storage in bio-based goods (wood 
supports in one scenario) is taken into account in compliance with ILCD provisions, i.e.  by 
considering “-0.01 kg CO2-equivalents” per 1 kg carbon dioxide and 1 year of 
storage/delayed emissions. 
  

Fig. 1.  Scheme of system boundaries 
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Table 1. Scenarios key features 
Scenarios 1 2 3 4 
Module 
Technology mc-Si mc-Si mc-Si mc-Si 

Structure key 
features 

Fixed mounting Fixed mounting Mobile Mobile 
Primary aluminum 

supports 
Wood-based 

supports 
Single-axis 

trackers 
Dual-axis 
trackers 

2.2. Inventory 
The inventory distinguishes between: 

 foreground processes, corresponding to PV systems parameters, land occupation and 
electricity use and generation, for which specific data have been used. 

 upstream and downstream processes, corresponding to materials extraction and 
transformation, PV modules fabrication, materials and products transport, electricity 
production mix, infrastructures end-of-life, for which semi-specific or generic data have 
been used. Ecoinvent v2.0 [19] was used as the reference database for semi-specific data. 

 
2.2.1. PV installations electricity production 
Energy efficiency of the PV modules is set at 14%, with an average performance ratio of 
0.855 for the system. The increase in production thanks to mobility is respectively set to 5% 
for Scenario 3 considering single-axis trackers and to 32.5% for Scenario 4 considering dual-
axis trackers, based on average manufacturers’ data. The corresponding electricity generated 
over the 30 years installation life-time is given in Table 2 for the 4 scenarios. 

Table 2. Energy production in scenarios 
Scenarios 1 2 3 4 

Increase in production 
due to mobility - - 

5% (Average data from 
a Spanish supports 

manufacturer) 

32.5% (Average data 
from an Italian supports 

manufacturer) 
Electricity production 
over 30 years (in GWh) 218.0 218.0 228.9 288.9 

 
2.2.2. Infrastructures 
Data on infrastructures of large-scale PV installations have been either directly collected or 
calculated from manufacturers data, as detailed in Table 3. Ten 500 kW inverters are 
necessary for each PV installation, assuming 10 years of life expectancy (i.e. 30 inverters over 
each installation life-time), and five 1MW transformers, considering 30 years of life 
expectancy. 

2.2.3. Key additional assumptions 
In the absence of specific or semi-specific data for plant building operations (excavation, 
track construction), for engines composition (used in mobile installations) and for waste 
structures management (waste modules and supports), the model is based on hypothesis 
gathered in a Supporting information sheet. In particular, the necessary road to access the 
installation is assumed to be 3 km long. Moreover, multi-crystalline modules are assumed to 
be entirely recycled at the end of the installation life, by use of a thermal/chemical treatment. 
The life cycle inventory corresponding to modules recycling is partly based on literature data 
[20] completed with additional assumptions. 
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Table 3. Data collection for infrastructures in scenarios 
  Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Modules 35714 m² - value based on calculations from energy production performances 

Area  92 888 m²(*) 92 888 m²(*) 96 922 m²(*) 418 770 m²(*) 

Supports 

Primary aluminum – 
Mass values from 

technical sheets from a 
German manufacturer  

Wood, primary 
aluminum and iron – 

Mass values from data 
from a multi-MWp 

installation in France 

Galvanized steel – 
Mass values from 
technical sheets 
from a Spanish 
manufacturer  

Galvanized steel – 
Mass values from 
technical sheets 
from an Italian 
manufacturer  

Foundations 

Cast iron stakes - 
approximation based on 
technical sheets from an 
Austrian manufacturer  

Concrete – Mass values 
from data from a multi-

MWp installation in 
France 

Concrete - Mass 
values from 

implementation 
schemes (*) 

Concrete - Mass 
values from 

implementation 
schemes (*) 

Cabling Copper, aluminum and PVC – Mass values from implementation schemes (*) 

Transformers Reference flows data compiled from a French manufacturer 

Complementary 
infrastructures 

Control center building made of steel reinforced concrete + steel wire fences - Reference 
flows data compiled from a German manufacturer for one installation 

(*) computed from the experience of the consulting and engineering partner (Transénergie)  

 
3. Results 

3.1. Scenarios comparison 
The Life Cycle Impact Assessment results are shown in Figure 2 and Table 4. Negative values 
represent the environmental benefits of recycling.  Those environmental benefits are not taken 
into account in the global results since they could be applied in another production chain 
where recycled aluminum is used. Scenario 1, considering fixed-mounting virgin aluminum 
supports, shows the largest environmental impacts in terms of human health, global warming 
and resources, while Scenario 4 (dual-axis tracker systems) generates the largest impacts on 
ecosystem quality. Scenarios 2 and 3 (fixed-mounting wood-based and single-axis trackers) 
globally show the best environmental performances, with gaps between their potential 
damage impacts ranging from 1 to 3% depending on the considered category. 
 
3.2. Detailed environmental performances 
3.2.1. Climate change 
Modules manufacturing represents the largest share of climate change impact for all scenarios 
(38 - 56% of the total impact). Moreover, virgin aluminum supports manufacturing stands for 
a large proportion of the total impact of scenario 1 (36%, if including environmental benefits 
due to aluminum recycling), contrarily to wood-based fixed-mounting supports (Scenario 2, 
21% of the total impact) and galvanized steel mobile supports (Scenarios 3 and 4, respectively 
5 and 12%). The climate change impact due to supports is 2 to 10 times larger in scenario 1 
than in scenarios 2, 3 and 4. As a consequence, the total climate change impact is 28% larger 
in scenario 1 than in scenario 2, whereas the climate change impact due to modules is equal 
for both scenarios (21.4 g. CO2 eq/kWh, a relatively low value to be related with the assumed 
use of the French electricity mix for modules manufacturing in scenarios). 
 
Depending on the considered scenario, electric equipments (inverters, transformers and 
engines in case of mobile structures), complementary infrastructures (road, control centers) 
and foundations may represent a significant share of the total impact. For example, for 
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scenario 4, these elements represent up to 50% of the total climate change burden. This large 
share is partly due to the increase in electricity production, generating the decrease in 
environmental impacts of modules (16.1 g. CO2eq/kWh), combined with an increase of the 
impacts of these balance of system (BOS) components.  
 
Table 4. Damage impact assessment results for the four scenarios (Impact 2002+method v2.04) 
  Human health Ecosystem quality Climate change Resources 
Study case (DALY/kWh) (PDF.m².yr/kWh) (g. CO2eq./kWh) (MJ primary/kWh) 
Scenario 1 4.65E-08 2.46E-02 53.5 1.10 
Scenario 2 3.24E-08 2.35E-02 38.0 0.88 
Scenario 3 3.34E-08 2.32E-02 37.5 0.90 
Scenario 4 4.12E-08 5.15E-02 42.8 0.88 

 
 
 
Fig. 2.  Detailed environmental impacts of the 4 scenarios (considering 1700 kWh/m².yr of irradiation 
on an inclined plane, mc-Si modules with 14% of energy production performance and IMPACT2002+ 
v2.04 damage indicators) 
 
3.2.2. Human health 
Impacts on human health show a similar trend with the impacts on climate change, both in 
terms of overall impact comparison and predominant Life Cycle phases. Modules 
manufacturing generates the largest environmental burden for scenarios 2, 3 and 4 (from 29 to 
41% of the total impact depending on the scenario), while virgin aluminum supports 
manufacturing represents the largest share for scenario 1 (33% if including benefits due to 
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recycling). Small particulates, NOx and SO2 air emissions related to aluminum production 
(due in particular to electricity requirements and mostly emitted in the aluminum country of 
origin) represent 22% of the total impact on human health for scenario 1. On the other hand, 
the human health impact of wood (scenario 2) and galvanized steel supports (scenarios 3 and 
4) is lower in absolute value and also stands for a lower share of the total impact. 
 
3.2.3. Resources 
Modules manufacturing contribution to the total burden on resources amounts to 53 to 70% 
depending on the scenario. The environmental benefit gained from the increase in electricity 
production in case of mobile installations, which is directly reflected in terms of modules 
impacts, is counterbalanced by different requirements in infrastructures (e.g. electric 
equipments). As a consequence, whereas scenarios 3 and 4 consider larger electricity 
production from 5 to 32.5% compared to scenario 2, the gap in impacts on resources between 
these 3 scenarios is lower than 2%.  
 
Impact on resources of virgin aluminum supports accounts for 24% of scenario 1 total impact 
(if including benefits from aluminum recycling). This impact is 2 to 6 times larger than 
impacts of wood-based and galvanized steel supports of scenarios 2, 3 and 4. 
 
3.2.4. Ecosystem quality 
The impact on ecosystem quality is mainly influenced by land occupation, which represents 
44 to 47% of the impact in case of scenarios 1 to 3 and up to 72% of the impact in case of 
scenario 4. The difference in impacts on ecosystem quality amounts to a factor 2.1-2.2 
between mobile scenario 4 (dual-axis trackers) and scenarios 1 to 3, to compare with a 4.5 
ratio between scenario 4 and scenarios 1-3 occupied surfaces. Indeed, power plants with dual-
axes trackers require expanding the distances between each element of the PV field, because 
the shades induced by the moving PV planes are more important: the “power density” in 
terms of MWp/acre of land used is therefore much lower than for fixed-mounting systems. 
 
4. Discussion 

4.1. Key environmental parameters 
Irradiation intensity received by PV installations, modules manufacturing electricity use and 
its corresponding fuel mix and solar radiation conversion efficiency were shown to be key 
environmental parameters of PV installations in several studies [9, 12]. Similarly, this study 
highlights the large influence of modules production, and to a lower extent of electricity 
production increase in mobile conditions, on the environmental performances of large-scale 
grid-connected ground-mounted PV installations. In addition, two other critical parameters 
arise: structure supports and occupied surfaces. 
 
4.1.1. Metal/Wood supports 
The environmental impact of supports production is predominant considering climate change, 
resources consumption and impacts on human health, and is responsible for the environmental 
gap between scenarios in several cases (e.g. between Scenarios 1 and 2). The impact of 
supports is firstly related with their weight: as observed by Mason et al. [15], decreasing the 
quantity of metal supports in large-scale installations results in significant environmental 
improvements. However, materials nature appears as an even more critical environmental 
parameter. For example, the galvanized steel supports mass is 8% larger in scenario 4 than the 
primary aluminum supports mass in scenario 1 (considering mass per produced kWh), 
whereas the corresponding impact on e.g. climate change is 81% larger for supports of 
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scenario 1. Moreover, a sensitivity analysis has been conducted on aluminum supports, by 
considering secondary material (from old scrap) instead of virgin material. The use of 
secondary material generates significant decreases in environmental impacts of scenario 1: 
42% for climate change, 39% for human health and 25% for resources, in compliance with the 
predominance of supports composition on the impacts of a large-scale PV installation.  
 
4.1.2. Occupied surface 
The occupied surface mainly determines the impact of large-scale PV installations on 
ecosystem quality. Consequently, land consuming alternatives such as mobile installations 
with dual-axis trackers will show relatively large impacts on ecosystem quality compared to 
fixed-mounting solutions, if considering the same modules technology. 
 
4.2. Comparing large-scale grid-connected ground-mounted PV installations 
The ranking of alternatives and their associated key parameters may differ from one 
environmental indicator to another, as observed when putting in perspective large-scale PV 
installations impacts on climate change and ecosystem quality. This study therefore enhances 
the need for a multi-criteria impact assessment method when comparing large-scale grid-
connected ground-mounted PV installations. In addition, the results underline the multiplicity 
of parameters which may affect large-scale PV installations environmental performances. The 
environmental impacts of large-scale PV installations are the result of the interplay between a 
number of distinct parameters (e.g. energy production, supports mass and nature, electric 
equipments, etc.), whose related influence may counterbalance each other.  
 
5. Conclusions, recommendations and perspectives 

The impact assessment of large-scale ground mounted PV installations therefore gives a 
detailed picture of their related environmental performances. Key installations design 
parameters arise in an environmental perspective: supports mass and composition, power 
density (in MWp/acre of land) and energy production performances, in addition to key 
parameters related to modules manufacturing (in particular electricity consumption and 
electricity production mix). 
 
The environmental performances of large-scale PV installations are not in linear correlation 
with a unique quantified plant parameter. In that sense, for example, increasing the electricity 
production thanks to mobile technologies does not necessarily bring environmental benefits if 
combined with an increase in requirements in materials. A multi-criteria perspective - with 
respect to environmental indicators and installations key design parameters - should be 
undertaken with a view to optimizing PV large-scale installations environmental 
performances in a near future.   
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Abstract: This paper presents a concise review of recent research on the luminescent solar concentrator (LSC).  
The topics covered will include studies of novel luminophores and attempts to limit the losses in the devices, 
both surface and internal.  These efforts include application of organic and inorganic-based selective mirrors 
which allow sunlight in but reflect emitted light, luminophores alignment to manipulate the emitted light path, 
and patterning of the dye layer.  Finally, the paper will offer some possible ‘glimpses to the future’, and offer 
some additional research paths that could result in a device that could make solar energy a ubiquitous part of the 
built environment as sound barriers, bus stop roofs, awnings or siding tiles.  Considering the reported 
efficiencies of the LSC are comparable to those reported for organic PVs, which are also being considered for 
use in the built environment, the results of the research on the LSC to date warrants more widespread attention. 
 
Keywords: Solar energy, Luminescent solar concentrator, Building integrated photovoltaics, Review

1. Introduction 

The European Committee wants all newly built buildings to be near-zero energy by 2020[1]. This 
demands architects integrate energy saving and energy generation into their designs. To give 
architects more freedom, the devices saving and/or generating energy must be easily adaptable. A 
readily available energy source in a built environment is the sun, which is clean, safe, inexhaustible 
and reliable but generation of electricity with conventional photovoltaic (PV) cells has several 
disadvantages in this environment: the cells remain costly, modules are heavy, and limited in 
coloration (black and dark blue). Furthermore, PV cells respond optimally to direct sunlight, while 
in the built environment much of the sunlight is diffuse due to scattering and reflections by other 
objects, such as trees, buildings, and even clouds. 
  
An alternative solar energy harvester was proposed in the 1970’s, the luminescent solar concentrator 
(LSC)[2]. In the LSC, sunlight penetrates the top surface of an inexpensive plastic or glass 
waveguide.  This light is absorbed by luminescent molecules which are either embedded in the 
waveguide or applied in a separate layer on top or bottom of the waveguide. The luminescent 
molecules can be organic fluorescent dyes, or inorganic phosphors or quantum dots. The absorbed 
light is re-emitted at longer wavelengths, and a fraction of the re-emitted light is trapped in the 
waveguide by total internal reflection and becomes concentrated along the edges of the plate. Small 
PV cells attached to edges of the waveguide collect the emission light and convert it to electricity. 
  
The LSC has potential advantages over silicon-based PV panels, especially in the built environment.  
For one, they can reduce the size of the PV cells more than 90% and the materials for making LSCs 
are inexpensive, reducing module prices.  The plastic waveguide is lighter than the silicon PV 
panels, leading to a reduction in weight, which makes LSCs more viable for mounting to the sides 
of buildings. Sunlight can better penetrate the surface of the LSC waveguide from all angles, 
making them more appropriate for collecting non-direct sunlight. Lastly, LSCs have a great 
flexibility in design, which make them attractive for architects: they may be made thin and can be 
cut in any desired shape, cast in almost any color and may be transparent. Since LSCs can be thin, it 
becomes possible to make curved device.  If the photon in/ photon out efficiency is high enough, the 
cost of electricity generated by the LSC could be competitive[3].  These combined features make 
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LSCs interesting devices for increasing public acceptance of solar energy: while the efficiency of an 
LSC will be lower than an equivalent area of a silicon PV, the reduced cost and flexibility in design 
could make LSCs viable for the urban area.  The LSC hasn’t yet been commercialized owing to 
several drawbacks which limit their efficiency[4]. Loss mechanisms for LSCs are shown in Figure 1.  
 

 
Figure 1. Loss mechanisms in LSCs: 1) Input light not absorbed by the dye molecules, 2) Light emitted 
outside capture cone, 3) Quantum efficiency of the dye molecules <1,   4) Re-absorption of emitted light by 
another dye molecule, 5) Absorption of emitted light by the waveguide, 6) Surface scattering, 7) Solar cell 
losses, 8) Internal waveguide scattering, 9) Reflection from the e surface, 10) Limited dye stability. 
  
The first loss is sunlight not absorbed by the dye molecules: this light is lost through the bottom 
surface. The second is light emitted by dye molecules under an angle which is refracted out of the 
waveguide instead of reflected internally- ( > 40% of all absorbed energy may be lost through the 
top and bottom surfaces of the LSC[5]). The third loss is absorbed photons not re-emitted by the dye 
molecules, but instead lost as heat and vibrations.  Re-absorption of emitted photons by subsequent 
dye molecules via overlap of emission and absorption bands is a fourth loss. Waveguides can 
exhibit parasitic absorption, especially in the near infrared, and is the fifth loss cited. Sixth, 
imperfections of the waveguide surface can cause photons in the waveguide mode to leave the 
surface.  Seventh, the PV cell at the waveguide edge has a non-uniform spectral response, with a 
fraction of incident photons being lost due to the finite conversion efficiency.  Imperfections in the 
waveguide bulk lead to the eighth loss, scattered waveguided photons.  In addition, a small part of 
the input light is reflected from the surface of the waveguide, shown as the ninth loss.  Finally, there 
is loss caused by degradation of the dye molecules, primarily due to UV absorption.  
  
2. Losses and Proposed Solutions 

2.1. Surface Loss 
Dye-emitted photons emitted inside the escape cone will be lost through the surfaces, and 
measurements suggest that 40-55% of all absorbed energy is lost in this way (this translates into a 
50-70% loss of photons)[5]: these results were confirmed by simulation[6] .  This surface loss is a key 
one for LSCs, and in the last couple of years multiple groups have done research on minimizing 
them by two processes: aligning the luminophores and applying selective mirrors. 
 
Aligned luminophores: Organic luminophores are often dichroic in absorption and transmission[7], 
opening new possibilities in controlling the spatial distribution of emitted light, provided that the 
physical ordering of the dyes is macroscopically controlled. The alignment of dichroic dyes in liquid 
crystalline (nematic) materials has been previously investigated[8] and it was shown that the 
macroscopic alignment of the dyes in the liquid crystalline host resulted in anisotropy and dichroism 
in both absorption and emission. Aligning the dye luminophores perpendicular to the waveguide 
surface leads to an emission primarily in the direction of the waveguide, resulting in a sharp 
decrease of surface loss to less than 10%[9],confirmed by simulations using collimated light[6].  
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However, in this configuration the luminophores have low absorption, and concurrent low edge 
emission: trapping efficiency of emitted photons increases from ~65% to over 80% when vertically 
aligned luminophores in LSCs are excited by an isotropic light source[10]. 
  
Luminophores can also be aligned planarly, or parallel to the waveguide surface. This configuration 
can direct light so that 60% more energy is emitted from two edges of the LSC compared to the 
other two edges[11]: in this way the LSC can be used as a energy harvesting polarizer[12] which could 
be used in displays, for example. Additionally, if light is emitted primarily towards just two edges, 
the number of PV cells on the LSC can be reduced to two or even one, further reducing LSC cost.  

  
Selective mirrors: A second way to reduce surface loss is by applying wavelength-selective mirrors 
[7, 21-31]. These mirrors are placed on top the LSC-waveguide with the goal that the reflectors not 
interfere with incoming sunlight that can be absorbed by the luminophores, but reflect only the 
luminophore-emitted light, which has a longer wavelength. Wavelength selective mirrors, made 
from chiral nematic (cholesteric) liquid crystals[13] or inorganics[13b,15], have both been applied to the 
LSC.  Up to 30% of the light that had previously escaped the surface was turned into edge emission, 
translating into a 12% LSC output improvement using the organic reflectors[14f].  Similar 
enhancements were determined using the inorganic reflectors[4b].  Organic reflectors are cast from 
solution and spontaneously form the reflective layer: this is generally a much simpler and less 
expensive process than application of multilayer inorganic Bragg reflectors. 
 
2.2. Re-absorption of emitted photons by other dye molecules 
Most organic luminophores used in LSCs have small Stokes-shifts, leading to relatively large 
overlaps between the absorption and the emission spectrum [15]. As a consequence, luminophores-
emitted photons can be re-absorbed by another luminophore molecule during transportation through 
the waveguide. Re-absorptions are not losses by themselves, but the limited quantum efficiency of 
the luminophores and re-emission into the escape cone do result in losses[16]. 
  
To reduce re-absorption events, researchers have experimented with luminophores with large 
Stokes-shift, like lanthanides[17] and quantum dots[18] ,but these classes of luminophore bring other 
challenges to the production of LSCs. Inorganics tend to suffer from low solubility in organic 
matrices, and often also suffer from a low absorption. To reduce the amount of reabsorptions Taleb 
et al.[19] doped a dye with a polar and highly mobile material, like thionin. The dopant increased the 
separation of the absorption and fluorescence bands of the dye molecules, increasing the Stokes-
shift and reducing (but not eliminating) the overlap in absorption and emission spectrum. 
  
An option to reduce encounters of emitted light with the dyes is to only attach the dyes in a thin 
layer at the surface of the waveguide rather than filling the luminophore within the bulk of the 
waveguide.  In this way, emission light may be transported predominantly in the clear host material, 
and only encounter the dye layer again every second internal reflection.  These layers have been 
made of acrylates, via sol-gel techniques[20], and polymerized liquid crystals[11]. 
  
Using spatially-separated patterns of luminophores on top of a waveguide, the number of re-
encounters emitted light could have with other dye molecules was reduced [21]. The transport 
efficiency of the photons through the LSC increased with decreasing dye coverage. However, due to 
reduction in absorption, the total system output decreased. A lens system on top of the LSC is being 
developed that would increase absorption and thus the system output[22]. 
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2.3. Dyes: Limited absorption, stability and fluorescence efficiency  
The spectral breadth of the dye absorption is an important factors determining the potential 
efficiency of the LSC waveguide.  There are a number of luminescent materials being studied for 
possible inclusion in the LSC.  The workhorse of the organic dyes are based on perylenes or 
perylene derivatives[23]. The limitation of the organic dyes are often their lifetimes of operation in 
sunlight.  Numerous studies are somewhat inconclusive as to the photostability of these materials: 
much depends on the  processing conditions and polymeric environment of the fluorophore[24]. 
Organo-metallic molecules with good photostability (such as porphyrins) have also been 
proposed[25].  Inorganics such as lanthanides[17] hold promise as long-lasting replacements for 
organics, possibly with extended Stokes shifts.  However, they tend to suffer from decreased 
absorption, and solubility becomes a definite issue.  There is a large research effort directed at using 
quantum dots in the LSC[18], but they have not yet reached their promise as they continue to 
generally display small Stokes-shifts with limited photostability.  A possible future research 
direction is into the use of surface plasmonics to enhance the emission of the dye materials, allowing 
the use of potentially lower quantum efficiency luminophores[26]. 
  
To aid in luminophore absorption, it is standard practice to apply a rear layer to an LSC to act as a 
reflector.  The reflecting back layer effectively doubles the path length of incident light through the 
dye layer for enhanced absorption.  Some of the initial experiments used a silver mirror[2b], but such 
a mirror is absorbing  in the visible range.  To avoid absorptive losses, most recent work has 
employed a white scatterer[4, 27]. When separated from the waveguide by a small air gap, the rear 
scatterer can provide additional light for waveguides least 35 cm long[28].  The scatterer also may 
direct that fraction of incident light that cannot be absorbed by the dye directly at the PV cell, 
allowing it to generate electricity.  The separation of the scatterer from the waveguide by a low 
refractive index layer is important to maintain waveguided light in the trapping modes of the 
waveguide: every encounter with the attached scattering layer re-distributes the light, and a 
significant fraction of this re-directed light will be outside the waveguide modes of the system.   
  
Another option is to allow the LSCs to be transparent.  In this form, the device could be used as a 
window while generating electrical current.  An alternative design uses, rather than a waveguide 
with embedded, inflexible dyes, two glass plates coated with a conductor, the space between being 
filled by a liquid crystal containing a dye molecule[29]. The liquid crystal can be continually switched 
between orientations, from planar to homeotropic through application of a voltage across the plates.  
In the former state, the dye molecules follow the alignment of the LC host, and into a position of 
maximal absorption.  The dye may then emit light which is partially trapped in the glass panes 
making up the ‘window’, and generate electrical current.  By switching from planar to a tilt 
configuration, the output of the window necessarily drops due to reduced light absorption, but still 
produces a current, and the efficiency of edge output is actually increased.  This design, while still 
needing considerable work to get transmissive properties correct with acceptable coloration, has 
advantages over other ‘smart’ windows.  Photo- and thermochromics[30]or standard blinds[31] can, 
for example, be automatically switched between light and dark states, but generate no electricity.  
Thin-film PV modules can generate electricity[32], but cannot have their transparency switched. 
 
2.4. Photovoltaic losses 
The standard silicon-based PV has a band gap corresponding to a photon of around 1100 nm 
(~1.1eV).  Photons with energies above this threshold may still be processed by the solar cell, of 
course, but the excess energy of the photon is wasted, and converted most often into heat, and there 
is a reduction in the response of the cell for these shorter wavelengths.  However, the LSC does not 
emit a spectrum remotely similar to the solar spectrum.  Rather, it emits a narrow range of 
wavelengths, most-often centered at red and near-infrared wavelengths (630-720 nm at the 
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maximum).  To better exploit the spectrum of the LSC, researchers have used type III-V PV cells 
based on GaAs and InGaP cells[4a] and obtained record-setting efficiencies.  If these cells could be 
produced economically, it could hold great promise for widespread adoption of the LSC in future.  
Another option could be the use of organic-based PV cells, which often have a ‘sweet spot’ in the 
spectral range where the LSC emits[33]. 
 
2.5. Waveguide losses 
Around 4% of incoming light is reflected from the waveguide surface (the refractive indexes of 
polymethylmethacrylate (PMMA) and polycarbonate (PC) being between about 1.49 and 1.59) and 
never enter the waveguide, and could thus be considered a loss.  While anti-reflection coatings are 
very common in PV cells, they have not yet been applied to LSCs.  As the LSC relies on total 
internal reflection from two smooth surfaces, textured systems as used in many antireflective 
coatings[34] are not a viable option.  Rather, coatings utilizing differences refractive indices can 
reduce these reflective losses and can be applied to polymeric materials[35].   
   
One challenge to produce luminophores with emissions approaching 800 nm for use in LSCs is that 
the waveguides, which are predominantly made of PMMA or PC, become parasitic, and absorb 
strongly at these wavelengths[36].  Additionally, additives made for improvement of various 
characteristics of the host matrix (such as altering UV stability or hardness) can have large impact 
on the device’s capability of transporting light.  For example, an additive that only shows a small 
absorption when measured through the width of the waveguide can have a severe impact on the 
edge output of the same object, for the pathlength is magnified many tenfold[37]. As waveguides age, 
UV-generated damage creates light ‘traps’ within the polymer.  Research into co-polymer systems 
has demonstrated enhanced photostability over the single component[38]. Non-uniform edge 
emission from waveguides also causes additional losses, as illumination of the attached PV at 
anything less than uniformity results in decreased performance.  Thus, the shape of the waveguide 
also influences the emitted light distribution[39]. 
 
3. Future directions 

There are a great number of improvements that can and need to be made on the LSC to make it a 
more viable option for use in the urban environment.  One aspect we find particularly intriguing is to 
provide an opportunity for the use of organic-based photovoltaics (OPV).  One of the greatest 
challenges for OPV has been the inability of utilizing the ultraviolet portion of the UV spectrum, as 
well as survive the high energies of the UV light which causes premature degradation of the OPVs 
through destruction of the dye materials.  However, the LSC does not illuminate the attached solar 
cell with a solar spectrum, but a much more narrow-band of light, generally in the near infrared, the 
range of wavelengths where OPVs perform their best.  Coupled with the lack of exposure to UV 
light, this could provide the OPV with the first real niche application where they could excel. 
  
A second largely unexploited research area is in the field of plasmonics.  Many research 
publications show when a fluorescent molecule is brought close to a small metallic nanoparticle 
there is an enhancement of the fluorescence[40].  There has been application of surface plasmonics in 
PVs[41], but to our knowledge, no extensive work in the field of LSCs.   
 
It is the opinion of the authors that the rôle of the LSC in future urban renewable energy plan should 
be re-defined.  Given the decrease in the costs associated with traditional silicon-based PV, it would 
seem folly to attempt to compete directly with the well-established, traditional PV panel on a 
rooftop.  Rather, the LSC could best be used as a complement to silicon PV rather than a competitor, 
positioning itself in areas not normally accessible, such as areas with increased fractions of diffuse 
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light. The LSC is to be brought directly into public view, not ‘hidden away’ as most silicon PV 
panels.  Applications could include sound barriers, telephone poles, and bus stop roofing. 
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Design and simulation of a PV and a PV-Wind standalone energy system:  
A case study for a household application in Nicosia, Cyprus 
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Abstract: In this work the design and simulation of two stand-alone renewable energy sources (RES) based 
systems for application in a household in Cyprus is presented. More specifically, the household is located in 
Nicosia and is used as the residence of a typical Cypriot family for which a baseline scenario of energy 
consumption is specified in order to define the annual load profile of the house. The first system is based on 
photovoltaic (PV) modules for the generation of electricity by harvesting the very high solar potential of Cyprus 
while the second one is a hybrid system combining PVs with a domestic wind turbine in order to take advantage 
of the wind potential especially during winter. Since both systems are stand alone the energy produced is stored 
in a battery bank. The software used for the modeling and simulation processes is TRNSYS. A comparison of 
the two systems in terms of both technical and economical aspects is presented in this study where it is 
concluded that the wind potential of the specific location of the house, which generally applies on the entire 
island, cannot substitute and compete in any way with the very high solar potential. 
 
Keywords: Stand-alone system, baseline scenario, Cyprus, hybrid, wind potential, solar potential 

1. Baseline Scenario Characteristics 

In order to design the domestic standalone energy systems a typical house is considered for 
which a baseline scenario concerning several parameters is defined. It is very important to 
note that the baseline scenario concerns a future situation where all energy for the household 
is supplied by a RES system and the system is isolated from the grid. The characteristics of 
the baseline scenario concern the structure, location, occupancy and energy systems installed 
in the house examined. The data used to define these characteristics were based on the 
statistical analysis conducted by Panayiotou et al. [1] which concerned the characteristics and 
the energy behavior of the residential building stock of Cyprus in view of Directive 
2002/91/EC.  
 
The house examined in the baseline scenario is a single ground floor house with an area of 
160 m2 which was built in year 2000 and is located in Nicosia, Cyprus where the climatic 
conditions are those for lowland inland Mediterranean areas. The house has 3 bedrooms and it 
does not have pilotis, sofitta or a basement while it has a flat concrete roof with 140 m2 of free 
space for any systems such as solar thermal or PVs to be installed. The house has a 5 cm 
polyurethane wall insulation and double glazing. The heating and cooling is covered with split 
type air conditioning units and the number of units installed are two 9,000 BTU (2.6 kW) in 
two of three bedrooms and one 12,000 BTU (3.5 kW) unit in the living room. For the 
production of domestic hot water (DHW) a solar water heating system is used while an 
immersed electric element is installed for backup. 
 
2. Typical annual load profile definition 

The typical annual load profile definition was also based on the statistical analysis conducted 
by Panayiotou et al. [1]. In this statistical analysis a sample of 500 houses along with 
analytical data given by the Electricity Authority of Cyprus were used and it was concluded 
that there are two peaks observed on the consumption of electricity in the domestic sector 
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annually; one in summer, which is the highest, and one in winter. On the other hand, autumn 
and spring periods have more or less the same consumption of electricity which is lower 
compared to that of summer and winter. Also, another very important thing to notice is that 
the daily average electricity consumption of a house is around 24 kWh during summer, 21 
kWh during winter and 15 kWh during autumn and spring. 
 
To be more precise on the definition of the typical annual load profile this was split into 
weekdays and weekends for each of the four seasons. The months contained in each season 
are as follows; Winter: December, January and February; Spring: March, April and May; 
Summer: June, July and August; and Autumn: September, October and November. 
Additionally, it should be noted that holiday periods are not considered in the examined 
typical annual load profile. The typical load profiles for weekdays of spring, autumn and 
winter are shown in Figs. 1-3 respectively. 

Fig. 1 Load profile for a typical spring/autumn weekday 

Fig. 2 Load profile for a typical winter weekday 

Fig. 3 Load profile for a typical summer weekday 
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3. Model design for standalone PV system 

The model design process was carried out in the TRNSYS environment [2] which is 
considered to be a complete and extensible simulation environment for the transient 
simulation of solar and other energy systems.  
 
The model of the standalone PV system includes the following components: 

• Weather data processor model (Type 109) 
• PV model (Type 180e) 
• Inverter/Regulator model (Type 48b) 
• Battery model (Type 47a) 
• Load Profile model (Type 9a) 

 
A very important parameter to consider when designing a standalone PV system is the 
nominal voltage of the battery bank which can be 12, 24 or 48 VDC. The parameters affecting 
the determination of the suitable nominal voltage for a system are the nominal voltage of the 
PVs, the size of the system and the input requirements of the inverter. For example, inverters 
which have a power of 6 to 12 kW require nominal voltage to be 48 V while inverters with a 
power of 2 to 5 kW require the nominal voltage to be 24 V. Since the system examined is 
neither a large system nor a small one, it was decided that the nominal system voltage is 
considered initially to be 24 V. The main reason for this decision is that since with a rough 
estimation the system will not exceed 10-13 kW of PV power it is much better to use three 
inverters of 4 kW instead of one inverter of 10-13 kW in order to secure basic load coverage 
in the case of a failure of one inverter. 
 
It is also essential to know the slope of the PVs. A rule of thumb followed by the PV 
technicians in Cyprus is that the slope of the PVs should be somewhere between 27-31°. In 
order to define the optimum slope to be used in the modelling process a small model 
consisting of a typical meteorological year (TMY) and a single PV was developed and a series 
of simulations were carried out for slopes between 27-33°. The energy production for each 
slope is recorded and presented in Table 1. 
 
Table 1 PV characteristics on standard testing conditions  

 

 
 

 

 

 

According to the results of Table 1 the maximum energy production occurs for a slope of 31° 
(shown with bold on Table 1) and thus this is the optimum angle for the location examined 
and consequently for the island of Cyprus. 
 
3.1. Simulation and economic analysis of standalone PV system 
After the proper setting up of the complete model for the standalone PV system a series of 
simulations were carried out in order to specify the required storage capacity and PV array 

Slope of the PV Energy Produced [Wh/yr] 

27° 89,516 
28° 89,650 
29° 89,748 
30° 89,810 
31° 89,835 
32° 89,823 
33° 89,775 
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power needed to cover the load over the time period of a typical year. Before running the 
simulations it is essential to decide the acceptable loss of load probability (LOLP) of the 
specific system which defines the required battery autonomy in days. For example, if a 1% 
acceptable LOLP is chosen it means that during the time period of a year there is probability 
to have 3.65 days where the load will not be covered. Thus, if we want to design a system 
where we will have a 100% annual load coverage, in order not to compromise the occupants’ 
quality of living, then a first estimate for the required battery autonomy should be that of 4 
days. It should be noted that the batteries capacity must be larger than that calculated for the 4 
days of autonomy due to the fact that it is impossible to start the 4 days of autonomy with the 
batteries fully charged as these always supply electricity to the system during nighttime. Thus, 
in the system examined, it is predefined that one of the most important parameters to consider 
for the selection of the PV array size and the required storage capacity is to have 100% annual 
load coverage.  
 
Since the nominal voltage of the battery bank is decided to be at 24 V and the nominal voltage 
of each battery cell is 2 V then the configurations of the battery bank used during the 
simulation consisted of 1, 2, 3 or 4 strings of 12 batteries connected in series.   
 
The results of the simulation process were recorded in a data file and subsequently processed 
to evaluate the load coverage achieved by each configuration. The most important results 
estimated during the simulation are presented in Table 2. 
 
Table 2 Results of the simulation process for the standalone PV system 

 
From the results of Table 2 it can be seen that the systems that achieve 100% annual load 
coverage over a typical year are those of Configurations 6 and 12. Additionally, it is observed 
that the system of Configuration 5 is rather acceptable since it has a very low energy 
deficiency of 12 kWh or 2 hrs per year. Configuration 11 gives also a low energy deficiency 
of 13 kWh but it is not considered due to its high annual period of energy deficiency which is             
29 hrs per year. It should be noted that two different approaches are considered for these 
systems with the difference between them being that Configuration 12 has larger energy 
storage capacity and lower PV array power (smaller size) while Configurations 5 and 6 have 
larger PV array power (larger size) and lower energy storage capacity. This is a very 

Configuration  
No 

No of 
PVs 

PV array 
power 

No of 
batteries 

Battery 
capacity 

Annual 
energy 

deficiency 

Annual period 
of energy 
deficiency  

[-] [kW] [-] [kWh] [kWh] [hrs] 
1 40 7.2 36 108 566 607 
2 45 8.1 36 108 381 451 
3 50 9.0 36 108 228 220 
4 60 10.8 36 108 25 33 
5 63 11.34 36 108 12 2 
6 65 11.7 36 108 2 10 
7 40 7.2 48 144 496 503 
8 45 8.1 48 144 320 365 
9 50 9.0 48 144 193 186 
10 55 9.9 48 144 80 97 
11 58 10.44 48 144 13 29 
12 59 10.62 48 144 0 0 
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important fact to consider when deciding which is the optimum configuration for the system 
to be designed. To do so, Configurations 5, 6 and 12 are evaluated in terms of economic 
viability for a total system life of 25 years. During this process the lifetime of each component 
is taken into consideration along with its current cost and is recorded in Table 3. The results 
of this analysis are presented in Table 4. 
 
Table 3 Equipment prices used in the economic analysis 
 
 

 

 

 
 
 
Table 4 Economic analysis results for the systems of Configurations 5, 6 and 12 

 
By evaluating the results of the economic analysis it is concluded that the optimum system is 
Configuration 5 which consists of 63 PVs (11.34 kW) and 36 batteries. The cost of such a 
system is €102,971. It is very important to notice that in all cases examined the main part of 
the cost, around 50%, concerns the batteries. Since the optimum configuration estimated has 
36 batteries it is concluded that the decision for the nominal voltage of the battery bank to be 
at 24 V was correct due to the fact that if 48 V was chosen then the battery bank configuration 

 Equipment Description Price 
1 Photovoltaic panels €3.2  per W 
2 Batteries €640  per pc 
3 Inverter (2.5 kW, 12 V) €2069  
4 Mounting system (for flat roof) €200/kW 

5 Electrical equipment (cables etc.) €210/kW 

Configuration  5 
 Equipment Number Power Lifetime Price Price overall 
1 
2 
3 
4 
5 

PV 63 180 25 €36,288  €36,288  
Inverter/Controller 3 4500 15 €7,977  €15,954  
Elec. Equip. - - 25 €2,381  €2,381  
Mounting  - - 25 €2,268  €2,268  
Batteries 36 1500 Ah 18 €23,040  €46,080  

 TOTAL €102,971  
Configuration 6 

 Equipment Number Power Lifetime Price Price overall 
1 
2 
3 
4 
5 

PV 65 180 25 €37,440  €37,440  
Inverter/Controller 3 4500 15 €7,977  €15,954  
Elec. Equip. - - 25 €2,457  €2,457  
Mounting  - - 25 €2,340  €2,340  
Batteries 36 1500 Ah 18 €23,040  €46,080  

 TOTAL €104,271  
Configuration 12 

 Equipment Number Power Lifetime Price Price overall 
1 
2 
3 
4 
5 

PV 59 180 25 €33,984  €33,984  
Inverter/Controller 3 4500 15 €7,977  €15,954  
Elec. Equip. - - 25 €2,230  €2,230  
Mounting  - - 25 €2,124  €2,124  
Batteries 48 1500 Ah 18 €30,720  €61,440  

 TOTAL €115,732  
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should have been either 1 or 2 strings of 24 batteries and it is obvious that the option of 24 
batteries (1 string) would be undersized and thus insufficient while the option of 48 batteries 
(2 strings) would be oversized with a consequent increase of the overall cost of the system. 
 
4. Model design for hybrid standalone PV-Wind system 

The model for the hybrid standalone PV-Wind is based on the previously developed model 
for the standalone PV system. The difference between the two models relies on the addition of 
a small domestic wind turbine (Type 90). In this system, as in all hybrid power systems, more 
than one source of energy is used in order to diversify the sources and achieve load coverage 
under various climatic conditions during the entire 24 hours period. Furthermore, it is very 
important to note that the operation of this system differs from that of the PV system due to 
the fact that the power produced by the wind turbine is directly supplied to the load through a 
power conditioner and the rest of the load is covered by the PV subsystem. For the design of 
this model two wind turbines were chosen to be considered a 1.5 kW and a 2 kW. The reason 
for choosing these two low power domestic wind turbines is due to the fact that the wind 
potential in the area examined is rather low as it is illustrated in Fig. 4 where it can be seen 
that more than 86% of the time the wind velocity is between 0-6 m/s and the average wind 
velocity is 4 m/s. The curves of power against wind velocity for the wind turbines considered 
are presented in Fig. 5.  
 

 
 

 

 

 

 

 

Fig.4 The wind profile of the examined location 
 

 
Fig. 5 Characteristic power curves for both wind turbines considered 
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By carefully analyzing the power curves of each wind turbine in conjunction with the wind 
profile of the examined location it is hypothesized that the most suitable wind turbine to be 
used in the system designed is the 1.5 kW one. This of course is only a hypothesis and in 
order to be validated a series of simulations using a simple model consisting of a TMY and a 
wind turbine were carried out. The results obtained are presented in Table 5. From these 
results it is concluded that the hypothesis was correct since the 1.5 kW wind turbine generates 
more energy than the 2.4 kW one. This is caused by the fact that the 1.5 kW wind turbine 
operates with higher efficiency at low wind velocity which prevail at the location examined. 

 
Table 5 Simulation results for both wind turbines examined  
 

 

 
 
 
 
4.1. Simulation and economic analysis of standalone PV-Wind system 
The simulation process followed for this system was similar to the one carried out for the PV 
system. From the results concerning the two wind turbines it is clear that the wind turbine that 
should be used in the system designed is that of 1.5 kW.  
 
Since the optimum capacity of the batteries to cover the load over a typical year was 
calculated during the simulation process for the PV system and found to be 108 kWh it is 
decided that this capacity should also be the same for the case of the PV-Wind system as the 
energy provided by the wind turbine is very small.  
 
The results of the simulation process were recorded and processed to evaluate the load 
coverage achieved by each configuration. The most important of the results calculated during 
the simulation process are presented in Table 6. From these results it can be seen that the 
system that achieve 100% annual load coverage over a typical year is that of Configuration F. 
On the other hand the systems of Configurations B, C, D and E also gave rather acceptable 
results since the annual energy deficiency varied between 1-15 kWh while the annual period 
of energy deficiency varied between 7-22 hrs per year. Since all systems have the same 
battery capacity it is decided that the configuration to be compared with the PV system in the 
following section is that of Configuration C in order to have the same energy deficiency so as 
to be comparable.  
 
Table 6 Results of the simulation process for the standalone PV-Wind system  

Energy Produced [Wh] 1.5 kW-Wind turbine 2.4 kW-Wind turbine 

Maximum 1,500 2,274 

Average 146 145 

Annual 1,279,346 1,271,074 

Configura-
tion 

Number 

No of 
PVs 

PV array 
power 

No of 
batteries 

Battery 
capacity 

Energy 
deficiency 

Period of energy 
deficiency  

[-] [kW] [-] [kWh] [kWh/yr] [hrs/yr] 
A 55 9.90 36 108 24 33 
B 57 10.26 36 108 15 22 
C 58 10.44 36 108 11 7 
D 59 10.62 36 108 7 10 
E 60 10.80 36 108 1 10 
F 61 10.98 36 108 0 0 
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5. Comparison and Conclusions 

The comparison is carried out for a lifetime of 25 years for both systems and the results are 
recorded in Table 7. From the results of the economic analysis it can be seen that the two 
systems have the same lifecycle cost with a slight decrease in favor of the PV-Wind system. 
Nevertheless, the difference in cost is very small (€1000) and it is judged to be insignificant 
for the cost range of the systems examined.  
 
Table 7 Economic analysis results for PV and PV-Wind systems  

 
From the results presented in this paper it is concluded that in spite of the fact that due to their 
ability to diversify the energy sources, hybrid systems are generally considered to be a better 
option for standalone applications, in the case of the location examined, the PV-only system is 
a better option. This lies on the fact that the PV system is based fully on the very high solar 
potential of Cyprus in contradiction to the PV-Wind system which is based on the very low 
wind potential observed in the area examined, which is also typical for the whole island.  
 
It should also be noted that by not using the wind turbine in a domestic area several other 
possible negative aspects are avoided such as noise caused from the operation of the wind 
turbine, optical pollution and maintenance requirements which are not considered in the above 
analysis. By observing the cost analysis of both systems it can be seen that batteries represent 
over 50% of the overall systems’ cost.  
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PV system 
Equipment Number Power Lifetime Price Price overall 

1 PV 63 180 25 €36,288 €36,288 
2 Inverter/Controller 3 4500 15 €7,977 €15,954 
3 Elec. Equip. - - 25 €2,381 €2,381 
4 Mounting system - - 25 €2,268 €2,268 
5 Batteries 36 1500 Ah 18 €23,040 €46,080 
          TOTAL €102,971  

PV-Wind system  
 Equipment Number Power Lifetime Price Price overall 

1 PV 58 180 25 €33,408 €33,408 
2 Windturbine 1 1500 20 €2,250 €2,250 
3 Inverter/Controller 3 4500 15 €7,977 €15,954 
4 Elec. Equip. - - 25 €2,192 €2,192 
5 Mounting system - - 25 €2,088 €2,088 
6 Batteries 36 1500 Ah 18 €23,040 €46,080 
          TOTAL €101,972 
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High Efficiency Multijunction Tandem Solar Cells with  
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Abstract: We propose a 1cm2 tandem solar cell with different lattice-matched materials based on a 
2eV/1.42eV/0.66eV energy gap sequence. The top unit is a p-n-n AlAs/GaAs cell, connected in series with a 
bottom cell which is a bulk GaAs/Ge p-n-n cell; a narrow GaAs/Ge superlattice region embedded in the middle 
region. Transition of carriers between the two units is possible via a tunnel junction connecting the two units. 
More specifically, the upper cell is a 20 µm bulk p-n-n cell tuned to the visible range of the solar spectrum, 
producing short circuit currents near 30mA/cm2, and open-circuit voltage (OC) of 1.04V; the bottom cell is an 80 
µm bulk p-n-n GaAs/Ge with an embedded GaAs/Ge superlattice tuned at 1eV. The bottom cell produces short 
circuit current density at18.5 mA/cm2 in the bulk; however a 20-period GaAs/Ge embedded short superlattice 
provides an additional 10 mA/cm2 thermionic current density, so that total bottom current reach 28.5mA/cm2, in 
close matching (5%) with the top currents, and an OC voltage of 0.968V. The tandem cell’s basic parameters are 
(a) average fill factor of (FF) 85% (b) short circuit current 28.5 mA/cm2 and (c) OC voltage 2.008V (due to the 
series connection); for 100mW/cm2 standard solar radiation, collection efficiency of such a device is depicted in 
excess of 47% under one sun. Such small area cells are useful for CPV for their minimized size and material 
requirements.  
 
Keywords: Solar cells, Superlattices, Tuned quantum wells, High efficiency photovoltaics 

Nomenclature  

J TH thermionic current density …....mA/cm2 
Jsc short-circuit current……………...mA/cm2 
Voc  open-circuit voltage…………….….Volts 
Lw   quantum well width………………..…nm 
 

nph photo-excited carriers ……………..…..cm-3 
go, g(E)  density of states………….…..eV-1cm-2 
go, g(E) density of states……….…..eV-1cm-2 
  

1. Introduction 

The field of high efficiency photovoltaics (HEPV) is maturing steadily; already the threshold 
of 40% efficiency has been reached and exceeded to 42.2 % [1, 2, 3, 4, 5, 6]. It is common 
place in the PV community that the 50% limit for crystalline solar cells will be within reach in 
the next five years. The common denominator of high efficiency cells is the idea of two to 
three different band gaps that absorb in different wavelengths, preferably in a successive 
fashion along with the visible and the infrared parts of the solar spectrum. A typical cell of 
such geometry contains three major layers of lattice-matched or suitably metamorphic 
semiconductor layers joined (in series) by means of tunnel junctions. The latter are needed to 
ensure current matching. The obvious advantage of such structures is the series connection of 
two p-n junctions essentially, with increased overall open circuit voltage (due to the series 
connection). In this communication we are proposing an ostensibly high efficiency structure 
based on the series connection idea, as mentioned above, but with a different design, 
especially in the area of long wavelength absorption. The latter is a process that can be 
realized by means of two dimensional geometry selections (or one dimensional option as 
well). The device is described in brief as follows: a top p-n or p-i-n bulk GaAs/AlAs/Alloy 
cell is proposed for short wavelength absorption (mainly visible). The unit is then grown on 
top of a tunnel junction (guaranteeing the series connection) and the bottom cell follows with 
a similar topography, namely, a p-i-n cell matched with the layers above it. The intrinsic 
region of this cell is replaced by a GaAs/Ge superlattice with reduced tunneling. The latter 
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selection is adopted for two reasons (a) Ge is lattice-matched with GaAs and (b) we want to 
ensure thermal current generation from the mid- (intrinsic/low-doped) to the n-region of the 
device, as shown in Figure 1 below: 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Proposed tandem (1cm2) p-n-n+/p-n (Superlattice (SL))-n+ multijunction solar cell, for high 
efficiency. Two cells in series through a tunnel junction. Maximum current density depicted at 
28.5mA/cm2; Open-circuit voltage values 1.04 and 0.968V respectively. Total Voc = 2.008V, Jsc = 
30mA/cm2. 
 
The structure promotes the series connection of two cells, with current matching. As seen 
from the figure above, the goal is to produce a composite cell where both short and long 
wavelengths are absorbed simultaneously; in this context, this can be succeeded via the two 
layers shown. Visible and near infrared absorption is guaranteed by the two cells respectively, 
while the MQW geometry is tuned to longer wavelengths via pre-selected eigen-state 
resonance. Therefore, analysis and simulation of the device will have to include both regions 
as depicted through (a) the top and (b) bottom cells and (c) through the tunnel junction (TJ). 
The latter is basically selected to be a double barrier heterostructure of p++ and n++ highly 
doped GaAs layers (TJ modeling for this purpose will be reported elsewhere). Fundamentally, 
photoelectrons induced from the top, tunnel through the mid-junction to join carriers from the 
lower cell. Ultimately, due to the series connection, matching will dictate the final current, in 
other words, the lowest current will keep the connection at the ON state. On the other hand, 
the series connection is expected to provide enhanced voltage (ideally the sum of the two OC 
voltages as they come from the two sub-cells). It is imperative therefore to model all regions 
for optimum current and voltage generation. In the following sections, modeling and 
simulations for two of the three mentioned regions is provided as a tool for optimization in 
design.  

2. Top Cell for the visible solar spectrum 
It is desirable to obtain a top layer suitable for visible spectrum absorption. Graded AlGaAs 
layers of variable aluminum fractional content is proposed according to the following table: 

Table 1: Bandgap and wavelength at different Aluminum percentage content for AlGaAs 
Al content (%) Band-gap (eV) Wavelength λ(µm) 

0.98 (AlAs) 2.16 0.574 
0.90 2.11 0.582 
0.80 
0.70 
0.60 
0.50 

2.07 
2.05 
2.02 
1.998 

0.592 
0.602 
0.612 
0.620 

 

AlGaAs n-GaAs p-GaAs 
p-GaAs 

 

Ge-GaAs SL 

n-GaAs n-Ge 

Tunnel Junction 
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As seen from the table above, a feasible succession of lattice-matched AlAs-AlGaAs graded 
layer ensures visible spectrum absorption. Modeling of a 0.5 to 1.0µm p-AlAs/AlGaAs layer 
on top of an n-n+ GaAs arrangement (upper part of Figure 1) leads to short circuit current at 
30.50 mA/cm2, and open-circuit (OC) voltage at 1.04V, with max power 28.30 mW 
[temperature 300 oK; one-sun exposure and power input of 100mW/cm2; 10% internal 
reflection]. Figure 2 shows the J-V characteristics of the top cell, where both current-voltage 
and power-current curves are depicted. This is a high current solar cell and can stand alone. 
Note also that with an 88 to 90% fill factor (FF), this is a 27.9 % cell. Note also that a second 
junction could be used as the bottom cell, with exactly the same characteristics; in such a 
case, one (provided the tunnel junction can sustain 30mA/area) may end up with a double 
junction cell with 2V and 30mA/unit area, which would lead to a double-junction cell (area 
1square centimeter) with collection efficiency with collection efficiency n(%) = 
(2x30mA/cm2) x (FF)/(100mW/cm2). For a collective fill factor near 80%, this leads to 48% 
collection efficiencies. Figure-2 below depicts a simulated J-V characteristic (extrapolation to 
the horizontal axis leads to 1.04V):  
 

Fig.2. p (AlxGa1-xAs)-n(GaAs)-n+(GaAs) top cell. The AlGaAs layer (wide band gap) absorbs in the 
visible (see Table 1). Max current and OC-voltage extrapolated at 30.5mA/cm2 and 1.04V 
respectively. 
 
3. Bottom Cell  

Out of several options for a double junction cell, we select a p-n-n 1.82eV/1.42eV/0.66eV cell 
in order to demonstrate two points (a) to include long wavelength absorption and (b) to 
introduce the idea of tuning layers in the mid-regions to desired wavelengths. In this paper we 
are proposing a quantum well structure embedded in the mid-region of the bottom cell and 
tuned to 1eV solar photons. Regarding the 0.66 eV material (for long wavelengths: 1.24/0.66 
= 1.878 µm) include in the bottom cell design, simulations lead to short circuit current density 
at Jsc = 18.50 mA/cm2 and OC-voltage Voc = 0.968V. Simulation and modeling of the bottom 
unit is basically in a structure depicted by lower portion of Figure-1, without the mqw region. 
The mqw region is a 20-period GaAs/Ge superlattice (no tunneling) with thin Ge-quantum 
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wells tuned at 1eV or with a 19.6 nm width. Potential barriers are selected at 100nm (in order 
to minimize tunneling). The total thickness of the reduced dimensionality superlattice is 20 x 
(200+19.6) = 4,392 nm = 4.392 µm; the latter is just 5.3% of the total lower cell, which is 
essentially a pnn GaAs/Ge solar cell with its J-V graph shown by figure-3:  
 

 

Fig. 3:  Bottom cell J-V characteristics: a bulk pnn GaAs/Ge cell with 0.968V and 18.5mA/cm2 (OC 
and SC) parameters respectively.  

By proposing a superlattice in the mid region of the lower cell (in future designs this could be 
proposed for both cells as well!) we actually introduce a second channel of carrier current per 
unit area, such that the current in the lower part of the device might go increase as well. In the 
next section, we develop a formalism of thermionic current escape that contributes to the 
main bulk current of the bulk device as depicted in Figure-4 below: 

 

 

 

 

 

 

 

 

 

Fig. 4: Fine tuning at specific wavelengths can be achieved through quantum size effects in the traps 
of the intrinsic region. Electrons’ thermionic conduction, from 20nm quantum wells, is schematically 
shown at the conduction band. Note the Fermi and intrinsic Fermi levels, and the addition of the two 
current components: bulk and thermal current components respectively. 
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Final current from the quantum traps adds constructively to the bulk current generated by the 
GaAs/Ge cell (18 mA/unit area, see Figure-3 above). Due to current matching, overall SC-
current output is going to be based on the lowest current off the two cells. Thus, thermal 
escape generation becomes essential: simultaneous high current and voltage generation may 
lead to higher “ground” collection efficiency (one sun conditions). In the next section, 
modeling is geared towards thermionic current generation and current matching near 
30mA/cm2. 

4. Modeling of Thermionic current  

As mentioned above and discussed elsewhere, photo-excitation forces excess carriers in 
quantum wells and an increase of total carrier population near 1012 cm-2, per well [6]. Trapped 
photocarriers recombine and thermionically escape from the quantum traps. With 
recombination losses includes [8,9] and given that there is a non-zero probability for thermal 
escape, we model escaping carriers as thermionic currents over ∆EC barriers. Once this is 
established, we consider the two current components as two current sources (in the bottom 
cell always), and we are adding these two components to find the total lower-cell current. In 
all probability, this result is not necessarily expected to match the top component, however, 
by imposing required conditions, selective doping and superlattice geometry; we expect total 
lower current to reach (as close as possible) the top one.  

In the following, we briefly discuss this process. Thermionic emission from wells of depth 
∆EC leads to current density values of the type [8]: 

∫= )()()()( xnEvEfEdxdEgqj δ
     (1)

 

Where q is the electronic charge, g(E) is the density of states (DOS) of the quantum trap (here 
quantum wells or quantum dots etc), f(E) is the Fermi level position in the gap of the 
semiconductor layer, v(E) is the “velocity” of the carriers at energy E and where δn(x) is the 
net carrier population in the traps of length/width LW and after recombination. For an average 
excess carrier density <δ(x)> = δN = 1012cm-2 per well, the above integral simplifies as 
follows: 

∫= )()())(( EvEdEfgLNqj oWδ
    (2)

 

Thermionic currents can be calculated from the latter expression, where DOS represents the 
quantum system involved. In the present case we adopt quantum wells (faster and less 
cumbersome compared to quantum dots fabrication), where DOS is a constant function: (2-d 
DOS of quantum wells, eV-1cm-2). Based on the above and on the fact that the Fermi level is 
near (and above) 3(kT)’s below the conduction band of the low gap layer (EC - EF) (Fermi-
Dirac approaches the Maxwell-Boltzmann distribution), the current relation yields the 
following explicit expression (by replacing for g(E) with go and relating the speed of the 
carriers with energy barrier ∆EC of the heterojunction discontinuity): 

∫
∞ −

−×−×××××=
E

F
Woph kT

EEEEdE
m

Lgnqj )exp(
*

2 1
1

 (3)
 

Where the difference E-EF is the activation energy relative to the Fermi level, E1 is the lowest 
eigen-energy in the germanium quantum wells (near 10meV from the bottom of the wells, for 
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~20 nm width (L)). Note also that the excess carrier per unit area available per well is nph, and 
m* is the effective mass in germanium layers. Taking the lowest limit to be the ground eigen-
state, the last expression leads to the following result: 

)exp(
*2 12/3
2

3

kT
EETkmLnqj F

Wph
−

−××









××=

π
π

 (4)

 

Note from the above the dependence of the current on the activation energy through the 
exponential. For undoped germanium layers, activation energy values are the sum of eigen-
energy value plus the EC – EF. The latter (for germanium) can be quickly computed [ ]: 

eV
n

N
kTEEE

i

Ge
C

FCCF 338.0)ln( ==−=∆
 (5) 

Where the factors in the fraction above are (a) the conduction band density and (b) the 
intrinsic concentration for Ge, and the 0.33 eV is essentially the intrinsic Fermi level. For 
such a result, our derived formula provides negligible thermal current (fraction of µA). For 
moderate doping levels near 1016cm-3, we compute thermal currents 0.0429 mA/cm2, which, 
for desired 10mA/cm2, would require a long superlattice (large number of periods, about 240). 
On the other hand, selecting doping levels near 1018 cm-3, however,   leads to current density 
near 0.4mA/cm2/well, which translates into 25 superlattice periods in all. Based on this, we 
propose an n-Ge/GaAs multi-junction layer in the middle region of the pnn GaAs/GaAs/Ge 
bulk lower cell, where total current will essentially reach the top-cell current and hence 
current matching will be succeeded within ~5% (note: top cell current 30mA/cm2, bottom cell 
currents: 18.5mA/cm2 plus 10mA/cm2 = 28.5mA/cm2). Based on this current matching and on 
the computed data (see short circuit currents, Figures 2 and 3), we estimate the following for 
the composite cell of Fig.-1: short circuit current of 28.5mA/cm2, and open circuit voltage 
Voc1 + Voc2 = 1.04V + 0.968V = 2.008V. This means that the composite cell (as long as the 
tunnel junction sustains normal operation) is expected to provide two volts at OC conditions 
and at least 28mA/cm2 at SC conditions. Both units of the tandem structure have fill factor 
values of 85 and 85.5 % respectively, as it can be found from the open-circuit voltages of 
each [12].Under one sun (AM 1.5), such a one-square centimeter tandem PV-device exhibits 
collection efficiency of [0.85x28.5x2]/100 = 48.45%. Obvious advantages in such a design are 
(a) minimal material usage (small area, and narrow superlattice layers; the latter suitable for 
growth technique selection (chemical vapor deposition or molecular epitaxy) (b) simultaneous 
short and long wavelength absorption (c) short-period tuned superlattice (d) high carrier 
mobility due to GaAs/Alloy major components (in contrast to mismatched cells with low 
mobility) (e) extension of design to include more than one superlattice tuned at desired 
wavelengths. 

5. Conclusion 

High efficiency solar cells are becoming a reality while collection efficiency levels near 40% 
have been achieved. It has been realized in recent years that more than one layer may lead to 
higher photon absorption due to varying energy band gaps involved. Indeed, this is the case 
for hetero-junction cells that include two or more materials in one unit; however, recently 
proposed tandems do not utilize superlattice components [5, 8]. In this paper we explore 
efficiency enhancement via (matched) current and voltage increase, with a 1eV-tuned 
superlattice embedded in one of the cells. Thus, a multijunction cell is proposed, with visible 
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and IR wavelength absorption capabilities. The proposed structured is a 1cm2 cell and is 
composed of two sub-cells: the bottom unit is a 20-period GaAs-Ge superlattice embedded in 
a pnn GaAs-Ge bulk solar cell. On top of this cell an AlAs-AlGaAs-GaAs cell is proposed, 
suitable for short wavelengths. The two units are connected in series via a standard tunnel 
junction, modeling of which is not discussed in this paper. Assuming ideality factors near one, 
modeling and simulation of the two devices shows a total voltage near 2 Volts and minimum 
current density 28.5 mA/cm2. Collection efficiency is expected to exceed the 42% current 
threshold (one sun conditions). The cell structures involved, could individually perform well 
on their own at different wavelengths and with appreciable efficiencies respectively. Our 
proposed structure involves tuning of the lower device at desired photon energy input (1 eV). 
Under the same token, optimum tuning can be pre-arranged via specific superlattice geometry 
selections, while more than one superlattice in tandems seems to open the way for higher 
efficiencies. To probe further, two part-tandem cells, with a tuned superlattice in each region, 
should lead to collection efficiency in excess of 45% in the immediate future.  
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Abstract: Recently new advance texturing is one of the candidates for enchaining optical absorption in mono 
crystalline thin film solar cells and making low cost solar cell. Silicon has relatively large reflection in UV- 
visible spectral region, also absorbs strongly in this region; however, its near IR absorption is weak. The 
absorption enhancement can occur through diffractive scattering from surface with feature dimension larger than 
λ/n, where n is silicon refractive index. For surface feature with size smaller than λ/n, surface is behaving like a 
gradient index film. By creating three-dimensional surface with sub wavelength textures on front and sidewalls, 
it may be possible to enhance absorption beyond the 4n2 statistical limit. There is an idea that says implantation 
process during fabrication process affect solar cell efficiency because of p-n junction dependence to temperature. 
This maybe complicated the efficiency prediction. Since Because of difficulty of laboratory test and fabrication 
the simulation of implantation temperature method is considered for a well know three dimensional texturing at 
first. Simulations in first step are done for an ideal three dimensional surface texturing with 21µm depth and an 
ideal p-n junction below 1µm under frontal surface. In this simulation the p-n junction has a constant depth all 
over the solar cell. Then by using implantation modeling tries to predict the p-n junction place by varying the 
temperature all over the surface. It is shown that the p-n junction position and its shape completely depend on the 
temperature that causes a variety of efficiency for a well known advanced texture. In this case the p-n junction 
shows a discontinuity at 700 ºC that case an efficiency drop for 21% to 10%. These simulations confirm the 
impact of implantation temperature on optical simulation. Results are shown to find out the best design for 
advance three-dimensional texturing need to predict discontinuity temperature in fabrication process. 
Simulations also show the dependence of efficiency with geometrical surface features and how discontinuity 
temperature change by shape and size of the periodic texture pattern. Results show there is a limitation in final 
performance of mono-crystalline solar cell with periodic texture pattern.  
 
Keywords: Renewable energy, solar cells, thin film, surface texturing. 

Nomenclature  

 d grating period  ..................................... µm 
n refractive index  ........................................ .. 
λ  wavelength  ............................................ nm  
θc critical angle  ............................................  

θm,i  diffraction order angle  ............................ 
Φ  ion dose per square centimeter  ........... cmP

-2 
ηRi,jR coupling efficiency  ................................... 
 Rp projected range  ..................................... cm 

 
 
1. 0BIntroduction 

Silicon has relatively high reflectance in UV-Visible spectral region, however it also absorbs 
strongly in this region  [1] . In near IR (800-1100 nm) spectral region, particularly near the 
band edge, absorption is weak, i.e., absorption depth is ~ 100 µm at λ ~ 1 µm. This weak 
absorption fundamentally limits the efficiency of Si solar cells: in thin films due to incomplete 
optical absorption, and in thick films due to bulk recombination losses. Light trapping 
schemes based on geometrical optics considerations have been extensively investigated in 
conventional [2] . Maskless, random, pyramidal texturing with feature sizes >> λ on the front 
surface not only helps randomize scattering within the substrate, but also takes advantage of 
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the high refractive index of Si leading to total internal reflection of light rays outside the 
narrow cone defined by the critical angle (θc=sin-1(1/n)). 

 In reducing reflection using sub-wavelength structures, defined either by lithography or 
random masking methods, light incident on the Si substrates generates no diffraction orders, 
and preferably only obliquely propagating orders inside the Si substrate [3-5]. For 
lithographically-defined surface, the period is chosen such that there are no diffraction orders 
in air, i.e., λ/d > 1. Inside the semiconductor, first and second diffraction orders are 
propagating due to its higher refractive index n, i.e., 2* λ/(n*d) < 1. For the case of a 
randomly textured surface, incident light will support a large number of diffraction orders 
since it is a composite of several periodic structures[6]. The total optical path length 
neglecting back surface reflection for sake of simplicity is give by 

∑=−−
ji

jiji Tlengthpathoptical
,

,, ,η  

where the summation index i corresponds to grating period di of the random surface, and the 
summation index j corresponds to diffraction orders of the period di, and ηi,j represents the 
coupling efficiency of the transmitted intensity Ti,j. The optical paths of each of the 
diffraction order is enhanced by 1/cos (θm,i), where θm,i  is the diffraction order angle with 
surface normal defined earlier. In this manner, frequency space inside the Si substrate can be 
effectively populated. Finally, for the third case, where features are smaller than the 
wavelength inside Si, no diffraction orders are propagate inside the Si substrate, which is 
similar to a gradient-index anti-reflection film, and is not conductive to enhanced solar cell 
performance. 

 In case of three-dimensional texturing, the trench sidewalls are also randomly textured with 
sub-wavelength features as described in Fig. 1.d.  In such a case, each transmitted diffraction 
order on incidence at sidewalls, generates multiple beams, therefore, creating several more 
light paths than would have existed within textured/planar sheet [7]. Such an approach can 
potentially exceed 4n2 optical enhancement limit predicted by Yablonovitch [8].  

 

 
Fig. 1. Grating texture with (a) one dimension repetition (b) two dimension repetition (c) three 
dimension repetition. One dimension and two dimension use for solar cell application. 
 
2.  Mathematical implantation models 

 
2.1. Gaussian Implant Model  
There are several ways to construct 1D profile. The simplest way is using the Gaussian 
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distribution, which is specified by: 
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where  Φ  is the ion dose per square centimeter specified by the dose parameter. Rp is the 

projected range. Rp is the projected range straggling or standard deviation .  
 

2.2.  Pearson Implant Model 
Generally, the Gaussian distribution is inadequate because real profiles are asymmetrical in 
most cases. The simplest and most widely approved method for calculation of asymmetrical 
ion-implantation profiles is the Pearson distribution.The Pearson function refers to a family of 
distribution curves that result as a consequence of solving the following differential equation: 
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in which f(x) is the frequency function. The constants a, b0, b1 and b2 are related to the 

moments of f(x) by: 
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 where 181210 2 −−= γβA  ;  γ and β are the skew-ness and kurtosis respectively.  
 

2.3. 7BDual Pearson Model 
 To extend the applicability of the analytical approach toward profiles heavily affected by 
channeling, the dual (or Double) Pearson was suggested Method. With this method, the 
implant concentration is calculated as a linear combination of two Pearson functions: 

 
)()()( 2211 xfxfxC Φ+Φ=                                   (7) 

 
where the dose is represented by each Pearson function f1,2(x). f1(x) and f2(x) are both 

normalized, each with its own set of moments. The first Pearson function represents the 
random scattering part (around the peak of the profile) and the second function represents the 
channeling tail region. Equation (7) can be restated as: 
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where 21 Φ+Φ=Φ  is the total implantation dose and Φ
Φ=ℜ 1  . 

 
3. Simulation 

Changing the period and depth of groove would affect efficiency. The goal is to find the best 
design with maximum efficiency. In modeling, physically-based process simulation predicts 
the structures that result from specified process sequences. In a complete simulation usually 
we need doing three stages; 1- process simulation 2- device simulation and 3- circuit 
simulation. SILVACO International provides an opto-electronic software product that models 
the behavior of semiconductor materials, devices, and circuits using finite element techniques. 
In fact it is “Virtual Wafer Fab” which can determine electrical characteristics of that device 
based conditions are inputted. There are different models that must take into account based 
on; drift and diffusion current, position dependent doping, optical carrier generation, and so 
on. The most important tools for solar cell simulation are ATLAS, ATHENA and Luminous   
which have been recently used [7]. Fig.2. shows typical solar cell simulations to find 
implantation impact on texturing effect. 

By using etching process in different time it is possible to make rectangular texture in various 
depths and periods. In this investigation we consider phosphorous atom to implantation on a 
p-type Si substrate which heat up to 900K. By using Dual Pearson model we find there are 
some discontinuities in p-n junction which it appears in deep groove. Fig. 3  shows simulation 
results in some period and depths.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2  Simulation of  solar cell by using SILVACO software’s, 1D grating structure  with 10-µm 
period and 3-µm depth       
                            
4. Results 

Table (1) and its related graphs (Fig. 4) shows output efficiency for different rectangular 2-D 
texturing. In all of those cases the temperature and time of doping consider constant with 
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700K and 30 minute respectively. The data shown in actual fabrication there is another 
limitation for efficiency boosting by implantation process. It is found out beside optimization 
of grove depth and period according to optical absorption by using wave optics, p-n junction 
discontinuity due to fabrication process might be considered as another parameter.  
 
Table 1.  Modeling results for solar cell efficiency due to variation in period and depth groove in 3D 
texturing 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                                  (b) 
 Fig.  3  Simulation of  solar cell by using SILVACO software’s,(a) 2D grating structure with  20-µm 
period and 10-µm depth, and  (b) 2D grating structure with  20-µm period and 40-µm depth. The 
discontinuity happened for the last at 20-µm. 
 
5. Conclusion 

Although rectangular grating on solar cell increase the efficiency but implantation impact 
during fabrication could affect on efficiency boosting. P-N junction discontinuing make a lost 
in thin monocrystalline solar cell. Simulation shows maximum relative efficiency is in the 
period range of 10-15 micrometer and 10-20 groove depth for phosphorus doping with 900K 
in 30 minutes. This result helps to design optimum configuration for solar cell texturing. It is 
shown that the p-n junction position and its shape completely depend on the temperatures that 
cause a variety of efficiency for a well known advanced texture. In this case the p-n junction 
shows a discontinuity at 700 ºC that case an efficiency drop for 21% to 10% (figure 4). 
 
 

Depth (µm) ƞ(%) period 5 (µm) ƞ(%) period 10 (µm) ƞ(%) period 20 (µm) 
50 0.76 6.17 9.4 

40 1.24 8.21 9.44 

30 2.45 9.5 9.47 

20 9.5 9.54 9.2 

10 9.6 9.56 9.52 

5 9.6 9.5 9.53 
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Fig. 4. Implantation period impact on solar cell efficiency. (a) Maximum relative efficiency was 
happened in 10-15 micrometer period.(b) Maximum relative efficiency was happened in 10-20 
micrometer grove depth  
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Abstract: The aim of research was development of the improved designs of high-efficiency single-crystal Si 
solar cells (Si-SC), intended for work in the conditions of ordinary and high-concentrated sun radiation, and also 
finding out of possibility to use of such devices as energy independent and enough sensitive sensors in the 
optical location systems. It was shown that for increase of the efficiency at cost reduction and production 
manufacturability of single-crystal Si-SC with base crystals (BC) thickness 180 ≤ tBC ≤ 200 µm having a 
polished light receiving surface (LRS) and back surface reflector (BSR) consisting of a transparent oxide and Al 
layers, a conductive transparent indium-tin oxide (ITO) layer of tITO = 0.25 µm interference thickness without of 
perforation is to be used. In case of Si-SC with inverted pyramid type texture of LRS at which the specificity of 
light distribution in the BC causes essentially total internal reflection of radiation from Si/ITO interface, the tITO 
value should be optimized in the 1÷2 µm range independently of tBC. For efficiency increase of vertical multi-
junction (VMJ) Si-SC by a factor of 1.2 approximately the modernization of in series connected unit diode 
structures (UDS) by the introduction along their vertical Si-boundaries single-layer ITO reflectors by thickness 
more than 1 µm is promising too. Accordingly to results of numerical simulation the character of open circuit 
voltage UOC dependence on α angle value of light incidence onto LRS of VMJ Si-SC considerable depends on 
the minority charge carriers lifetime τ value in the BC of VMJ Si-SC, while light reflection coefficient R value 
for UDS Si/ITO boundaries effects on absolute UOC value. It has been shown that purposeful decrease of τ value 
and providing of 95 < R < 100 % should allowed to create the VMJ Si-SC with practically linear and easily 
registered UOC(α) dependence for use the VMJ Si-SC as energy independent and enough sensitive sensors in the 
optical location systems. 
 
Keywords: High-Efficiency, Silicon Solar Cells, ITO Reflectors, New Application 

1. Introduction 

Efficiency increasing at cost reduction as well as expansion of single-crystal silicon solar cells 
(Si-SC) application fields continue to remain the actual research and development tasks. 
Therefore the research purposes were development of the improved designs of high-efficiency 
single-crystal Si-SC, intended for work in the conditions of ordinary and high-concentrated 
sun radiation, and also finding out of possibility to use of such devices as energy independent 
and enough sensitive sensors in the optical location systems. 
 
2. Results and discussion 

2.1. Single-junction solar cells 
One of the known methods to increase the efficiency of single junction (SJ) Si-SC is creation 
of back surface reflector (BSR) consisting of perforated SiO2 and continuous Al films 
deposited layer-by-layer onto surface of Si base crystal (BC) from the side opposite to SJ Si-
SC light receiving surface [1]. Such construction of BSR is used, for example, in most high-
efficiency SJ Si-SC with PERL (Passivated Emitter, Rear Locally-diffused) and PERT 
(Passivated Emitter, Rear Totally-diffused) structures. At the same time the electrical contact 
of Al layer with Si- BC is realized via numerous through holes in SiO2 the total area thereof 
making less than 1 % of the total Si-BC back surface area. Such multipoint contact character 
results in somewhat increased SJ Si-SC series resistance that compensates in part the 
efficiency gain attained due to reduction of solar radiation power losses resulting from using 
the double-layer BSR with dielectric oxide. Therefore, and also from the necessity to decrease 
the cost of such devices, when manufacturing SJ Si-SC with PERT-structure, it seems to be 
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reasonable to replace the BSR perforated dielectric oxide layer by a continuous layer of 
transparent conductive material. Accordingly to the results of this problem analysis, it can be 
solved by using the transparent indium-tin oxide (ITO) in double-layer BSR structure instead 
of SiO2. In this connection, one of the research targets was to determine the most optimum 
thicknesses .opt max

OXl of conducting oxide providing a highest integral reflection coefficient R of 
solar radiation within the required wavelength λ range and to decrease the series resistance for 
SJ Si-SC of PERT-types both with smooth and with textured light receiving surfaces. As 
shown in [2], the required λ range depends on thickness t of Si-BC and at 180 ≤ tBC ≤ 200 μm 
(typical values of serial SJ Si-SC) is 0.88 ≤ λ ≤ 1.11 μm.  
 
In case of SJ Si-SC with smooth light receiving surfaces the .opt max

OXl  determination method for 
ITO layer was similar to that used in [2] to find interference thicknesses .opt max

OXl  for SiO2/Al 
BSR and TiO2/Al BSR oxide layers. Conceptually this method consisted of the following. 
Accordingly to [3], the optimum thicknesses ( )opt

OXl λ  of oxide providing the maximum R 
values for λ values from the above-mentioned λ range were determined first of all. Further, 
from the obtained ( )opt

OXl λ  dependence, the opt
OXl  values were selected corresponding to 

λ1 = 0.8 μm, λ2 = 0.9 μm, λ3 = 1.0 μm and λ4 = 1.1 μm, being 1
opt
OXl = 0.18 μm, 2

opt
OXl = 0.21 μm, 

3
opt
OXl = 0.25 μm and 4

opt
OXl = 0.28 μm, respectively. For these opt

OXl  values, the dependences 

( ) 0, ,opt
OXR l nλ λ    in the 0.88 ≤ λ ≤ 1.11 μm range according to [3] were calculated using 

appropriate relations in cases when light receiving surface of SJ Si-SC is protected by glass 
(n0 = 1.5) and when it is not protected (n0 = 1.0). The analysis of all the ( ) 0, ,opt

OXR l nλ λ    

dependences set shows that optimal oxide thickness .opt max
OXl  providing the maximum integral 

reflectivity of ITO/Al BSR in the specified λ range is 0.25 μm at both n0 values. Dependences 
( )0,R nλ  for .opt max

OXl = 0.25 μm are presented in Fig. 1. 
 

 
Figure 1: Dependences of R on λ and on n0 for ITO/Al back surface reflector with .maxopt

OXl = 0.25 μm 
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In case of textured light receiving surface with the pyramids faceted by (111) type planes, the 
optimal oxide thickness for ITO/Al BSR is not so critical. This is due to the specificity of 
light ray trajectory inside Si-BC shown in Fig. 2 according to [4]. 

 
Figure 2: Light rays trajectory inside the Si-BC of the SJ Si-SC with textured frontal surface and 
smooth back surface  
 
The angles γ of light incidence on a smooth back surface of such SJ Si-SC exceed 40o. It is a 
more than limit angle γmin of light complete internal reflection from the Si/ITO interface 
because ( )min arcsin 32o

ITO Sin nγ = ≈  [5], where nITO ≈ 1.9 [6] and nSi ≈ 3.6 [7] are refractive 
indexes of ITO and of Si correspondingly at 0.88 ≤ λ ≤ 1.11 μm. Thus, the above mentioned 
texture on the light receiving surface makes it possible to use a quite other approach to .opt max

OXl  
determination based on the account for light total reflection from the Si/ITO interface. In this 
case, to suppress the possible partial radiation power losses in the metal [8] being in contact 
with ITO and also to minimize the series resistance for SJ Si-SC the ITO layer thickness 
should be experimentally optimized in the 1 < .opt max

OXl < 2 μm range. 
 

2.2. Vertical multi-junction solar cells 
Use Si-SC of the special construction in the conditions of high concentrated radiation is 
perspective direction for the increase of efficiency and cost decreasing of solar energy 
photovoltaic conversion [9]. Such Si-SC include, in particular [10], vertical multi-junction 
(VMJ) Si-SC consisting of a monolithic set (more than 10) of single-crystal silicon plane-
parallel vertical unit diode structures (UDS) with p-n junctions oriented perpendicular to the 
light receiving surface and connected in series by the metal interlayers between the 
appropriate planes of adjacent UDS. Let's notice, that at the unitary light reflection coefficient 
R = 0,89 in case of double light reflection the effective reflection coefficient REFF ≈ R2 ≈ 0.79 
and it corresponds to losses more than 20 % of solar radiation energy on absorption. From this 
follows, that elimination of such losses would allow increasing the efficiency of considered 
type VMJ Si-SC approximately at  1.2 times. 
 
The analysis, carried out by us, indicate a capability of such efficiency increase for VMJ 
Si-SC  with UDS at the expense of maximum approximation to 1 the reflection coefficient of 
solar radiation with 0.95 < λ < 1.11 μm by vertical boundaries of these cells inside VMJ Si-
SC. However, on reasons, to analogical indicated before, highly reflecting SiO2/Al and 
ТiO2/Al double-layer reflectors with calculated in [2] optimum thickness of SiO2 and ТiO2 
dielectric layers, contacting with a silicon crystal, concerning to considered type VMJ Si-SC 
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are unacceptable. The above mentioned multipoint character of SC back electrode with a SI-
BC contact  leads to certain increase of SJ Si-SC series resistance, what partially compensates 
a benefits in efficiency achieved at the expense of solar radiation energy losses decrease at use 
of dielectric oxide/metal two-layer reflector. It is natural, that in case of VMJ Si-SC  the 
multidot contact influence effect on t he device series resistance should grow in direct 
proportion to amount of UDS in-series, and therefore reflectors from side of UDS vertical 
borders should provide a good electrical contact between the next UDS on all area of the 
mentioned borders. 
 
For efficiency increase of the VMJ Si-SC the modernization of in series connected UDS by 
the introduction along their vertical Si-boundaries single-layer ITO reflectors by thickness 
more than 1 µm is promising too. The VMJ Si-SC of new design is shown schematically in 
Fig. 3. The new VMJ Si-SC design gives possibility to exclude the photoactive radiation 
losses depended on partial light absorption by metal interlayers between UDS in case of VMJ 
Si-SC using for photovoltaic conversion of high concentrated solar radiation the main part of 
which always incidence onto VMJ Si-SC light receiving surface at the angles 0 < α < 90o. 
Thus taking into account that the highest angle of refraction βmax = arcsin(1/nSi) [5] it is easy 
obtain 0 ≤ β ≤ 16.1o, that for 0.88 ≤ λ ≤ 1.11 μm gives 73.9 ≤ γ ≤ 90o, and consequently 
γ > γmin ≈ 32o at 0 < α < 90o. 
 

 
Figure 3: Сross-section of new VМJ Si-SC of tSC ≈ 850 µm thickness with ITO reflectors belonging to 
UDS of n+-р-p+ type (schematic image): 1 – metal electrode; 2 – p+-Si layer of less than 1 µm 
thickness; 3 – p-Si layer of tSi ≈ 160 µm thickness; 4 – n+-Si layer of less than 1 µm thickness; 
5 - metal interlayer of tm ≈ 10 µm thickness; 6 – ITO reflectors of 1 < tITO < 2 µm thickness 

 
Therefore, at all actual values of light incidence angle α on the VMJ Si-SC  external surface, 
hitting inside the UDS of such Si-SC, light with 0.9 ≤ λ ≤ 1.1 μm should experience 
practically full internal reflection from considered reflectors that should essential approach the 
optical reflection coefficient from ITO/Si boundaries to unity. Obviously, that this effect will 
be result in to previously stated increase of VMJ Si-SC efficiency approximately in 1.2 times. 
Since according to [8] effect of full internal reflection is caused by wave processes in ITO 
layer by thickness no more wavelength of light, it, on t he one hand, for suppression of 
radiation energy losses, which can be connected to penetration of radiation energy part into 
metal, contacting with ITO, and on the other hand, with the purpose of ITO layer resistance 
minimization to the current carrying through it, the thickness tITO of this layer should be 
experimentally optimized in the range of values 1 μm < tITO < 2 μm. 
 
Besides as is known [6], the modern methods of ITO films with submicron and micron 
thicknesses deposition, inclusive of pulverization with following pyrolyze, allow to realize the 
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appropriate process at temperatures below 450 оС. It is well agree with the concept of single-
crystal silicon SC manufacturing technology, according to which the most of high-
temperature technological process operation should be the operation of submicron and highly-
doped n+-Si and p+-Si layers manufacturing realized, as a rule, at 900÷1000 оС. 
 
Accordingly to results of numerical simulation the character of open circuit voltage UOC 
dependence upon α value considerable depends on t he minority charge carriers lifetime τ 
value in the VMJ Si-SC base crystals, while R value for vertical UDS Si/ITO boundaries 
effects on a bsolute UOC value. It has been shown that purposeful decrease of τ value and 
providing of 95 < R < 100 % should allowed to create the VMJ Si-SC with practically linear 
and easily registered UOC(α) dependence for use the VMJ Si-SC as energy independent and 
enough sensitive sensors in the optical location systems. The numerical dependence 

( ), ,norm
OCU Rα ξ , got as the result of indicated simulation using early resulted in [11] relation  
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and 1ξ  < 2ξ  are absolute values of indexes in degrees of short circuit current JSC and diode 
saturation current J0 densities accordingly, is presented in Fig. 4.  
 

 
Figure 4: Dependence norm

OCU  values versus α and ∆ξ for considered VMJ Si-SC at the light reflection 
coefficients from vertical UDS boundaries: 1 - R = 100 %, 2 – R = 60 %, 3 - R = 20 % 

 
It is well known [4] that values of SCJ  and 0J , and consequently ∆ξ, substantially depends 
from τ  value in SC base crystals. Therefore at the use VMJ Si-SC as sensors the required 
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value of ∆ξ possibly to attain by a purposeful decrease of τ  value in Si-BC. In accordance to 
numerical simulation results for using VMJ Si-SC as sensors in the optical location systems 
the optimal combination of parameters influencing on ( )OCU α  dependence are 1 ≤ ∆ξ ≤ 2 
and 95 < R < 100 %. 

 
3. Conclusions 

It was shown that for increase of the efficiency at cost reduction and production 
manufacturability of single-crystal Si-SC with base crystals thickness 180 ≤ tBC ≤ 200 µm 
having a polished light receiving surface and back surface reflector consisting of a transparent 
oxide and Al layers, a conductive transparent ITO layer of tITO = 0.25 µm interference 
thickness without of perforation is to be used. In case of Si-SC with inverted pyramid type 
texture of light receiving surface at which the specificity of light distribution in the base 
crystals causes essentially total internal reflection of radiation from Si/ITO interface, the tITO 
value should be optimized in the 1÷2 µm range independently of tBC. For efficiency increase 
of vertical multi-junction Si-SC by a factor of 1.2 approximately the modernization of in 
series connected unit diode structures by the introduction along their vertical Si-boundaries 
single-layer ITO reflectors by thickness more than 1 µm is promising too. Accordingly to 
results of numerical simulation the character of open circuit voltage UOC dependence on α 
angle value of light incidence onto light receiving surface of vertical multi-junction Si-SC 
considerable depends on the minority charge carriers lifetime τ value in the base crystals of 
vertical multi-junction Si-SC, while light reflection coefficient R value for unit diode 
structures Si/ITO boundaries effects on absolute UOC value. It has been shown that purposeful 
decrease of τ value and providing of 95 < R < 100 % should allowed to create the vertical 
multi-junction Si-SC with practically linear and easily registered UOC(α) dependence for use 
the vertical multi-junction Si-SC as energy independent and enough sensitive sensors in the 
optical location systems.  
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Abstract: Diamond-like carbon films (DLC) deposited by PE-CVD technique were used as antireflection and 
protective coatings for Si and AIIBVI based solar cells (SC). Application of the DLC films as single- or double-
layer antireflection coatings allows us to improve the Si-based solar cells efficiency up to 1.4-1.5 times (from 
~10% to ~15%). It has been shown that optical bandgaps of DLC films were increased after UV irradiation. The 
films with greater amount of nitrogen show better irradiation resistance. It was also established that Si (both 
mono- and multicrystalline) and AIIBVI based SCs with even thin antireflection DLC film demonstrate higher 
stability against action of gamma-irradiation up to dose of 108 rad. The effect is connected with hydrogen atoms 
those are released from the film as a result of broken of carbon-hydrogen bonds by γ- or UV-quanta, diffuse to 
the SC, and passivate dangling bonds in the SC volume. It has been also shown that due to application of the 
DLC antireflection films with low refractive index the transparency of front ITO or ZnO (Al) contacts in AIIBVI 
based SCs may be substantially improved integrally to 10% in spectral range of 430-850 nm. As a result, short 
circuit current and efficiency of thin film SCs may be also improved. 
 
Keywords: Solar Cells, Antireflection Coatings, Radiation Stability 

 
1. Introduction 
At present diamond-like carbon (DLC) films are rather widely used as very promising 
antireflection (AR) and protective coatings for silicon solar cells (SCs) [1-3]. The main 
advantages of DLC films are high hardness, chemical and radiation stability, and the 
possibility to change their optical properties under the variation of deposition conditions. The 
last one allows formation of multi-layer antireflection and protective coatings for SCs just 
during the same technological process. Thus, it enables to avoid deposition of different 
antireflection layers, such as, for example, SiO2, Si3N4, SiN:H, ZnO, ZnS, MgF2 etc. As a 
result the technological procedure of antireflection layers formation becomes simpler and 
cheaper. Moreover, it was also shown that hydrogen containing DLC films may be 
successfully used as protective coatings for SCs against action of radiation. The improvement 
of radiation resistance of the SCs is still of great importance. One of the factors for space SC 
efficiency degradation is the action of proton and electron irradiation of “solar wind”. It leads 
to reduction in carrier concentration of the base region and decreasing the minority carrier 
lifetime. One more part of “solar wind” is γ-irradiation. It is less dangerous but more 
penetrating than proton and electron particles. So, space SCs should have resistivity to 
penetrating irradiation like γ-quanta. So, the protective coatings must protect from radiation, 
improve the SC’s optical properties and be radiation stable themselves. To achieve 
simultaneously the aim of protection, passivation and antireflection the diamond-like carbon 
thin films may be used both for space and terrestrial SCs.  
 
In this paper antireflection and protective properties of the DLC films and their applications 
for improvement of SC efficiency and radiation stability were investigated. 
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2. Methodology 

The a-C:H:N films were deposited by the plasma-enhanced chemical vapor deposition method 
from the plasma of the RF discharge (13.56 MHz) at various RF discharge powers (100-250 
Wt) and nitrogen contents in the gas mixture (10-45%). The gas mixture CH4:N2:H2 was 
used, and the nitrogen content in it was varied by the gradual replacement of hydrogen by 
nitrogen. The gas pressure in a chamber was varied within the limits of 25–105 Pa. The film 
deposition was carried out onto substrates maintained at room temperature. The deposition 
time was 15 min. 
 
The thicknesses of DLC films were measured with a Dektak profilometer (the instrumental 
error was ±5 nm) and an LEF-3G laser ellipsometer (λ=632.8 nm). The film topography was 
studied making use of a Digital Instruments scanning atomic force microscope (AFM) 
Nanoscope IV. Optical constants of the films were measured by using spectral ellipsometer. 
Measurements of the DLC film’s transmission were conducted on the Fourier spectrometer 
firm "Perkin Elmer" Spectrum BX-II in the range (400 ÷ 2000) cm-1. The transmission spectra 
of the films deposited onto glass substrates were measured by an S2000 spectrometer (Ocean 
Optics, USA) in the range 300— 800 nm.  
 
Solar cell samples were fabricated on single- or multi-crystallite p-silicon, according to the 
technological routine which included diffusion of the doping impurity (phosphorus) from a 
POCl3 source, formation of the front contacts by the screen printing method (multi-Si) or the 
photolithography method (mono-Si), formation of the Al back contacts. Some of the 
fabricated specimens of solar cells were irradiated by γ-quanta from a Co60 source to the 
exposure doses of 105, 106, 5×106, 107, 5×107, and 108 rad. The SCs with and without thick 
DLC films were subjected to proton implantation (E=50-150 keV, D=1.1014 – 1.1016 cm-2). 
The proton depth distribution was calculated by Monte-Carlo simulation using TRIM-98 
program. Some of DLC films and DLC – Si SCs structures were subjected to ultraviolet (UV) 
and focused UV (by 350 times) irradiation using light of Hg-lamp during 2 hours. 
 
The solar cell samples were used to study the spectral dependences of the short circuit 
photocurrent and the light current-voltage load characteristics (LCVLCs). For this purpose, a 
special original certified setup was used [4]. The LCVLCs were used to determine the density 
of the short circuit current Jsc, the open-circuit voltage Voc, the fill factor FF of the current-
voltage characteristic, and the SC efficiency η. The spectral dependences were measured in 
the wavelength range 400-1200 nm. The spectral characteristics that had been obtained were 
used to determine the effective diffusion length L of minority charge carriers in the base 
region of SCs.  
 
3. Results and Discussion 

3.1. Application of DLC films as antireflection coatings for silicon solar cells 
It is well-known that for optimal antireflection effect when single-layer antireflection coating 
is used refractive index of an antireflection coating must meet completely the equation 
 

2/1)( substratefilm nn =  (1) 
 
where nfilm and nsubstrate are refractive indexes for substrate and antireflection film, 
respectively.  
 
Refractive index of Si in spectral range where Si-SCs are photosensitive changes from 3.7 to 
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5.5. It means that for Si-based SCs the n value must be ~1.92-2.3, and on the average must be 
close to 2.0. As we can see from Fig. 1 so-called “hard” film satisfied this conditions very 
good in rather wide spectral range.  
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Fig. 1. Spectra of refractive index n(E) of “hard”(1) and “soft” (2) DLC films. Nitrogen content in 
gas mixture is 1 – 0 %, 2 – 45%. 
 
Indeed, as its seen from Table 1, after deposition of single layer (SL) or double layer (DL) 
DLC films significant increasing of the SC efficiency (up to 1.5 times) is observed due to not 
only simple antireflection effect (short circuit current density Jsc increasing) but due to 
passivation of recombination active centers by hydrogen (fill factor FF and open circuit 
voltage Voc increasing) as well [2]. It was also established that the FF and Voc improvement 
effect is more pronounced for low quality SCs with high concentration of recombination 
active centers. On the whole, hydrogenation is very effective method for modification of 
defect recombination activity in Si, especially in multicrystalline-Si where high concentration 
of defects at grain boundaries exist. It should be noted that hard and stable DLC films also 
acts as a barrier against hydrogen diffusion from the SCs. 
 
The SCs parameters were measured under AM 1.5 spectral conditions. 
 
Table 1. Parameters of SCs with and without DLC antireflection coatings. 

*The refractive index and thickness for the coatings 1 and 2  are: 2.03, 71 nm ; 2.03/1.6, 
71/108 nm, respectively. The films parameters were measured by laser ellipsometer at 
λ=632.8 nm. 
 
On the other hand, in case that the DLC films are used as antireflection coatings for materials 
with rather low refractive index value the films with as low as possible nfilm value must be 

Sample number Isc  
(mA) 

Jsc  
(mA/cm2) 

Voc 
(V) 

Fill factor Efficiency 
(%) 

Initial 1 59.5±0.93 25.54±0.40 0.598±0.001 0.722±0.001 11.03±0.51 
Initial 1 covered by 
SL-DLC* coating 

80.3±0.93 34.4±0.40 0.607±0.001 0.754±0.001 15.74±0.62 

Initial 2 66.4±0.25 24.3±0.11 0.600±0.001 0.677±0.001 9.88±0.43 
Initial 2 covered by 
DL-DLC* coating 

91.4±0.93 34.3±0.40 0.613±0.001 0.707±0.001 14.87±0.53 

2789



deposited. We can satisfied this requirement by changing the DLC film deposition conditions. 
For example, we can decrease the rf discharge power, increase the gas pressure in plasma 
reactor during film deposition and add nitrogen and oxygen to gas mixture [5]. As a result, the 
film with rather low nfilm  value in wide spectral range may be obtained (so-called “soft” film) 
(Fig. 1). 
 
It should be also noted that deposition rate of the DLC film may be rather high. For example, 
the SL-DLC film with refractive index ~2.0 and thickness of 71 nm may be deposited at 200 
Wt discharge power during 3.5 minutes (Fig. 2). The deposition rate depends on rf discharge 
power and nitrogen content in gas mixture (Fig. 2). 
 

 
Fig. 2. Dependencies of the DLC (a-C:H:N) film thickness on RF power discharge. Deposition time is 
15 minutes and nitrogen content in gas mixture is equal: 1 –20%; 2 – 30%; 3 –45%. Inset shows 
roughness of the DLC films measured by AFM. 
 
Investigations of the DLC film surface by atomic force microscope show that the films have 
high surface homogeneity with the average roughness less than 0.65 nm (see insert to Fig. 2). 
 
3.2. Application of thick DLC films as protective coatings 
For application of DLC films as protective coatings for SCs of space application as thick as 
possible films should be deposited to prevent degradation of SCs under action of so-called 
“solar wind”. The films must possess proper optical properties, namely high transparency to 
decrease absorption losses in the film. It was earlier shown that nitrogen containing DLC 
films have low level of internal mechanical strains [6]. It allows us to deposit rather thick 
films. We studied SC-DLC film structures with the film thickness of 1300 nm. Test SC 
without any protective film was also studied. 
 
The SCs were subjected to implantation of protons of different energies (50-150 keV) and 
doses (1014 – 1016 cm-2). Fig. 3 shows dose dependencies of efficiency (η) for the test SC and 
the SCs covered by DLC (a-C:H:N) protective film. In order to calculate depth distribution we 
used Monte-Carlo simulation (TRIM-98 program). It was established that for ion energies 50 
and 100 keV protons do not penetrate into Si SC and stopped in DLC films (Fig. 3). As we 
can see from Fig. 4 in this case decreasing of efficiency for the irradiated SCs is not observed 
up to high implantation dose (1016 cm-2). And only in case that proton energy is 150 ke V 
marked decreasing of the SC efficiency takes place at doses higher than 1015 cm-2. The 
degradation of the SC efficiency is caused by penetration of proton into the SC volume, 
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generation of defects and reduction minority carrier lifetime in the SC [3]. The conclusion is 
confirmed by calculations and in this case proton mean projective range is close to DLC film 
– Si SC interface (Fig. 3).At the same time, unprotected SC become dramatically degraded at 
this dose and proton energy of 100 keV (Fig. 3). 
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Fig. 3. Proton depth distribution of different energy in DLC film/Si-solar cell structure: 1 – 50 keV; 2 
– 100 – kEv; 3 – 150 keV. 
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Fig. 4. Dependencies of normalized efficiency of solar cells from proton doses of different energy: 1 – 
50 keV; 2 – 100 – kEv; 3 – 150 keV; 4 – 100 keV, solar cell without DLC coating. 
 
3.3. Application of thin DLC films as protective coatings 
Figs 5 and 6 present results of investigations of Si SCs subjected to γ-irradiation. It is seen 
from Fig. 4, that radiation resistance of the SCs covered by DLC films (curves 2, 4 in Fig. 5) 
is higher compared to unprotected SCs (curves 1, 2 in Fig. 5). 
 
It should be pointed out that in this case we used thin (71 nm) DLC antireflection coatings. 
The statistical significance of the variation in Fig. 5 did not exceed ±0.01. Thus, for majority 
of points it is substantially lower than observed changes in normalized efficiency values. It 
should be noted that no marked changes of results presented in figs 5, 6 were observed in one 
year after γ-irradiation of the samples. So, the degradation stability of the SCs covered by 
DLC films is higher than that without any coatings. The effect is observed both for SCs 
produced from mono-crystalline silicon and from multi-crystallite one. We proposed the 
following mechanism of γ-radiation effect on Si SCs properties. The effect is connected with 
hydrogen atoms those are released from the film as a r esult of broken of carbon-hydrogen 
bonds by gamma-quanta, diffuse to the SC, and passivate silicon dangling bonds at grain 
boundaries and in the SC volume. As a result, lifetime and, consequently, diffusion length of 
minor charge carriers in the SCs degrade slower in the SCs covered by the DLC films (Fig. 6) 
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[7]. Effect of silicon dangling bonds passivation in the SCs volume is confirmed by 
appearance of absorption band near 580 c m-1 in infrared spectrum of irradiated DLC-SC 
structures (Fig. 7) those correspond to Si-H bonds. 
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Fig. 5 Dependencies of normalized by initial value efficiency of solar cells from dose of γ-
irradiation: 1 – mono-Si SC; 2 - mono-Si SC with DLC cover; 3 – multi-Si SC; 4 – multi-Si 
SC with DLC cover. 
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Fig. 6. Dependencies of (1/L2-1/L0
2) of solar cells on dose of γ-radiation: 1 – mono-Si SC; 2 – mono-

Si SC with DLC cover; 3 – multi-Si SC; 2 – multi -Si SC with DLC cover; Here L0 and L are diffusion 
length of minor charge carrier of initial and irradiated SC, respectively. 
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Fig. 7. Absorption difference between spectra of irradiated (γ-irradiation dose 106 rad/cm2) and initial 
DLC film deposited from precursor gar with 45% of N2. 
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3.4. Application of DLC films as antireflection coatings for materials with low refractive 
index 

CdS, CdTe, CIS, and CIGS films are widely used for production of thin film or even flexible 
solar cells (SC). Because of low diffusion length of non-equilibrium carriers for the films it is 
especially important for such SCs to obtain highly conductive and transparent continuous 
front contact. As usual, for such contact indium-tin oxide (ITO) or ZnO doped with Al films 
are used. Refractive index of such films is higher than 2.0 [8] in the spectral region where the 
SCs are sensitive, therefore, rather significant reflection losses take place. In order to decrease 
the losses we propose to use diamond-like carbon (DLC) films with low refractive index to 
meet requirement for optimal antireflection effect. The DLC films were deposited by PE-
CVD technique from gas mixture of nitrogen, methane and hydrogen. In some cases oxygen 
was also added to the gas mixture. As it was mentioned above we can deposit the DLC film 
with low refractive index (see Fig. 1). Theoretical modelling of optical properties for such 
multi-layered structures was also carried out to determine the required parameters of the 
antireflection DLC films. It has been shown that due to application of the DLC films 
transparency of front ITO or ZnO (Al) contacts may be substantially improved (Fig. 8). 
Further optimization of the DLC film deposition process allowed us to increase integral 
transmission of ZnO(Al) in spectral region 400-830 nm up to 1.1. times.. As a result short 
circuit current and efficiency of thin film SCs may be also improved. 
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Fig. 8. Transparency of ZnO films (30 Ohm/cm2): 1 – initial; 2 – covered by DLC film of 67 nm  
thickness; 3 – covered by DLC film of 100 nm thickness. 
 
3.5. Effect of ultraviolet irradiation on DLC films properties 
Diamond-like carbon films (a-C:H:N) were deposited by PE-CVD technique from gas 
mixture of nitrogen, methane and hydrogen. The films were irradiated by UV and focused UV 
(by 350 times) light of Hg-lamp during 2 hours. 
 
Transparency in visible and IR range and Raman spectra were measured. It has been shown 
that optical bandgap of the DLC films was increased after UV irradiation (Fig. 9). It was 
connected with oxygen incorporation into the DLC films, changing of carbon-nitrogen bonds 
concentration and graphite-like clusters size. The films with greater amount of nitrogen show 
better irradiation resistance. Because of increasing of the films optical bandgap after UV 
irradiation no c hanges of parameters for Si SCs covered by the DLC coatings after UV 
irradiation was observed. 
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Fig. 9. Dependencies of DLC film optical energy gap on nitrogen content in gas mixture: 1 – initial 
DLC films; 2 – UV-irradiated DLC films; 3 –DLC films irradiated by concentrated UV light. 
 
4. Conclusions 

Finally, we may conclude that diamond-like carbon films are very prospective antireflection 
coatings not only for solar cells based on materials with high refractive index (like silicon) but 
for SCs prodused on the base of materials with low refractive index (like AIIBVI materials). In 
particular, efficiency of Si-based SCs may be improved up to 1.5 times due to deposition of 
the antireflection and passivative DLC films. It has been shown for the first time that even 
thin antireflection films (d=70 nm) allows us to substantially improve radiation resistance of 
silicon based solar cells against action of γ-radiation with the dose up to 108 rad. In its turn, 
thick DLC film (d=1300 nm) enable to protect SCs against action of intermediate energy 
protons (50-100 keV). 
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Formation of transparent and ohmic nanostructure thin films of fluorine-
doped indium oxide prepared by spray  
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Abstract: In this research, indium oxide nanostructure undoped and doped with F were prepared on glass 
substrates using spray pyrolysis technique. Various parameters such as dopant concentration, deposition 
temperatures, amount of indium oxide powder were discussed. Structural properties of these films were 
investigated by XRD & SEM. Electrical and optical properties have been studied by Hall Effect and UV-Visible 
spectrophotometer respectively. The thickness of the films is determined by PUMA software. The variation in 
refractive index, extension coefficient and band gap of these films also were investigated. 
 
Keywords: Indium oxide,Indium doped oxide,Spray pyrolysis 

1. Introduction 

Transparent conducting oxide (TCO) such as In2O3, ZnO, SnO2 and In2O3:Sn (ITO) and 
In2O3:F (IFO) because of their high optical transparency in the visible region, good electrical 
conductivity are important. These characteristics are required in various applications research 
fields dealing with transparent heating elements for air craft and car windows [1], 
photovoltaic devices [2], solar cell [3], gas sensors [4]. A variety of deposition techniques 
such as vacuum evaporation [5], sputtering [6], spray pyrolysis [7], sol-gel [8], etc. have been 
used. All of these methods have advantages and disadvantage, but spray pyrolysis has a 
noticeable advantage, it is a low-cost and non-vacuum technique for large area applications. 
In2O3 transparent conducting thin films are n-type semiconductors with wide energy band 
gap equal to 3.6 eV. The structure of In2O3 in its crystalline form is body centred cubic with 
lattice constant a=10.118 Å .Doping indium oxide with fluorine, zinc, tin etc. as donor 
impurities yields   f ilms with low sheet resistance [1].This paper describes the results of our 
study in an attempt to correlate the electrical conduction with the optical and structural 
properties of prepared In2O3:F thin films. 
 
2. Experimental Details 

The chemical spray pyrolysis technique is one of the most commonly used techniques for 
preparation of transparent and conducting oxides owning to its simplicity, non-vacuum 
system of deposition and hence inexpensive method.  The spray pyrolysis apparatus used in 
this work consists of a home made spraying unit, substrate holder with heater, and enclosure. 
The glass substrate is kept on a stainless steel (ss) plate.  The heater is capable of heating the 
substrate up to a temperature of 700°C. The carrier gas used in all the experiments was air, 
which is supplied from an air compressor. The air produced by the compressor was first 
filtered and then connected to the glass spray-gun (atomizer) through a flow meter for 
controlling its flow. The custom glass spray gun having a nozzle diameter of 0.2 m m was 
positioned at a distance of 30cm above the substrate. The whole assembly is kept in an 
enclosure connected to an exhaust. 
 
In this research, In2O3:F thin films were prepared by spraying a water solution containing 
indium chloride (0.2gr InCl3) and NH4F used as dopant onto glass substrates heated at 
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different substrate temperatures. The structural, electrical, and optical properties of TCOs are 
strongly affected by the temperature of substrate. 
 
Deposition of parameters conclude: distance between the spray nozzle an substrates 25cm, the 
carrier gas using filtered compressed air, the spray rate 19 l it/min, volume of solution is 40 
ml. All the above mentioned parameters were kept constant and only the concentration of 
NH4F (0-15wt%) and substrate temperature (400-600 °C) were changed. 
 
In this work we first optimize the concentration of F wt% using electrical resistivity and 
optical transparency and secondly focused on the effect of substrate temperature on structural, 
electrical, optical properties of the samples with a constant fluorine concentration of 2wt%.  
X-ray diffraction (XRD) (Philips-pw-1830) was used to characterize the crystal structure of 
the films. Morphology of the films was examined by Cambridge scanning electron 
microscopy (SEM). The optical measurements of the In2O3:F thin films were carried out at 
room temperature using UV-Visible spectrophotometer( Cary 100 Scan Version).The 
electrical properties of thin films measured by Hall effect and Vander-Pauw set-up(RH  2010 
PhysTech system). 
 
3. Results and Discussion 

Concentration of F in these films have been varied from 0-15wt%. As a result, the resistivity 
decreased quickly with increasing F concentration reaching a minimum of ρ=1.35x10-3 Ωcm 
for an F concentration of 1wt% which demonstrate a good ohmic contact for electrode 
applications. For higher dopant content, the resistivity increased (Table 1). The higher 
transmittance observed in the films for 2wt% of F doped. Since we were looking for a layer 
with both high transparent and good resistevity, we used figure of merit (FOM). Thus the 
optimized layer with 2wt% of F concentration was selected according to the most FOM [9].  
The X-ray diffraction result of IFO films in various concentrations are shown that, films are 
polycrystalline and crystallize in a cubic structure with preferential orientation along (222) 
and (400). Note also that no c haracteristic peaks of impurity and dopant phases have been 
observed. 
 
Substrate temperature is an important parameter for spray pyrolysis deposition. It is observed 
that at lower substrate temperature (less than 250 °C), the growth rate is controlled by 
activated processes. At higher substrate temperature (greater than 550 °C ), the size of the 
droplet decreases appreciably due to the evaporation of water molecule, resulting   In a 
homogeneous reaction, the reaction may be completed above the substrate, leading to powder 
formation. Hence very low and very high temperatures are not suitable for preparation of 
these TCOs. For investigation of temperature effect on the growth mode, we fixed the doping 
concentration at 2wt% F and studied the effect of the substrate temperature on t he 
transparency. Figure shows the variation of substrate temperature of IFO films with change in 
transmission. Films deposited at substrate temperatures of 400 to 450 °C exhibited less 
transmission in visible region, while by increasing the substrate temperature we get better 
transparency (Fig. 1). 
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Table 1. The variation of electrical properties of IFO films as a function of dopant concentration 
deposited at 575 °C. 
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Fig. 1:Optical transmission of IFO films prepared at 2wt% F various substrate temperature 
 
The XRD results (Fig.2) show that, films deposited at substrate temperature of  4 00 and 
450 °C, in addition to (222), (400) peaks have (211), (411), (341), (440), (622) peaks with 
high intensity. The presence and intensity of peaks decreased with increasing substrate 
temperature; as a result crystallinity improves leading to well-transmission and resistivity. 
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Fig. 2: XRD patterns of IFO films prepared at various substrate temperatures 
 
The SEM results show that the size of crystals is in the range on na nometer. The size of 
particles changing with respect to deposition parameters. Fig. 3 shows that, the crystalline 
improved with increasing substrate temperature. Furthermore, the density of grain boundaries 
and dislocation therefore decreases, leading to the improvement of conductivity and 
transparency of IFO films. 
 
 
 
 
 
 

 
 
Fig.3 SEM images of IFO films prepared at different substrate temperature: a) 450 °C and b) 575 °C. 

 

(a) (b) 
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Subsequently the amount of indium powder also was investigated for the prepared films. 
Result show that the resistivity is decreased by increasing of indium powder but transparency 
is decreased. Besides, the thickness of the films is determined by PUMA software [10].  
 
4. Conclusions 

In this research, fluorine doped indium oxide (IFO) nanostructure were prepared at different F 
concentration, substrate temperature and InCl3 concentration using spray pyrolysis technique. 
Then effects of above parameters on structural, electrical and optical properties of 
nanostructure thin films of IFO were investigated. The SEM results show that the size of 
crystals is in the range on nanometer. The size of particles changing with respect to deposition 
parameters. The presence and intensity of XRD peaks decreased with increasing substrate 
temperature; as a result crystallinity improves leading to well-transmission and resistivity.In 
conclusion, the optimum IFO films were prepared using 0.2 gr InCl3 with F concentration of 
2wt% at substrate temperature of 575 ° C. With this condition sheet resistance was 140 Ω/□ 
and the optical transmission in visible region was 87.6%. 
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Abstract: Dye-sensitized solar cells (DSCs) represent a relatively new photovoltaic technology with great 
potential: investment costs for initiating production are low and manufacturing costs below 0.5 US$/Wpeak are 
predicted. Furthermore, DSC offers the possibility of various colors and attractive designs, such as 
semitransparent modules. Record solar cell efficiencies are 11% for DSCs containing liquid redox electrolyte 
and 6% for DSCs with solid hole conductors. Promising stability data suggesting more than 20 years lifetime has 
been achieved. This paper presents the Center for Molecular Devices (CMD) in Sweden, which has as its 
objective to investigate and develop DSCs. Using a multi-disciplinary approach, significant advances in the 
scientific understanding of DSCs have been made, such as the demonstration of the presence of an internal 
electric field at the semiconductor / dye / electrolyte interface. Furthermore, novel components, such as 
triphenylamine-based dyes and cobalt-based mediator have been successfully tested. Finally, a monolithic DSC 
module technology with good performance is presented. 
 
Keywords: Dye-sensitized solar cell, PV modules. 

1. Introduction 

Dye-sensitized solar cells (DSCs) represent a relatively new photovoltaic technology with 
great potential.[1] Certified record solar cell efficiencies are 11% for DSCs containing liquid 
redox electrolyte and 6% for DSCs with solid hole conductors. It is believed that this 
technology has the potential to reach production costs as low as 0.5 US$/Wpeak,[2] which 
would make solar electricity generation competitive with conventional (fossil fuel based) 
electricity generation. Module efficiencies of 10% and lifetimes of 15 year were assumed for 
this calculation. More recent calculations, based on actual DSC devices and current material 
costs, give a manufacturing cost of 2.5 Euro/Wpeak, which may decrease to less than 1 Euro/ 
Wpeak taking the expected decrease in material cost into account.[3]   
 
Dye-sensitized solar cells differ much from conventional solid state semiconductor based 
solar cells.[1] Dye molecules, rather than an inorganic semiconductor material, are 
responsible for light absorption. Furthermore, the functions of light absorption, electron 
transport and hole transport are separated into different materials. Electron transport takes 
place in a porous TiO2 structure, while hole transport occurs in a liquid redox electrolyte. 
In its standard form the DSC consists of the following components (see Figure 1a):  

• The working electrode: a mesoporous film of TiO2 nanoparticles (size ~20 nm) with a 
thickness of about 10 µm, on a fluorine-doped tinoxide (FTO) coated glass substrate. 
Dye-molecules are adsorbed at the surface of TiO2. The TiO2 framework acts as 
electron acceptor and transport medium. 
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• A redox electrolyte: solution containing a suitable redox couple in a high 
concentration, as well as some additives that improve solar cell performance. The 
most common redox couple used in DSC is iodide / triiodide. 

• A counter electrode: an electrode with good catalytic activity for electron transfer to 
the redox electrolyte. The most common counter electrode in DSCs is platinum-coated 
FTO-glass. This electrode has the advantage that it can be transparent, as a very low 
loading of Pt is needed.   

• Sealing. Hermetic sealing is very important in order to obtain stable solar cells with 
good long term stability. The most common DSC sealing material is thermoplastic. A 
thermoplastic frame is used to connect the WE and CE together, which ensures a fixed 
separation between the two electrodes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. (a) Schematic structure of a dye-sensitized solar cell (sandwich design). FTO stands for 
fluorine-doped tinoxide-coated glass. (b) Energy scheme of a dye-sensitized solar cell. The arrows 
indicate electron transfer reactions. 
 
The working mechanism of the dye-sensitized solar cell is displayed in Figure 1b. Light is 
absorbed by the dye molecules D resulting in excited dye molecules (D*). Ultrafast electron 
injection takes place from the excited dye into the conduction band of TiO2. Regeneration of 
the oxidized dye by the redox mediator R. Electrons are collected at the conducting substrates 
and can perform electrical work in an external circuit. At the counter electrode, electrons 
reduce R+, the oxidized form of mediator.  
 
Despite intense research in the field of dye-sensitized solar cells, many fundamental aspects 
are still unclear. The Center for Molecular Devices (CMD) in Sweden has as its objective to 
investigate and develop DSCs. Using a multi-disciplinary approach, significant advances in 
the scientific understanding of DSCs, development of low-cost DSC components, and DSC 
module manufacturing have been made, as will be discussed here in this paper. 
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2. Methodology 

We refer to our research papers (ref. 4-17) for details on m esoporous TiO2 electrode 
preparation, dye synthesis, electrolyte preparation, solar cell assembly and solar cell 
characterization.   
 
3. Results and Discussion 

3.1. Design, synthesis and characterization of dye molecules for DSC 
 Research on dyes within CMD has been mainly focused on o rganic dyes with the general 
structure: donor - conjugated bridge – acceptor (D-π-A). Upon excitation, electron density 
will be displaced from the electron rich donor moiety towards the electron withdrawing 
acceptor moiety. The acceptor moiety is also equipped with suitable binding groups for 
attachment of the molecules onto the TiO2 surface. The general structure of D-π-A dyes 
favors electron injection into TiO2 upon excitation, while the remaining positive charge will 
be located on the donor part, positioned relatively far away from the TiO2 surface. This will 
decrease the rate for direct geminate recombination. A very suitable donor group for D-π-A 
dyes is the triphenylamine (TPA) unit, while a suitable acceptor / binding unit is cyanoacrylic 
acid.  
 
In 2005 the D5 dye was developed within CMD as the first in a series of D-π-A dyes (see 
Figure 2a).[4] Although the absorption spectrum has a maximum at about 480 nm and does 
not extend significantly beyond 600 nm, promising solar cell efficiencies of 6% were obtained 
in combination with the iodide / triiodide electrolyte. Other interesting results obtained with 
D5 are its suitability in solid-state DSCs, and its capacity for hole conduction when it is 
adsorbed on TiO2 as a monolayer.[5]  
 
Several modifications of the D5 base structure have been synthesized and tested. One of the 
most promising dyes developed within CMD to date is the D35 dye (see Figure 2). The most 
prominent alteration is the addition of two o,p-dibutoxyphenyl groups on the TPA unit. This 
provides the dye with suitable steric properties, making the dye very suited to be used in 
combination with cobalt-based redox electrolytes [6] or in solid-state DSC.  
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Figure 2. (a) Chemical structure of two efficient organic sensitizing dyes developed at CMD: D5 and 
D35. (b) UV-visible spectra of a D 35-sensitized TiO2 film in air (drawn line) and in contact with 
LiClO4 in ethanol (dotted line).   
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3.2. Redox electrolytes and hole conductors 
The standard redox electrolyte for DSC comprises of the iodide / triiodide (I-/I3

-) redox couple 
in an organic solvent. It is used in best performing DSCs to date, both in terms of efficiency 
and stability. It has good solubility, absorbs not too much visible light, it has a suitable redox 
potential, and provides rapid dye regeneration. But what I-/I3

- makes particularly successful is 
the very slow recombination kinetics between electrons in TiO2 and the oxidized part of the 
redox couple, triiodide. A serious disadvantage of this redox mediator is that a significant part 
of the potential is lost due to intermediate reactions.[7] After electron injection, the oxidized 
dye (D+) is reduced by iodide in the following way:  
 
D+ + I- → (D--I)  (1) 
 
(D--I) + I- → D + I2

-•  (2) 
 
2 I2

-•  → I3
- + I-  (3) 

  
The diiodide radical (I2

-•) is produced as an intermediate in this process (reaction 2). We 
estimate that the disproportionation reaction 3 corresponds to an internal loss of potential of 
as much as 400 mV. We believe that it is this internal loss that is largely responsible for the 
observed ‘stagnation’ in record efficiencies obtained for DSCs.  
 
In order to obtained efficiencies larger than 12 %, it may be necessary to using one-electron 
redox couples or hole conductors instead of I-/I3

-, so that the losses due to internal conversion 
are avoided. Unfortunately, the use of one-electron mediators in DSC nearly always leads to 
strongly increased recombination between electrons in TiO2 and the oxidized part of the 
redox couple, which seriously limits the solar cell efficiency. Recently, however, we obtained 
a breakthrough with cobalt polypyridine-based mediators in combination with D35 dye.[6] 
Careful matching of the steric bulk of the mediator and the dye molecules minimizes the 
recombination between electrons in TiO2 and Co(III) species in the electrolyte and avoids 
mass transport limitations of the redox mediator. The organic sensitizer D35, equipped with 
bulky alkoxy groups, efficiently suppresses recombination, allowing the use of cobalt redox 
mediators with relatively small steric bulk. Its high extinction coefficient allows for making 
DSCs with thin TiO2 films, which is favorable with respect to charge recombination and mass 
transport of redox mediator in the porous structure. The best efficiency obtained for a DSC 
sensitized with D35 and employing a [Co(bpy)3]3+/2+-based electrolyte was 6.7 % at full 
sunlight (1000 W m-2 AM1.5G illumination), which is more than a doubling of previously 
published record efficiencies using similar Co-based mediators. Notably, similar efficiencies 
with the D35 dye are obtained with I-/I3

- as a redox couple. 
 
The use of a solid-state hole conductors in DSCs is very attractive, but also very challenging. 
Besides the above mentioned problem of enhance recombination, an additional problem is to 
fill the pores of the dye-modified mesoporous TiO2 electrodes completely with the solid hole 
conductor. A possible solution investigated within CMD is melting infiltration of the hole 
conductor into the pores of the dye-sensitized TiO2 electrode.[8] The rather high temperatures 
required for melting is damaging for the organic dye molecules and so far is limiting the 
efficiencies of the resulting solar cells. 
The most well-tested hole conductor in solid-state DSCs is 2,2′,7,7′-tetrakis(N,N-di-p-
methoxyphenylamine)-9,9′-spirobifluorene (spiro-MeOTAD). With the help of photoinduced 
absorption spectroscopy it was be shown that in principle all dye molecules appeared to be in 
contact with the hole conductor for a 6 μm thick TiO2 film, even though pores are not filled to 
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100%.[9] A compelling result obtained within CMD research is that some perylene-based 
dyes performed much better in solid-state DSCs using spiro-MeOTAD than in standard iodide 
/ triiodide electrolyte-based DSCs.[10] This can be attributed to the much faster regeneration 
kinetics observed in solid-state DSCs.  
  
3.3. Advanced characterization of DSC components and complete devices 
The dye-sensitized solar cell is a complex system with many interactions between its 
individual components. We have performed detailed characterization of dye-sensitized TiO2 
films using advanced techniques such as X-ray photoelectron spectroscopy [11] and scanning 
tunneling microscopy,[12] giving valuable information of the binding morphology of the dyes 
and energy levels.  
 
Investigations on c omplete DSC devices have been particularly fruitful, as the interactions 
between different components can be studied. For instance, we have studied the effect of the 
DSC electrolyte additive 4-tert butylpyridine in detail and found that it was responsible for a 
band edge shift of the TiO2 as well as for a r eduction in the electron recombination rate 
constant.[13] More recently, we found that the additives guanidinium thiocyanate and N-
methylbenzimidazole have a s ynergistic effect on the solar cell performance of DSCs with 
ionic liquid (I-/I3

-) electrolytes.[14]  
 
Recently, we discovered that the Stark effect plays an important role in the transient 
absorption spectroscopy of DSCs.[15] The occurrence of the Stark effects implies that the 
electric field across the adsorbed dye molecules changes. The effect of electric fields can be 
even observed under steady-state conditions. Figure 2b shows the absorption spectrum of D35 
adsorbed on mesoporous TiO2. In the presence of lithium ions, a significant red shift of the 
spectrum is observed. This shift can be attributed to the Li+ ions that adsorb onto the TiO2 
surface, thus changing its surface charge. This in turn affects the electric field across the dye 
monolayer, giving rise to a Stark shift. The occurrence of this shift implies that the dyes are, 
at least partially, located within the Helmholtz double layer at the metal oxides / electrolyte 
interface. The effect of the electric field is that the donor-acceptor character of the dye is 
enhanced, resulting in a red-shift of the absorption spectrum.   
 
3.4. Monolithic DSC Modules 
Screen printing as is low cost, scalable method to prepare thin films. Within CMD, a 
monolithic design is used in the development of DSC modules, see Figure 3a.[16, 17] The 
monolithic design has several advantages: it can give significant cost reduction as only one 
FTO-coated glass plate is needed, compared to two in other (sandwich) designs. FTO 
substrates are responsible for up to 25% of the total manufacturing costs in a sandwich design 
DSC. Furthermore, problems with alignment and glass bending encountered for large 
sandwich-design modules are avoided. 
 
In Figure 3b s ome typical photocurrent density - voltage (J-V) curves of a 13.5 c m2 sized 
DSC module are shown. The module consists of 4 cells connected in parallel. The solar to 
electrical power conversion efficiency depends on incident light intensity and ranges from 
4.0% (1000 W m-2) to 6.6% (56 W m-2). This dependency is caused by internal resistance 
losses, of which the origin is currently under investigation. Stability tests as well as outdoor 
tests are ongoing. When the components in the DSC modules are well chosen (dye, 
electrolyte), the modules are completely stable after 2000 h in an accelerated aging test (1000 
W m-2 simulated sunlight, 50ºC), with an efficiency of 5.0% at 200 W m-2 illumination.[17] 
Significant degradation is, however, observed under storage in the dark at 80ºC. These tests 
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were performed with the ruthenium-based complex K77 as the sensitizer and an iodide/ 
triiodide electrolyte with 3-methoxyproprionitrile as solvent. 

                                                                           

-1 10-2

-5 10-3

0

5 10-3

1 10-2

1.5 10-2

-0.8-0.6-0.4-0.200.2

J 
(A

 c
m

-2
)

V (V)

8015

x

x

 
Figure 3. (a)  Schematic structure of the monolithic design of the dye-sensitized solar cell.(b) J-V 
characteristics of a monolithic DSC module (active area: 13.5 cm2).Light intensities: 1000; 534; 105; 
56 and 0 W m-2.  
    
4. Conclusions 

The work performed at the Center for Molecular Devices in Sweden has significantly 
contributed to the research field of dye-sensitized solar cells. CMD was among the first to 
develop organic sensitizer dyes equipped with triphenylamine donor groups, which are 
currently among the most efficient sensitizers in DSC. Cobalt-based redox couples were 
shown to be viable alternatives to the standard iodide / triiodide system, provided that a dye 
with suitable steric properties is used. Detailed in-situ studies of DSCs have revealed the 
occurrence of a Stark-effect, where an internal electric field changes the absorption of the dye. 
This effect can be used to provide fundamental understanding of the DSC. In development 
work, CMD has shown that monolithic DSC is a viable PV technology, although further 
development and testing is required.  
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Abstract: The Sodium lauryl sulphate (NaLS) has been used as anionic micelle species, Safranine as 
photosensitizer and D-Xylose as electron donor for the enhancement of the electrical output and performance 
(storage capacity) of the photogalvanic cell with reduce the cost of construction for commercial viability. The 
photopotential and photocurrent generated were 893.0 mV and 207.0 µA, respectively. The observed conversion 
efficiency and the fill factor were 0.6800% and 0.3233, respectively at the power point of the cell. The 
photogalvanic cell can be used for 98.0 minutes in the dark.The effect of different parameters like concentration 
of micelles; photosensitizer and electron donor, variation of pH, light intensity and diffusion path length were 
observed. A current – voltage (i-V) characteristics of the photogalvanic cell was studied experimentally and a 
mechanism has also been proposed for the generation of the photocurrent. All observed results of the system 
were lower in absence of the micelles species. 

Keywords: Photogalvanic cell, Micelles effect, Safranine, D-Xylose, Conversion efficiency 
 

Nomenclature 

ieq photocurrent at equilibrium ....................µA 
imax maximum photocurrent ...........................µA 
ipp photocurrent at power point ...................µA 
isc short circuit current ................................µA 
pp power point ............................................ µW 

M Concentration in molarity..................mol/L 
t1/2 performance (storage capacity) ............min 
Voc open circuit voltage ............................... mV 
Vpp photopotential at power point ............... mV 
η Fill fact

1. Introduction 

The flow of current between two unsymmetrical illuminated metal electrodes in sunlight was 
first observed by Becquerel1 in 1839 and photogalvanic effect was first reported by Rideal 
and Williams2 in 1925 but, it was systematically investigated by Rabinowitch3 for iron–
thionine system.  

The photogalvanic and photovoltaic effects with anodized zirconium and niobium electrodes 
were observed by Graven et al. 4 while the photogalvanic effect with semiconductor anode 
was reported by Hall et al.5.  

Electron transfer via organic dye molecule and photo-induced electron transfer between 
micelle and thionine dye through a charge transfer interaction have observed by Alfredo et al.6 
and Mukhopadhyay and Bhowmik7. 

 Bisquert et al.8 have reported the physical–chemical principle of dye–sensitized solar cells, 
and Mayer9 has presented the molecular approaches to solar energy conversion with 
coordination compounds.  
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Ameta et al.10 Khamesara et al.11 Pramila and Gangotri12, Gangotri and Gangotri13, and 
Genwa and genwa14 have used miceller species with different photosensitizer and reductant in 
photogalvanic system for solar energy conversion and storage.  

Jana and Bhowmik15, Gangotri and Lal16 and Lal17 have used mixed dyes while Dube18 and 
Gangotri and Indora19 have used mixed reductant with different photosentizer in the 
photogalvanic systems.  

Recently Genwa et al20 Gangotri and Gangotri21, Yadav and Lal22, Gangotri and Bhimwal23, 
Gangotri et al.24 and Gangotri and Solanki25 have developed some intrested photogalvanic 
cells with reasonable electrical output for solar energy conversion and storage. 

 They have used different photosensitizes, reductant and surfactants in photogalvanic cells but 
no attention has been paid to use Sodium lauryl sulphate-Safranine-D-Xylose system to 
enhance the electrical output and storage capacity of the cell. Our study reveals that a system 
of Sodium lauryl sulphate-Safranine-D-Xylose gives higher electrical output with better 
storage capacity, in addition, the cell is cost effective which makes it suitable for 
commercialization in near future, therefore, the present work was undertaken. 

2. Methodology 

All the solutions were prepared in doubly distilled water and the stock solutions of all the 
chemicals were prepared by direct weighing and were kept in coloured container to protect 
them from light. A mixture of known amounts of solution of Safranine, D-Xylose, Sodium 
lauryl sulphate and Sodium hydroxide were taken in an H-shaped glass tube. The total volume 
of the mixture was always kept at 25.0 mL with make up by doubly distilled water. A 
platinum electrode (1.0 X 1.0 cm2) was immersed in one limb of the H-tube having a window 
and a saturated calomel electrode was immersed in the other limb. The terminals of the 
electrodes were connected to a digital pH meter (Systronics -335) and a microammeter as 
shown in Fig. 1. 

 

Fig.1. Experimental set up of photogalvanic cell 

The whole system was first placed in the dark till a stable potential was obtained. Then, the 
limb having platinum electrode (whole platinum electrode area) was exposed to a 200 W 
tungsten bulb (Sylvania) while other limb having the saturated calomel electrode was kept in 
dark. A water filter was used to avoid thermal radiations. On illumination, the photochemical 
bleaching of photosensitizer was studied potentiometrically. The current-voltage (i-V) 
characteristics of the cell were studied by using an external load with the help of a carbon pot 
(log 470 K) connected in the circuit.  
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3. Results and discussions 

3.1. Effect of variation of photosensitizer and reductant concentration  
The electrical output of the cell was affected by variation of photosensitizer (Safranine) and 
reductant (D-Xylose) concentration. The results are summarized in Table 1.It was observed 
that on increasing the concentration of safranine, electrical parameters photopotential (∆V) 
and photocurrent (isc) increases, which reaches a maximum value at a concentration 4.60 X 
10-5 M, above which both parameters decrease. A lower concentration of safranine 
([Safranine] < 4.60 X 10-5 M) resulted into a decrease in electrical parameters because limited 
number of photosensitizer molecule were available for the excitation and consecutive 
donation of the electrons to the platinum electrode whereas a higher concentration of 
safranine ([Safranine] > 4.60 X 10-5 M) again resulted into a decrease into electrical output as 
the intensity of light reaching the photosensitizer molecule near the electrode decreased due to 
absorption of the major portion of the light by photosensitizer molecules present in the path. 

Table 1: Effect of variation of various parameters concentrations on the electrical output  

Parameters Photopotential(mV) Photocurrent (µA) Power (µW) 
[NaLS] X 103 

5.56 
5.60 
5.64 
5.68 
6.72 

[Safranine]X105M 
4.48 
4.54 
4.60 
4.66 
4.72 

[D-Xylose]X103M 
1.34 
1.38 
1.42 
1.46 
1.50 
pH 

12.66 
12.68 
12.70 
12.72 
12.74 

 
791.0 
827.0 
893.0 
837.0 
796.0 

 
803.0 
843.0 
893.0 
837.0 
800.0 

 
767.0 
817.0 
893.0 
820.0 
777.0 

 
817.0 
849.0 
893.0 
840.0 
812.0 

 
170.0 
189.0 
207.0 
186.0 
164.0 

 
177.0 
192.0 
207.0 
189.0 
169.0 

 
161.0 
185.0 
207.0 
180.0 
157.0 

 
179.0 
195.0 
207.0 
192.0 
176.0 

 
134.47 
156.30 
184.85 
155.68 
130.54 

 
142.13 
161.86 
184.85 
158.19 
135.20 

 
123.48 
151.15 
184.85 
147.60 
121.98 

 
146.24 
165.55 
184.85 
161.28 
142.91 

A simillar result was observed for variation of the concentration of reductant. A lower 
concentration of reducing agent ([D-Xylose] < 1.42 X 10-3 M) resulted into a fall in electrical 
output because fewer reducing agent molecule were available for electron donation to the 
photosensitizer molecules whereas a higher concentration of reducing agent ([D-Xylose] > 
1.42 X 10-3 M) again resulted in a fall in a electrical output because the larger number of 
reducing agent molecule hinder the photosensitizer molecule from reaching the electrode in 
the desired time limit. 
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3.2. Effect of variation of micelles concentration 
The electrical output of the cell was found to increase on increasing the concentration of 
NaLS, reaching a maximum value at the concentration 5.64 X 10-3 M, and then, further 
increase in their concentration a decrease in electrical output of the cell was observed. The 
observed results are summarized in Table 1  

It was observed that maximum electrical output obtain from the cell around their critical 
micelle concentration (CMC) of the surfactant. It indicates the presence of the some charge 
transfer interaction between the dye-surfactant and the photoejection of electron from dye-
surfactant depends on the charge on micelle. The surfactant has not only solublized the dye 
molecules to a maximum extent and their cmc value but have stabilizes also the system. In 
present work, the photogalvanic cell containing micelles system was compared with the cell 
containing photosensitizer and reductant sysem only (without micelles). The results are 
summerized in the Table 2.  

Table 2: A comparative study of electrical parameters of the photogalvanic systems (With & without 
micelles) 

S. No. Electrical  parameters 
Observed Values 

With Micelles1 Without micelles2 
1. Open circuit potential (VOC) 1057.0 mV 917.0 mV 
2. Short circuit current (isc) 207.0 µA 167.0 µA 
3. Photopotential (∆V) 893.0 mV 743.0 mV 
4. Maximum photocurrent (imax) 337.0 µA 247.0 µA 
5. Charging time 110.0 min. 150.0 min. 
6 Rate of fall in photopotential 15.26mV min.-1 15.20mV min.-1 

7. Rate of initial generation of 
photocurrent 19.92µA min.-1 16.26µA min.-1 

8. Power at power point (pp) 70.74 µA 54.54 µA 
9. Fill factor 0.3233 0.2478 
10. Conversion efficiency 0.6800 % 0.4426 % 
11. Performance of the cell, t1/2 98.0 min. 87.0 min. 

 
3.3. Effect of variation of pH  
It was observed that there is an increase in the electrical output of the cell with increase in pH 
values and maximum value reaches at a particular pH value (pH=12.70). On further 
increasing in the pH value, a decrease in the electrical output of the cell was observed. The 
results are summarized in the Table 1 

It is quite interesting to observe that the pH at the optimum condition for the reductant has a 
relation with its pKa value, i.e. the desired pH value should be slightly higher then their pKa 
value (pH > pKa), this may be due to the availability of the reductant in an anionic form, 
which is a better electron donor then its unionized form. 

                                                           

1 [NaLS] = 5.64 X 10-3 M, [Safranine] =4.60 X 10-5 M; [D-Xylose] = 1.42 X 10-3 M; pH = 12.70; Light intensity 
= 10.4 mW cm-2; Temperature = 303 K 
2; [Safranine] =4.32 X 10-5 M; [D-Xylose] = 1.40 X 10-3 M; pH = 12.92; Light intensity = 10.4 mW cm-2; 
Temperature = 303 K 
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3.4. Effect of diffusion path length 
The effect of variation of diffusion path length on the electrical output and initial rate of 
generation of different photocurrent of the cell was studied by using H-shaped cell of different 
dimensions. The results are summerized in Table 3.  

Table 3: Effect of diffusion path length 

Diffusion 
path length 
DL

 (mm) 

Maximum 
photocurrent 

imax
 (µA) 

Equilibrium 
photocurrent 

ieq (µA) 

Rate of initial 
generation of 

current (µA min.-1) 

35.0 
40.0 
45.0 
50.0 
55.0 

329.0 
333.0 
337.0 
340.0 
342.0 

213.0 
210.0 
207.0 
205.0 
202.0 

17.25 
18.82 
19.12 
19.92 
20.24 

It was observed that in first few minutes of illumination there was a sharp increase in 
photocurrent and there was a gradual decrease to a stable value of photocurrent. This 
photocurrent at equilibrium state is known as equilibrium photocurrent (ieq). This kind of 
photocurrent behaviour is due to an initial rapid reaction followed by a slow rate-determining 
step at later stage. On the basis of effect of diffusion path length on the current parameters, it 
may be concluded that the leuco or semi reduced form of dyes and dyes itself are the main 
electroactive species at the illuminated and the dark electrodes, respectively. However, the 
reducing agent and their oxidized products behave as the electron carriers in the cell diffusing 
through the path. 

 
3.5. Current-voltage (i-V) characteristics of the cell  
The open circuit voltage (Voc) and short circuit current (isc) of the cell were measured with 
the help of a digital pH meter (keeping the circuit open) and with a micrometer (keeping the 
circuit closed), respectively. The potential and current values in between these two extreme 
values (Voc and isc) were recorded with the help of a carbon pot (log 470K) that was in the 
circuit of the microammeter and through which an external load was applied. The current 
voltage (i-V) characteristic of the cell is shown in Fig. 2. 

 

Fig. 2. Current-voltage (i-V) curve of the photogalvanic cell 

It was observed that i-V curve for the cell deviated from their regular rectangular shape. A 
point in the i-V curve, known as power point (pp), was determined where the product of 
potential and current was maximum. With the help of the curve; fill factor (η) value 0.3233 
was calculated using the following formula: 
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scoc

pppp

iV

iV
)(factor  Fill

×

×
=η        (1) 

Where Vpp and ipp represent the value of potential and the current at the power point, 
respectively, and Voc and isc represents open circuit voltage and short circuit current, 
respectively.  

The conversion efficiency of cell was determined with help of photocurrent  and 
photopotential values at power point (pp) and the power of incident radiation (light intensity 
10.4 mW cm-2

 which is measured by Solarimeter,CEL model SM 203 ), and it was 0.6800 % 
obtained by using the following formula: 

100%
)(cm area  ElectrodecmmW  10.4

iV
efficiency Conversion

22-

pppp ×
×

×
=  (2) 

3.6. Performance of the cell 
The performance of the cell was studied by applying the desired external load ie resistance 
(carbon pot log 470 K) used as rheostate to vary the resistance, necessary to have the potential 
and current corresponding to the power point, after removing the light source of illumination 
till the output (power) was reduced to half its value (power = 70.74µW) at the power point in 
the dark. The performance was determined in terms of t1/2 and it was observed that the cell 
can be used in the dark for 98.0 minutes, which directly indicates the storage capacity of the 
photogalvanic cell. The observed results are graphically shown in Fig.3. 

 

Fig. 3 Performance of the cell 

4. Mechanism  

On the basis of above observations, a tentative mechanism has been proposed for the 
generation of photocurrent in the cell as follows: 

 In illuminated chamber  

*SafranineSafranine → νh        (3) 

−+ +−→−+ SafranineXyloseDXyloseD*Safranine (Semi or leuco) (4) 

At platinum electrode 
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−− +→ eSafranineSafranine        (5) 

 In dark chamber 

At counter (SCE) electrode 

−− →+ SafranineSafranine e  (Semi or leuco)    (6) 

XyloseDSafranineXyloseDSafranine −+→−+ +−    (7) 

Where safranine* and D-xylose+ are excited form of dye and oxidized form of reductant, 
respectively. 

5. Conclusions  

On the basis of the observed results of the photogalvanic cell containing NaLS, safranine and 
D-xylose system, we have observed that the micelles have not only enhanced the conversion 
efficiency but the performance of the cell also. Exhaustive efforts still have the scope to 
enhance the electrical output as well as performance of the photogalvanic cells alongwith 
reduction in their cost to make commercial viability. 
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Abstract: Nanocrystalline cadmium sulfide particles were prepared by a n ew bench-top mild temperature 
procedure starting from cadmium ethylxanthate and using alkanolamines DEA, TEA as reaction media. The role 
of DEA, TEA in the whole reaction-nanocrystallization process is discussed. Basic spectroscopical properties of 
the new nano-CdS material formed were studied in order to characterize it as a material for the construction of 
photovoltaic solar cells. 
 
Keywords: Nanocrystalline Cadmium Sulfide, Preparation, Photovoltaic Solar Cells, Triethanolamine, 
Diethanolamine 

1. Introduction 

Nanocrystalline cadmium sulfide is one of the most widely discussed and used material in the 
construction of photovoltaic solar cells. Several procedures for its preparation have been 
suggested. First synthetic approach to the nano-CdS is based on reactions in oleic acid or 
hexadecylamine at comparatively high temperatures (e.g., 160 °C), which results in the 
formation of nanoparticles covered by a surface shell of long, hydrophobic alkyl chains.1 The 
prepared material is easy-to-handle, easily soluble in organic solvents, stable over a long shelf 
life, but the protective hydrophobic shell covering the nanoparticles hampered good 
performance of the material in solar cells. Some disadvantage of this approach is represented 
by the need of two different sources of cadmium and sulfur, e.g., Cd(oleate) 2 and S8. 
 
Another similar CdS synthesis based on t he use of a trioctylphosphine oxide TOPO 
/trioctylphosphine TOP protective shell has been used for relatively long time, despite of the 
high toxicity and air sensitivity of the precursors.2  It supplied cadmium sulfide nanomaterial 
of improved quality, but the photovoltaic properties were still not optimum. 
 
A similar approach leading to CdS nanoparticles covered by long-chain alkylamine protective 
shell was designed, overcoming the need of two different educts bearing Cd and S for the 
product formation. As a starting compound bearing cadmium and sulfur in one molecule, 
various cadmium–sulfur containing precursors, like Cd-xanthates, thiocarbonates, 
thiophosphates etc. in alkylamine media (e.g., hexadecylamine HDA) were used in thermal 
decomposition techniques.  In the reaction, the alkylamine molecule acts as a solvent and as a 
protective shell-forming agent at the same time. 3-6 
 
Experimental effort was then concentrated on the synthesis of protective shell-free 
nanoparticles. This was accomplished by the synthesis of CdS covered by HDA. The HDA 
protective shell was finally removed from the nanoparticle surface by extensive washing with 
pyridine.7,8 
 
A more elegant method, directly leading to shell-free nano-CdS, is based on a  template-
free/shell-free formation of the target material by precipitation of Cd2+ salt in the medium of 
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in situ formed sulfide anion in aqueous media.9  Sulfide is formed by hydrolytic reaction of 
thiosulfate anion S2O3

2-, thiourea, thioacetamide etc., possibly catalyzed by thioglycerol. The 
shell-free particles formed are less stable and much more difficult to handle, easily forming a 
coagulate, which is hardly  r e-dispersed. This type of nano-CdS is insoluble in organic 
solvents. On the other hand, improved material properties were demonstrated, such as electron 
exchange favorable for the construction of photovoltaic cells. 
 
The optimized synthetic method of the nanocrystalline CdS formation should be a bench-top 
technique starting from well-defined, low-cost, stable and accessible educts, employing mild 
conditions, and not necessitating special precautions like inert atmosphere. Of course, a steady 
attention is given to the size, shape, homogeneity and size distribution of the nanoparticles 
formed. 
 
In this paper, we report a s ynthesis of nano-CdS particles using a single-precursor, mild-
temperature decomposition procedure. Cadmium ethylxanthate was used as a precursor. The 
key role in the procedure is played by the reaction medium used, namely diethanolamine DEA 
or triethanolamine TEA. The influence of alkanolamine on t he material properties of the 
nano-CdS formed is discussed. 
 
2. Methods 

All chemicals used were supplied by the Sigma-Aldrich company. The alkanolamines 
diethanolamine DEA, triethanolamine TEA, and cadmium chloride hydrate were used as 
supplied without any further purification step, while potassium ethylxanthate was purified by 
dissolving in water and filtering through the 0.45 um RC filtration disc (Merck) in order to 
remove insoluble impurities. The potassium xanthate solution was reacted immediately after 
filtration. 
 
UV VIS spectra were measured on the Cintra 303 spectrometer (GBC) in H2O, DEA or TEA 
as a medium, in the range of 300–600 nm with a resolution of 2 nm. The course of 
nanocrystalline CdS formation was followed either by taking a sample of the reaction mixture 
and diluting it by H2O or by a direct use of the reaction mixture. 
 
Elemental analysis of the CdS product was performed on l iquid samples formed by 
dissolution of sample in mixture of conc. nitric acid hydrogen peroxide in a closed vessel to 
ensure complete oxidation of the hydrogen sulfide released into the sulfate ion state. The 
samples were analyzed with the Intrepid DUO II ICP EOS instrument (Thermo Electron 
Corp.), using standard plasma conditions recommended by the manufacturer. In the same 
analytical run, trace impurities were checked as well. 
 
Organic carbon content of the separated CdS nanoparticles was quantified in aqueous 
suspensions of the products by the Shimadzu analyzer, operated at 600 °C (catalytic oven 
temperature) with a run cycle of 10 min.  
 
Samples for physical measurements were prepared by spin coating technique on either ITO 
glass substrates or p-silicon substrates. Approximately 100 μl of the DEA/TEA solutions of 
CdS were spread on t he substrate at a rotation speed of 30–70 rps. The covered substrates 
were freeze-dried in the Alpha 1-2 (Christ) freeze-drying unit at 1E-4 kPa/-50 °C on a cooling 
system. The dried samples were handled in air at room temperature, being submitted for 
physical measurements as soon as possible.   
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Cadmium ethylxanthogenate (cadmium ethylxanthate) preparation and purification: 
 
Cadmium ethylxanthate [Cd(S2C-OC2H5)2] was prepared basically according to the literature 
procedure, combining well stirred aqueous solutions of potassium ethylxanthate KS2C-
OC2H5 and cadmium chloride in a stoichiometric ratio.3 The immediately formed white 
precipitate of cadmium ethylxanthate was filtered off and carefully washed with water to 
ensure removal of potassium and chlorides. After purification by re-crystallization, the 
product was dried overnight in vacuo and stored in a freezer at -20 °C. Elem. anal.: 31.9 % 
Cd, 36.26 % S, (ICP EOS).  
 
Nanocrystalline cadmium sulfide was prepared using the following bench-top 
procedure: 
 
Cadmium ethylxanthate (5–50 mg) was dissolved at a room temperature in alkanolamine (3 
ml) without air exclusion. The dissolution was quite slow and was facilitated by intensive 
stirring by a glass rod. The yellowish solution obtained after a complete dissolution of the 
solid was heated in an air bath to 75–80 °C. The course of the reaction was followed by UV-
VIS spectroscopy. After the formation of the target product, the reaction was interrupted by 
cooling of the reaction solution to a room temperature. The nanocrystals of the cadmium 
sulfide formed were either isolated by precipitation with copious amount of acetone and 
centrifugation, and purified by re-precipitation with acetone, or the reaction solution was used 
directly for the preparation of samples for physical measurements. 
 
3. Results and Discussion 

 
The procedure described above offers a preparative bench-top technique for the synthesis of 
CdS nanoparticles without the need of any special precautions like protection against air or 
moisture. It is based generically on literature reports, where the use of hexadecylamine HDA, 
oleylamine OA etc. as Lewis bases/reaction media, as well as shell-forming protective 
molecules is widely employed.3-6 Similarly to the previous procedures, also the procedure 
described in this paper starts from easily accessible cadmium ethylxanthate, commonly used 
as a single-compound precursor for CdS formation. The mechanism of the cadmium 
ethylxanthate decomposition reaction used for CdS formation was proposed quite early and is 
generally accepted.4  
 
We observed that the purity of the starting cadmium ethylxanthate is an important factor 
influencing the reproducibility of the crystallization of CdS. Older samples of cadmium 
ethylxanthate generally turn yellow due to decomposition, leading in our experience to a more 
rapid formation of CdS in the course of preparation.  
 
The principal difference from the art known is based on the application of alkanolamines as 
reaction media for cadmium ethylxanthate decomposition. Alkanolamines, namely 
diethanolamine DEA NH(CH2CH2OH)2 and triethanolamine TEA N(CH2CH2OH)3, are 
commercially accessible, low-cost compounds with a good dissolution ability. We found that 
the above mentioned compounds can be successfully applied as solvents for cadmium 
ethylxanthate. 

 
In the reaction course, they clearly play several roles. They act as: 

 
i) high-boiling solvents with favorable viscosity characteristics, 
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ii) a weak base, catalysing the thermal decomposition of the Cd ethylxanthate precursor, 
iii) a weakly coordinating medium for Cd ions, 
iv) a shell-forming molecule. 
 
The influence of the base on the thermal decomposition reactions of xanthates leading to the 
formation of metal sulfides was described in the literature. Similarly to the previous 
observation, the choice of solvent with appropriate basicity is essential also in the procedure 
discussed. In highly basic solvents, the decomposition of a xanthate precursor proceeds too 
fast upon the crystallization of sulfide of insufficient quality for photovoltaics, while in media 
of low basicity the thermal decomposition does not proceed at all. We had tried about 25 
solvents before we concentrated on DEA/TEA. Aniline and its derivatives, pyridines or 
heterocycles, typically act as low basicity solvents. In contrast, short-chain primary amines 
were found to be too basic for the discussed application. The choice of over-basic medium 
leads to the decomposition of cadmium ethylxanthate already during the dissolution, thus the 
formation of CdS proceeds in a heterogeneous medium with serious consequences on t he 
quality of the product formed. 
 
There has been no discussion conducted yet as for the effect of coordination properties of the 
solvent used for nano-crystallization of cadmium sulfide. On the other hand, the coordination 
ability of the solvent during the thermal decomposition reaction governs the concentration of 
cadmium in the solution and can therefore strongly influence the crystallization process of 
CdS. The ability of DEA, TEA to coordinate cadmium ions in aqueous solutions is well 
documented, as well as the use of TEA as a masking agent in various analytical applications. 
In our case we expect that the nano-crystallization can be influenced by the formation of a 
complex between cadmium ions present in the reaction medium and DEA/TEA solvent. This 
complex consequently drives the crystallization process in the direction of the formation of 
CdS nanocrystals. 
 
The reaction was followed by means of UV-VIS spectroscopy. In order to get a better insight 
into the time course of the reaction, lower temperatures and lower precursor concentrations 
were used than in the preparative procedure. 
 
The evolution of UV-VIS spectra of the reaction system cadmium ethylxanthate/TEA vs. the 
reaction time is shown in Fig. 1. Absorption spectra obtained in the course of the nano-CdS 
formation show a gradual increase in the intensity of the excitonic transition as well as a shift 
of the signal toward higher wavelengths. The intensity of the transition reaches a plateau 
approximately after 60 min. as a result of the completion of the decomposition reaction. The 
shift of the signal reflects a gradual  particle size increase. At the same time, the transition 
becomes broader, pointing to an increasing polydispersity of the product formed. This 
interpretation of UV-VIS spectral characteristics is in line with the previous works.3,5 The 
particle size depends on the reaction time applied, thus the choice of the reaction time is a 
parameter useful for controlling the CdS particle size. 
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. Fig. 1.  UV-VIS spectral study of the reaction course. Concentration of cadmium ethylxanthate 

0.5 mg in 5 ml of TEA, reaction temperature 75 °C. 
 

Another established parameter governing the growth and particle size is the concentration of 
the precursor in the reaction medium. In our case, we fixed the concentration of cadmium 
ethylxanthate at an appropriate value of 10 mg/ml given by the solubility of the precursor in 
all alkanolamines, without attempting to study this parameter in detail.  

 
Reaction temperature critically influences the reaction course, reaction rate, size and the 
quality of the product formed. Alkanolamines are high-boiling compounds, so the reaction 
temperature can be chosen over a r elatively wide range. Typical UV-VIS spectra in a 
preparation run at several temperatures are demonstrated in Fig. 2.  

 
In our experience, the decomposition reactions proceeds too fast at high temperatures, leading 
to smaller particles of insufficient quality. Therefore, the temperature area of 80 °C applied in 
the procedure described in the experimental section seems to be the optimum one, as the 
course of the reaction can be easily followed and the quality of the material produced is 
acceptable. 

 
The nano-CdS particles can be easily isolated from the reaction medium by precipitation with 
an organic solvent, like ethanol or acetone. As the alkanolamines used as reaction media are 
freely miscible with common precipitation solvents, the choice of precipitants is not restricted 
to EtOH or acetone. After the synthesis, the alkanolamine molecule remains in touch with the 
nano-CdS particle, permitting the following manipulations, stabilizing the particle against 
coagulation, but can be easily removed as well. 
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Fig. 2.  UV-VIS spectral study of the reaction course. Concentration of cadmium ethylxanthate 

0.5 mg in 5 ml of TEA, reaction time 10 min. 
 
The presence of the alkanolamine protective shell on t he surface of the CdS nanocrystals 
formed is another important point to be discussed. We tried to prove the presence of a 
DEA/TEA shell on the nano-CdS isolating the nanocrystals from the reaction medium by the 
precipitation procedure, washing the isolated material ten times with water and repeating the 
precipitation. The absence of free DEA in the final washings was proved by ninhydrine 
reaction, which is a sensitive color test for primary and secondary amine groups. After drying 
the preparation in a freeze drier, an elemental analysis was performed. Carbon content found 
in the preparation was 18 % C, which we explain by the presence of bonded/coordinated 
DEA/TEA on the surface of nano-CdS. 
 
Indirect evidence also exists of the presence of the protective alkanolamine shell on t he 
surface of the CdS nanocrystals. The nanocrystals formed are hydrophilic and can be easily 
re-dispersed in water. It should be empasized that the short alkyl-OH chains present in the 
alkanolamine molecules should not interfere in the electron transfer between CdS 
nanocrystals as strongly as the previously used long alkyl chains (HDA).  
 
The elemental analysis of nano-CdS samples formed by the procedure under discussion 
proved the expected stoichiometric ratio Cd:S 1:1. The content of other metallic contaminants 
(Al, Ca, Fe, K, Mg, Mn, Na) in the sample was found to be negligible. 
 
Spectral properties of the nano-CdS prepared were further studied by photoluminescence and 
Raman spectroscopy. In the PL spectrum, the peaks near 410 a nd 435 nm (excitation) are 
visible. In the Raman spectra of CdS nanoparticles isolated from the solutions in DEA and 
TEA, signals of DEA, resp. TEA are visible. This is in accordance with the results of 
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elemental analysis proving the presence of DEA/TEA in the final product. It is highly 
probable that the organic molecules form a protective shell on t he nanoparticle surface. 
Besides the DEA/TEA signals, also spectral signals with Raman shifts of 300, 600 and 872 
cm-1 (nano-CdS-DEA spectrum) and of 301, 602, 687 a nd 909 c m-1 (nano-CdS-TEA 
spectrum) were observed. The product was further studied by the TEM technique. The 
samples of nano-CdS taken from the reaction solution in DEA after a 20min. reaction at 85 °C 
(sample A), as well as in TEA after 20 min. and 120 min., respectively (samples B and C) 
were spin-coated. A successful observation of the nanocrystals was performed on s ilicon 
substrates. The TEM study was complicated by a very difficult removal of DEA, TEA from 
the samples.  
 
4. Conclusions 

We herein described the preparation of a new nanocrystalline CdS material, covered with a 
protective shell composed of triethanolamine or diethanolamine molecules. Due to the 
presence of the protective shell, the particles are highly hydrophilic. The new material is 
prepared from an accessible single precursor using a bench-top procedure and applying very 
mild reaction conditions. The factors controlling the reaction and nanocrystal formation are 
discussed. The preparation of the nano-CdS can be illustrated on the scheme below: 
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Abstract: The electronic transport of CdS nanoparticles (nano-CdS) covered by hydrophilic alkanolamine 
molecules as surfactants was studied. The nanomaterial was prepared by low-temperature decomposition of 
cadmium ethylxanthate in hydrophilic solvents like mono-, di- or triethanolamine. The nanoparticles were 
isolated by precipitation procedures in solid state and they are easy to re-disperse in water systems. Films with 
nanoparticles were exposed to UV radiation, with the exposure varying in time interval 10 – 60 min. 
The goal of the work was to study the electronic transport in the array of nanoparticles. The experimental 
techniques used was the Isothermal charge transient spectroscopy (IQTS) working with the a unique charge 
transient processor in the sampling range 2 μs – 900 ms with resolving power of about several hundreds of 
electrons. The second method was the surface photovoltaic method (SPV). Two basic novel phenomena were 
observed on the film formed by nano-CdS provided with tu surfactant, in I-V characteristics the increase of 
current was observed with a strong nonlinearity, marking the increased transport via nanoparticles, and the 
occurrence of charging–discharging phenomena with strong maximum described by the distribution of relaxation 
times and/or trapping states occurrence. The photoconductivity action spectra agree with the absorption edge of 
size distributed nanoparticles.  
 
Keywords: CdS nanoparticles, Alkanolamine surfactants, Isothermal charge transient spectrum, Hybrid solar 
cells. 

1. Introduction 

The organic/inorganic hybrid solar cells work on the concept of bulk heterojunction, where 
excitons created upon photoexcitation are separated into free charge carriers at interfaces 
between two semiconductors-inorganic nanoparticle and bulk organic polymer forming a 
composite thin film[1][2][3]. Electrons will be then accepted by the inorganic nanomaterial 
with the higher electron affinity (electron acceptor, here the inorganic nanoparticle) and the 
hole by the polymer with the lower ionization potential (electron donor, here the polymer 
matrix). Both types of carriers are then transported by independent mechanisms to 
corresponding electrodes. The contemporary problems with the hybrid solar cells are the 
choice of suitable components for hybrid solar cells to match the solar spectrum, the solubility 
of both components and the transport of holes on the array of nanoparticles[4][5]. 
 
The aim of the paper is to elucidate the influence of the surfactant in the core – shell model on 
the transport of carriers (holes) by the process of diffusion on the array of nanoparticles. The 
main idea is to change the medium distance of nanoparticles by the surfactant length and thus 
changing the hopping probability of charge carriers resulting in the change of the average 
mobility and diffusion coefficient. For this purpose a new, extremely sensitive method for the 
study of transport and traps distribution, isothermal charge transient spectroscopy (IQTS) and 
surface photovoltaic method (SPV) for the diffusion study was used. For this purpose we 
examine one component of the hybrid organic/inorganic system MEH – PPV/nano-CdS 
nanoparticles covered by alkanolamine molecules as surfactant produced by a new technique. 
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2. Methodology 

2.1. Sample preparation 
The preparation of nano-CdS was described in detail elsewhere [6] so we will mention only 
few facts here. A new nano-CdS covered by hydrophilic alkanolamine molecules was 
prepared by low-temperature decomposition of cadmium ethylxanthate in hydrophilic 
solvents of mono-, di- or triethanolamine. By appropriate choice of reaction time, temperature 
and xanthate concentration, it was possible to tune the size and physical properties of resulting 
nanoparticles. The samples were deposited from ethanolamine solution by spincoating or drop 
casting on Au film evaporated on p-Si substrate or on borosilicate glass provided with ITO 
film and dried under the vacuum (rotary pump 10 Pa annealed at 80 oC and turbomolecular 10-

4 Pa annealed at 100oC) to remove the solvent. For the characterization of nanoparticles the 
UV-VIS absorption, photoluminescence and Raman spectroscopy was used [6].  
  
2.2. Isothermal charge transient spectroscopy (IQTS)and Surface photovoltaic method 

(SPV)  
Electronic transport measurements were performed with charge transient processor (CTP) in 
local mode [7], when the usual evaporated top electrode is replaced by the tip of the scanning 
probe in form of a sharpened 80-μm-tungsten wire oriented perpendicularly to the surface. 
The charge to voltage converter has the resolution of hundreds of electrons and time resolved 
transients from 2 μs to hundreds of ms can be recorded. The input converter integrates the 
current transients following the voltage pulses periodically applied to the sample. The 
duration of excitation pulses was set from 1 to 100 ms, their amplitude from 0.5 to 5 V, and 
the period from 147 to 547 ms. The isothermal charge transient spectrum (IQTS) is created by 
combining samples from charge transients at particular times using the formula ΔQ(t1) = 
Q(t1) – 1.5Q(2t1) – 0.5Q(4t1) [8] with t1 swept with 2 µs step starting at the trailing edge of 
the pulse up to the maximal point for which 4t1 fits before start of the next pulse. This way of 
transient processing acts as a filter of measured relaxation times, i.e., IQTS signal is detected 
when the time constant of the relaxation process is comparable to t1. In addition, this formula 
eliminates the linear component of the response, which is caused by the integration of dc 
current. The peak maximum corresponds to 0.174 of the total charge Q0 responsible for the 
peak. To reduce the noise usually 50 transients were summed. The charge transient processor 
allows to evaluate in one special mode also the dc current by measurements of charge without 
application of excitation pulses using the formula: I DC = ΔQ(t2) – Q(t1)) / (t2-t1), and to 
obtain the current voltage characteristic by sweeping the bias voltage.  
 
2.2.1. Surface photovoltaic method (SPV) [9] [10] 
Electrical field of space charge region (SCR) of the thickness d (Fig.1). drives the 
photogenerated charge carriers leading to the photovoltage. The photovoltage was measured 
in a sandwich structure between the substrate silicon and the top glass / ITO with a Mylar 
sheet serving as a separating dielectric layer The scanning microscope view of the film is in 
Fig.1. A capacitive couple is formed in this way. Illumination was performed through the top 
electrode into the bulk. The samples were irradiated by low-intensity monochromatic light 
chopped with a low frequency of 11 Hz generating an alternating voltage which was 
measured by lock-in amplifier Stanford SR 830. In our experiment the chopper frequency was 
sufficiently low to obtain saturated pulses not influenced by relaxations. The spectra were 
taken at room temperature and in air.  
 
 
 

2824



  

 
 
 
 
 
 
  
  
  
 
  
3. Results 

The SEM picture of the nano-CdS is in Fig.2 with the nanoparticles in the range of 20-30 nm. 
The representative I –V characteristics of Au / ano-CdS nanoparticles film / W probe 
(prepared in the standard way, i.e. annealed at 80 oC in the rotary pump 10 Pa vacuum) taken 
by IQTS for as deposited and UV irradiated sample ( for 20, 40 and 60min are in Fig.3). We 
adjusted the filling and waiting time to ensure near to the steady-state characteristics. 
Corresponding IQTS signals are in Fig.4. The enormous increase of the I-V characteristics for 
positive applied voltage on ITO is recorded for degradation time 20 min, which gradually 
disappears with progressive degradation ( 40, 60 min). IQTS signals show for both polarities 
of the applied excitation pulses and do not depend on injection as the ability of both contacts 
(ITO and W ) contacts are quite different as obvious from I–V transient characteristics. If we 
take into consideration the fact that the IQTS is stripped of the dc current, we then may 
conclude the observation is a bulk (contrary to contact) effect and most probably enhanced 
due to the decreased average distance among particles in the nano-CdS array.  
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Fig.1. Arrangement of the SPV experiment. The polymer is illuminated with a chopped 
monochromatic light through transparent conductive electrode. As the second electrode serves 
the Si substrate. 
 

 

     
   Fig.2. SEM photograph of nano-CdS  on silicon substrate. 
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As the next step we measured we took the measurements on the identical sample degraded by  
60 min UV (see Fig. 3 and Fig. 4) and carried out the anneal in vacuum 10-4 Pa at 100oC for 
10 min. The I –V characteristics taken by CTP for annealed at 100oC and corresponding IQTS 
signals nearly returned to their original shapes (in Fig.3 and Fig.4). UV irradiation (for 20, 40 
min) caused the same changes in I – V characteristics (Fig. 5) and corresponding IQTS 
signals in Fig. 6. The surprising recovery tendency and susceptibility to UV degradation 
changes are evident both in I - V and IQTS signals. The degradation for 20 min creates the 
bulk relaxation, similar to that in Fig.3 and Fig. 4.This observation may be due to the 
metastable degradation – recovery steps.  
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Fig. 4. Evolution of IQTS spectra of Au/nano-CdS /W.The parameter was the UV irradiation time 
and the polarity with respect to W tip.  Bias voltage, Ub = 0, Uex= 5 V for as deposited and 60 min 
exposed states, 2 V for 20 and 40 min exposed states. The period and duration of excitation pulses 
were set to 147 ms and 10 ms, respectively.  
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Fig. 3. Evolution of I-V characteristics (voltage is taken with respect to W probe) of the 
structure Au / nano-CdS nanoparticles film / W probe with exposure time to UV irradiation.  
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Fig. 5. Influence of annealing (100 oC for 10 min) on I-V characteristics (voltage is taken 
with respect to W probe ) of the structure Au / nano-CdS nanoparticle film / W probe.  
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Fig.7. SPV spectrum of p-type silicon with nano-CdS  (solid circles). The quantum size effect in the 
nanoparticles influences the spectrum from the 375 nm to 500 nm. SPV spectrum of the wafer is shown for 
comparison (open circles). 

 

 

 
The SPV signals of nano-CdS on p -Si substrate isvisible in Fig. 7. T he composed signal 
results both from photoconductivity of nano-CdS and from the Si substrate, as it is obvious 
from the signal on the bare Si substrate. The measurements of the diffusion coefficient in CdS 
due to the hopping transport diffusion is under way.  

 
4. Discussion and Conclusions 

The idea behind this experimental activity presented here was the obvious knowledge about 
the limiting ill influence of the hole transport in hybrid solar cells by hopping transport, where 
the average distance and coupling among particles was given by the shell ( surfactant in this 
case) [4][5]. With this on mind and realizing our recent results on U V degradation of σ 
conjugated polymers resulting in weak bonds concept and metastability of PMPSi that may be 
recovered by alloying[11] we attempted to modify the interaction of nano-CdS provided with 
alkanolamine molecules as surfactant by UV radiation. 
  
The results are encouraging. On the UV degradation considerable changes in relaxation 
processes of the fresh prepared sample (dried under vacuum 10 Pa and annealed at 80 oC ) to 
irradiated ( for 20 min), where relaxation process is emerging – subsequently disappearing 
(for 40 and 60 min) ( Fig. 3 and Fig. 4). The same ordering of observations is visible when the 
same sample of nano-CdS is subjected to anneal at the turbomolecular vycuum 10-4 Pa and 
annealed at 100oC (Fig. 5 and Fig. 6). No traps connected with the nano-CdS were visible on 
these experiments . 
 
The detailed explanation is not obvious at the moment, there are following possibilities for 
explaining the observed phenomea. One is the decrease of the average distance among 
nanoparticles due to the decreased lengths of alkanolamine molecules due to their scissoring, 
or the stripping of the part of the alkanolamine molecules from CdS surface. Both these 
phenomena should posses the metastability in reconstruction of the original state by anneal.  
The conclusions drawn from the presented results may be formulated: 
- both applied highly sensitive methods of isothermal charge transient spectroscopy and 
surface photovoltaic method turned out to be very sutable methods for characterizing the 
transport processes in nanomaterials due to their sensitivity and spectroscopical character,  
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- the changes in surfactant on U V radiation cause the changes in collective relaxation 
processes and may positively influence the transport of hole charge carriers after their 
injection or charge-transfer processes. This may positively influence the efficiency of 
conversion of hybrid solar cells.  
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Abstract: This contribution deals with application of several techniques based on charge transient contactless 
measurements (isothermal charge transient spectroscopy - IQTS), and by electrochemical methods of double step 
voltcoulometry and cyclic voltammetry, two complementary methods, which are potentially suitable for 
obtaining information about bulk relaxation and transport processes and the structure of electronic localized 
states and their basic parameters. Both methods were tested by two well known polymers, the first, 
Poly[methylphenylsilylene] and the second Poly(p-phenylene vinylene. The results were explained both in terms 
of bulk relaxation ant transport processes, trap parameters and the influence of UV degradation. The 
metastability in reconstruction of dangling bonds ensuing after the UV degradation due to the Si-Si σ conjugated 
bond scission and its ability to reconstruct after the thermal anneal was again found in accord with the previous 
results. 
 
Keywords: Organic semiconductors characterization, Electron structure, Transient charge method, 
Electrochemical method. 

1. Introduction 

The material research in organic semiconductors is moving towards the applications. When 
optimizing the properties of devices one has to start from the correct microphysical 
parameters of materials in question. The complicating factors in this direction is weak 
(molecular) coupling and the disordered structure, which both make the spectroscopic 
methods known from disordered inorganic semiconductors difficult and sometimes 
impossible to apply. So the need for new methods is acute and the new methods have been 
developed for organic material characterization.  
 
It was shown that suitable techniques to electrical characterization of organic materials are 
space charge limited currents [1] and thermally stimulated currents [2]. As a favorable 
approach turns out capacitance or charge transient measurements which are processed by 
properly combined values of measured transients taken at specified time instants originally 
applied in deep-level transient spectroscopy of defect states in inorganic semiconductors. This 
transient processing allows to determine salient features of the transport states distribution [3] 
and charge traps induced by structural or chemical defects [4-6]. Electron transport based on 
hopping is important in polymers and localized molecular traps serve as redox sites. These 
facts authorize the application of solid-state electrochemical measurements. Some issues 
related to the principles and analytical aspects of electrochemical techniques were discussed 
in review by P.J. Kulesza and J.A. Cox [7].   
 
Here we present two new methods with expressed advantages for the application in the field 
of molecular materials, isothermal charge transient spectroscopy and double state 
voltcoulometry. Both methods are based on the injection (extraction) contacts and the 
resulting signals in the time domain, which is analyzed for the capacitance and diffusion 
currents, respectively. Thus, we obtain information about capacitive (displacement) and 
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diffusive (reduction-oxidation) phenomena that are quite complementary for the defects 
elucidation.  
 
In the presented paper, we starting from the well known prototypical polymer - 
Poly[methylphenylsilylene] (PMPSi), intend to test both the methods by comparison with 
previous results and then to apply it on quite important in the field of organic photovoltaics - 
Poly(p-phenylene vinylene) (PPV). 
 
2. Methodology 

2.1. Sample preparation  
Poly[methylphenylsilylene] (PMPSi) was purchased from Flurochem. PMPSi thin films were 
spin-coated from solution in toluene on the UV-ozone treated ITO substrates with a spin rate 
of 1500 rpm for 30 s and dried in vacuum of 3x103 Pa at 60 oC for 4 hrs. Poly[2-methoxy-5-
(2'-ethyl-hexyloxy)-1,4-phenylene vinylene] (MEH-PPV) was supplied by Aldrich and solved 
in tetrahydrofuran. The MEH-PPV films were also spin-coated on the UV-ozone treated ITO 
substrates with a spin rate of 4800 rpm for 30 s and dried in vacuum of 104 Pa at 100 oC for 
12 hrs. Exposition to UV irradiation + ozone of thin films under investigation were done with 
low-pressure mercury lamp with the total UV intensity at the sample surface of 2 mW/cm2 
and the ozone concentration was 150 mg/m3. 
 
2.2. Isothermal charge transient spectroscopy - IQTS 
The principle of the method IQTS is based on the time representation of the charge, induced 
in the external circuit by the driving pulse applied to the sample. This charge may be either 
due to the bulk relaxation processes, charge redistribution or release of charges from localized 
centres (traps). In this respect it is very similar to the method of post-transit extraction 
spectroscopy, where charges released from traps are time resolved collected and evaluated 
spectroscopically [1]. The IQTS spectrum is created by combining samples from charge 
transients at particular times using the formula ΔQ(t1) = Q(t1) – 1.5Q(t2 = 2t1) – 0.5Q(t3 = 
4t1) [8] (see Fig. 1). The rate window τ defined by this filter is 1/t1 and it removes the linear 
component of the response, which is caused by the integration of direct current. The peak 
maximum corresponds to 0.174 of the total collected charge Q0 responsible for the peak. 
Omitting the excitation pulse and the charge processing using the filter formula IDC = (Q(t2) –
Q(t1)) / (t2 – t1) (see Fig.1) allows to evaluate direct current which flows through the sample. 
The measurement of current-voltage (I-V) characteristic is obtained by sweeping the bias 
voltage applied to the sample. 
 
Electronic transport measurements were performed with charge transient processor (CTP) in 
local mode [9] when the usual evaporated top electrode is replaced by the tip of the scanning 
probe in form of a sharpened 80-μm-tungsten wire oriented perpendicularly to the surface. 
The charge to voltage converter has the resolution of hundreds of electrons and time resolved 
transients from 2 μs to hundreds of ms can be recorded. The duration of excitation pulses was 
set from 1 to 100 ms, their amplitude from 2 to 5 V, and the period from 147 to 547 ms. To 
reduce the noise usually 50 transients were collected and averaged. The I-V characteristics 
were measured with the sweeping rate of 100 mV/s. All IQTS and I-V measuremen were 
done at room temperature. 
 
2.3. Double step voltcoulometry - DSVCM 
The double step voltcoulometry (DSVCM) is a complementary method for studying the 
electrochemical processes in investigated material. While with the help of the electrical 
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methods the concentration of the active species and their energies either for the capture or for 
the emission from a defect/deep trap is measured, electrochemical methods yield the potential 
at which either reduction or oxidation of species under consideration take place. Realizing 
that oxidation describes the loss of electrons, while the reduction describes the gain of 
electrons, the emission from electron traps can be regarded as an oxidation process, the 
capture of electrons in electron traps as a reduction process. On the contrary, for hole traps the 
emission of holes from hole traps can be regarded as a reduction process, the capture of holes 
in hole traps as an oxidation process. Thereby the electrochemical methods can serve as a 
complementary and powerful tool for the study of the defect states formation or removing in 
organic semiconductors. Recently, we have reported the electrochemical observation of the 
formation of hydrogen- and hydroxyl-related defects in pentacene thin films [10]. 
 
The electrochemical analyser used in this work, developed in our laboratory, is similar in 
function to CTP [11]. During the single potential scan both the ramp voltage (voltammetric 
wave) and the incremental charge (voltcoulometric signal) are obtained. The excitation pulse 
is switched on and the transient current flowing in external circuit is integrated and processed 
by the time-domain filter ΔQ(t1) = Q(t1) – 2Q(t2 = 5t1) –Q(t3 = 9t1). This filtering scheme 
analogous to filter for IQTS eliminates both the constant and linear components of the signal, 
i.e. suppression of both the steady-state and capacitive contributions of the transient current 
with respect to the diffusion current contribution. The amplitude of measured signal reflects 
not only the concentration of measured species, but also the kinetics of the measured charge 
transfer. A peak present only at the recorded voltcoulometric signal, which is not 
accompanied with a voltammetric wave, originates in the charging of an electrical double 
layer only. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Timing chart of the applied voltage and measured charge transients used for isothermal charge 
transient spectroscopy (IQTS), direct current, IDC, measurement, and double step voltcoulometry 
(DSVCM). The coefficients a, b, t2, and t3 are set as follows a = - 1.5, b = 0.5, t2 = 2t1, t3 = 4t1 for 
IQTS and a = - 2, b = 1, t2 = 5t1, t3 = 9t1 for DSVCM. 
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Fig. 2. Setup of electrochemical experiments. 
 
The electrochemical experiments were carried out by the apparatus depicted in Fig. 2. The 
working carbon fiber microelectrode (CFME) was formed of a glass micropipette with up to 
eight carbon fibers (diameter of each fiber being approximately 7 - 8 µm). The pipette tip 
(diameter 100 - 150 µm) was filled with paraffin wax to prevent liquid from seeping inside 
around the carbon fibers. The exposed surfaces of the filaments were treated 
electrochemically before starting the experiments. First, a cathodic potential of - 0.8 V was 
applied for 40 s, followed by a triangular waveform of 0 to + 3 V for 10 s; finally, an anodic 
potential of + 1.5 V was applied for 10 s. The reported results correspond to the 
measurements made for the sweeping rate of 33.3 mVs-1, the potential step amplitude for the 
voltcoulometric period of measurement was set to - 0.1 V and to 0.1 V for the anodic and 
cathodic scans, respectively. 
 
3. Results 

The representative signals measured on the PMPSi samples are in Figs. 3, 4, 5 for the fresh 
sample and subsequently degraded by the UV in time steps 2, 5 and 10 min. The remarkable 
increase in hole injection ability of the ITO contact was recorded (Fig.3a). The IQTS signal 
(Fig. 3b) measured on identical spots shows first neither the bulk relaxation processes or 
trapping states, on UV degradation gradual development of the hole trap states is observed, 
with the most expressed signal at t1= 1.5 ms for degradation time 10 min. To examine the 
time dependence of the emitted carriers from the traps, the influence of the extraction voltage 
(Ub), keeping the injecting charge constant (given by Ub - ΔU) were measured (see Fig. 4). 
The signal shifts to shorter times t1 with increasing Ub as expected due to the shorter 
extraction. On the contrary when applying the injecting voltage on tungsten electrode, it 
results in virtually no filling of the trapping states and only small IQTS signal is detected. 
 
The steady-state voltammetry and DSVCM signals on identical samples of PMPSi are in Fig. 
5a for anodic scans (ramp voltage is going from -1.5V to 1.5V) and in Fig. 5b for cathodic 
scans (from 1.5 V to -1.5 V). Steady-state voltammetry offers potential – current 
characteristics, where the presence of electrically active centre (defect) is detected by the 
presence of voltammetric wave, whose amplitude is proportional to the concentration of this 
centre. Therefore, the increasing current wave near the potential of + 0.8 V depicted in Fig. 5a 
corresponds to evolution of a defect in PMPSi, which is caused by the exposure of the PMPSi  
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Fig. 3. Evolution of current – voltage characteristics (a) and IQTS spectra (b) of the structure ITO 
/PMPSi/ W probe with exposition time to UV irradiation. IQTS spectra in upper and lower parts 
correspond to excitation with positive and negative pulses. Bias voltage, Ub = 0, the height of 
excitation pulses takes into account the electrical conductivity of the PMPSi film: 5 V for annealed, 2, 
and 5 m in for irradiated samples, 2 V  for 10 m in irradiated sample. The period and dur ation of 
excitation pulses were set to 147 ms and 10 ms, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Effect of bias voltage and the height of excitation pulses on the IQTS peak observed on ITO / 
PMPSi / tungsten probe structure after 10 min of exposure to UV irradiation. The period and duration 
of excitation pulses were set to 147 ms and 10 ms, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Voltammetric (upper part) and voltcoulometric (lower part) signals obtained for PMPSi thin 
film during (a) anodic scans, i.e, for the potential swept from -1.5 V to 1.5 V and (b) cathodic scan, 
i.e., for potential swept from 1.5 V to -1.5 V. Individual data sets have been obtained for various 
exposition times to UV irradiation. 
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to UV irradiation. The position of voltcoulometric peak does not in general match the position 
of voltammetric wave on the I-V characteristic; the difference depends on the ratio of the 
apparent diffusion coefficients for the measured charge transfer of capture and emission of 
electrons or holes. Therefore, the tiny increase of voltcoulometric signal observed at potential 
+ 0.5 V (Fig. 5a, lower part) can be related to the voltammetric wave at + 0.8 V. 
 
While the voltammetric wave (anodic scan) in Fig. 5a is caused by the capture of holes by 
trap or the emission of electrons from trap, voltammetric wave in Fig. 5b (cathodic scan) 
represents measurement of electron capture or hole emission from the trap. Thus, the 
discharge of the process at about – 0.5 V (observed on both the voltammetric and 
voltcoulometric signals) can be regarded as drop-out of the ability of the PMPSi to capture 
electrons or emit holes from a PMPSi matrix after 5-minute exposure to UV irradiation. It 
should be noted that I-V characteristic and IQTS spectrum of anneled state was recovered by 
annealing the sample in vacuum at 80oC for 1 hour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Evolution of current – voltage characteristics (a) and IQTS spectra (b) of the structure ITO / 
MEH-PPV / tungsten probe with exposition time to UV irradiation. IQTS spectra in upper and lower 
parts correspond to excitation with positive and negative pulses. Bias voltage, Ub = 0, the height of 
excitation pulses was set to 5 V for annealed and exposed states. The period and duration of excitation 
pulses were set to 147 ms and 10 ms, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Voltammetric (upper part) and voltcoulometric (lower part) signals obtained on MEH-PPV 
thin film during (a) anodic scan, i.e, for potential swept from -1.5 V to 1.5 V and (b) cathodic scan, 
i.e, for potential swept from 1.5 V  to -1.5 V. Individual data sets have been obtained for various 
exposition times to UV irradiation. 
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Similarly, the signals in MEH PPV are visible in Fig. 6a (I-V) and Fig. 6b (IQTS). The 
behavior is quite different, as the injecting properties with UV irradiation decrease, contrary 
to PMPSi. The IQTS signals depict no trapping, but only bulk relaxation effects, testified by 
symmetrical signals for both polarities, independent on injection. Also, the DSVCM signals in 
Fig. 7a (anodic scan) and in Fig. 7b (cathodic scan) give evidence of the evolution of a charge 
transfer process caused by UV at about – 1.5 V.  
 
4. Discussion and conclusions 

In Fig. 8 there are the results of post-transit spectroscopy on PMPSi achieved by large signal 
transient SCLC [1]. The extreme filling of the traps was achieved by laser injection. On UV 
degradation the Si-Si σ bond breaking leads to the metastable states at about 0.55 eV, which 
are fully reconstructed on annealed [1]. The method is identical to IQTS with much less 
influence on the sample (UV laser used) due to its extreme sensitivity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 8 The post-transit current in large signal SCLC on P MPSi (a), the corresponding DOS 
distribution (b). 
 
UV irradiation causes bulk modification of both PMPSi and MEH-PPV films under 
investigation. It is remarkable that the same degradation treatment leads to opposite effect on 
I-V characteristics. The hole injection in the metal insulator metal (MIM) structure with 
PMPSi increases but that with MEH-PPV shows decrease of hole injection with degradation. 
The evolution of corresponding IQTS spectra (Fig. 3b and 6b), voltammetric, and 
voltcoulometric signals (Figs. 5 and 7) with time exposition to UV irradiation are rather 
complex. However, some common trends in their behavior can be inferred from the 
comparison with the evolution of I-V characteristics. Improvement of the hole injection for 
PMPSi leads to asymmetry of IQTS spectra for negative and positive polarity of excitation 
pulses. In voltamogram, decay of the current wave at negative potential of – 0.5 V is observed 
and the voltammetric wave at + 0.8 V is simultaneously developed. Deterioration of the 
injection for the structure with MEH-PPV is correlated with the development of symmetric 

(a) (b) 
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IQTS peak located at about 50 µs and voltammetric wave at about -1.5V. There is a clear two-
step increase of this wave and shift in the IQTS peak position.  
 
Steady-state voltammetry offers  I-V characteristics, where the presence of electrically active 
centre (defect) is detected by the presence of voltammetric wave, which amplitude is 
proportional to the concentration of this centre. Voltammetric wave definitely reveals the 
presence of redox centers, i.e. electrically active traps. It means that in PMPSi some deep 
centers (continuum, corresponding to tail of IQTS spectra) decays and a shallower one arises. 
The increasing current wave near the potential of + 0.8 V depicted in Fig. 3 corresponds to 
evolution of a defect center in PMPSi caused by the exposure of the PMPSi to UV irradiation, 
which mediates charge transfer through redox reaction. On the other hand, the process at 
about – 0.5 V (observed on both the voltammetric and voltcoulometric signals) can be 
regarded as drop-out of other redox centre in PMPSi matrix after 5-minute exposition to UV 
irradiation + ozone. This process is accompanied with more effective hole injection. In the 
case of MEH-PPV, voltammetric wave at -1.5 V indicates a redox centre (trap). The IQTS 
peak position at 50 µs supposes relatively shallow trap. The determination of the activation 
will require IQTS measurements at several temperatures. 
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Abstract: The polymer solar cells were fabricated by a novel solution coating process, the roller painting. The 
roller painted film composed of poly(3-hexylthiophene) (P3HT) and [6,6]-phenyl-C61-butyric acid methyl ester 
(PCBM) has smoother surface than the spin coated film. Since the roller painting is accompanied with shear and 
normal stresses and is also a s low drying process, the process induces effectively crystallization of P3HT and 
PCBM. Both crystalline P3HT and PCBM in the roller painted active layer contribute to enhanced and balanced 
charge carrier mobility. Consequently, the roller painting process results in higher power conversion efficiency 
(PCE) of 4.6% as compared to that of the spin coating (3.9%). Furthermore, the annealing-free polymer solar cell 
(PSC) with high PCE were fabricated by the roller painting process with addition of a small amount of 1,8-
octanedithiol. Since the addition of 1,8-octanedithiol induces phase separation between P3HT and PCBM and 
the roller painting process induces crystallization of P3HT and PCBM, the PCE of roller painted PSC is achieved 
up to 3.8% without post-annealing. 
 
Keywords: Roller Painting, Thin Films, Polymer Solar Cells, Device Performance 

1. Introduction  

Polymer solar cells (PSCs) provide special opportunities for low cost, printable, light-weight, 
flexible, and portable energy source [1]. Over the last decade, these advantages of the PSCs 
have encouraged intensive research on P SCs, and as a result remarkable improvement has 
been achieved by molecular engineering, morphology control, and device optimization [2-6]. 
To date, the power conversion efficiency (PCE) over 5% has been obtained by using poly(3-
hexylthiophene) (P3HT) or various low-bandgap polymers as a donor and [6,6]-phenyl-C60-
butyric acid methyl ester (PCBM) as an acceptor [7-10]. Therefore, the P3HT/PCBM 
combination is one of very promising candidates for commercialization of PSCs.  
 
For commercialization, however, the fabrication process for mass production must be 
developed [11,12]. Most of the PSCs are manufactured through the spin coating 
process. Although the spin coating is very useful for fabricating very thin and homogeneous 
film and for controlling the film thickness [13], the spin coating process has several 
detrimental problems with mass production. First, the spin coating is not only difficult to scale 
up but also impossible to fabricate flexible devices. Second, the cost of the process is high, 
because the spin coating process causes inevitably waste of materials, and furthermore the 
cost of process increases exponentially as the substrate size increases. Third, as the spin 
coating is not a continuous process, this process has serious limitation for industrial 
production. 
 
To overcome these problems, various methods for fabrication of PSCs have been proposed 
including doctor blading [14,15], ink-jet printing [16], spray coating [17-20], screen 
printing [21] and brush painting [22]. Although these processes have an advantage for 
fabrication of large area films and exhibit comparable performance to the spin coating, the 
thickenss control and inhomogeneity of the film still remain unsolved. In spray coating and 
brush painting, the film uniformity is not satisfactory. Particularly, the quality of thin film in 
large area cannot be guaranteed through these processes. Therefore, the development of 
alternative solution process which is low-cost, easy-to-use and continuous is strongly 
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demanded. 
The roller painting process is easy-to-use, high throughput and the most widely used method 
for conventional painting. The substrate size for the roller painting is limitless, and the 
process cost is also low since the roller painting is a continuous process. Especially, an 
advantage of the roller painting compared to other coating processes is easiness to control 
film thickness and uniformity. Since the roller painting is very promising process for the 
industry of thin film fabrication, it can be used for fabrication of organic electronics including 
PSCs. In this work, we report the PSCs fabricated by the roller painting, primarily based on 
our previous report [23]. 
 
Furthermore, the roller painting process has another advantage in development of active layer 
morphology in PSCs, because the process is accompanied with shear and normal stresses. It is 
well known that the crystalline polymer such as P3HT can be effectively crystallized when 
the shear or normal stress such as nano rubbing, molecular reflow and nano imprinting is 
applied [24]. Particularly, Kim et al. [22] have reported that high efficiency PSCs are 
fabricated by using the brush painting because the shear stress during the brush painting 
induces the ordering of P3HT chains. Therfore, it is easily expected that the roller painting 
process which accompanies both the shear and normal stresses induces effectively the 
crystallization of P3HT and PCBM, and consequently yields enhanced solar cell performance. 
 
2.   Experimental 

2.1.     Materials 
P3HT (Rieke Metals, 90-93% regioregular) and PCBM (Nano-C, 99.5%) were used as 
received. Poly(3,4-ethylenedioxy thiophene):poly(styrene sulfonate) (PEDOT:PSS) (Baytron 
P VP AI 4083) was purchased from H. C. Stark. For the roller painting process, rubber roller 
(Hwa Hong) was wrapped with thin PET film to give smooth surface. 
 
2.2.     Fabrication of polymer solar cells 
ITO-coated glass (15 Ω/□) was cleaned with acetone and isopropyl alcohol, and then dried at 
200 °C for 30 min. After complete drying, the ITO-coated glass was treated with UV-ozone 
for 15 m in, and then PEDOT:PSS was spin coated with 40 nm  in thickness, and the 
PEDOT:PSS film was annealed at 120 °C  for 30 min in a N 2-filled glove box. P3HT and 
PCBM (1:1 by weight) were dissolved in o-dichlorobenzene (DCB) with several different 
concentrations (2-8 wt%) to control the thickness of the roller painted thin film. These 
solutions were stirred for at least 24 h a t room temperature and then were passed through a 
0.45 μm PES syringe filter before roller painting. The roller painting was processed at room 
temperature in N2-filled glove box with the roller painting speed of 1 cm/s, and the roller 
painting was repeated 5 times. The spin coated PSCs were fabricated at 2500 rpm by using the 
solution with the same concentration as the roller painting. After complete drying of the active 
layer, Al (100 nm) were thermally evaporated on the top of the active layer under vacuum 
lower than 10-6 Torr. The PSC devices were then thermally annealed at 150 °C  inside the 
glove box. The annealing-free PSC devices were fabricated at room temperature by addition 
of 5 wt% 1,8-octanedithiol as an additive in the solution of active layer materials. LiF (0.7 
nm) was thermally evaporated before the evaporation of Al.  
 
2.3.     Measurement and Characterization 
The UV-visible absorption spectra of roller painted or spin coated P3HT:PCBM films were 
measured by UV-visible spectrophotometer (HP 8452A). The morphology of the active layer 
films were observed by TEM (JEOL, JEM-1010 and Tecnai F20). The thickness of thin film 
was measured by AFM. The crystallinity of active layer was investigated by X-ray 
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diffractometer (M18XHF-SRA). The photovoltaic performance was measured under nitrogen 
atmosphere inside a glove box. The current density-voltage (J-V) characteristics were 
measured with a Keithley 4200 source-meter under AM 1.5 G (100 mW/cm2) simulated by a 
Newport-Oriel solar simulator. The light intensity was calibrated using a NREL certified 
photodiode and light source meter prior to each measurement. The IPCE was measured using 
a lock-in amplifier with a current preamplifier under short circuit current state with 
illumination of monochromatic light.  
 
3.   Results and Discussion 

To examine the effect of the coating process on the crystallization of P3HT, we compared the 
XRD pattern of the film fabricated by the roller painting with the film fabricated by the spin 
coating. The pristine P3HT film fabricated by the roller painting shows very sharp and intense 
peak at 2θ = 5.6° while the spin coated P3HT film exhibits relatively broad and lower peak 
intensity (see Fig. 1a). Also, the (200) and (300) peaks of as-roller painted P3HT film are 
more discernible than those of spin coated film, implying that the roller painting process 
induces higher crystallinity of P3HT than the spin coating process. The P3HT:PCBM blend 
film prepared by the roller painting also shows stronger and sharper peak than the spin coated 
films before thermal annealing, as shown in Figure 1b, indicating that P3HT in the blend film 
is more crystallized in the roller painted film than in the spin coated film. After thermal 
annealing, the intensity of (100) peak of the spin coated blend film is increased while the 
(100) peak of the roller painted blend film is nearly unchanged, indicating that P3HT in as-
roller painted film is sufficiently crystallized during roller painting and thus the crystallization 
does not take place significantly during thermal annealing. 
 
Since the diffraction angle at 2θ = 5.5° corresponds to the (100) packing which is associated 
with the interdigitation of the alkyl chians of P3HT as shown in Figure 1b [26], the exact 
interchain spacing between P3HT chains can be determined from the diffraction angle of 
(100) peak. When the interspacing was calculated by using the Bragg law, the interchain 
spacings of the roller painted P3HT:PCBM film and the spin coated film are 1.6 nm and 1.7 
nm, respectively. One of reasons for higher crystallinity and closer packing of roller painted 
film is that the normal and shear stress accompanied with the roller painting induces 
effectively alignment of P3HT chains which inducess crystallization. Another reason for 
higher crystallinity of roller painted P3HT is slower drying of P3HT as compared to the spin 
coating process, which provides more time for P3HT to crystallize. These closely packed 
P3HT crystals would have an advantage in hopping and transport of hole carrier. 
 
The effect of roller painting on t he chain packing of P3HT was also observed by UV-Vis 
absoprtion spectroscopy (see Fig. 2a). Compared to the spin coated P3HT film, the absorption 
of the roller painted P3HT film is larger in the range of 520-640 nm wavelength. Since the 
thicknesses of both P3TH films are controlled the same, the larger absorption of the roller 
paintied film is origniated from close packing of the roller painted P3HT film [8]. The close 
packing of the roller painted P3HT is further evidenced by the distinct vibronic shoulder at 
600 nm which has been assigned to highly delocalized excitation [26]. 
 
The absorption difference between the roller painted film and the spin coated film becomes 
more prominent in the P3HT/PCBM blend film, as shown in Figure 2b. The roller painted 
blend film exhibits the maximum absorption at 556 nm with a remarkable vibronic shoulder at 
600 nm while the spin coated film does the maximum absorption at 522 nm with a weak 
vibronic shoulder. Moreover, the absorption intensity of the roller painted blend film is 
stronger  than  that of  the spin coated  film. 
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Fig. 1. XRD patterns of (a) P3HT films and (b) P3HT:PCBM films fabricated by the roller painting 
and the spin coating. Inset of Figure 2b clearly shows the shift of the (100) peak of the roller painted 
film compared to that of the spin coated film. Schematic illustration in Figure 2b shows the chain 
packing of regioregular P3HT in crystallite. 
 
When the samples are annealed at 150 °C for 15 min, the absorption intensity of the spin 
coated film is increased, indicating that thermal annealing induces crystallization of P3HT in 
the blend film, whereas the absorption spectrum of the roller painted film does not increase 
significantly after thermal annealing. This result is consistent with the XRD measurement 
which exhibits almost the same crystallinity before and after annealing in the roller painted 
blend film (Fig. 1b). This high crystallization arising from the roller painting process without 
thermal annealing provides a very promising feature for the development of annealing-free 
PSCs for commercialization. 

 
Fig. 2. UV-Vis absorption spectra of (a) pristine P3HT film and (b) P3HT:PCBM blend film 
fabricated by the roller painting and the spin coating. 
 
The PCEs of the PSCs fabricated by the roller painting process are compared with those of the 
spin coating process in Table 1, and the corresponding current density-voltage (J-V) curves 
are shown in Figure 3a. To rationalize the measured values of the short circuit current density 
(JSC), we also calculated JSC from the incident photon-to-current efficiency (IPCE) measured 
by using the same device (Fig. 3b). When the JSC values from IPCE were compared with 
those of device values of JSC, it reveaed that two values were nearly equal within 
experimental errors. For the optimization of PCE, the samples are annealed after deposition of 
Al. The spin coated PSCs show the maximum PCE after thermal annealing for 15-20 min, 
while the roller painted PSCs show the maximum efficiency after annealing for 6-8 min at 
150 °C. The maximum PCE of the roller painted solar cell is 4.6% which is 20% higher than 
the maximum PCE (3.9%) of the spin coated PSC. Since JSC is nearly equal to that of the spin 
coated PSC under the optimum device condition, the main reason for higher PCE of the roller 
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painted PSC is slightly increased VOC, and higher fill factor (FF) as compared with that of the 
spin coated PSC. Although the factors affecting FF are not completely identified yet [27], it 
has generally been accepted that FF is influenced by the morphology of the active layer, the 
balance between hole and electron mobility, and the interface of layers in PSC. Since we 
focused on t he balance between hole and electron mobility in this study, we measured the 
charge transport from the dark current in a single-carrier device. 
 
Table 1. Optimized performance of PSCs fabricated by roller painting or spin coating process. The 
thickness of the roller painted device and spin coated device are 245 nm and 230 nm, respectively. 

Process Annealing 
[min] 

VOC 
[V] 

JSC 
[mA/cm] 

FF 
[%] 

PCE 
[%] 

μh 
[cm2/Vs] 

μe 
[cm2/Vs] 

Roller 
painting 

0 0.57 7.5 0.56 2.4 5.07 × 10-5 1.75 × 10-4 

8 0.63 11.3 0.64 4.6 1.56 × 10-4 3.90 × 10-4 

Spin 
coating 

0 0.56 6.6 0.52 1.9 6.52 × 10-6 4.50 × 10-5 
15 0.61 11.1 0.58 3.9 4.94× 10-5 1.84 × 10-4 

 

 
Fig. 3. (a) J-V curves of PSCs (100 mW/cm2, AM 1.5G) fabricated by the roller painting with different 
thickness of active layer and the spin coating process, and (b) the corresponding IPCE spectra. All the 
devices are thermally annealed at 150 °C. 
 
The hole and electron single-carrier mobilities were measured by the standard methods. In the 
roller painted device, the values of μh and μe are 5.07 × 10-5 cm2 V-1 s-1 and 1.75 × 10-4 cm2 
V-1 s-1, respectively, before thermal annealing. These values are comparable to those of the 
spin coated device after thermal annealing. As shown in Figures 1 and 2, the crystallinity of 
P3HT in the as-roller painted film is almost the same as that of the spin coated film after 
thermal annealing. Therefore, it is expected that the holes are transported effectively through 
the network of P3HT crystals in the roller painted film without thermal annealing. After the 
thermal annealing, the μe/μh ratio of the roller painted device is decreased from 3.5 to 2.5. As 
a result, the mobility mismatch between hole and electron transport becomes smaller and thus 
the space charge effect becomes diminished in the roller painted device. Due to enhanced and 
balanced charge conduction in the roller painted P3HT:PCBM film, the high FF of 0.64 was 
achieved in the roller painted device. 
 
When the nanoscale morphology of the active layer is examined by TEM, the as-roller painted 
film exhibits interesting morphology, as shown in Figure 4a: very dark, cilia-like nanocrystals 
(width ~20 nm and length ~100 nm) are clearly observed. It is more interesting to observe that 
these nanocrystals are well packed and aligned normal to the rolling direction. This 
morphological characteristic is more pronounced after thermal annealing (see Fig. 4b). These 
nanocrystals must be grown from PCBM molecules, because PCBM phase is darker 
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compared to that of P3HT in bright-field TEM image. The selected area electron diffraction 
(SAED) pattern also indentifies clearly the PCBM nanocrystal [29], as shown in the inset of 
Fig. 4b. The fact that PCBM nanocrystals can be developed through simple roller painting is 
remarkable. These well developed PCBM crystals are expected to contribute to the 
enhancement of electron mobility in the roller painted device. Although the reason for the 
morphology difference between the roller painted device and the spin coated one is not clear, 
it is probably because the shear and normal stresses during the roller painting induces the 
molecular ordering of PCBM along the direction of the roller painting (Fig. 4a). 
 

 
Fig. 4. Bright-field TEM images and the SAED patterns of P3HT:PCBM film fabricated by the roller 
painting (a) before and (b) after thermal annealing. 
 
Achievement of highly efficient PSC without additional post-treatment is indispensable for 
industrialzation of PSC. However, most of efficient PSCs based on P3HT and PCBM require 
an additional treatment such as thermal or solvent annealing which induces phase separation 
and enhances the crystallinity. Since the additional process increases the fabrication cost of 
PSCs, development of annealing-free PSC is strongly demanded. Furthermore, high 
temperature for thermal annealing may not be suitable for preparation of flexible PSCs. 
Recently, the method of simple blending with an additive, which has lower solubility to 
PCBM than o-dichlorobenzene and therefore accelerates phase separation of the blend of 
P3HT and PCBM, has been reported for achievement of high efficiency without thermal 
annealing. Although the method has achieved around 3% PCE without thermal or solvent 
annealing, the PCE value is still lower than the optimized device with annealing process. 
 
We have fabricated the annealing-free large area (5 cm2) PSC device by combining the roller 
painting process with addition of 5 w t% 1,8-octanedithiol. When the performances of 
annealing-free devices fabficated by the roller painting are compared with those of spin 
coated device, the JSC and FF of the roller painted PSC are higher than those of the spin 
coated PSC while VOCs of both processes are almost the same. The PCE of annealing-free 
device is 3.8% at the active area of 0.04 cm2. To the best of our knowledge, this value is the 
higest performance of annealing-free PSCs based on P3HT and PCBM. 
 

4.   Conclusions  

We have fabricated high efficiency PSCs by the roller painting process. Since the roller 
printing is accompanied with normal and shear stresses and is a slow drying process, it 
induces effective crystallization of P3HT and PCBM. As a result, the roller painted PSC of 
P3HT/PCBM has achieved 4.6% PCE, which is 20% higher than that of the device fabricated 
by the conventional spin coating process (3.9%). This higher efficiency is originated from 
higher FF and JSC of the roller painted active layer. By addition of small amount of 1,8-
octanedithiol as an additive, annealing-free PSCs were also fabricated by the roller painting. 
By combining the roller painting and incorporation of additive, the PCE of 3.8% was 
achieved without any post-treatment. This is because the roller painting process enhances the 

2843



crystallization of P3HT and PCBM, and the additive induces phase separation effectively. To 
the best of our knowledge, this value (3.8%) is the best performance of annealing-free PSC 
based on P3HT and PCBM. Since the PCE of over 2.7% can be achieved at 5 cm2 active area 
by the roller painting without post-treatment, it is concluded that the roller painting process is 
a very promising method for fabrication of large area solar cells. In short, since the roller 
painting process follows the basic process of the roll-to-roll processing, this research provides 
a model study for preparation of roll-to-roll processed organic electronics. 
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Abstract:. For production organic bulk heterojunction polymer solar cell one of the best materials is 
regioregular poly-3-hexylthiophene (P3HT), which is widely used as a donor molecule and a hole transporter, 
with soluble fullerene derivative (PCBM) as acceptor and electron transporter. The main drawback of this highly 
efficient blend is its limited spectral range, covering only 350-650 nm spectral interval. So main aim of present 
work was to extend the spectral range of the cell up to 850 nm by adding second bulk heterojunction layer of 
complementary absorption spectrum to P3HT:PCBM layer. For this purpose hydroxygallium phthalocyanine 
(GaOHPc) and PCBM blend was used as additional layer because GaOHPc has strong and wide intermolecular 
charge transfer (CT) absorption band around 830-850 nm. Thus novel organic bi-layer bulk heterojunction 
system (GaOHPc:PCBM/P3HT:PCBM) has been built by spin coating technique having high charge carrier 
photogeneration efficiency in 350 – 850 nm spectral range. It was found that thermal annealing in vacuum at 
100C increases short circuit photocurrent external quantum efficiency (EQE) values more than 2 – 3 times, and 
these values reach more than 45%  at P3HT absorption band (525 nm) and 25% at GaOHPc band (845 nm) for 
low light intensities (1012 photon/(cm2*s)).  
 
Keywords: Full polymer film, heterojunction, organic solar cell. 

1. Introduction 

At present, crystalline Si solar cells are by far most dominant PVs used, occupying more than 
95% of the market [1]. But the main obstacle for the market implementation of these cells is 
the large production cost of Si-based technologies [2]. A promising approach towards low-
cost photovoltaic devices is fabrication of solar cells based on organic materials [3-6]. The 
bulk heterojunction approach appears to be one of the most promising concepts of creating 
efficient, low-cost and easily producible solar cells [7,8]. For this purpose one of the best 
materials is regioregular poly-3-hexylthiophene (P3HT) [8-11], which is widely used as a 
donor molecule and a hole transporter, with soluble fullerene derivatives as acceptors and 
electron transporters. Blends of these molecules in PV cells exhibit the efficiency of light 
power conversion up to 5% [9-11]. Still, it is not sufficient to meet realistic requirements for 
commercialization. The main drawback of this highly efficient blend is its limited spectral 
range [7-9], which covers 350–650 nm interval, allowing only ~ 35% of the full solar 
spectrum energy to be used. In the present work, we tried to extend the spectral range of the 
cell by additional bulk heterojunction layer of hydroxygallium phthalocyanine (GaOHPc), 
which has a strong and wide intermolecular charge transfer (CT) band around 830 nm [12,13] 
and soluble fullerene PCBM. The choice of GaOHPc was dictated by the following reasons: 
1) high thermal and chemical stability of phthalocyanines as compared with the most of 
molecular materials; 2) the NIR absorption providing the possibility to extend the 
photosensitivity spectral range (up to the NIR region) of the blend; 3) the CT character of the 
IR absorption band, which promises high efficiency of charge carrier photogeneration [13,14];  
4) the solubility in chloroform, which allows its processing by spin coating [12]. In this work 
we show, that by adding second bulk heterojunction layer of GaOHPc:PCBM to 
P3HT:PCBM cell we obtain bi-layer system GaOHPc:PCBM/ P3HT:PCBM which 
photosensitivity spectrum covers vide spectral range from 350 to 850 nm. It was found that 
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thermal annealing of cells in vacuum 10-5  - 10-6 mbar at 100C increases short circuit 
photocurrent external quantum efficiency (EQE) more than 2-3 times. 
 
2. Methodology 

For the electron donor and hole transporter in main bulk heterojunction layer we chose 
regioregular poly 3-hexylthiophene (P3HT) with an average molecular weight of 87000 
(Sigma Aldrich) and for acceptor  and electron transporter – [6,6]-Phenyl-C61 – butyric acid 
methyl ester (PCBM) with purity better than 99,5 % (from American Dye Source). The 
additional bulk heterojunction layer was composed from hydroxygallium phthalocyanine 
(GaOHPc) as electron donor and PCBM as electron acceptor. The molecules used and cell 
arrangement is shown in Figure 1. 
 

 
Fig. 1. Molecules used and cell arrangement.  
 
As the sample substrate ITO – covered glass with Rsu = 4~10 Ohm/Sq was used. The ITO 
electrode after cleaning and etching anode configuration was covered with a 30 nm  thick 
PEDOT:PSS (Clevios 1000) plus 5% DMSo +5% isopropanol to increase its conductivity 
[15] by spin coating at 9000 rpm, and dried for 30 min. at 140C in vacuum 10-5 mbar.  This 
electrode was covered by GaOHPc:PCBM blend from the solution in chloroform and 
chlobenzene mixture by spin coating. This procedure was repeated till optical density of 
GaOHPc:PCBM layer reaches 0.5 – 0.6 at 840 nm. After drying in vacuum 10-5 mbar at 85C 
this layer was covered by second bulk heterojunction layer of P3HT:PCBM (1:1 by weight) 
by spin coating from the solution in chlorbenzene. As top electrode the In or Al was 
evaporated in vacuum of 10-5 – 10-6 mbar with surface resistance Rsu ~ 10 Ohm/Sq.  In the 
case of In electrode, the 0.5 – 0.7 nm thick  BaF2 layer was incorporated under In by 
evaporation in vacuum. The thickness of BaF2 layer during evaporation process in vacuum 
was controlled by 20 Mhz crystal oscillator and frequency meter.  The photocurrent 
measurements were carried out at RT and 100C in vacuum of 10-6 – 10-5 mbar. The samples 
were illuminated using grating monochromator by chopper modulated monochromatic light 
through the ITO electrode in the 350 – 1000 nm spectral region with intensity 109 – 1016  
photon/(cm2*s) (see Fig.1). Light modulation period was chosen as 6 s long and intensity was 
controlled by calibrated Si photodiode. The synchro-detection technique with the use of PC 
controlled data storage equipment [16] was employed for measuring the spectral dependences 
of photocurrent quantum efficiency: EQE = Iphoto/Φ (where Iphoto is the photocurrent 
(electrons/s) and Φ is photon flux (photons/s) incident upon the active area of sample)   
 
3. Results and discussion 

The spectral dependences of the external quantum efficiency (EQE) of short circuit 
photocurrent for low incident light intensities 1011 – 1012 photon/ (cm2*s) and the optical 
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properties of novel bi-layer bulk heterojunction system  G aOHPc:PCBM/P3HT:PCBM are 
shown in Fig.2 for top Al electrode and Fig.3 for top BaF2/In electrode.   
 

 
Fig. 2.  Spectral dependences of  external quantum efficiency (EQE) of short circuit  photocurrent at 
light intensity 1011 photon/(cm2*s) and optical density for ITO/PEDOT:PSS/ GaOHPc: 
PCBM/P3HT:PCBM/Al cell:  
1 - EQE at room temperature (RT) for unheated sample;  
2 - EQE at T = 100C;  
3 - EQE at RT after sample therm. annealing in vacuum at T = 100C;  
4 - Optical density of bi-layer  system GaOHPc:PCBM/P3HT: PCBM.   
 

 
 

Fig. 3.  Spectral dependences of  external quantum efficiency (EQE) of short circuit photocurrent at 
light intensity 1012 photon/(cm2*s) and optical density for 
ITO/PEDOT:PSS/GaOHPc:PCBM/P3HT:PCBM /BaF2/In cell: 
1 - EQE at room temperature (RT) for unheated sample; 
2 - EQE at  T=100C; 
3 - EQE at RT after sample annealing in vacuum at T=100C; 
4 - Optical density of bi-layer system GaOHPc:PCBM/P3HT:PCBM; 
5 - Optical density of GaOHPc:PCBM layer; 
6 – Optical density of P3HT:PCBM layer. 
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It is seen that absorption spectrum of GaOHPc:PCBM layer (curve 5 in Fig. 3) supplements 
well the P3HT:PCBM spectrum (curve 6 in Fig.3) enabling practically uniform absorption in 
350 – 900 nm region of bi-layer bulk heterojunction system GaOHPc:PCBM/P3HT:PCBM 
(curves 4 in Fig.2 and Fig.3). Introducing GaOHPc:PCBM layer in the cell extends its 
photosensitivity spectrum beyond 850 nm (see curves 1 – 3 in Fig.2 and 3), but short circuit 
photocurrent EQE value for illumination in GaOHPc CT absorption band is 1.7 – 2 times less 
than for that in the P3HT absorption band possibly due to lower hole polaron mobility in 
GaOHPc fractal structure than in P3HT. The cell thermal annealing at 100C in vacuum for 48 
hours after top electrode deposition significantly increases EQE values for all cells (compare 
curves 3 and 1 in Fig.2 and 3) due to change of morphology of used organic layers leading to 
increase of hole, and electron polaron mobilities and also probably by better contact with top 
electrode [10].  
 

 
Fig. 4.  Short circuit photocurrent  external quantum efficiency (EQE) dependence on incident light 
intensity at room temperature for Al top electrode  before  annealing (curves 1,2) and after thermal  
annealing at 100C in vacuum (curves 3,4).  
 

 
 

Fig. 5.  Short circuit photocurrent  external quantum efficiency (EQE) dependence on incident light 
intensity at room temperature for samples with  In/BaF2 electrode before annealing (curves 1,2) and 
after thermal annealing at 100C in vacuum (curves 3,4). 
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Highest EQE values were achieved for cells with top BaF2/In electrode which after annealing 
reached values more than 45% (electron/photon) at P3HT absorption band (525 nm) and 25% 
(electron/photon) at GaOHPc charge transfer absorption band (845 nm) (curve 3 F ig.3), at 
room temperature and light intensity1012 photon/(cm2*s). By increasing light intensities, EQE 
values decrease as shown in Fig.4 and Fig.5 probably due to low charge carrier mobilities.  
This photocurrent sublinear dependence on light intensity diminishes after thermal annealing 
(compare curves 3,4 with 1,2 in Figs 4 and 5) supporting idea, that improvements by thermal 
annealing at least partly can be explained by increase of charge carriers mobilities. Comparing 
curves in Fig.4 and Fig.5, we see that cells with top BaF2/In electrodes has more linear 
photocurrent dependence on l ight intensity than cell with top Al electrode. Also fill factors 
(FF) are higher for cells with top BaF2/In electrode than Al electrode (compare photocurrent 
efficiency dependences on applied external voltage in Fig.7 and Fig.6). It possibly can be 
explained by too thick Al2O3 formation under Al electrode, as spin coating procedure was 
performed in air and not in glove box with N2 or argon atmosphere.  S o prepared organic 
layers would contain some O2 in their volume which was not removed in vacuum camera 
before Al thermal deposition. This O2 could slowly diffused out towards Al electrode during 
sample measuring procedure and form isolating Al2O3 layer, as it was discovered by Fan and 
Faulkner in 1978 [17] even for samples prepared in vacuum by thermal deposition.  
 

 
 
Fig. 6. Photocurrent EQE dependences on applied external voltage for cells with Al electrode at room 
temperature before annealing (curves 1,2) and after annealing at 100C (curves 3,4), at light intensity 
1012 photon/(cm2*s).  Also open circuit voltages (Voc) and fill factors (FF) are shown. 
 
This could be the main reason for extremely low fill factor values (0.10 – 0.12) and high open 
circuit voltages Voc= 0.76 – 0.85 V for cells with top Al electrode (Fig.6). The cells with top 
BaF2/In electrode exhibit higher fill factor values:  0.21 - before annealing and 0.22 – 0.29 
after annealing, but low open circuit voltages:  0.42 V - before annealing and 0.43 – 0.48 V 
after annealing (see Fig.7). These low FF values could be explained  by high electric 
resistance of GaOHPc:PCBM layer which could be diminished in future by appropriate 
doping. 
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Fig. 7. Photocurrent EQE dependences on applied external voltage for cells with In/BaF2 electrode at 
room temperature before annealing at light intensity 1015 photon/(cm2*s). (curves 1) and after 
annealing at 100C (curves 2-5), at following light intensities: 
2 - 1012 photon/(cm2*s); 3 - 1013 photon/(cm2*s); 4 - 1014 photon/(cm2*s); 5 - 1015 photon/(cm2*s). 
Also open circuit voltages (Voc) and fill factors (FF) are shown. 
 
4. Conclusions 

1) The novel organic bi-layer bulk heterojunction system is built having high charge carrier 
photogeneration efficiency in 350-850 nm spectral range  at low light intensities. 
2) Thermal annealing significantly increases EQE values for all cells.  
3) Thermal annealing significantly increases linearity of photocurrent dependences from light 
intensity. 
4)  Cells with In/BaF2 electrode have higher EQE values and fill factors, than cells with top 
Al electrode. 
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Pulse and direct current electrodeposition of zinc oxide layers for solar cells 
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Abstract: The feasibility of one-dimensional (1D) nanostructured zinc oxide array pulse plating has been 
presented. An effect of the electrolyte composition, deposition regime and subsequent annealing on structure 
and optical properties of the electrodeposited ZnO layers has been approved by X-ray diffraction and 
spectrophotometric analysis. We have determined that for obtaining of ZnO arrays with strong (002) preferable 
growth orientation in the c-axis direction it is necessary to diminish adsorption of hydrogen and Cl--ions. It has 
been shown that such conditions are created in electrolyte that contains 0.05 M Zn(NO3)2 and 0.1 M NaNO3 

during electrodeposition on FTO-coated glass substrates in pulse plating regime with rectangular impulses of 
cathode potential (20 ms on-time at Uon = -1.4 V and 30 ms off-time at Uoff = -0.8 V). Therefore, in this work 
we for the first time have demonstrated the successful growth of 1D ZnO nanostructures by pulse plating 
without using of templates. The novel electrodeposition technique gives possibilities for the manufacture of the 
ZnO arrays suitable for solar cells with extra thin absorbers. 
 
Keywords: Electrodeposition, Zinc oxide, Pulse plating 

1. Introduction 

Zinc oxide (ZnO) has attracted a lot of research interest in recent years due to its unique 
optical and electronic properties and low cost of materials and fabrication. A wide variety of 
ZnO crystallite morphologies are observed for both precipitates and thin films including 
columnar grains, rods, stars and spherical habits [1-4]. Now highly transparent conducting 
ZnO windows are important components of photovoltaic devices and displays. Recently, solar 
cells with extra thin absorbers (ETA SC) have shown high potential of ZnO arrays as 
semiconductor covered electrodes and dye-sensitized photoanodes, particularly, ZnO 
nanorods proved to be suitable for application in organic photovoltaic devices [5, 6]. An 
assortment of ZnO nanostructures, such as whiskers, nanowires, nanorods, nanotubes, 
nanorings and nano-tetrapods have been successfully grown via a variety of methods 
including chemical vapor deposition, thermal evaporation, and electrodeposition. But despite 
numerous studies, there is little understanding of the mechanisms and factors that govern the 
observed morphology [1]. Among other deposition techniques electrodeposition has various 
advantages, viz. low processing cost, large scale, no vacuum system need, high deposition 
speed and no use of toxic gases. Effects of electrolyte formula, namely anionic composition 
[4] and presence of the different organic additives [6], deposition temperature and deposition 
time [7] and even gravitational level effects [9] on structure and properties of the 
electrodeposited ZnO nanowire arrays are studied extensively. Nevertheless, there are only 
rare attempts to employ a pulsed potential technique for ZnO electrodeposition [10]. On the 
same time, the use of pulse plating is well-known promising way to perfect properties of the 
electrodeposited layers. That’s why purpose of this work is a comparative study of influence 
of direct current and pulse plating conditions, electrolyte composition and subsequent air 
annealing on ZnO film structure and optical properties in order to reveal means for obtaining 
of one-dimensional (1D) zinc oxide nanostructured layers applicable for ETA SC. 
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2. Methodology 

ZnO arrays were electrodeposited on transparent indium tin oxide (ITO) or fluorine doped tin 
oxide (FTO) covered glass (Pilkington) cathodes in aqueous electrolytes contained ZnSO4 or 
Zn(NO3)2, KCl and NaNO3 (Table 1) in three-electrode cell with platinum counter-electrode 
and saturated Ag/AgCl reference electrode. Electrodeposition of each ZnO layer sample was 
carried out during 1 hour at 70 oC under potentiostatic conditions (at constant cathode 
potential U) or under pulse plating regimes with rectangular impulses of cathode potential (20 
ms on-time at Uon and 30 ms off-time at Uoff). All potential values in Table 1 are given versus 
saturated Ag/AgCl reference electrode. In some experiments electrolyte was magnetically 
stirred (marked + in Table 1). A following treatment of some ZnO layers was fulfilled by air 
annealing at 200 oC, 300 oC and 400 oC for 1 hour each. 

Phase composition and structure of the deposited films were determined by XRD-method 
using an X-ray diffractometer DRON-4M with CoKα radiation according to θ-2θ- scheme. 
Preferable orientations of the films were researched by analytical treatment of the X-ray 
diffractions by means of obtaining of texture factor Pi

 [11]: 
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where Ii – experimental intensity of maximum; I0i – intensity of this line in accordance with 
JCPDS card; N – total number of X-ray reflections.  
 
Angles φ between texture axis and surface normal for all reflection planes and Pi values have 
been calculated according to relation [11]: 
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A shape of function P = f(φ) allow [11] to distinguish degree of texture perfection: the texture 
is perfect if P decreases rapidly. When the function P = f(φ) has two or more vertexes, then 
the structure has two or some texture axes. Average crystalline sizes t (i. e. X-ray domains 
defined as volumes that diffract coherently) and lattice strains Δd/d of the electrodeposited 
ZnO arrays were determined by the Williamson-Hall formula for adherent deposits [12]. ZnO 
lattice characteristics a and c were calculated using the formula [11]: 
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Table 1. Electrolytes and electrolysis regimes used for deposition of ZnO. 
Sample 
number 

 

Electrolyte 
 

Deposition 
regime 

Cathode 
potential 

(V) 
  U       Uoff       Uon 

Magnetic 
stirring 

Current 
density 

j 
(mA/cm2) 

Charge- 
 area 

    ratio 
q (C/cm2) 

     1          7.10-4 M ZnSO4       Potentiostatic  -1.3        −               −             +               2→1.4           
6.1  
     2           0.1 M KCl            Pulse                 −    -0.9     -1.5         +              1.3→0.5         3.1 
     3          0.05 M NaNO3         Pulse                 −    -1.0     -1.6         +              2.6→1.5        5.4 
                7.10-4 M ZnSO4       

     4           0.1 M KCl            Pulse                 −    -0.9      -1.5         +             0.6→0.4        1.4 
                0.001 M NaNO3         
      5        0.05 M Zn(NO3)2  Potentiostatic  -1.1      −             −                 −                1.1               4.0 
      6          0.1 M NaNO3       Pulse                 −   -0.8      -1.4         −              0.5→0.8         
2.3 
 

The transmittance spectra of ZnO layers were measured by double beam spectrophotometer 
SF-46 in the spectral range 0.4 − 0.9 μm, when the sample ZnO/FTO/glass was put into 
working canal and FTO/glass or ITO/glass one was placed in reference canal.  

3. Results 

As-electrodeposited films were high adherent, semitransparent and scattered visible light. 
Samples 1 and 2 were grayish in color, but others were white. Figure 1 shows the 
transmittance spectra (T vs. wavelength λ) for the as-grown and air annealed ZnO layers. As it 
can be seen, from the one side, the grayish layers increase their transmittance after the 
annealing (they became white, probably owing to oxidation of Zn traces). From the other side, 
according to transmittance data, irrespective of electrolyte stirring, sample 3 offers the 
thinnest near transparent film, samples 1, 2 and 4 were thicker, samples 5 and 6 (not presented 
in Fig. 1) were the thickest. Assuming ZnO to be typical direct band gap semiconductor, the 
corresponding optical band gap has been estimated by the zero-crossing of the rising edge of 
the [(-lnT) x hν]2 vs. hν curve [8] (Fig. 1, inset). All obtained band gap values as before such 
as after annealing correspond to ZnO (Eg near 3.2 - 3.3 eV) [2, 3, 9]. 

 
Investigation of structure of zinc oxide arrays electrodeposited in electrolytes and regimes 
presented in Table 1 has shown (Fig. 2) that all diffraction peaks match the hexagonal 
structure of wurtzite ZnO (with the exception of reflections assigned to FTO-glass or ITO-
glass substrates). Comparative analysis of XRD patterns of the electrodeposited ZnO layers 
has revealed that, from the one side, the intensity of ZnO diffraction peaks is in direct 
proportion to concentration of NO3

--ions in the electrolyte that allows us to conclude that 
thicknesses of ZnO layers grow when amounts of nitrates increase.  
 
From the other side, a deviation of cathode potential towards more negative values (U = -1.3 
V for electrodeposited in potentiostatic regime sample 1 and 20 ms on-time at Uon = -1.6 V 
and 30 ms off-time at Uoff = -1.0 V for pulse plated sample 3) result in the obtaining of very 
thin near amorphous ZnO layers, in spite of their large current densities and charge-area ratios 
of the electrodeposition processes. To our opinion, the reason for that is a most probable 
intense additive cathode reaction of hydrogen generation in aqueous electrolytes for ZnO 
deposition that fulfilled at comparatively negative potentials according to relation [13]:  
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2H2O + 2ē → H2↑ + 2OH-                                Eo = -1.05 V vs. saturated Ag/AgCl (4) 
 

 
 
Fig. 1.  O ptical transmittance spectra and the corresponding band gap spectra (insets) of as-
electrodeposited and air annealed ZnO arrays. 
 
Probably, hydrogen beads adsorbed on the surfaces of substrates or on the growing ZnO 
crystals suppress adsorption of Zn2+ and OH--ions and therefore inhibit growth of zinc oxide 
arrays, which could be carried out as follows: 
 
Zn2+ + 2OH- → Zn(OH)2 → ZnO + H2O    
  (5) 
 
At less negative cathode potentials (U = -1.1 V for electrodeposited in potentiostatic regime 
sample 5 and Uon = -1.5 V and Uoff = -0.9 V for pulse plated sample 2 and more clearly for 
sample 6 deposited in the pulse regime at Uon = -1.4 V and Uoff = -0.8 V) current efficiency of 
the ZnO electrodeposition process increases, that can be seen from comparison of overall 
intensities of ZnO diffraction peaks for this samples (Fig. 2) and their current densities and 
charge-area ratios (Table 1). 
 
Required for acceleration of ZnO synthesis cathode reductions of nitrate-ions with creation of 
OH-- groups can be realized according to [13] as follows:  
 
NO3

- + H2O + 2ē → NO2
- + 2OH-           Eo = -0.21 V vs. saturated Ag/AgCl (6) 

 
NO3

- + H2O + ē → NO2↑ + 2OH-            Eo = -1.08 V vs. saturated Ag/AgCl (7) 
 
NO3

- + 2H2O + 3ē → NO↑ + 4OH-         Eo = -0.36 V vs. saturated Ag/AgCl (8) 
 
NO3

- + 7H2O + 8ē → NH4OH + 9OH-    Eo = -0.34 V vs. saturated Ag/AgCl (9) 
 
To our opinion, the most useful for ZnO deposition is cathode reaction Eq. (6), because 
processes Eq. (7) and Eq. (8) produce gaseous compounds whose adsorption can suppress 
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growth of ZnO, and reaction Eq. (9) is undoubtedly sophisticated multistage process as such 
as it consumes eight electrons. Therefore, high amount of NO3

--ions is a cause of the elevated 
thicknesses of samples 5 and 6. Enhanced structure of sample 2 as compared with sample 1 is 
evidently a result of such advantage of pulse electrolysis as suppression of additive cathode 
reaction Eq. (4), because it is impossible at Uoff, but during off-time ions NO3

- and Zn2+ can 
diffuse to the cathode and can be realized processes Eq. (6), Eq. (8) and Eq. (9) which are 
useful for creation of ZnO.  
 
Moreover, at on-time electrochemical reaction Eq. (7) and reduction of Zn2+ are doubtless: 
 
Zn2+ + 2ē → Zn                                       Eo = -0.98 V vs. saturated Ag/AgCl (10) 
 
So, during off-time internal electrolysis is additive possible way for creation of ZnO arrays 
through following heterogeneous chemical reaction: 
 
Zn + NO3

- + H2O → NO2
- + Zn(OH)2    

  (11) 
 
Table 2 shows structure characteristics of thicker ZnO layers. All ZnO arrays are 
nanostructured and characterized by little compressive stress (samples 2 and 5) or tension 
(sample 6). Lattice constants a are near value for single crystal ZnO of hexagonal 
modification, but the electrodeposited ZnO grains were elongated along c axis (according to 
JCPDS 36-1451, a = 3.250, b = 5.207).  
 
Table 2. Structure characteristics of the electrodeposited ZnO arrays. 

Sample number Lattice constant  
(Ǻ) 

    a                    c 

Average crystalline 
size t (nm) 

Lattice strain 
          Δd/d x104 

2 3.251            5.228 27  14.5 

5 3.249            5.226 54                3.5 
6 3.253            5.220             16 -36.8 

 
Comparison of preferable orientations has revealed (Fig. 3) that ZnO layer prepared in 
electrolyte with low concentration of nitrates (sample 2) has crystallites with random 
orientation. There seems to be main reason for such structure that the polar (002) crystal plane 
of the ZnO is capped by Cl--ions (from the KCl supporting electrolyte), which [1, 4] redirect 
the growth of ZnO. Sample 5 plated at direct current in NO3

--enriched electrolyte has two 
preferable orientations (002) and (103), probably because of influence of cathode reaction of 
hydrogen evolution by Eq. (4). Only sample 6 electrodeposited in electrolyte, which contains 
large concentration of NO3

--ions at pulse plating conditions has strong (002) preferable 
growth orientation in the c-axis direction. According to [1], increase of (002) reflection in 
relative intensity is consistent with formation of ZnO rod crystallites along c-axis. In [2-4, 6] 
judgment, such preferential growth in the (001) plane results in 1D nanostructure of ZnO 
arrays, e.g. nanowires, nanorods or nanopillars, that grow along the direction perpendicular to 
the substrate. 
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4. Discussion and Conclusions 

We have determined that for obtaining by electrodeposition of ZnO arrays preferential grown 
in the (001) plane it is necessary to diminish adsorption of Cl--ions and hydrogen beads on 
this plane. 
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Fig. 2.  XRD patterns of ZnO layers electrodeposited onto transparent conducting oxide coating glass 
substrates (* − FTO, × − ITO). 
It has been shown that such conditions are created in electrolyte that contains 0.05 M 
Zn(NO3)2 and 0.1 M NaNO3 during electrodeposition in pulse plating regime with 
rectangular impulses of cathode potential (20 ms on-time at Uon = -1.4 V and 30 ms off-time 
at Uoff = -0.8 V) on FTO-coated glass substrates. Therefore, in this work we for the first time 
have demonstrated the successful growth of 1D ZnO nanostructures by pulse plating without 
using of templates. The obtained ZnO arrays have to be the suitable layers for solar cells with 
extra thin absorbers. 
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Fig. 3.  Degree of texture perfection of electrodeposited ZnO arrays. 
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Abstract: Rope-pumps are a highly successful method of lifting water by hand in developing countries. The 
primary aim of this work was to develop a validated methodology to decide the most cost effective renewable 
power sources in order to fully automate the operation of the rope-pump for given well depth, volume of water 
required and environmental conditions in the proposed installation location. The renewable energy sources 
considered were a 150W photovoltaic (PV) panel and a 100W wind turbine, either used in isolation or in 
combination with a battery and motor, or direct drive to a motor, providing five viable systems for further 
consideration. All system elements and the rope-pump itself were fully characterised through experimental 
testing. Computer-based simulations incorporating environmental conditions for Lilognwe, Malawi, were used to 
provide a 15 year lifecycle analysis. Results show that the use of PV powered system can deliver water reliably, 
at the lowest cost. For validation purposes, each rope-pump system was also analysed with the environmental 
conditions found in Bristol, UK providing comparison results, indicating the approach is systematic and rigorous 
enough to provide an effective decision making tool for the installation of rope-pumps anywhere, provided 
environmental data is available. 
 
Keywords: Rope-pump, renewable power, system modelling, system selection. 

1. Introduction 

The rope-pump is a very simple type of water lifting device. The almost intuitive design is 
known by many other names including the paternoster (after the beaded prayer chain it 
resembles), liberation or rope-and-washer  pump.  It is a relatively recent development of the 
ancient chain-and-washer pump, which dates back two thousand years to feudal China [1]. In 
the 1980s the basic design was developed by numerous individuals [2, 3], taking advantage of 
low cost and versatile modern plastics to produce the modern rope-pump design, shown 
schematically in Fig.1. The rope-pump consists of a continuous loop of rope with plastic 
pistons spaced evenly along its length. When the rope is pulled up through the rising-main by 
a drive wheel located at ground level, the close fit of the pistons in the cylinder draws water 
up to a height of 30m potentially. 
 

 
Fig.1. Schematic of a Rope-pump Powered Manually using a Drive Wheel. 
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The hand powered rope-pump has been highly successful across Africa and South America 
mainly due to attributes such as a high achievable head, low starting torque, low installation 
cost, ease of manufacture and minimal maintenance. These attributes identify the rope-pump 
as the most appropriate type of pump for automation, providing the remaining system 
components for automation still allow water to be delivered reliably at low cost. An 
affordable automated pump would allow a greater amount of water to be extracted than would 
be possible by hand alone, and this has many implications societally and economically for its 
users in developing countries. The extra water could be used to improve levels of sanitation 
and increase crop yields. This in turn would improve nutritional levels and provide a potential 
income from the sale of excess produce. It would also free up the time of users, which would 
otherwise be spent manually lifting limited amounts of water. This time could then be used 
for education and other income generating activities [4]. Various types of power supply for 
the rope-pump have previously been explored in order to replace manual operation, including: 
water wheel, pack animal, internal combustion engine and wind-turbine. This research aimed 
to simulate the performance of a range of automated systems with two renewable energy 
power sources (PV panel and wind turbine) in order that an economically viable rope-pump 
solution can be selected for any specific location and given set of environmental conditions. 
 
2. Methodology 

Economic, social and environmental factors associated with technical hardware prove to be 
crucial to the success or failure of the final rope-pump systems. Frequent maintenance and 
additional control systems required are likely to make the system impractical in locations 
where the necessary resources are unlikely to be available. The importance of a simple 
system, with a minimal demand on local expertise and supply chains and one that is 
appropriate to both the hydrological, geographical and social environment is crucial, a point 
stressed by industrial contacts and made clear from reviewing existing rope-pump systems.  
 
A literature review, in combination with a dialogue with representatives of Solar-Aid (the 
main industrial contact on the project) identified the requirements of an automated rope-pump 
system, which were then summarised in a product design specification (PDS). Five system 
configurations capable of fulfilling this PDS were identified through a team-based exercise 
with all project stakeholders. These systems are shown schematically in Fig.2, and are a) 
direct connection of the motor to a PV panel; b) direct connection of the motor to a wind 
turbine; c) connection of the motor to a PV panel via a battery; d) connection of the motor to a 
wind turbine via a battery; and e) connection of both a PV panel and a wind turbine to the 
motor via a battery. The common component of all the system configurations devised is a 
suitably geared motor, but it would still be possible to decouple the motor from the rope-
pump drive axle and provide manual operation through a hand-crank. 
 
First, a theoretical force model for the rope-pump was developed based on a complete 
analysis of the frictional loads and energy flows present within the rope-pump. This could 
then define the electrical power and speed (gearing) requirements of the motor drive. Force 
and flow models were investigated empirically using a custom built motor driven rope-pump 
rig, designed to measure the rope tension, rope velocity and the discharge flow-rate, for two 
different pipe diameters and a range of heads up to 8m. The force model developed was found 
to be significantly more accurate than models proposed in previous literature, and the 
dependency of the flow-rate of the rope-pump on head and rising-main diameter was 
empirically confirmed to match an improved version of the model [5, 6]. The comprehensive 
treatment and analysis of frictional loads and energy flows within the rope-pump produced a 
key component of the system model performance model. 
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The remaining specific characteristic parameters of all system components were identified 
empirically from experimental testing; designed and built to accurately simulate the duty 
cycles of the components. The renewable energy power sources were chosen as a 150W PV 
panel (two RSM-75 from Shell Solar) and a 100W wind turbine with an axial flux generator, 
hand-built Hugh Piggott turbine type [7]. These system components were chosen due to 
availability and comparable (full) power rating to that of a human male, assuming a working 
duration of one hour. The wind turbine was fully characterised at different load conditions and 
wind speeds using a wind-tunnel providing new performance data for this turbine. Models of 
the motor, battery and PV panel were also identified and supported along with the turbine by 
empirical observations of their characteristics. The complete solar powered systems were 
tested under the local environmental conditions in Bristol, UK, but due to limiting wind 
speeds and radiation from the sun, the combined power sources had to be replicated using a 
power supply unit. A detailed description of the governing analytical equations and 
experimental characterisation for all system components is provided in [5] and [8]. 

 
Fig.2. Five Automated Rope-pump System Configurations Considered for Simulation Studies. 
From the comprehensive rope-pump system model, two computer programmes using 
MATLAB programming software were coded in order to investigate more efficiently a wide 
range of operational requirements for those systems with a battery and those without a battery, 
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as the computational stages are quite different for each. The computer programmes are 
provided in flowchart form (for one time-step) in Fig.3a) for those system configurations that 
use a battery, and Fig.3b) for those that do not i.e. directly driven by a motor, respectively. 
Together, these programmes are able to replicate the complete rope-pump system in direct 
drive or battery configurations, utilising a PV module and/or wind turbine as power inputs. 
 
The PV panel model is based on the characteristic equations, and only requires inputs which 
are available on standard datasheets as this allows for easy comparison of alternative modules 
within the system. The wind turbine was modelled by directly uploading results from the 
turbine characterisation testing into the computer program. The program inputs are the 
independent local parameters (such as head and local weather data) and parameters which 
determine the size of the system (such as pipe diameter and number and characteristics of 
solar panels). This allows for the flow rate, and therefore the water volume lifted, to be 
estimated based on the capital cost available, as capital cost was identified as the a key 
differentiating requirement in the PDS.  
 
A rigorous test regime showed the flow rates predicted by the computer model to be accurate 
to within 7% compared to the results from the experimental rope-pump. This is considered 
acceptable considering the unavoidable sources of error which would occur were the 
computer program to be used to size rope-pumps for use in the field. There are considered to 
be two major and unavoidable sources of error: firstly, the variation of local weather 
conditions from the average conditions used as program inputs will lead to the available 
power differing from the predicted values. For example, a decrease in the insolation available 
by 10% leads to a 4% decrease in the volume of water lifted for a direct drive PV powered 
system. Secondly, the empirical values derived for the pump and motor in the characterisation 
stage will not be identical for each rope-pump built. This is particularly true of the friction 
coefficient over the bottom guide, for which an increase from 1N to 10N leads to a 10% 
decrease in the volume water lifted for a head of 10m for a given internal rising-main 
diameter. 
 
3. Results 

The town of Lilongwe, Malawi and the city of Bristol, UK, are used as case examples for 
results analyses. Lilongwe is where the main industrial contact of the project, Solar-Aid, is 
based. Bristol is used to provide comparison data for presentation of the results and in order to 
demonstrate the robustness of the simulation software for a very different set of 
environmental conditions. The rope-pump is to be used to lift 1 to 10m3 of water per day from 
a well 10m deep. This is a volume that is more than can be reasonably lifted by hand and a 
suitable amount for a typical small rural institution such as a school or hospital in Malawi. 
The environmental data used in the simulations were taken from a number of online sources 
[9-11]. 
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Fig.3. Simulation Flowcharts for Automated Rope-pump Configurations, a) battery systems, b) direct 
drive systems. 
 
A 15 year life-cycle analysis was carried out for each of the five system configurations, 
including an additional variant of the direct driven rope-pump using a PV panel, called “A1–
tilt”, where the PV panel is manually oriented towards the direction of the sun periodically. 
The results of this life-cycle analysis for both Lilongwe and Bristol locations are shown in 
Fig.4. Where wind velocities are sufficient, the direct drive wind turbine rope-pump system 
has the potential to deliver water for the lowest cost (0.03US$/m3 from 10m) in Lilongwe. 
However, the starting speed of the tested wind turbine was 3m/s, and makes this wind turbine 
component unsuitable for use in Malawi. The cost per m3 of water lifted is capped at $0.14/m3 
for all rope-pump system configurations, and as Fig.4 shows, those systems using wind 
turbines in Lilongwe are the most costly. The use of a direct drive PV powered rope-pump 
system is then preferable as indicated by the low cost of A1. It is estimated that a direct drive 
PV system in Malawi weather conditions can deliver water at a cost of 0.05US$/m3, again 
from 10m well. This cost can be reduced further with the A1-tilt system, although this system 
is not fully automated. In all cases the use of a battery was found to increase the cost per cubic 
meter of water lifted despite the increased volume of water delivered. For the PV powered 
rope-pump system, the cost was increased by 20%, for example.  

a)  b) 
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Fig.4. Cost of Water Lifted for Each Rope-pump Configuration in Lilongwe, Malawi and Bristol, UK. 
 
Further results from the simulations are shown in Fig.5, where a daily volume of water in m3 
is provided for given inputted environmental data for a calendar year. These results are cost 
independent, and are purely performance based. Again, the solely wind turbine powered rope-
pump systems A2 and B2 are determined as non-viable configurations for Lilognwe, as they 
do not appear on this chart at all. Systems B1 and B3 seem competitive in terms of water 
lifted, but B3 uses the wind turbine, and therefore it does not contribute to the system power 
due to a 3m/s starting wind speed, and should be disregarded. Similarly, B1 uses a battery and 
therefore is more costly overall for initial investment and long-term servicing, as previously 
estimated. 
 

 
 

Fig.5. Daily Volume of Water from the Different Rope-pump Configurations for Lilongwe, Malawi 
Location (wind speeds in Lilongwe are lower than the cut in wind speeds for the tested turbine and so 
configurations A2 and B2 lift no water). 
 
The results for Bristol are demonstrative of the range of location conditions that the 
simulation software can accommodate, with the only requirement of satisfactory data sets 
used for cost and environmental parameters. Overall, the results are very different to 
Lilongwe, as expected. All system configurations are technically viable at some part of the 
year, as indicated by Fig.6. A direct drive (A2) or battery powered (B2) wind turbine rope-
pump configurations are the most cost effective as shown originally in Fig.4. 
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Fig.6. Daily Volume of Water from the Different Rope-pump Configurations for Bristol, UK Location. 
 
4. Conclusions 

Fully parameterised software, together with scalable hardware for physical testing of a variety 
of rope-pump systems has been produced in order to provide a decision making tool to select 
the most appropriate combination of system elements for technical and economic viability. 
The results shown confirm the simulation software has the flexibility to be applied to a variety 
of environments, duty cycles and rope-pump delivery requirements. An improved model for 
the rope-pump mechanical loads and flow-rates enables detailed specifications of sub-systems 
based around the rope-pump to be made, when previously a significant degree of trial and 
error was required. The method has been applied to different areas of the world to show the 
acceptability of other systems given their environmental data. 
 
The use of a battery as the primary load on the PV module or wind turbine allowed for the 
efficient matching of the IV curves of the power source with the IV curves of the load, 
leading to an average of 40% more water pumped per annum for PV powered systems. 
However, the inherently short life-span of the battery leads to high capital and component 
replacement costs which lead to the cost per litre of water lifted being an average of 20% 
higher for systems utilising a battery than for the direct drive rope-pump systems. In locations 
where water source reliability is a concern, a reservoir should be used instead of storing 
energy in a battery, if installation costs permit. There has been considerable interest in the 
solar powered rope-pump for use in countries that have high-average sunshine levels, since its 
conception in 2007 [4]. The simulation has confirmed that a battery is not necessary for such 
locations. Based on other findings of the project, the possibility of integrating a wind turbine 
with a rope-pump may be given greater investigation for certain locations for installation, but 
requires a range of alternative turbine types to be evaluated. For example, the use of a small 
vertical axis wind turbine may offer a promising alternative to the one tested in this study. 
 
There is potential for the computer program to be used by individuals and companies charged 
with the design and distribution of rope-pump systems. For this to be possible, the program 
would need to be loaded with weather data for a wide range of locations, and with power 
curves for a selection of available wind turbines. The process of selecting a PV module could 
also be improved if the program were linked to an available database of PV modules, such as 
that compiled by Sandia [12] removing the need to input a large amount of data from 
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datasheets. The program would be of most use in the early system design stages, to carry out 
feasibility studies for a number of system configurations. This will allow the user to determine 
the most suitable system for the location, which could then be designed in detail, with 
consideration given to the realities of component sourcing and maintenance. The modular 
nature of the program makes it possible to add additional ‘modules’. Any component which 
can be fully characterised could be added. A suitable module would be a small grain mill: an 
item commonly used in developing countries which requires large amounts of man power to 
operate and has the potential to be powered by alternative sources. There is also potential for 
adding additional power source modules, for example, a diesel engine. 
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Abstract: This paper presents a model for predicting the next-day energy production of a photovoltaic solar 
plant. The model is capable of forecasting the next-day production profile of such a system, merely by using the 
information obtained from the plant itself and the solar global radiation values for the previous operation days. 
This prediction is key in many photovoltaic systems in order to interact with conventional electrical grids. For 
example, Spanish legislation requires this type of information for large photovoltaic plants. In fact, the 
deviations from the predicted values are financially penalized. A three-stage procedure is used to build the 
model, which is capable of learning specific information about each facility and of using this information to fit 
the prediction. This model binds the use of regression techniques and the use of a special type of probabilistic 
finite automata developed from machine learning. The energy prediction yearly error is less that 20 percent 
which is a significant improvement over previous proposed models, whose errors are around 25 percent. 
 
Keywords: short term forecasting, photovoltaic energy production, machine learning 

1. Introduction 

Process forecasting has become a key tool in many areas, such as competitive electricity or 
economic markets. In the short term, forecasting the expected values of certain variables can 
be an important tool for optimal systems management and to decide on the best operation 
strategies. Forecasting energy production by large plants has thus become a requirement in 
competitive electricity markets. In the short term, expected produced energy can help 
producers to achieve optimal management and can also help to implement efficient operation 
strategies based on the best way of interacting with conventional grid. For example, since 
1998, the Spanish electricity market has moved from a centralized operational approach to a 
competitive on.  It encourages the deployment of solar plants with a financial penalty for 
incorrect prediction of solar yields for the next day. In this global market, energy generated by 
these systems for the grid needs to be predicted as accurately as possible in order to ensure 
that solar energy systems are truly penetrated in the electricity market. Forecast regarding 
energy production is necessary to manage and schedule electricity grids. This prediction will 
facilitate the use of these systems as distributed generators in grid connected photovoltaic 
systems.  
 
Estimating the energy generated by solar plants is difficult mainly due to its dependence on 
meteorological variables, such as solar radiation and temperature. In fact, photovoltaic 
production prediction is mainly based on global solar irradiation forecasts. The behavior of 
this variable can change quite dramatically on different days, even on consecutive days. This 
is because global solar radiation is not a deterministic variable due to the climatic conditions. 
Although the extraterrestrial solar irradiation -defined as the solar irradiation that reaches the 
extra atmospheric zones of the earth- is deterministic, once this irradiation penetrates in the 
atmosphere, different variable phenomena come into play and only a fraction of the 
extraterrestrial solar irradiation therefore reaches the surface of the earth. This fraction is 
known as solar global radiation. These phenomena include the presence of clouds in the 
atmosphere that can significantly reduce the solar irradiation reaching the earth. Accurately 
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forecasting the energy generated by these systems is difficult as solar radiation is the energy 
source of solar systems. 
 
In general, a wide range of statistical and artificial intelligence techniques have been 
developed for process forecasting. Statistical time series methods are based on the assumption 
that the data have an internal structure that can be identify by using simple and partial 
autocorrelation, [1], [2], [3], [4]. Time series forecasting methods detect and explore such a 
structure. In particular, ARMA (autoregressive moving average), ARIMA (autoregressive 
integrated moving average) models have been widely used. Artificial intelligence techniques 
and, in general, machine learning models have been also used for process forecasting, [5], [6], 
[7], [8], [9]. Different approaches have likewise been specifically developed for forecasting 
global solar irradiation, [10], [11], [12], [13], [14]. 
 
We propose a model that is capable of learning the important facts in the prediction of 
photovoltaic plants energy production. A new approach based on the use of probabilistic finite 
automata and multivariate regression analysis is proposed here for short-term forecasting of 
the production of solar plants. The forecasting model is built in three stages and has been 
previously used for short-term forecasting of hourly global solar radiation, [15], [16]. The first 
and second stages of the procedure are used to identify and capture the significant information 
for predicting the production of a photovoltaic plant and to build the model using this 
information. In the first stage, the most significant independent variables are selected by using 
a multivariate regression analysis. In the second stage, probabilistic finite automata are built 
using the significant variables obtained in the first stage. The next values of the dependent 
variable are predicted using an algorithm for short term forecasting which is based on the 
information stored in the built model. In the third stage, the next-day solar energy production 
forecasting is calculated using the estimates values in the second step and the parameters of 
each solar photovoltaic plant. The methodology and the proposed model are described in the 
second section. In the third section, the results obtained when the model is used for next-day 
energy production forecasting in photovoltaic plants are presented. The conclusions of the 
paper are presented in the last section. 
 
2. Methodology 

This paper seeks to propose a model for forecasting next-day energy production in grid 
connected photovoltaic plants. The model is based on the model developed for short-term 
forecasting of hourly global solar radiation described in [15]. We propose the use of several 
independent variables to build the model; these variables are usually available in large 
photovoltaic solar plants: irradiation values and temperature. Moreover, specific parameters 
of the plant, such as power installed, orientation and tilt of the panel arrays, have been 
included in the final model. The model is built in three stages. 
 
In the first stage, statistical techniques are used to determine the most significant information 
among the independent variables used. Using this information, the data are divided into 
different groups and for each group the new significant variables are determined. In the 
second stage, a special type of probabilistic finite automata is built for each group taking into 
account the significant variables of the group. In the third stage, the model of prediction is 
used for forecasting the energy produced by the photovoltaic solar plants for the next day. 
 
The mathematical model proposed to store the information contained in solar irradiance is 
based on the use of a special type of probabilistic finite automata (PFA). The use of this 
mathematical model is envisaged to select both the most meaningful information included in a 

2870



stationary continuous time series and the information obtained from other sources. A detailed 
description of this model can be found in [15].  
The power generated at the output of the inverter, PAC can be estimated using the expression: 
 

 

PAC = ηinv * Pm
STC *

Gβ

1000
* (1+ γ * (Tmod − 25))   (1) 

 
where, ηinv is the efficiency of the inverter, Pm

STC is the power generated by the photovoltaic 
generator in standard conditions of radiation and temperature (1000W/m2, 25ºC), Gβt is the 
global irradiance on the surface of the modules (W/m2) – β is the inclination of the modules, γ 
is the temperature coefficient of Pm, and Tmod,t is the module temperature. In the case of 
monocrystalline silicon, the value of the coefficient γ is 0.48%/ºC (these type of modules are 
used in all the facilities analyzed). 
 
The irradiance on the surface of the modules is the most difficult parameter to estimate using 
Eq.(1). Moreover, this parameter presents a seasonal trend due to the changes in the relative  
sun-earth position. Using the values of clearness index is proposed to remove this seasonal 
trend. This parameter is estimated using the following expression: 
  

 

kt =
Gt

G0,t

   (2) 

 
where Gt is the global irradiance (Wh/m2) at time t and G0,t is the extraterrestrial solar 
irradiance at time t (Wh/m2); the expression for estimating G0,t can be found in [17].  
 
2.1. First stage 
In the first stage, the following linear regression model is estimated using ordinary least 
squares : 
 

 

kt ,d = β0 + β1kt ,d −1 + .β2kt,d −2 + .β3kt ,d −3 + β4S1,t,d + β5S2,t,d + β6ST3,t ,d + Error   (3) 
 
where t means time, d means day and Si , i=1,2,3, are three dummy variables to represent the 
season to which the observation kt,d belong (only three dummy variables are used to avoid 
multicollinearity problems). Among these independent variables, the most significant variable 
for predicting the next value of clearness index is used for splitting the observation into G 
groups. For each one of these groups, the Eq.(3) is again estimated to determine the 
significant variables of the group.  
 
2.2. Second stage 
For the observations of each group, a special type of probabilistic finite automata is built 
using the significant variables of the group. The continuous variables need to be discretized to 
use this model.  A static discretization method has been used. The range of each continuous 
variable has been divided into q equals intervals. Several values of q have been proved for 
each group in order to select the best discretization, taking into account the performance of 
the probabilistic finite automata in the short-term forecasting of clearness index. The 
proportional mean prediction error (PMPE) has therefore been estimated, i.e. 
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PMPE =
| kt ,d − kt ,d

* |

kt,dt=1

N

∑    (4) 

 
where N are the number of observations in each group and kt,d

* is the predicted value of 
clearness index. 
 
2.3. Third stage 
In the third stage, the values of solar irradiance Gt are estimated from the values of clearness 
index predicted using the PFAs built in the second stage. With these values, the power 
generated at the output of the inverter is estimated using the Eq. (1). For evaluating the model, 
the mean prediction error for these values has been estimated, i.e.: 
 

 

MPE =
| PAC ,t

t=1

N

∑ − PAC ,t
* |

PAC ,t
t=1

N

∑
   (5) 

 
3. Data 

The data used have been recorded from four photovoltaic plants installed in different Spanish 
locations. The data used for these facilities are the following: power generated at the inverter 
output, irradiance on the surface of the modules and modules temperature. Moreover, the 
season to which each observation belongs has been included. Table 1 sets out a summary of 
the characteristics of each facility. 
 
Table 1. Description of the data used. 

Location Latitude/Longitude Peak power 
(kW) 

Inclination 
of modules 

Data 

Location 1 43.30/-1.95 14.08 kW 20 01/10/2009-10/12/2010 
Location 2 43.18/3.00 13.86 kW 20 01/10/2009-10/12/2010 
Location 3 43.37/-1.85 20.16 kW 30 01/11/2009-10/12/2010 
Location 4 43.37/-1.85 20.16 kW 30 01/11/2009-10/12/2010 

 
 
4. Results 

In the first stage, the linear regression model, Eq. (3), has been estimated using the ordinary 
least square (OLS) for the data of each location. In all cases, the most significant variable 
proves to be kt,d-1, that is the clearness index for the same hour at the previous day 
(significance level=0.05). 
 
Using this variable, the observations of each location have been split into 5 different groups 
depending on the value of this variable. The model, Eq. (3), has been estimated by OLS for 
each group.  
 
Table 2 summarizes the significant variables for each group, taking into account the values of 
the t-statistic for a significance level of 0.05, for Location 3. As can be observed, these 
variables differ depending on the group. This result is similar for all locations. 
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Table 2. Significant variables for each group of observations (Eq.1, significance level=0.05) for 
Location 3 

Interval  Significant variables 

[0.0-0.2[ Kt,d-2, Kt,d3, S3,t,d 
[0.2-0.4[ Kt,d-2, Kt,d-1, S3,t,d 
[0.4-0.6[ Kt,d-2, S3,t,d 
[0.6-0.8[ Kt,d-2, S1,t,d 
[0.8-1.0] Kt,d-1, Kt,d-2, S1,t,d 

 
A probabilistic finite automata (PFA) has been built for each location and group of 
observations using the significant variables and the procedure described in [15]. Using these 
PFAs, the values of clearness index have been estimated. The values of irradiance at the 
surface of the modules are also obtained using these estimates and the Eq.(2) . Finally, Eq.(1)  
is used to calculate the power generated at the inverter output for each instant and the daily 
profiles are also obtained. The mean prediction error has been estimated using Eq.(5) for the 
power generated at the output of the inverter for each location. These values are reported in 
Table 3. 
 
Table 3. Mean prediction error of the proposed model. 

Location 1  Location 2 Location 3 Location 4 

0.18 0.14 0.17 0.16 
 
5. Conclusions 

We have developed a model to predict the energy that a photovoltaic solar plant will produce 
for the next day. This model only uses the information obtained in the own plant and the 
values of solar global radiation for the previous operation days. A three stage procedure was 
used to build the model.  The model is estimated using the data from each facility and is 
capable of learning specific information about each facility and of using this information to fit 
the predictions.  
 
This model binds the use of regression techniques and the use of a special type of 
probabilistic finite automata developed from machine learning. The mean prediction error of 
the energy predictions is less that 20 percent which is a significant improvement over 
previous proposed models, whose errors are about 25 percent. 
 
Further research would lead to further information that is usually available at large grid-
connected photovoltaic plants being included in the model   
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Abstract; the goal of this paper is to use the solar power to charge Lithium-ion (Li-ion) batteries, pulse width 
modulator (PWM) control method is implemented to design and build a solar battery charger prototype. 
Maximum power point tracking (MPPT) is used in the photovoltaic (PV) system to maximise the PV output 
power, irrespective of the temperature and irradiation conditions. MPPT system, consisting of a buck-type dc-dc 
converter, which is controlled by a microcontroller unit, is implemented. It is presented a model for the lithium-
ion battery (Li-Ion) that is suitable for computer simulation. The used model can be easily modified to fit data 
from different batteries. The simulation results achieved by using Pspice programs and are in good agreement 
with the experimental results. These results allowed demonstrating the reliability and validity of the proposed 
MPPT technique. The battery charger prototype was tested and the results obtained allowed to conclude about 
the conditions of permanent control on the battery charger. 
 
Keywords: dc-dc converter, maximum power point tracking, microcontroller, photovoltaic systems, solar battery 
charger 

1. Introduction 

Photovoltaic sources are used today in many applications such as battery charging [1], light 
sources [2], water pumping [3], satellite power systems [4], etc. Since PV modules still have 
relatively low conversion efficiency, the overall system cost can be reduced using high 
efficiency power trackers which are designed to extract the maximum possible power from 
the PV module (maximum power point tracking, MPPT) [5]. The main goal of this paper is to 
study the use of solar power to charge lithium-ion batteries.  In the literature, many battery 
charging techniques are investigated and proposed [6]-[7]. These methods use a variety of 
battery characteristics like voltage and temperature to achieve a s afe and fast charging 
process. However, in this paper a simple maximum power point tracking technique, known as 
Voltage MPPT (VMPPT) [8], is simulated and constructed. The implementation and 
simulation of the proposed method uses a low-cost, low-power consumption microcontroller, 
which controls a buck type dc-dc converter and performs all control functions required by the 
MPPT process and battery charging. 
 
Due to their high energy densities and long life times, Li-Ion batteries are increasingly used in 
systems such as portable electronics, electric vehicles [9], etc. 
 
2. Description of system 

The photovoltaic charger system consists of four subsystems, each with its own function. 
These four subsystems are connected in accordance with the block diagram shown in Figure 
1. The first subsystem consists of solar panel of polycrystalline PV module from Solarex. This 
PV module has a rated power of 12 Watt and is formed by 18 photovoltaic cells connected in 
series. Second subsystem is charger unit which includes a dc-dc converter controlled by a 
PWM signal. Dc-dc converter is formed by two switches and an input and output filter [10]. 
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Third subsystem (control unit), consists of a programmable interface circuit (PIC) 
microcontroller, model PIC18F4585, and an integrated circuit (IC), SG3524. PIC 
microcontroller is a high performance 8-bit reduced instruction set code (RISC) architecture, 
operates from 2V to 5.5V belonging to 40 pi ns family and IC is a 16 pin PWM switching 
regulator.  

  
Fig.1.Equivalent circuit of solar cell 

 
However, when it is connected to an external supply a current  called diode current will be 
present. A solar cell is usually represented by an electrical equivalent one-diode model [3] 
with a series resistance, as shown in Fig.1. The model contains a current source  one diode 
and a resistor .The net current is the difference between the photocurrent  and the normal 
diode current . The diode current is given by equation (1). 
 

     (1) 

 
Where: 

=diode current (strongly dependent on temperature); 
=voltage imposed across the cell; 

m =Ideal factor (ideal: m =1; real: m > 1); 
= Thermal potential =   

= Series cell resistance; 
 
Where 
K: Boltzmann constant, K =1.38X10-23J / K; 
 T : cell temperature in K  
 q : electric charge of electron, q =1.6X10-19C . 
hence net current  is given by 
 

                                         (2) 

 
2.1. Charger Circuit 
Fig.2 gives a general description of the charging unit block. A dc-dc converter consists of a 
number of storage elements and switches that are connected in a topology such that the 
periodic switching controls the dynamic transfer of power from the input to the output, in 
order to produce the desired dc conversion. The two fundamental topologies of dc-dc 
converters are the buck and the boost converter as described [11]. The purpose of the dc-dc 
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converter is to transform a DC voltage from one level to another. This is done by varying the 
duty cycle, ∂. Dc-dc converters have two distinct operating modes; continuous conduction 
mode (CCM) and discontinuous conduction mode (DCM). The paper takes the advantage of 
dc-dc converter working in CCM. 
 
The low pass filter (LPF) is a simple RC filter where the capacitor is in parallel with the load. 
The combination of resistance and capacitance gives the time constant of the filter: 
 

                                                                                           (3) 
 
The cut off frequency is given by 
 

                                                                                           (4) 

 
2.2. Electrical Model for Li-ion Battery 
The duration of the battery cycle is the total amount of discharge-charge cycle that a battery 
relieves before more power cannot be hold. The energy of the battery, expressed in Watt-hour, 
Wh, is the product of the capacity and the voltage of the battery, V. Fig.2 represents an 
intuitive and comprehensive electrical battery model. 
 

 
Fig.2 Equivalent circuit models of Li-ion battery 

 
Where, 
E = Internal voltage, V; 
 E = Constant voltage, V; 
K = Polarization voltage, V; 
Q = Battery capacity, Ah; 
A = Exponential Voltage, V; 
B = Exponential Capacity, Ah-1   

The terminal voltage  is given by equation 5 
 

                                  (5) 
 
3. Simulation results in Pspice 

The use of Pspice is very useful in cases where there is the need to determine the values of 
voltage and current circulating in the circuit, in order to investigate the range of values of 
some components, or even just to make changes in topology.  With the help of this simulation 
program it was possible to build a basic circuit of a step-down switching regulator with duty 
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cycle ratio control. The circuit is depicted in Fig.3 and allows the modulation of the dc-dc 
converter. Specification of the used components may be consulted in as shown below; 
 
Voltage source 
V0=V1=V2=10Vdc 
 
 Resistances 
R1=4kΩ          R4=5kΩ 
R2=4kΩ          R5=5kΩ 
R3=15kΩ        RPV=15Ω 
 
DC-DC Converter components 
C1=10μF 
L1=300μH 
C2=100μF 
Q1 -MOSFET 2N6660 
Diode - D1N5817 
 
IC SG3524 components 
C3=5nF 
C4=100nF 

 
Fig.3–Step-down switching regulator circuit 

 
Two schemes were simulated for both  = 20 Ω and  =40 Ω. It is assumed that the 
circuit is working on the MPPT point and that all the results obtained depend of it. The value 
of  ,output voltage of the solar panel is tending to this operation point which allows 
predicting that the circuit is being controlled: without knowing the value of the output voltage 
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and current the system evolves to the maximum power rate that the PV model allows VMPPT 
algorithm. There is a permanent control of the system duty cycle ratio control. Another 
important aspect worth to look at is the ripple value of the voltage corresponds to the solar 
panel output voltage. In Fig.4 the maximum ripple obtained is nearly 3% of the voltage value  

 = V, which means that capacitor, C1 is well dimensioned. 
 

 
Fig.4variation of   and Vref   for   = 20 Ω 

 
Fig.4 presents the result of the difference between  and  The PWM signal gives us the 
final idea that the system is, in fact, being controlled. Variation of   ,  and   are 
given in Fig.5 
 
Fig.5 presents the voltage and current that is present in the load (  = 20 Ω ),this resistive 
load reflects the ideal conditions for the charging process, taking into account the technical 
specifications of the chosen battery, presenting very good values for voltage   = 4.1V  
and current    = 205mA. The initial conditions (  =4.8V and =240m A )  

 
  

Fig.5 variation of I ( ) and V ( ) at  = 20 Ω 

Fig.6 presents current in inductor and voltage across diode for  = 40 Ω.. Current in 
inductor is always  the converter is in CCM. When current in inductor decreases, the 
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diode is forward biased and hence converter is working correctly. This figure shows that 
current in the circuit is well dimensioned: current  does not go to complete zero which 
allows the circuit to work in CCM. 
 
Fig.7 presents voltage across the resistance  = 40 Ω. Although the voltage is too high for 
the conditions stated in this paper and so the system is no longer controlling the ratio power 
between the input voltage sources which simulates the solar panel for the resistive load. 
 

 
Fig.7 Voltage across load resistance  = 40 Ω 

 
Fig.8 presents the situation where the system is being controlled for  = 20 Ω contrasting 
to Fig.9 where   = 40 Ω, the control is practically inexistent. If current is lower than 
150mA the system loses  control and starts deficient control which shows that the 
current limit for control is achieved. 
 

 
Fig.8 variations of , and   = 20 Ω 

 
Fig.9 variations of , and   = 40 Ω 
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Fig.10 presents the maximum power transfer rate that operating in the maximum power point 
the solar panel provides, more or less . Therefore, the representation of the 
solar panel by an ideal voltage source and resistance is reliable for this system. 
 

 
Fig.10 PV Output Power 

 
Fig.11 and Fig.12 presents the power across the 20 Ω and 40 Ω load, respectively. In the 
individual graphs it is possible to look at the power loss:  = 20 Ω  the system presents a 
power loss for  20 Ω load resistance  ≈1.2-0.85=0.35W and power loss for  40 Ω load 
resistance  ≈1.2-0.89=0.31W . With these results it is possible to conclude that the system is 
not ideal, even referring to a simulation program. Nevertheless, regardless of the load value, 
the system presents power conservation: the final power value achieved is very similar in both 
cases even if the system with  = 40 Ω    loses control. 
 

 
Fig.11 Load Power  = 20 Ω     

 

 
Fig.12 Load Power  = 40 Ω     
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4. Conclusions 

The use of Pspice simulation program allows a better understanding of the system behavior 
when in the presence of variable loads. It can be generally stated that while the system is 
represented by a load of  = 20 Ω, it allows a controllable system. The duty cycle ratio 
control is a constant premise. For this reason the values obtained at the output of the system 
voltage and current are the ideal ones for an optimum battery charger in this case, optimum 
values for the type of battery chosen. Although the losses presented in the system, probably 
due to losses of the transistor switching and internal resistance, the system presents a very 
good behavior and a faithful representation of what will happen in reality. Since system is 
very sensitive to load variations. The system starts losing control for load values above 40 Ω 
presenting a load voltage higher than the one allowed to correctly charging the Li-Ion battery.  
The maximum voltage value in the load that allows the duty ratio control of this system is 
close to 5.2V. 
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Abstract: Growing energy demand, increase in carbon emissions due to increase in fossil fuels it becomes 
imperative for developing regions like South Asia to switch to non-conventional sources of energy. Being 
naturally blessed with the renewable energy resources it becomes easy for these countries to switch. The best 
resource to be harnessed in the region is the solar energy through Photovoltaic technology. The best part about 
this technology is its suitability for remote area rural electrification which is the need of hour in the region 
Access to electricity is essential to bring about equitable economic development in sustainable manner. But, 
there exist barriers which hold back the development of renewable energy resources. While some countries in 
this region like India, Sri Lanka and Bangladesh have been able to develop the markets for PV, other countries in 
the region are yet to develop policies and programs. Financial initiatives as a result of policy push have major 
role to play in developing the market. Un-electrified rural population being very high in this region, the countries 
like Nepal, Bhutan Pakistan and Maldives which seeks to develop the market can learn from the success stories 
of these countries. 
 

Keywords: Photovoltaic, South Asia, Policy, Rural development 

1. Introduction 

Energy consumption is an indicator of socio-economic development of the country. With the 
increasing energy demands coupled with global warming and energy security issues, it 
becomes imperative for all the countries to switch from conventional carbon based fuels to 
low carbon sources of energy. This is especially important for the developing countries which 
are on development path. South Asia is one such region. It is on one hand, one of the major 
economic hubs of the world, and on the other, is home to a quarter of total world’s population, 
majority of them in rural areas. Major portion of the population of this region still remains 
devoid of electricity due to infrastructural in-capabilities, high investments required for the 
development of infrastructure This holds back the development of this part of world. 
Abundance of sunshine throughout the year makes Photovoltaic (PV) technology a suitable 
and viable option to provide off-grid and decentralized electricity solutions is a long term cost 
effective solution that can help in equitable development. It also gives added advantages like 
rural employment, future energy security, and clean environment. Governments in India, 
Bangladesh and Sri Lanka have taken several steps ahead to create markets for this 
technology, through policy intervention in rural areas and there have been successful stories 
as well. While, Bhutan, Nepal and Maldives are still far behind in the development of market 
for the technology and can learn from successful stories of neighboring countries to develop a 
self sustaining market in their regions.  

The purpose of this study is to bring out the advantages and impacts of policies on 
photovoltaic technology through various successful stories that can help in rural development. 
Also, to understand what are the various financing mechanisms developed for creating 
market. To achieve this purpose the objectives of this paper are:  

 To conduct a cost-benefit analysis of the technology with the conventional sources 
 To understand the existing PV deployment in the rural regions of South Asia  
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 To learn about the available financial incentives and schemes for its deployment. 
 To understand the barriers in market development  

 
2. South Asia  
 
2.1. Current scenario 

The South Asian region, which comprises of Bangladesh, Bhutan, India, Maldives, Nepal, 
Pakistan, and Sri Lanka1 is home to more than 1.5 billion people, reaching almost close to a 
quarter of the world’s population [1]. This geographical region is currently experiencing a 
rapid growth in energy demand, associated with economic growth and industrialization. 
Despite, such a growth, there is a huge gap between demand and supply of electricity. Table 1 
and figure 1 together summarizes the current scenario. Nearly 613.9 million people in this 
region are un-electrified in this region (IEA/OECD 2009) consisting mainly of the rural 
region. This issue, further, is strongly linked to other major issues of poverty, education,   and 
health and hygiene. The electricity production in this region is through coal, petroleum and 
crude oil imports [2]. Countries like Bangladesh and India do have substantial reserves of 
natural gas, coal and petroleum, despite that substantial amount is imported for sustaining the 
commercial and industrial sector for meeting the growing demands. Maldives, on the other 
hand, rely 100% on imported refined petroleum. Pakistan, Nepal and Bhutan, derive most of 
its energy needs through hydro and biomass. Pakistan is still heavily dependent on oil 
imports. All over in the region, hydro is mainly deployed for commercial power generation; 
biomass obtained from forests supplements the household energy needs of rural population. 
This is followed by small hydro and very miniscule amount of solar PV. Conventional fuels 
that are common among rural population are kerosene and diesel that are offered at highly 
subsidized rates. A study by UNDP shows that this region has medium to high Oil Price 
Vulnerability Index (OPVI)2 point for all the countries. It has been found that the divergence 
of large amount of national investments towards the fuel imports side-lines the social 
development. Also, huge dependence on the foreign oil imports leads to insecurity of energy.  

 Table 1: Summary of South Asian countries energy scenario[3,4,5,6,7] 

 

2.2. Solar energy deployment 

South Asia being a tropical region is abundantly rich in solar energy, receiving an average 
solar radiation of 4-4.9 kWh/m2 [8]. The most important contribution of this source is in the 
decentralised and off-grid power supply to the remote rural areas where grid connectivity is 
not possible. This will not only contribute to the rural development but also the equitable 
                                                            
1 Afghanistan, though a part of South Asia has not been considered due to unreliability of data 
2 Oil price vulnerability index (OPVI). It is calculated with the help of three indices economic strength, 
economic of performance and economic growth with low share of oil 

Country 
Land area 
(sq. km) 

Total 
Population 
(million) 

Energy 
production 

(Mtoe) 

Population 
without electricity 

(millions) 

OPVI Index 

Bangladesh 1, 47, 570 158 21.26 95.7 High 
Bhutan 38,394 0.6  0.6804 NA Medium 
India 32,87, 263 1123 450.92 403.7 Medium 

Maldives 8, 59, 000 0. 3 NA NA High 
Nepal 1, 47, 181 28 8.53 16.5 High 

Pakistan 8, 03, 950 162 63.64 68 High 
Sri Lanka 65, 610 19 5.08 4.7 High 
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social and economic development of the rural parts, thus contributing to the overall 
development of the country as a whole. 
 

 
Fig. 1: Graph showing the total un-electrified population in South Asia. Data for Maldives is 
unavailable [9] 
 
2.3.  Photovoltaic technology 

Photovoltaic (PV) is the technology through which the solar power can be harnessed. 
Photovoltaic is the array of cells, commonly known as solar cells, which convert solar energy 
into electricity. The commonly used end use applications of solar PV in rural areas are Solar 
Home Lighting Systems/Solar Home Systems, Solar Lanterns, Solar Street Lighting Systems, 
Solar PV Water Pumping system. These applications are put in use for various purposes like 
residential, rural communities, schools and hospitals electrification, for micro enterprises, 
water pumping, signalling remote telecommunication, captive power generation, back up 
power generation, urban applications, highway lightings and many more.  
 
2.4.  Choice of Solar PV as preferred technology 

Harnessing of this resource is suggested above other resources because of the reliability, 
modularity and free and easy availability of the resource in the region, unlike wind, biomass 
and hydro energy which are highly site specific. The two most important benefits are: 
1. It can be used for rural electrification in remote areas. This is the most potential reason for 

the South Asian countries to adopt this technology. 
2. The fuel cost is zero and no fuel supply linkages are required as in biomass [Refer to 

Table 1].  
This reduces the dependence on the fossil fuels and the large drain of money due to imports of 
fuels. Besides these, it is a silent process of energy generation and the installation of the 
technology does not require large space. In case of roof-tops it uses the unused spaces on the 
roof. It is easy to install and maintain; produced and consumed at the same place so no 
translocation charges. PV modules can be added to increase the capacity as needs grow. 
 

3. Methodology 

Literature study was done firstly to understand the basic energy scenario in each country 
through primary and secondary research. Stakeholder discussions and sector knowledge of the 
experts was also taken as secondary research that provided the dynamic of the sector. Open 
ended structured questionnaires were prepared and were mailed to the organizational heads in 
different countries. Questionnaires prepared for the countries were based on the current 
situation and the literature survey done during previous research. Two sets of questionnaires 
were prepared. One set was for India, Sri Lanka and Bangladesh and another set was for 
Pakistan, Bhutan, Maldives and Nepal. 13 respondents were mailed the questionnaire, out of 
which only three responded. These respondents belonged to Nepal, Bangladesh and Sri 
Lanka. Due to weak responses to the questionnaire the analysis for Bhutan, Pakistan and 
Maldives was based on the data collected during literature survey and stakeholder 
consultation.  
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The values taken for conducting cost benefit analysis has been mainly taken from the  Indian 
market since the facts say that the market is most developed in India. The calculations are 
based on the study done by International Energy Studies in 2004 [10]. The results obtained 
would be used as a representative data for the region to understand the cost and benefits of the 
technology. The calculations have been carried out in USD with the conversion factor of 
44.45, as per the currency conversion rate in April, 2010. 
 

Thus, results produced are primarily based on the articles, reports, research papers, 
publications, stakeholder discussions and sector knowledge of experts. Various international 
conference presentations by national experts of different countries were also used in 
understanding, documenting, analyzing the PV market. The results have been produced in 
both quantitative and qualitative form.  
 
4. Results and Discussions 

4.1. Cost-benefit analysis of the technology with the conventional sources 

The Cost Benefit Analysis (CBA) has been carried out between the off-grid solar PV rooftop 
and conventional power plants (thermal power plant, diesel and natural gas power plant) that 
would be providing the electricity to the un-electrified region through grid connection.   
 
4.1.1. Total Cost of generation 

Figure 2 compares the total cost of generation (TCoG) from four different fuel plants. TCoG 
for off-grid PV is found to be greatest among the four i.e. $ 0.4719/kWh followed by Diesel 
power generation and natural gas. It has come least for the coal generated power i.e. $ 
0.0509/kWh. Higher TCoG of solar PV is mainly because of high capital cost of the 
technology.  

 

Fig. 2: Comparison of cost of electricity generation profit 
 

4.1.2.  Net Profits 

Figure 3 and 4 compares the net profits on the cost of generation for electricity derived from 
the conventional and PV power plants before and after internalising the environmental cost, 
respectively. The costs have been calculated over the useful life of the plants. The useful life 
of Off-grid PV, coal power plant and natural gas power plant is 25 yrs [11]. It is found that 
that net profits over the remains positive in all the cases but it is higher by investing in off grid 
solar PV. Long-term profits further decrease in case of investments in conventional plants 
when environmental cost is internalized. Diesel power plant could not be assessed due to the 
lack of data but it can be understood with the combustion properties of diesel the NPV tends 
to come down if environmental cost in internalized.  
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Fig. 3: Net profit before internalizing environment cost; Fig 4: Net Profit after internalising the 
environment cost 

4.1.3. Net present value 

Figure 5 shows that the net returns of today’s investment in the PV project. Results show that 
investments in PV deployment would fetch greater returns than investments today in 
conventional plants.  

 

 
Fig. 5: NPV of various power generators 

 

4.2.  PV deployment 

Table 3 and figure 6 are the summary of the PV installations done in South Asia. Out of all 
the PV off-grid installations, the most popular end use application is the Solar Home lighting 
Systems (SHSs). It has been installed in almost all the countries in South Asia. It is followed 
by the distribution of solar pumps. It is used in India, Bangladesh and Nepal. It is followed by 
solar lanterns distributed mainly in the rural areas which are un-electrified. Street lighting 
systems which has found more urban application is in use in India. In Bangladesh, it is still in 
the discussion phase. Over the years, with the developing market the number of installations 
has also increased. Thus it can be concluded from the above table and graph that PV market is 
most developed in India, followed by Bangladesh and Sri Lanka 
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Fig 6: Total SHS installations in South Asia 

 

Table 3: Various end use applications of PV 

                    System installed                 In demonstration phase                  Not installed                 Data unavailable 
 

4.3. Financial incentives available 

Table 4 summarises various financial incentives offered in the South Asia region. The PV 
market set up in South Asia so far has been set up mainly in three countries: India, Sri Lanka 
and Bangladesh.Although, the market is small yet, it is growing up. The majority of the 
market share is that of  off-grid installations. The two main financial mechanisms  which have 
been effective in this market segments are : 
 

Table 4: Off-grid financial schemes for PV 
Country Off-grid Schemes 

Micro credit System  Capital Subsidy Interest Subsidy 

Bangladesh    
India     

Sri Lanka    
Nepal    

Bhutan    
Pakistan    
Maldives    

                    Practiced                Being discussed                 Not practiced                  Data unavailable 
 

Micro-credit System: This is mainly practiced in Bangladesh and has been successful in 
creating the rural market in the country. A community participation initiative taken on the 
basis of trust to make repayments of loans has been very successful in developing rural sector 
of the country (See figure 7). Initiative taken by the Grameen Bank in Bangladesh has helped 
the rural market to grow rapidly. It is interesting to note that today the villagers have 90% 
shareholding whereas; the government has 10% share holdings. 
 

Capital Subsidy: This financial mechanism is practiced in India and Sri Lanka (See figure 8). 
While in case of India the subsidy given is supported by the Government, in Sri Lanka the 
subsidy given is supported mainly by the international support. The international support 
given to Sri Lanka for the promotion of Solar Home Lighting Systems had actually crossed 
the target set for installations and has been a major reason of success in the rural sector. 
 
The above two financial models have been succesful in revolutionising SHSs in the respective 
countries and  creating the market. Soft loans have also been extended to the consumers for 
achieving the targets of SHSs installations in Sri Lanka and India. Soft loan scheme is a 
interest subsidy scheme where interest charged on loan is lower than the prevailing market 
interest rate. It was introduced in India in the year 2002-2003 for financing the purchase of 

Country 
Solar Home lighting 
Systems (SHS) Solar Lanterns 

Solar Street lighting 
systems Solar Pumps 

Bangladesh     

India     
Sri Lanka     

Pakistan     
Bhutan     
Nepal      
Maldives      
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solar photovoltaic systems by various categories of users. This is slowly replacing the upfront 
capital subsidy schemes which need huge budgetary support from the government. 
 

 
       Fig 7: Micro-credit model                                          Fig 8: Capital Subsidy Model 
 
 
4.4.  Barriers  

Table 5 summarises various barriers country wise. The two common barriers in the promotion 
of PV market in the South Asian countries are lack of R&D sector focussed on solar energy 
development and the funds availability. Also the people awareness and the availability of 
technologies are other barriers which hold back the growth of the market. Political 
inconsistency is one of the prime concerns of the funding given by the international funding 
agencies. But, with a successful example of Bangladesh one can learn that with more of 
people’s willingness and interest in taking initiatives market could be created. Lack of 
information about the resource, needs, appropriate technologies are also major issues in 
developing the markets especially in Bhutan, Nepal, Maldives and Pakistan. Lack of suitable 
financing schemes has also held back the development of PV market in countries like Bhutan, 
Maldives and Pakistan.  

Table 5: Barriers in various countries for PV 
Barriers  Bangladesh  Bhutan India Maldives Nepal  Pakistan  Sri Lanka 
Financing schemes        

R&D  
Lack of Information           

Funds availability        
Institutional 
Framework              

Political instability              

Barrier Exist  Barrier doesn’t exist  Information unavailable 
 

In all these countries though the PV technology is used for the off- grid power generation yet, 
either the contribution compared to grid power is miniscule or nearly zero. SHSs have found 
easy way in the market because of affordable incentive schemes and favourable policy 
environment. In Bangladesh because of its properties like modularity, easy maintenance and 
with Self Help Group (SHG) practice in Bangladesh, the banks have been ready to provide 
loans for installation. The main policy push comes from the government, thus government 
plays a major role in penetration of the technology. The financial schemes to create and 
support the off-grid market like capital subsidy in India and Sri Lanka and microcredit system 
of Bangladesh made it easy for the rural consumers to meet their power demands and easy 
down payments have been supported by government. Central funding is still an issue as many 
countries are not able to afford the same. Besides, it is also seen the government does not 
allocate the funds for the development of solar energy technology and its harnessing.  
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5. Conclusion and Recommendation 

The policies initiatives for flexible and easy flow of cash have a major role to play in the 
proliferation of PV technology into the market, especially when the market development is in 
the nascent stage and is dominated by the rural population. While in case of India and Sri 
Lanka, capital subsidy and soft loans succeeded to generate the market for Solar Home 
lighting installations, micro-credit system model succeeded in Bangladesh to develop market 
among rural sector. This has also helped in generating rural employment and averting poverty 
by promoting cottage industries. This, keeping into consideration the large un-electrified 
population,  and increase in PV market through installations of SHS in India, Bangladesh and 
Sri Lanka, it is very much possible for other countries in South Asia to learn from the 
neighboring countries and work towards development of market. There are several 
disadvantages considered for the technology like it cannot be used during cloudy and rainy 
seasons and that its output is not comparable to the conventional sources but it is the 
government through policy should encourage capacity building and R & D to overcome 
barriers. Also, at the initial stage government should also provide lucrative offers to bank to 
promote adoption of PV at easy interest rates. This would not only help in building rural 
market but would also boost rural employment and avert other social issues. 
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Abstract: A mobile telecommunication sector has experienced a rapid growth in Libya  and Al-Madar Al-Jadid 
is one of  largest companies  providing services in this sector.   Currently, PV systems are widely used  for 
powering remote GSM communication stations in the country and number of Al-Madar Al-Jadid communication  
stations powered by such stand-alone PV systems  was about 135 in 2009.  A Simulink Matlab model was built 
to dynamically simulate the operation of the stand alone PV system powering one of Al Madar Al Jadid remote 
communication stations in desert conditions, taking into account variation of  insolation and ambient temperature 
during a day.   The results of mathematical modelling on t he producible and produced power, charging and 
discharging battery power and the state of charge of the battery bank are in a good agreement with real 
experimental data recorded on the station with the use of a data-logger. Results obtained   clearly indicated that 
the existing system, including PV panels  and the electrical storage,  is excessively large for the current electrical 
demand on the station and therefore could be reduced in the size by a factor of two.   
 
Keywords: Stand alone PV systems, Modeling stand alone PV systems, Powering mobile phone stations by stand 
alone  PV systems. 

1. Introduction 

The use of PV systems for powering remote communication stations is rapidly expanding in 
both developed and developing countries [1].   In  Libya  the photovoltaic power has been in 
use for  the stations of communication networks since 1979.  The use of the PV technology 
instead of diesel-generators reduces  ope rational costs, since there is no need for fuel 
transportation, and is exhaust gas emissions (CO2 and NOx) free. 

A typical PV system generally consist of an array of  PV panels (a solar generator), an energy 
storage, which is very important for stand-alone systems, a power conversion system made of  
DC/DC converters and inverters,  and an associated power flow control.   

Dynamic modelling the operation and interaction of all system components, especially the PV 
generator and the electrical storage, is very important for the system assessment and its sizing. 
Mathematical models should be  validated against the performance of the actual system in 
order to evaluate its accuracy and then can be used with a confidence to predict the overall  
performance of similar systems with different sizes. In this study, the PV generator and the 
electrical storage made of battery banks have been modelled in the Libyan environment using 
Simulink Matlab software and then the model results were compared to experimental data 
collected in one of Al-Madar Al-Jadid standalone communication  stations.   

2. Methodology 

2.1. Modelling of the stand-alone PV system 
The system model combines two sub-system models, the PV model and the battery storage 
system model, see figure 1. The model does not take into account the influence of air flow, 
due to its complexity, and calculates the DC output power of the PV array (PPV) in watts as 
function of the solar irradiance, the PV cells temperature and the ambient temperature. The 
DC power output of the PV array is used as input data in the battery storage model. The 
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battery model simulates a lead-acid battery bank and calculates the electricity flow for 
situations when batteries are charged or discharged and also the surplus and deficient power 
values.   

                                                                             
Fig. 1.  The schematic of the electrical storage and electrical interface model 

2.2. PV generator model 
In order to achieve the best performance the PV modules must operate at the maximum power 
point (MPP). There are several methods to calculate DC power generated by the PV system 
and  in this work this value was calculated as [2]:   

,Τ×Α×Ν×=Ρ GmgPV η               (1)  

where ηg is the instantaneous efficiency of the PV system, Am is the area of a s ingle PV 
module (m2), GT is the global irradiance incident on t he titled plane (W/m2) and N is the 
number of modules. 

In the modelling it was assumed that connection and wiring losses and all other energy losses 
in the PV system are negligible. 

The instantaneous efficiency of the PV generator is given as 

( )[ ]rcTRrg Τ−ΤΒ−×= Τ1ηηη .     (2) 

Here ηr is the PV generator reference efficiency, ηTR is the efficiency of the maximum power 
point tracker (MPPT), Tc is the solar cell temperature (°C), Tr is the solar cell reference 
temperature (°C) and BT is the temperature coefficient, ranging  from 0.004 to 0.006 per °C 
for a silicon cell. 

The PV cell temperature is expressed as  [3]: 
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where Ta is the ambient temperature (°C), UL is the overall heat loss coefficient (W/m2 °C), τ 
and  α is the transmittance and the absorbance coefficients, respectively,  of the PV cell.   

In this investigation  the simplified mathematical model of the PV generator has been adopted 
in Simulink Matlab in order to calculate  the DC power output and this model is based on the 
following equation [4]:   

 ( )( ) ,1 __ PVMPPrefccTVVPV S ηση ×Τ−Τ+Α××=Ρ ΡΡ    (4) 

where PPV is the DC power output of the PV generator, S is the solar irradiance incident on 
the surface of the solar cell, ηPV is the efficiency of the PV generator, APV is the area of the 
PV modules, σT is the temperature coefficient, Tc is the solar cell temperature, Tc_ref is the 
reference solar cell temperature and ηMPP_PV  is the efficiency of the MPP tracker. 

The input data for the Simulink Matlab model consists of the irradiance, the ambient 
temperature, the temperature of the cell, the area of the modules and the reference solar cell 
temperature. The Simulink Matlab model simulates the PV generator when it is working at the 
MPP.  

The temperature of the PV cells is a f unction of the weather conditions and the PV cells 
characteristics. The PV cell temperature (Tc) is given as [4]: 

( ) 





 −×Τ−Τ×+Τ=Τ

9.0
1__

PV
refarefc

ref
ac S

S η
,             (5) 

where Sref  is the reference solar irradiance  and Ta_ref  is the reference ambient temperature.    

2.3. Electrical storage   system model 
The battery storage system, shown in figure 1, has been adopted from [6]. It is relatively 
simple model but is sufficient to achieve  the purpose of these investigations, which is  
evaluation of  t he power flow between the PV generator and the load and  ba tteries and 
between batteries and load when it is necessary to compensate the shortage in the power 
production. The model is based on a time resolution of 60 minute to simulate the generated 
power, the load demand, the electrical storage and the power losses in the inverters and the 
power electronic equipment. The model is a generic  and can simulate different sizes of the 
electrical storage system by changing the nominal voltage of the system VB and the storage 
capacity CO.                                                             

The nominal DC voltage output VB of the battery in the model is set to be  48 V to match the 
battery used in the Al Madar Al Jadid  telecommunication station.  The storage capacity CO of 
battery bank of PV system used in the stations of Al Madar Al Jadid is 5964 Ah. The state of 
charge SOC can be defined from documentation provided by the manufacturer. It is 
recommended not to discharge the battery completely  in order to increase the life span of the 
battery and to avoid the very high drop of the battery voltage. Manufacturers commonly 
recommend the SOC from 20% to 80% of the storage capacity CO. However, in this model, 
SOCmax and SOCmin are taken as 100% and 20% of CO, respectively, to guarantee an 
acceptable battery's lifetime (i.e. SOCmax=5964 Ah and SOCmin= 4771.2 Ah). It is 
recommended in the provided technical documentation  that the maximum allowable 
discharging current  should be equal to C/5 and that the maximum charging current should be 
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equal to C/10. Thus, in the battery bank  the maximum allowable discharging current IDmax 
and the maximum allowable charging current ICmax are 1192.8 and 596.4 A, respectively. 

Charging and discharging currents at any time (t) vary depending on the shortage or surplus in 
the available DC power from the PV generator, though, in order to ensure efficient 
performance of the battery, a charge controller limits these currents to the maximum and 
minimum amounts, IDmax and ICmax, respectively [5].   

The surplus power P+ at any time is the difference between the power of the PV generator 
(PPV) and the electricity demand of the load PLoad at the same time [5]: 

,LoadPV Ρ−Ρ=Ρ+   DPV Ρ>Ρ                      (6)                                                                                                                                                                                      

where PD is the electricity demand of the site at any time.  

However, when the power produced by the PV generator PPV is less than the demand, then a 
shortfall in power P− can be calculated as follow: 

,PVLoad Ρ−Ρ=Ρ−   PVD Ρ>Ρ                       (7) 

The surplus power produced by  the PV modules is used to charge the battery bank, unless it 
is already fully charged; the batteries charging current (ICO) is limited by the charge controller 
to the maximum allowable charging current ICmax and SOC must be equal to or less than 
SOCmax. The charging current ICO is calculated as [5]: 

( )
,1

Β

Β+ ××Ρ
=Ι

V
c

co
εε

                          (8) 

where εC is the charge controller efficiency (it is constant and equal to 0.98 in the model) [5]; 
εB1 is the AC/DC converter efficiency, though it varies insignificantly with the load, it is  
assumed to be constant at 0.9; VB is the system and the batteries voltage and  equals to 48 V.  

In the event when the power required by the demand exceeds the generated power  the current 
from the battery IDO contributes to compensate this shortfall power. IDO is  

( ) ,2BCB
DO V εε ××

Ρ
=Ι −                               (9) 

Here 2Bε  is the efficiency of the DC/AC converter or inverter [5]. 

The change in the battery capacity CD with a period of time of Δt can be calculated as: 

( ) DC CtC −∆×Ι=∆ ,                                   (10) 

The battery state of charge SOC at any time t is calculated by the following equation: 

( ) CSOCSOC tt ∆+= −1 ,                              (11)                                                                                                    

2894



where SOC(t−1) is the battery’s SOC at the time earlier than t, which is limited by the values of 
SOCmin and SOCmax.  

The PV generator sources the load and charges the batteries during the day. In sunny periods, 
when the batteries are  fully charged there will be more power produced than it is required. 
Therefore, the surplus power is dissipated in the Simulink model. The power demand supplied 
by the batteries at any time is calculated as [5]: 

CBBDbatt V εε ×××Ι=Ρ 2                             (12)                                   

On the other hand, if there is surplus power P+ and SOC = S OCmax or ICO > ICmax, the 
dissipated power Pdiss will be determined as 

Β×
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=Ρ VC
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diss εε 1

    For    (13)         

The model calculates the SOC for every minute taking into account  the charging and 
discharging currents determined  in equations 8 and 9, the maximum and minimum limits of 
the charge, SOCmax and SOCmin, respectively. The power drawn from the battery CD at any 
time estimated by multiplying ID by Δt in hours. However, the efficiency of discharge at high 
rates is considerably lower than 100%, so the  accurate  discharge efficiency can be calculated 
as [6]: 

,
α

tC D
D

∆×Ι
=   10 ≤≤α                           (14)   

where α is the discharge efficiency determined as [5]: 
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It has been assumed  in the model that the value of α cannot exceed the value  w hich  
guarantees that the maximum charge removed from that battery at any time period Δt does not 
exceed the product (ID · Δt).  

Although the same phenomenon is present during charging process, it does not significantly 
affect the efficiency of charging, especially with the charge current limited to C/10 (as 
highlighted earlier). So, such the  effect has been neglected in the model.   Consequently, the 
change in battery capacity CD during any time period Δt is calculated as 

( ) Dc CtC −∆−Ι=∆                                  (16)                                                                               

Thus, the battery SOC at any time t is calculated using the following equation: 

( ) CSOCSOC tt ∆+= −1 ,                            (17)                                          

Here SOC(t−1) is the battery’s SOC at the time earlier than t and is limited by the values of 
SOCmin and SOCmax.            
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3.  Experimental Part 

Al Madar Al Jadid Company started using PV panels for power supply of stations in 2005, 
when 6 new stations were built in a r ural areas and the General Company of Electricity 
refused to power these new sites since some  of them were away from the national grid and 
the grid network in the vicinity  of others were not powerful enough. The PV systems were 
supplied and installed by Total Company using  Ericsson a sub-contractor. The PV systems 
and batteries with the voltage of 24Vdc were used to power the stations directly without 
DC/AC conversion. Recently, the network of Al Madar Al Jadid Company has expanded to 
cover rural regions, oil company sites and  roads in the desert area. A project to built  350 
stations including 135 sites powered by PV panels, was developed and accepted in 2009. The 
new stations  will have  AC air conditioning, so it is necessary to use DC-AC inverters.   

The GSM station which was chosen to be used for evaluation  in this study is located in the 
vicinity of the main road connecting country’s north and south parts and is about 50 km away 
from the national grid.  The actual data used in this study is acquired  at  the location of the 
station using a laptop base data acquisition system. The data has been collected over three 
times periods, namely in January, April and  July.  
 

4. Results and discussion 

During numerical investigations the  average hourly performance of the PV system was 
modeled  for three periods, namely January, April and July, and then the  theoretical results 
were compared with the corresponding experimental data. The climatic conditions were taken 
from NACA collected data and the highest discrepancy between theoretical and experimental 
results was observed in modeling of operation in January period. Even so, the theoretical 
model provides acceptable accuracy in simulation the performance of the PV system.    

The load entered into the Simulink Matlab model is an actual load for the real PV generator 
operating in Libyan winter conditions.   

Although the solar radiation on a  horizontal surface in winter, particularly, in January and 
December is not high, the solar radiation on an inclined surface is fair and at noon reaches the 
level of about  700W/m2. The high value of the geometric factor for January and December 
months causes an increase in the solar radiation on inclined surfaces.   

Figure 2 illustrates the DC power that can be produced by the PV generator. Overall, the both 
theoretical and experimental curves have the same trend and the output power, which is 
represented by the area under the curves, is almost equal. The main difference is that the 
curve of the experimental output power is shifted in time and the PV system starts to generate 
power at about 8:30 am and not at 7.30 as predicted by simulations. This is because of 
satellite data on solar irradiance used in this study which is hourly data for a fixed period from 
7:30 to 16:30 for 12 months of the year. 
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Fig. 2.  Producible PV power 
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Fig. 3.  Producible and produced PV power 

Figure 3 shows the actual power produced by the PV generator and how much power is lost 
as a result of over sizing the PV system. The sum of the power consumed by the load and 
received by the electrical storage is about  a half of the total producible power.   

It can be seen in figure 4 that the simulated battery charging curve is very similar to that of 
the experimental results. In both theory and experiment the batteries receive power as soon as 
it is started to be generated by the PV panels and it demonstrates that the power consumed by 
the load is very small compared to the power generated. On the other hand, the batteries are 
fully charged within few hours, because of the low power discharge, which is result in the 
huge capacity of the battery bank comparing with the load consumption.  However, it can be 
observed from the experimental curve in figure 4 that the batteries charging is continued until 
the end of the day to compensate battery self-discharging process. 

0 5 10 15 20
0

1000

2000

3000

4000

Time (hr)

P
o

w
e

r 
(W

)

 

 

Theoretical.

Experimental.

 
Fig. 4.  Charging power 
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Fig. 5.  Discharging power

Figure 5 presents the theoretical and experimental results on the  battery discharging. As it 
can be seen from this figure, the curves are close, except at the beginning and the end of the 
day. Theoretically, the load is supplied either by the PV generator or the electrical storage; 
while in the real system, the shortage in the power from the PV generator is compensated by 
the power from the battery and this is reason for discrepancy between theoretical and 
experimental curves.  

Figure 6 shows the SOC and processes of charging and discharging power in the summer 
period. It can be observed in this  figure that, the batteries are fully charged within few hours, 
due to the small power drawn by the load during the night time. That emphasizes the 
excessive capacity of the battery bank compared with the load consumption. 

As it is  highlighted above, the power produced by the PV panels is disproportionately large  
when compared to the load consumption and the electrical storage. On the other hand, the 
capacity of the electrical storage is also very large with respect to the power consumed by the 
load. As a result, the deficit in the power is always zero. The dissipated power, which is 
represented by the red colour section  in figure 7, is approximately two thirds of the total 
power that can be produced if the capacity of the battery bank is large enough, whereas the 
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produced power, which is represented by the blue colour section, is only about one third of 
the total power.  
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Fig. 6.  State Of Charge of the battery bank 
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Fig. 7.  The beneficial and the dissipated 

power
5. Conclusion 

In this study the performance of standalone PV systems in telecommunication stations has 
been numerically evaluated. The simulation results illustrated that there is a considerable 
amount of the producible power is dissipated due to the over sized PV panels which can 
produce much more electricity than that could be stored in batteries bank. On other hand, the 
power drown from the battery bank at the normal rate is small and does not exceed 3% of the 
total stored power, which demonstrates the excessively large capacity of the electrical storage. 
Although zero solar radiation situations are very unlikely to have place such scenario taking 
place for 24 hours was simulated in order to calculate the power supplied by the battery and 
the SOC of the battery bank. The results from the simulation of such the scenario showed that 
only 10% of the total stored power is drawn from the battery in the winter, autumn and spring 
seasons, and in summer period this value is 11% of the total stored power.  These results 
emphasize the large capacity of the battery bank. As a result of series calculations,  it is found 
that the 60%  of the existed PV modules area and 50% of the electrical storage capacity would 
be sufficient for powering the station. This would also result  in significant reduction (by 
about 50%) of  the capital cost of the PV system. 
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Abstract: Instability of electricity supply in Sudan is an increasing problem, especially in the capital and other 
larger cities. Commercial users such as hotels are looking for alternative solutions in order to be able to deliver 
adequate standards to their guests. In this study we investigate and optimize combined PV/Diesel system as a 
main electricity source for a hotel. There is significant potential for the use of the photovoltaic solar energy in 
countries like Sudan which receive abundant amounts of solar radiation around the year; the present work aims 
to design a rooftop photovoltaic solar system, or a hybrid system (Solar and Diesel) to produce 88100 kWh/yr of 
electricity for Rosa Park Hotel in Khartoum. The aim of this feasibility study was to find economic and useful 
combinations between Diesel and PV systems based on actual electricity consumption data of the hotel, taking 
into consideration both economic and environmental system aspects. 
The study shows that, the PV systems can be used independently or together with the Diesel generator as a 
replacement energy resource. Due to the high initial cost of the installation of a PV stand-alone systems, the 
economic optimizations shows that a combination of a relatively small Diesel aggregates with a PV system can 
result in low system costs taking advantage of free and clean solar energy of PV and the system flexibility of a 
Diesel system.  
 
Keywords: HOMER, Hybrid system, Photovoltaic Solar Energy, Renewable Energy, Sudan. 
 
1. Introduction 

Sudan Fig.2 is a country located in northeastern of Africa, with high solar radiation, according 
to Abdeen, (1997), the average sunlight hours in the capital– Khartoum - range between 8.7 
hours per day in July and 10.5 hours per day in February [1], this gives a yearly average of 
sunlight hours 9.92 per day, and around 3600 hours/year. On the real side: the country faces a 
serious problem of instability of electricity supply especially in the capital and the main big 
cities. The hydro-power generators could not feed their rated electricity supply mainly in the 
rainy season - April to October - because of the accumulation of the mud in the dams. There 
are some other factors that make the problems of electricity supply and demand in urban areas 
bigger than similar problems in rural areas, such as the constant increase of population and 
building density. 
 

           
Figure 1: Map of Sudan [2] 

 
The aim of this study is to find out how the solar energy can be used to produce electricity for 
a hotel in Sudan, the task is to design a stand-alone PV system, and a Solar/Diesel system, and 
then to compare those regarding cost-effectiveness and environment. 
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1.1. Rosa park hotel 
Rosa Park Hotel is a new four stars hotel located at the city center of Khartoum, there are 66 
rooms spread across five floors, In addition to the health club service and fitness center. 
 

       
Figure 2: Photos from Rosa Park Hotel. [3] 
 
1.2. Photovoltaic System 
For this study, a commercial polycrystalline silicon solar cell was chosen at offered fixed 
price for the installation. Besides the solar cells, there are other important components in the 
PV-system, such as the inverter that is used to convert the direct current DC from the solar 
modules to alternating current AC, in our case synchronous with the grid. Furthermore, due to 
the variability of sunshine on both daily and seasonable basis, the mismatching between the 
production and the consumption of the electricity must be balanced by a battery system. [4]. 
 
1.3. Methodology 
The methodology that we used for this study included the preparation of the inputs and 
calculations that are required for the simulation process. These inputs can be technical 
specifications of the PV panels, batteries, generators, etc., or the characteristics of the plant 
size, such as the weather data of the area where the system will be build on, the solar radiation 
density to which the plant site is exposed and the annual average temperature of the specific 
area. Also the economical inputs such as the capital costs and costs for replacement, operation 
and maintenance of the different equipment are of great importance for the financial 
evaluation. 
 
A commercial software HOMER (Hybrid Optimization Model for Electric Renewables) was 
chosen for simulation purposes. HOMER is a computer model first developed by National 
Renewable Energy Laboratory, (USA-DOE). It is based on hour to hour simulation and this 
gives possibilities to control the battery status and to determine the sizing of the batteries [5]. 
The program determines the energy production for a given system over a defined period and 
calculates investment and operational costs. Because of the possibility of handling multiple 
inputs, HOMER can in short time calculate a multitude of optional system solutions and by 
that way an optimal system solution can be found. 
 
2. Energy specifications 

2.1. Electrical loads 
The primary load distribution is essential for the designing process because the variation of 
the load through the day and night will affect the number of PV panels, and hence the 
capacity of storage battery and inverter: 
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- There are different loads for different seasons, the load will be 300 kWh/day for the 
tourists season (from October till February), and 200 kWh/day for the normal season 
(from March till September). 

- The power consumption will vary according to the daily activities, for example; most of 
the work in the kitchen, rooms cleaning and the laundry used to be during the day.  

 
The following tables show the loads for the two seasons per hour during day and night. 
 
 

Table 1: The load of the tourist season 
Time Load 

kW  
Time Load 

kW 
Time Load 

kW 
Time Load 

kW 
00:00 - 01:00 3.0  06:00 - 07:00 7.0   12:00 - 13:00 20.0  18:00 - 19:00 15.0   
01:00 - 02:00 3.0  07:00 - 08:00 10.0   13:00 - 14:00 25.0  19:00 - 20:00 15.0   
02:00 - 03:00 3.0  08:00 - 09:00 15.0   14:00 - 15:00 25.0  20:00 - 21:00 10.0   
03:00 - 04:00 3.0  09:00 - 10:00 15.0  15:00 - 16:00 25.0  21:00 - 22:00 8.0  
04:00 - 05:00 3.0  10:00 - 11:00 15.0 16:00 - 17:00 25.0  22:00 - 23:00 6.0  
05:00 - 06:00 3.0  11:00 - 12:00 20.0  17:00 - 18:00 20.0 23:00 - 00:00 6.0  

 
Table 2: The load of the normal season 

Time Load 
kW  

Time Load 
kW 

Time Load 
kW 

Time Load 
kW 

00:00 - 01:00 2.0  06:00 - 07:00 3.0  12:00 - 13:00 13.0  18:00 - 19:00 10.0   
01:00 - 02:00 2.0  07:00 - 08:00 6.0  13:00 - 14:00 18.0  19:00 - 20:00 10.0   
02:00 - 03:00 2.0  08:00 - 09:00 10.0  14:00 - 15:00 18.0  20:00 - 21:00 8.0  
03:00 - 04:00 2.0  09:00 - 10:00 10.0  15:00 - 16:00 18.0  21:00 - 22:00 4.0   
04:00 - 05:00 2.0  10:00 - 11:00 10.0  16:00 - 17:00 18.0  22:00 - 23:00 3.0   
05:00 - 06:00 2.0  11:00 - 12:00 13.0  17:00 - 18:00 13.0  23:00 - 00:00 3.0   

 

2.2. Solar radiation 
The average global solar radiation on the horizontal surface for each hour of the year will be 
needed for designing a PV system in a specific location. Here for this study, the solar plant 
was suggested to be located in Khartoum in Sudan at a location of 15° 31' N latitude and 
32° 35' E longitude. The hourly solar radiation data was obtained from the NASA Surface 
Meteorology and Solar Energy web site [6]. The annual average of the daily solar radiation on 
a horizontal surface for this area is 6.31 (kWh/m2/d). 
 
3. Optimization  

By feeding the software with the required basic input data, HOMER starts the work by 
running an hourly simulation of all possible configurations of different system types, and 
performs energy balance calculations for each hour in the year. The optimization process 
generates a list of configurations, sorted by net present cost, which can be used for the 
comparison of the different system design options [7]. An example is shown in Figure 3. 
Three main types of system solutions have been investigated: PV stand-alone system, Hybrid 
system (PV + Diesel) and Diesel generator system (reference case). The size of PV system, 
Battery system and inverter system is depicted in Figure 3. 
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Figure 3: Optimization results generated by Homer.   
The headers in Figure 3 have the following meanings:  engin - diesel engine, H3000 means 1 set of  storage 
battery type of Hoppecke 24 OPzS (3000 Ah), Conv. is for converter, Ren. Frac. is for Renewable fraction of 
generated electricity, and Batt. Lf. is for battery lifetime, besides the symbols of PV panel, diesel engine, battery 
and converter are also included. 
 
3.1. Economic parameters 
The investment costs are described in Table 3. The costs include the hardware, the installation 
on the site and the connection to the grid. Beside the initial investment, we have to take into 
account replacement of equipment which is worn out. Hence replacement costs are added to 
the generation cost, when the lifetime of equipment has been reached. For batteries, the life 
time is different depending on the number of charging cycles and depth of the discharge. This 
is the reason for varying battery lifetimes in different systems. The time frame of the financial 
analysis of this project is 25 years. The interest rate was taken to 6 %. 
 
The economical evaluation of the project can be calculated based on the inputs of financial 
aspects, which include the cost of the system components that the hotel’s owner will pay, and 
on the other hand the benefits that the owner will earn from the projects.  
 

-  Projected Benefits = Value of Generated Electricity + Value of Excess Energy                                                    
+ Value of CO2 Reduced 

- Electricity Costs = Capital Costs + Replacement Costs + Periodic Costs. 
 

The annuity calculations of all the benefits, the costs and also the Net Present Value were 
done based on assumed 25 years lifetime of the PV panels. The lifetime of the batteries is 
varying according to their use (see sect. 3.2.2) and the life time of the inverter is 15 years. 
Replacement costs are shown in Table 4. 
 
3.1.1. Value of electricity 
For the evaluation purpose of this system, we will use the electricity price that is achieved by 
the Diesel generator as a reference in order to calculate the projected benefit – because Diesel 
generators are widely used to produce the electricity in the areas of instable electricity supply. 
Therefore, According to the summary of the results in Table 7 the annual saving due to the 
electricity production is: 

   = the generated electricity through the year (kWh/yr) * Diesel generated electricity price ($)  

   = 88100 kWh/yr * 0.251 ($/kWh) = 22113.1 ($/yr).  

Eventual excess energy (which is produced by the stand-alone system) is assumed to be sold 
to neighbors for the price of diesel-electricity. 
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Figure 4: Monthly Average Electric Production for the three different System solutions.  

3.1.2. Value of emitted CO2   
The reduced amount of CO2 by the energy system has an economical value, due to the taxes 
that will paid for each kg of CO2 that is emitted, even if there are at the moment no policies 
that control the emission of  CO2 in Sudan. The value for the CO2 reduction is set to 15 $/ton.  
 
3.1.3. Capital cost 
Table 3 below shows the capital cost or the specific purchase price of the different 
components of the system (PV systems, Storage Batteries, Inverters and Diesel Generator): 
 

Table 3: The Capital Cost 
Unit Size Capital Cost   Ref. Unit Size Capital Cost  Ref. 

PV panels 1.0 kW 5000  $ [8] Inverters 1 kW 746.4  $ [10] 
Diesel 

Generator 
1.0 kW 972.7  $ [9] Batteries 1 set (3000 Ah) 1088.2  $ [11] 

 
The PV panel’s cost that mentioned above is the total cost of the system including panel, 
installation, connection to the house and so on, the panel’s cost is about half of that. 
 
3.1.4. Cost of Replacement, Maintenance and Fuel 
The replacement cost is the cost of equipment that is purchased to replace a component when 
its lifetime is shorter than the project time set for this financial analysis. The solar cells have 
not to be replaced, but the inverters will be replaced after 15 years, battery’s lifetime indicated 
in Figure 3. Battery’s lifetime is greater when using PV standalone than the other systems 
because the number of batteries that used is four times greater, also the battery’s annual 
throughput (the amount of energy that cycled through the battery bank /year) of this system is 
two times greater.  Table 4 shows the replacement cost of the different components: 
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Table 4: The inputs of the specific Replacement Cost 
Unit Size Replacement Cost  Unit Size Replacement Cost  

PV panels 1.0 kW 0 Inverters 1.0 kW $  746.4  
Diesel Gen. 1.0 kW $  680.9 Batteries 1set (3000 Ah) $  1088.2  

 
The operating and maintenance (O&M) cost of the PV panel is expected to be $0.45 per 
m2/year, [12], Table 5 shows the maintenance cost for the rest of the components: 
 
Table 5: The Inputs of the Periodic Maintenance Cost  

Unit Size O&M Cost $ Unit Size O&M Cost  
PV panels 1.0 kW $4.09/yr Inverters 1.0 kW 0 

Diesel Gen. 1.0 kW $0.078/hr Storage Batteries 1set (3000 Ah) $20/yr 
 

The total operating cost is the sum of the annual operation and maintenance cost, and the 
annualized replacement cost for remaining time of the equipment. The price of Diesel used in 
this study was selected based on the actual market price of 2006, for gasoline and Diesel in 
northern Kurdufan which was approximately (1.35 $/gallon), while the cost in villages is 
about (1.44 $/gallon) [13]. The total annual O&M costs are shown in Figure 3, showing the 
large difference between PV stand-alone at the Diesel system. 
 
4. Results 

A summary of the optimized results of the different categories are listed in Table 6. Based on 
the results, the selected economical evaluation methods will be discussed as shown below. It 
is interesting to note, that the Hybrid system shows the lowest Net Present Value of all the 
systems investigated. The systems are compared by means of three types of cost analysis, all 
three calculated using standard methods and standard definitions: 

- Net Present value NPV 
- Payback Period (straight payback) 
- Levelized Cost of Energy (COE) 
 

Table 6: Summary of the Simulation Results 
System Ann. 

Saving $ 
NPV  $ Payback 

period  
Levelizd 
COE ($) 

Excess 
Electricity  

CO2 Emission 
kg CO2/kWh 

PV Stand-alone  29774.1   433729 13.1   yr 0.399 18.6  % 0 
Hybrid System 24031.8   279380 8.3   yr 0.251 0 0.507 

Diesel Gen. 22113.1   284672 5.0   yr 0.251 0 0.879 
 

The annual saving is based calculated from the amount of the electrical energy produced per year and 
delivered to the hotel and in the case of the stand-alone system also to the neighbors. This is multiplied 
by the cost of electricity produced by the Diesel system (which is 0,251 $/kWh). 
 

4.1. Net Present Value NPV 
As shown in Table 7, the initial cost of the PV Stand-alone system is the highest among all the 
systems-almost 3 times compared with the hybrid system, and more than 8 times compared 
with the Diesel system. However, the PV system uses no fuel, and the other systems pay from 
$7000 and $12000 per year, respectively. Also, Diesel generators need to be replaced 
approximately 4 times during the project’s lifetime. The storage battery holds for about 14 
years in the stand-alone system; it needs to be changed 2 times at least for the other systems. 
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At the end of the project’s economic running time, the total NPV of the PV stand-alone 
system is only about 1.5 times of both the hybrid and the diesel systems total NPV cost. 

 

Table 7: The details of the NPV cost. 
 Initial Capital $ O&M Cost $ Annual Fuel  $ Total NPV $ 

PV Stand-alone system 387 064 1 204 0 433 729 
Hybrid System 137 703 335 7 014 279 380 

Diesel Generator 47 430 266 12 285 284 672 
 

It can be seen that the NPV-analysis has a limited effect on the economical evaluation on the 
two systems (stand-alone and the hybrid), in spite of the big difference in the initial costs. 

 
4.2. Payback period 
The payback period can give an indication to the investor how fast he can get his money back. 
From the data of Table 6, one can notices that while the minimum time that is needed to 
recover the investment cost of the hybrid system and the Diesel generator system are 8.3 and 
5 years respectively, the stand-alone PV system needs 13.1 years to recover its cost. 
 
 

4.3. The Levelized Cost of Energy COE 
The levelized cost of energy COE gives the average cost of producing one kWh of electricity, 
including all the different cost contributions. Table 7 shows that the PV stand-alone system 
has the highest COE per kWh ($ 0.399), while the COE of both Diesel and hybrid systems are 
the same ($0.251). This seems to be reasonable in respect to the NPV-levels of the systems. 
 
4.4. Sensitivity analyses 
In such analyses, the results are strongly influenced by the quality of the input. Therefore, 
sensitivity analyses can illustrate this influence. In our study, we have increased the oil price 
by 20 % , and reduced the PV panels cost by 20 %.  In all cases, there was no change of the 
ranking of the three types of systems, but of course the gap becomes smaller. The Hybrid 
system turns out to be the system with lowest COE (0.25 $/kWh) in both cases, the PV stand-
alone system remaining the system with the highest COE (0.359 $/kWh). 
 
5. Discussion and/or Conclusions 

Three categories of the power systems are suggested by this study to solve the instability of 
the power supply of Rosa Park Hotel in Khartoum, and to replace the grid/Diesel current 
options.  From the simulation results, and the analysis of the annuity calculations, one can 
notice that both the stand-alone and hybrid PV/Diesel systems can be used and both of them 
sound profitable, with a straight payback period less than 9 years for the hybrid system, and 
less than 14 years -which is almost half of the project’s lifetime- for the stand-alone system. 
 
 

The study shows also that, the PV solar energy can be use separately or together with the 
Diesel generator as a replacement energy resource, to solve the power supply problems, and 
also to reduce the need of carbon-based energy. Due to the high initial cost of the installation 
of the stand-alone system, based on the economical evaluation of the systems, we think, the 
hybrid system is more viable option compared to the use of the Diesel generator separately. 
However, the selection of such system should not be evaluated based only on the economic 
feasibility; also the expected environmental and social benefits need to be considered, since 
the three elements are important for the sustainable development assessment of any project. 
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From the economical analysis it is easy to notice that, the stand-alone PV is the most 
expensive way to generate electricity among the three systems, but in terms of carbon dioxide 
emissions, it is more environmentally sound because the system emits no CO2 during the 
electricity production, while both the Diesel generator system and the hybrid system emit 
considerable amounts of the greenhouse gas, about 0.879kg of CO2/kWh and 0.507kg of 
CO2/kWh respectively. According to Simon, these emissions from fusel fuel-powered 
generators present a ‘cost’ that should be factored into energy system choices [14]. This might 
be difficult to be achieved in developing countries such as Sudan, but if the government 
would make the cost per kWh from the power generator more transparent and would remove 
the fuel subsidy, PV systems would be a competitive option also in this country [13]. 
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induced flow in a PV cooling duct in environmental conditions  
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Abstract: This paper describes a model to account for the heat transfer and the convective flow induced in the 
interior of a channel inclined 35° with respect to the horizontal, formed by a photovoltaic panel and an adiabatic 
plate. The model developed is validated experimentally by measurements made on an experimental prototype. 
The solar installation consists of two photovoltaic panels integrated with air ducts on the top of a building in 
southern Spain. The objective is to determine the temperature reached by the photovoltaic module in this 
configuration. This model considers the processes of heat transfer by radiation and convection on the outside for 
several atmospheric conditions (wind speed, ambient temperature and incident radiation) and for different 
geometrical and physical characteristics of the PV cooling duct (plate area, module performance, emission and 
absorption coefficients). Good agreement has been obtained between the experimental data and the results of this 
model. 
 
Keywords: PV cooling duct, solar experimental facilities, efficiency solar panels. 

1. Introduction 

The performance of PV implemented on t he top of a building depends on t he panel 
temperature in addition to other factors such as insulation and shading. High panel 
temperatures resulting from overheating could occur due to low wind cooling effect compared 
with free standing installation. One cost effective method to regulate the temperature of 
rooftop integrated photovoltaic (PV) panels is to provide an open air channel underneath the 
panel. 
 
To determine the equilibrium temperature of the modules, for different atmospheric 
conditions, it is necessary to solve simultaneously the heat transfer processes between the PV 
modules and the exterior and interior of the air duct, and the convective flow induced by 
buoyancy effects and by the suction of the external wind. Various studies have been carried 
out to assess the performance of roof-mounted solar (thermal or photovoltaic) panels. Some 
authors centered their research on the effect of the air gap between a solar panel and a roof 
[1], others suggested that a reasonable air gap for solar thermal collectors would be between 
0.1 and 0.14 m  [2] and also derived expressions for the mass flow rate, velocity and 
temperature rise in the air gap behind solar cells considering the effect of the geometry (aspect 
ratio of the channel) and location of these solar cells [3]. Other authors presented procedures 
of the heat transfer and the convective flow through a PV cooling duct to determine the 
equilibrium temperature of the module [4].   
 
This work initially raises the set of equations that characterize the thermal and fluid dynamic 
process in the air gap behind the solar cells. Subsequently a selection of the characteristic 
values is made of the input variables in this model, based on the existing literature and the 
available data on t he experimental prototype presented in this work. Once estimated the 
solution of the equations system is presented, with particular emphasis on how  the 
temperature of the module changes as the incident radiation and the external wind change. To 
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solve this system of equations the ESS software has been used. The model is validated with 
experimental measurements obtained on the configuration under study. 
 
2. Experimental facility 

The solar installation consists of two photovoltaic panels arranged as shown in figure 1, first 
panel (panel A) is used as reference panel. Panel temperature at different points, voltage, and 
current are measured to understand the panel behavior under normal operating conditions and 
to compare with another one (panel B) which is modified to test different ducts with different 
cross sections. In this second panel, surface temperature at different points, voltage, and 
current are also measured jointly with the air temperature and air flow rate. In the solar 
panels, temperatures are measured with RTD, and duct air speed with hot film anemometers 
[5].  
 
 

 
 

Fig. 1.  Solar panels. Left panel (A), right panel (B). 
 
The horizontal components of solar radiation are measured by two pyranometers. Other 
environmental conditions such as temperature, pressure, humidity and wind speed are 
measured with a meteorological station place on our  laboratory roof just beside the 
experimental facility. All data is registered and recorded by means of a data logger. 
 
3. Analytical model 

3.1. The incoming heat flow to the channel  
As mentioned, the procedure requires the simultaneous solution of two heat transfer 
equations. On one hand it has to solve the external equation, which represents the transfer of 
heat to the surroundings from the top face of the module and on the other hand the internal 
equation, which represents the transfer of heat into the duct. The module temperature links up 
both equations. In general, there may be a temperature difference between the two faces of the 
photovoltaic module, which is given by the expression [6] 
 

                                             T
E
ETT

o
mo ∆=−                                           (1) 

 
where To is the cell temperature inside the module, Tm the lower face temperature, E is  the 
irradiance measured, Eo is reference solar irradiance on the module (1000 W/m2) and ΔT the 
temperature gap between cell and back surface measured  with Eo = 1000W / m2, whose value 
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depends on the module rear ventilation (in this case is usually 2-3 ° C). In the approach of our 
model we consider in the first instance that there is no temperature difference between the two 
sides of the module. 
 
The external equation requires the following energy balance. At any point of the module, the 
heat flux that goes into the channel is given by the difference between the absorbed solar 
radiation minus the electrical output and losses to the surroundings. These losses are due on 
one hand, to the reflected and emitted radiation, and on the other hand to the external 
convection: 
 

                             ( ) ( )aoass TTUqq −−⋅−= ηα                                    (2) 
 
being αs the absorption coefficient, η the electrical efficiency, Ua the external loss coefficient 
and Ta the ambient temperature, and qs the solar flux or irradiance. As guide values for 
electrical efficiency and the absorption coefficient we’ve considered αs = 0,85 and η = 0,12 
[7]. Other authors suggest a value of αs - η = 0. 8 and regarding the external loss coefficient (

aU ), they also propose cerea hhU += [8] where 

 

                                                  
3

2
4 



 +

= ao
re

TT
h εσ                                               (3) 

 
                                                ( ) 10

3/1 43,1 VTTh aoce ⋅+−=                                       (4) 
 
with hre as the radiation loss coefficient (where we assume that the surroundings are a cavity 
of adjacent air temperature and that the panel has an emittance of ε), hce is the external 
convection coefficient (it takes into account the existing exterior wind and it has been 
adjusted for the location of our facility studied considering the results of Palyvos [9]) and V10 
is the external wind speed at the height of 10 meters. It is obvious that in general the heat flow 
q is not uniform over the surface of the module. However, as Ua, is usually taken as uniform, 
so the heat flow will be also in our model over the PV module. 
 
The formulation of the equation of heat transfer inside the duct initially requires determining 
the buoyancy-induced flow and wind effects inside the channel when the photovoltaic module 
is subjected to a uniform solar radiation. In this process, the output variables are the wall 
temperatures, To (module temperature) and Tb (temperature of adiabatic wall) and its 
variation along the panels. The process requires an iterative calculation, given the existing 
degree of coupling.   
 
3.2. The mass flow rate induced inside the channel 
According to the investigations of Brinkworth [8], considering a constant heat flow in the 
module, determining the flow induced in the interior, is decoupled from the temperature of the 
channel walls, and can therefore be obtained separately. Therefore, we will raise the problem 
as decoupled and initially we will solve the induced mass flow (and hence the average speed) 
and then, based on this result, the heat transfer and temperature of the plates. To obtain the 
induced mass flow inside the channel, it is necessary to consider a balance of global forces on 
the air mass inside the same channel. The flow inside the duct is the result of driving forces 
(buoyancy-induced by natural convection and wind suction) and resistant forces (friction and 
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other hydraulic losses in the inputs and outputs). Below, this paper describes each of these 
forces. 
 
3.3. Driving forces  
The drop in pressure to conduct the air through the duct is the sum of buoyancy and wind 
effect [10]: 
 
                                                      wbd ppp ∆+∆=∆                                               (5) 
 
For flows that meet certain conditions, Boussinesq suggested that variations in fluid density 
can be neglected except in the gravitational term of the equation of conservation of 
momentum in the vertical direction, in which density appears multiplied by the gravity 
acceleration (g). This approach assumes that other fluid properties such as dynamic viscosity, 
conductivity and specific heat are constant. Supposing that the compressibility effects are 
small, so that density variations are due solely to the temperature changes, we can use the 
Boussinesq approximation, if the temperature variations in the fluid are small. Considering 
the Boussinesq’s hypothesis the buoyancy term can be expressed as the difference between 
the base and the end point of the fluid column with a height of Lsinθ: 
 
                                ( ) ( ) θβρθβρ sinsin LTTSgLTTgp ieimediab −=−=∆            (6) 
 
where S(Te - Ti) is the average increases of the temperature reached in the duct. The value of 
S depends on the temperature profile along the duct. For a linear increase in temperature, its 
value is about 0.5. This value is what we consider in this study as a starting point. On the 
other hand, the value of (Te - Ti) can be expressed in terms of incoming heat as 
 

                                                        ( )iep TTCmqA −=
.

                                         (7) 
 
If we solve eq. (7) for (Te-Ti), expressing the mass flow-rate, 𝑚̇, in terms of the density, 
 

                                                     ( )
p

ie UHC
qLTT

ρ
=−                                            (8) 

 
and substituting in equation (6) 
 

                                                   
p

b UHC
SqLgp θβ sin2

=∆                                             (9) 

 
where β is the coefficient of thermal expansion, L the channel length, U the average velocity 
of induced flow, Cp the specific heat of air and H the depth of the channel. The channel width 
is taken to be 1m. 
 
As already mentioned, the external wind exerts a suction force on the channel so the mass 
flow increases. The pressure difference induced by wind can be represented by 
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being Cpi and Cpe the wind pressure coefficients at the entrance and exit of the duct, and  Vwi 
and Vwe are the values of wind speed at the inlet and outlet of the duct. According to 
Brinkworth [8], assuming that the position of the duct is such that the wind causes an increase 
in mass flow, we can estimate the combined effect of wind on the channel as:  
 

                                                               ( )
2

5.0
2

10V
pw

ρ
+=∆                                   (11) 

 
with V10  the wind speed at the height of 10 meters above the channel (the coefficient of +0.5 
is included in eq.11 to adjust experimentally the effect of the surroundings).  
 
3.4. Resistant forces  
The flow resistance expressed in terms of pressure differences ( rp∆ ) is given by the sum of 
the pressure drop due to friction ( fp∆ ) and other hydraulic losses ( hp∆ ). Friction losses can 
be expressed by the Darcy’s equation  
 

                                                      ( )
2

/
2UDLfp f

ρ
=∆                                        (12) 

 
where f is the friction factor  in a duct of length L and the hydraulic diameter of the cross 
section is D = 2H, due to the width is 1m and H<<1. In general, the factor f is a function of 
the aspect ratio (L/D) and of the Reynold number (ReD = UD/ν). In the case of a channel the 
following expression is proposed: 
 

                                                  no
f

DL
fff

Re/
21 ++=                                           (13) 

 
With n ≈1, f0 ≈ 0, f1 ≈1 and f2 ≈64. Given these values, the expression f (L / D) approaches to 
1. On the other hand, the pressure drop due to hydraulic losses can be expressed in terms of 
coefficients Kh of the dynamic pressure in the form 
 

                                                       ( )
2

2Ukp hh
ρ∑=∆                                          (14) 

 
When there is a heat flow asymmetry on both walls in the channel. We may assume ∑kh ≈1.5 
[10]. If we propose the balance of forces, the equation obtained is: 
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which is a cubic function of the average velocity induced in the channel. 
 
                                           023 =+⋅+⋅+⋅ XUCUBUA                                    (16) 
 
With  A=1+∑kh ,    B= 0, C= -V10

2   and  X= -2gqSL2sinθ/TaHρCp . 
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3.5. The heat transfer inside the duct 
The incoming heat flow q is transferred to the air through the convection at the two walls of 
the channel and may be expressed by bqqq += 0 . The first term, qo, regards to the heat flow 
for convection of the PV module to channel air. This is given by 
 
                                                          ( ) 000 hTTq m ⋅−=                                           (17) 
 
where ho the convection coefficient of this panel, To temperature of the panel at a distance of 
the channel input in longitudinal direction and Tm the average temperature of the air-flow at 
this point. The second term, qb, represent the heat flow for convection from the adiabatic 
module. This heat came from the radiation heat flow issued over this panel for the PV 
module. It can be represented with the next equation.  
 
                                                         ( ) bmbb hTTq ⋅−=                                            (18) 
 
This radiation heat flow can be well represented for an interchange direct equation that 
considers local temperature of the two facing surfaces, with a h eat transferred coefficient 
linearized hr, described by [8], 
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In this case, we assume that the plate facing the module is adiabatic and that the energy that it 
receives by the radiation is entirely transferred for convection to the flow. So, the average air 
temperature in the duct at a distance x from the input is given by  
 

                                                  ( )
HUC

xq
TT

pa
bm ρ
=−                                         (20) 

 
From the above equations, you can get the temperatures of the two walls thanks to the 
expressions (23) and (24). The convection coefficients ho and hb can be obtained from the 
following expressions  
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where hc is the coefficient of convective heat transfer on the hot wall of a channel  in where 

the other wall is adiabatic and we assume there is not heat flow by radiation. 
∧

θ  is the 
influence coefficient  which depends on the shape of the temperature profile of the plate that 
the duct is only heated on one side . The variable n is the ratio of heat flux between two walls  
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To close the system, we need information about hc (or of Nuc) and
∧

θ . For turbulent flow in a 
channel with heat flow in a p late and the other being adiabatic, the following expression is 
referenced, where ReD is the Reynolds number based on the hydraulic diameter: 
 
                                                      Dkh Dc /Re0186,0 787,0=                                   (24) 
 

With regards to the value of 
∧

θ , we have estimated it, correlating the presented values for the 
case of  ReD = 10,000 according [11] 
 

                                                     ( ) 0178,0/ln0452,0 +=
∧

DLθ                                (25) 
 

In spite of these values assumed by hc (or by Nuc) and of 
∧

θ , there is no criteria in 
bibliography to determine them. Therefore, a future task is to numerically determine its values 
for different conditions of heat flow between both walls and different angles of incidence.  
 
4. Experimental validation of the model and results 

The equation model proposed to resolve the heat transfer and the induced flow has been 
solved by means of the EES software used, for different real cases which have been measured 
experimentally in our solar facility. The following starting parameters have been considered:  
Cp = 1007 J/kg K,  Dh = 0.27 m,  ε = 0.88,  εeff = 0.3, g = 9.8 m/s2, η = 0.1353, H = 0.165 
m, αs = 0.85, Kh = 1.5,  L = 1.956 m, σ= 5.670 x 10-8 W/m2K4, μa = 0.00001834 kg/ms, Vw 
= 1,86 m/s, ReDh = 17,351, ρa = 1.197 kg/m3,  S = 0.5 y θp = 35o. 
 
Figure 2 compares the experimental data of the temperatures of the module (To) and the 
adiabatic wall (Tb) as a function of the irradiance, with those obtained by the analytical 
model. Taking into account that the experimental data has been obtained varying the 
atmospheric temperature (between 298 and 303 K), the results of the analytical model have 
been presented for different atmospheric temperature conditions. Experimental correlations 
for module and adiabatic wall temperature have been also printed in the Fig. 2. On the other 
hand, it has been also studied experimental and analytically the effect of the air gap between 
the module and the adiabatic wall. It has been tested that its effect is not very important in the 
performance of the module, once a m inimum value of the aspect ratio has been reached 
(H/L≈0.1). 
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Fig.2. Experimental validation of the analytical model for different atmospheric temperatures and the 
experimental correlation of the photovoltaic plate temperatures. 
5. Conclusions 

A solar installation consisted of a photovoltaic panel and adiabatic plate in an inclined 
channel configuration has been experimentally tested. Experimental correlations have been 
proposed for the temperature of the module and the temperature of the adiabatic plate as a 
function of the irradiance, for an average wind velocity of 2 m/s and an average atmospheric 
temperature of roughly 300 K.  
 
An analytical model of this configuration to study the heat transfer and the convective flow 
induced in it has been carried out and solved by EES software, considering some previous 
models of the bibliography and particular aspects of this experimental facility. The 
experimental measurements have been used to validate this analytical model. It has been 
tested that the effect of the air gap between the module and the adiabatic wall is not very 
important in the performance of the module, once a minimum value of the aspect ratio has 
been reached (H/L≈0.1). 
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Abstract:  In this paper design, fabrication and testing of micro-channel solar cell thermal (MCSCT) tiles has 
been discussed. Solar simulator for an indoor testing of micro-channel solar cell thermal tiles has also been 
developed. Fabricated MCSCT tile consists of single solar cell, micro- channel and fan for extraction of heat 
from bottom of solar cell. Single MCSCT tile has been termed as case-I. Similarly, two MCSCT tiles which are 
connected in series have been termed as case-II. The performance evaluation in terms of electrical efficiency, 
thermal gain, overall thermal energy and overall exergy of both cases has been carried out in indoor conditions 
on various intensities. It has been also found that the electrical efficiency is higher in case-I as compared to case-
II. On the other hand the thermal out put of case-II is higher than case-I on same intensity and mass flow rate. It 
has been found that the average electrical and thermal efficiency of newly designed and fabricated MCSCT tile 
is 12.4% and 35.7% respectively. This economical solar simulator can be used by manufactures for testing of 
different type of photovoltaic tile as well as photovoltaic modules. 

Keywords: Full Photovoltaic thermal tile, Micro-channel, Solar simulator. 

Nomenclature  

cA  Area of MCSCT tile .................. …………m2 

E Electrical power ...................................... W 

Ex  Exergy .................................................... kW 
I(t) Intensity………………........................  Wm-2 

fm  Mass flow rate of ……………………  Kg s-1 

f
C  Specific heat of air .. ………………. Jkg-1 K-1 

uQ  Rate of useful energy …………………….kW 

V velocity of air inside micro-channel .... ms-1 

ocV   Open circuit voltage ............................. Volt 

LV  Load voltage ......................................... Volt 

scI  Short circuit current ............................ Amp 

LI  Load current ........................................ Amp 

TfoN Outlet fluid i.e air temperature of 
Nthtile…...0C 

Tfi Inlet fluid i.e air temperature …...0C 
Ta Ambient temperature …...0C 
 
 Subscript 
 n  number of MCSCT tile 
 f  Fluid                 
 c      solar cell 
 o     outlet 
 Greek letter 
 e   Electrical efficiency 

th  Thermal efficiency                 

 
1. Introduction 

Photovoltaic technology (PV) is commonly known as one of the promising renewable energy 
technologies. It is well known fact that electrical efficiency falls as the temperature of the 
photovoltaic cells rises. The efficiency of the system falls about 0.0045 when cells 
temperature increased by 1°C [1]. The generation of both thermal and electrical energy 
simultaneously is known as hybrid photovoltaic thermal technology (PVT). Solar hybrid PVT 
system can generate more energy per unit area compared to the system of solar panel and 
thermal collector separately side by side [2].  Sopian et al. [3] and Prakash[4]  have analyzed 
single pass solar collector with open channel absorber. The double pass solar collector with 
upper and lower channels has been fabricated by Garg et al. [5] and cox et al. [6]. Erdil et al. 
[7] fabricated a hybrid system consisting of a PV module and a solar thermal collector and 
tested it for energy collection in Cyprus. They found out that the ratio of gain to losses for 
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thermal energy is 50 times the electrical energy, which was measured between the periods of 
12:00 and 16:00 hour.  
 
An experiment to compare the efficiency of an integrated photovoltaic thermal solar (IPVTS) 
system with conventional solar water heater was carried out by Huang et al.[8]. Tonui and 
Tripanagnostopoulos [9] reported a cheap and simple method to cool the photovoltaic thermal 
(PVT) system. Sopian et al. [10] developed and tested a double pass PVT solar collector, 
which is suitable for solar drying purposes. Design, development and performance monitoring 
of a photovoltaic-thermal (PVT) air collector has been studied by Niccolo et al. [11] and they 
found that the simulation model, developed under this program predicts quite well the thermal 
and electrical performance of a PVT collector. The model, in general, can be utilized for any 
set of design and operational parameters for evaluating the performance of front cover direct 
flow PVT air collector, semitransparent with different solar cell density (i.e. the ratio between 
the area of the cells and the total laminate surface) or completely opaque (e.g. standard PV 
laminate like those employed in the experimental campaign presented). The relations between 
energy and exergy, energy and sustainable development, energy policy making, exergy and 
the environment and exergy in detail are reported by Dincer [12]. Energy and exergy analysis 
of hybrid micro-channel photovoltaic thermal module has been carried by Agrawal and 
Tiwari [13] and they concluded that micro-channel photovoltaic thermal module gives better 
results. 
 
Till now, most researchers have carried out the electrical and thermal performance analysis on 
PVT system consisting of PV module and a duct. The objective of this study is to develop a 
micro PVT system known as MCSCT tile and solar simulator for testing of MCSCT tile. The 
performance evaluation of MCSCT tiles has been carried out on various intensity and 
constant mass flow rate. Comparative studies have been carried out between single MCSCT 
tile (case I) and two MCSCT tile connected in series (case II). 
 
2. Experimental setup 

Experimental test rig consisting of MCSCT tiles and solar simulator to test the performance of 
the MCSCT tiles on various operating parameter.  
 
2.1.  Micro-channel solar cell thermal tile 

The MCSCT tile as shown in Fig. 1a consists of a single solar cell, rated at 2.2 Wp having 
0.125m width and 0.125 m length and mounted on a rectangular wooden channel. The 
channel has a dimension 0.125m in length, 0.125m in width and 0.005m in depth. Small holes 
are provided at the cross edge of the channel to pass the hot air for utilization and also to 
connect other the MCSCT tile in series combination. The wooden micro-channel has been 
sealed with putty and adhesive tape to avoid air leakage. Similarly, another one MCSCT tile 
are fabricated and connected in series through PVC pipe. MCSCT tile are arranged in such a 
manner that outlet of first tile is inlet of second .The MCSCT tile have been placed on a mild 
steel platform  with a mechanism for up and down movement for varying the light intensity. 
A DC fan of 6.0 V and 0.1A has been used for forced mode of operation to make flow the air 
through the channel of tile.  
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Fig.1a. Photograph of hybrid micro-channel solar cell thermal (MCSCT) tiles 
  
2.2. Solar simulator 

A solar simulator (Fig.1b) with a 3-phase lamp array is employed to imitate the necessary 
solar irradiation in the testing of micro-channel solar cell thermal tile. The solar simulator has 
28 tungsten halogen lamps (Philips manufactured; Model: 392472) each having 500W, 9000 
lumens and rated at 240V and 11A. The halogen lamps are arranged in 7 × 4 matrices for 
uniform distribution of irradiance on the MCSCT tile. An exhaust fan has also been provided 
in the laboratory wall to avoid the overheating of cell by withdrawing the thermal energy 
associated with it. The available area for testing is 1×2 m .The height of the simulator from 
the floor is 200 cm. The distance between platform and halogen lamp is 100 cm. Intensity of 
simulator can be varied between 300 W/m2 to 1000 W/m2 by decreasing the gap of halogen 
lamp and platform.  

 
 

Fig.1b. Photograph of solar simulator with micro-channel hybrid MCSCT tiles 
 
2.3. Instrumentation 

The following instruments have been used during the experimentation: 
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 (i)Thermocouples: A calibrated copper-constantan thermocouples and a digital temperature 
indicator are used to measure the temperature of several locations, namely, back surface, inlet 
and outlet air temperature of each collector and final outlet air temperature. Digital 
temperature indicator has least count of 0.1oC.  

(ii) Solarimeter: The intensity of solar radiation is measured by the solarimeter having a least 
count of 20W/m2, manufactured by CEL, India Ltd, Sahibabad (UP), India. The solarimeter 
has been calibrated with the standard pyranometer.  

(iii) Anemometer (Lutron-AM4201): It is a conventional instrument used to measure the 
velocity of flowing air. The least count of the instrument is 0.1 m/s. 

(iv) Infrared thermometer: The infrared thermometer is used to measure the top surface 
temperature of PV module. The least count of the instrument is 0.1oC. 

(v) Clamp meter: It is used for measurement of a current and voltage. The least count of the 
instrument is 0.1A and 0.1V. 
 
3. Methodology 

The experiments have been conducted on various intensity namely 600,700 and 800 W/m2 

and maintaining the constant mass flow rate (0.000145 kg/s) to observe the effect of intensity 
on different performance parameters of single MCSCT tile (case-I) and two MCSCT tile 
connected in series (case-II). The following mathematical expressions have been used for 
analysis: 
 
3.1.  Electrical efficiency  

The electrical efficiency of micro-channel solar cell thermal (MCSCT) tile can be obtained as, 
Tiwari [14], 
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where fill factor (FF) is a measure of sharpness of the  I-V curve. It indicates how well a 
junction was made in the cell and how low is the series resistance. It can be lowered by the 
presence of series resistance and tends to be higher whenever the open circuit voltage is high 

. 
3.2. Instantaneous thermal efficiency 

An instantaneous thermal efficiency of hybrid micro-channel solar cell thermal tile can be 
obtained as, Tiwari [14] and Duffie and Beckman [15] , 
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3.3. Over all thermal energy  

The energy analysis is based on the first law of thermodynamics, and the expression for 
overall thermal gain can be defined as, 
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where cpower  is a conversion efficiency of thermal power plant which depends upon quality of 

coal ( cpower  =0.38 for good quality of coal).The range of cpower  is varying between 0.20-0.40. 

This electrical energy has been converted to equivalent thermal by using electric power 
generation efficiency conversion factor as 0.20-0.40 for a conventional power plant, Huang et 
al. [8] and it depends on quality of coal. Usual value of this factor is taken as 0.38 for 
conversion 
 
3.4.  Overall exergy  

The exergy analysis is based on the second law of thermodynamics, which includes 
accounting the total exergy inflow, exergy outflow and exergy destructed from the system. 
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4. Results and discussions 

In a series of experiments conducted, data have been recorded at different intensity for 
comparative evaluation for case-I and case-II.  The experimental results of outlet air 
temperatures for both configurations (case-I and case –II) at various intensities 600 W/m2, 700 
W/m2 and 800 W/m2 have been shown in Fig. 2. It has been observed that outlet air 
temperature of case-II is higher as compared to case-I at same intensity and constant mass 
flow rate (0.000145 kg/s) and Tfi =38 0C. The Effect of intensity on outlet air temperatures of 
MCSCT tiles has also been shown in Fig. 2. One can be concluded that as intensity increases, 
the outlet air temperature increases for case-I. Similarly trends have also been observed for 
case-II. It has also been observed that as there is increase in duration of time, outlet air 
temperature is increased and approaches the steady state condition after approximately two 
hours. The maximum outlet air temperature of 900 C and 890 C on intensity of 800 W/m2 have 
been observed for series combination and single MCSCT tiles respectively.  

 

 
 
 

Fig. 2 . Variation of outlet air temperature at various intensity 
 
Fig. 3 shows the time variation of solar cell temperature at different intensities 600 W/m2, 700 
W/m2 and 800 W/m2 for both cases. It can be seen that solar cell temperature of case-II is 

2920



significantly higher than case-I at lower intensity (600 W/m2) but at higher intensity (700 and 
800 W/m2) the solar cell temperature of both cases are nearly same. It is obviously due to very 
small heat carrying capacity of air.  

 

 
 

Fig. 3. Variation of solar cell temperature at various intensity 
 
The electrical and thermal efficiency have been calculated with help of Eq. (1) and Eq. (2) for 
both cases at various intensities. Variations of electrical and thermal efficiency with respect to 
time have been shown in Fig. 4 and Fig. 5, respectively It has been found that as intensity 
increases, electrical efficiency decreases because of rise in cell temperature and this result is 
in accordance with result reported by earlier researchers, Zondag et al.[1]. The electrical 
efficiency for case-I is higher than case-II at lower intensity due to lower cell temperatures. 
Electrical efficiency in the range of 13.6 % to 11.7% and 13.6 % to 11.1% has been observed 
for case-I and case-II respectively. It has been found that as intensity increases, outlet 
temperature of MCSCT tile also increases and due to increase in outlet temperature , thermal 
efficiency  is increased because inlet temperature Tfi =38 0C is maintained constant.  

 
Fig. 4. Variation of electrical efficiency at various intensity 

 

 
 

Fig.5. Variation of thermal efficiency at various intensity 
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Overall thermal energy and overall exergy have been calculated with help of Eq. (3) and Eq. 
(4) for both cases at various intensities Fig.6 shows that the variation of overall thermal 
energy at various intensities. It has been observed that increase in intensity will increase the 
overall thermal energy for MCSCT tiles for both cases and one can also conclude that overall 
thermal energy of series connected MCSCT tiles (case II) is significantly higher than single 
MCSCT tile (case I) .Similarly trends has also seen for overall exergy for both case as shown 
in Fig. 7.  

 

 
 

Fig. 6 .Variation of overall thermal energy at various intensity 
 

 
 

Fig. 7. Variation of overall exergy at various intensity 
 

6. Conclusions 

It has been concluded that the average electrical and thermal efficiency of newly designed and 
fabricated MCSCT tile is 12.4% and 35.7% respectively. This new present setup would have 
beneficial effect of permitting much less expensive installation for testing of PV tile. Hence 
the test procedure can be used by manufacturers for testing of different type of PV tiles and 
combination of PV tiles in order to optimize its products for better efficiency. The Limitations 
of MCSCT tile are ohmic losses in solar cell, temperature gradient along the thickness of solar 
cell. 
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Abstract:The current energy production from fossil fuels and nuclear energy has environmental drawbacks. 
These drawbacks include the creation of nuclear waste, and the pollution associated with fossil fuels which lead 
to global warming and climate change. It is apparent that an alternative and sustainable source of energy must be 
found. A potential solution to this problem is solar electricity. Currently, solar panels are expensive and hence 
un-economical for most buyers. The use of solar concentrators creates a potential for less expensive electricity 
because concentrators raise the amount of incident radiation over a relatively small area of the absorber.  The 
reduction in cost is achieved by reducing the module area and the use of low-cost reflectors. However, specular 
reflectors cause high concentrated heating and form hot spots on the solar module cells. These hot spots are a 
result of uneven concentration of radiation. The overall effect is the reduced fill-factor and overall efficiency of 
the system. In this paper, we report an alternative solution to the problem of non-even illumination by using 
locally available low-cost semi-diffuse reflector with four different groove orientations scribed on it so as to 
scatter the radiation flux onto the module. The groove orientations were plain sheet (NG), horizontal grooves 
(HG), vertical grooves (VG), and the crisscross groove (CG) orientations. Our results show that the locally 
purchased semi-diffuse aluminium structure can be used as a booster reflector compared with the commercial 
high specular reflector. 
 
Keywords: Semi-diffuse, specular, fill-factor, non-even illumination, low-concentration 

1. Introduction 

The costs of solar panels compared to the amount of power they produce make their purchase          
un-economical for most end-users. The use of solar concentrators create a potential for 
producing less expensive electricity by replacing expensive solar cell area with inexpensive 
optical materials such as plastic refractors or metal reflectors. Currently, mirror-like reflectors 
(specular materials) are used for solar thermal applications while lenses are used in 
photovoltaic systems. The use of lenses in photovoltaic (PV) may not reduce the cost of 
electricity to affordable levels because they are expensive. Highly specular materials have 
high reflectance and are good in imaging optics for high concentration, whereas semi-diffuse 
reflectors are preferred in non-imaging optics for flux scattering. The module cost could be 
reduced if low-cost materials are used to concentrate solar energy flux across a small module 
area [1,2]. In this paper we address two of the problems faced with concentrating photovoltaic 
systems namely; non-even illumination and use of expensive lenses and specular materials as 
reflectors by designing, constructing and evaluating a low concentrator system, using locally 
available low-cost semi-diffuse aluminium structure reflector with four different groove 
orientations scribed on it to improve on the fill-factor (FF) of the module for low cost 
electricity. Fill-factor is an important parameter that tells the overall performance of the solar 
module. A solar module with a high fill-factor is able to produce high power for a longer 
period of time. Therefore, by improving the FF of the module we are increasing both the 
power output and the durability of the module [3]. 

2. Methodology 

2.1. Design and construction of the compound parabolic concentrator (CPC) 

We first designed the Compound Parabolic concentrator (CPC) using the standard polar      
co-ordinate system proposed by Winston [4,5]. The value of a which is the half width of the 
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exit aperture was determined after deciding on the size of the solar module string to be used 
after which the acceptance half angle θ of the CPC  was decided while Φ  varied from 5° to 
107° in our case.  The determined values of a  and θ  in this case were ( a =5cm and θ =15°) 
which we then used in equations (1) and (2) to generate the X  and Y  co-ordinates. These             
co-ordinates were then plotted on the graph paper to design the CPC which was later 
constructed .Figure 1 shows the CPC designed (a) and the actual constructed Compound 
Parabolic Concentrator (b) used for the current-voltage (I-V) measurements.  
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Fig 1. Shows the CPC design from polar co-ordinates into the X-Y co-ordinates system (a) and the 
actual compound parabolic concentrator constructed (b). 

2.2.  Spectral reflectance of structured aluminium   
An ideal reflector material for solar electricity production should have a relatively high 
reflectance in visible and ultra violet regions of the solar spectrum and to maintain this 
relative high reflectance for the entire life of the solar system [6]. 

In this experiment we used one reflector material (semi-diffuse aluminium structures), but 
with four different orientations of the grooves namely; plain (NG) (no grooves), horizontal 
grooves (HG) vertical grooves (VG) and criss-cross groove (CG) orientations as shown in 
Figure 2. The groove sizes ranged between 2mm to 3mm. Our aim was to determine which of 
these four orientations was able to provide uniform illumination and a better fill-factor 
improvement using the named reflector .The optical properties of this reflector material were 
obtained from the Perkin Elmer spectrophotometer lambda 900.  The total integrated 
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reflectance (TIR) was calculated from equation (3). The TIR gives the overall reflectance of 
the material the property that shows how much flux the material is able to scatter.                                                                                                                                                    

∑

∑

∆

∆
= nm

nm

nm

nm
s

G

GR
R 2450

305

2450

305

).(

).().(

λλ

λλλ
                                              (3) 

 

Fig 2. Showing the four different orientations of the grooves on the semi-diffuse structured 
aluminium:(a) plain sheet (NG)  (b) horizontal grooves (HG) (c) vertical grooves (VG) and (d) criss-
cross grooves (CG) 

2.3. Current-voltage (I-V) curve measurement. 
The current and voltage generated by the module under concentration was measured using the 
current-voltage tracker instrument obtained from Vattenfall, Sweden .The short-circuit current 
Isc, the open-circuit voltage Voc, the power maximum Pm, the maximum current Im, and the 
maximum voltage Vm were extracted from each I-V curve. The fill-factor (FF) was evaluated 
from equation (4). 
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3. Results 

3.1. Measurement  of Total Integrated Reflectance(TIR) 
Table 1 shows that the plain sheet (NG) was a b etter reflector with TIR of 89% followed by the     
criss-cross grooves (CG) orientations with 88%, the horizontal grooves (HG) orientation was the third 
best with 85% while the vertical orientations of the grooves on the aluminium structure was the least 
with 82%, as measured by the integrating sphere in the lab. 

Orientation Total Integrated Reflectance (TIR) 

NG 89% 

HG 85% 

VG 82% 

CG 88% 

 
3.2. Fill-factor comparison at 0° (normal) 
 

 

Fig.3 Fill-factor comparison at 0o 

The results for the fill-factor comparison revealed that the criss-cross grooves (CG) gave the 
highest fill-factor followed by the horizontal grooves (HG) and then the vertical grooves 
(VG). The plain sheet had the least fill-factor. The results also shows that the drop in the    
fill-factor from the reference for the criss-cross grooves and the horizontal grooves 
orientations was about 3%, while that of the vertical grooves (VG) and the plain sheet was 8% 
and 12% respectively. The better results of fill-factor for the criss-cross grooves and the 
horizontal grooves can be attributed to the fact that, the orientation of the grooves in this 
manner provided evenly scattering of the solar flux on the module thereby reducing the hot 
spot formation and causing an even distribution of current within the solar cell . On the other 
hand, the reduced fill-factor for the plain sheet and the vertical grooves can be expalined in 
terms of the non-uniform irradiance leading to non even distribution of current within the 
solar cell. This causes hot-spot formation that leads to the overall degradation of the module. 
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3.3. Power comparison at 0° (normal)  
 Figure 4 shows the comparison of power at 0º with VG and NG giving the highest power 
output, but these are a result of high currents which cause hot spots and an overall reduction 
in the performance of the module. Hot-spot heating occurs when a large number of series 
connected cells cause a large reverse bias across the shaded cell, leading to large dissipation 
of power in the poor cell. Essentially the entire generating capacity of all the good cells is 
dissipated in the poor cell. The enormous power dissipation occurring in a small area results 
in local overheating, or "hot-spots", which in turn leads to destructive effects, such as cell or 
glass cracking, melting of solder or degradation of the solar cell[3].  

 

Fig. 4 bar charts showing comparison of the power for the four different grooves orientations and the 
reference (Ref) (without concentration). 

4. Discussion and Conclusions 

The performance of the CPC constructed using the locally available materials has been 
analysed and the results show that the locally purchased semi-diffuse aluminium structure can 
be used as a booster reflector in low cost photovoltaic system. The results also show that the 
criss-cross groove and the horizontal groove orientations were found to be the best 
orientations for the fill-factor improvement since they had only a 3% drop in fill-factor from 
the reference. The two orientations were able to scatter the solar flux evenly across the solar 
cell module. It is the even scattering that causes uniform distibution of currents within the 
solar cell thus reducing the hot spot formation. However, between the two orientations we 
would recommend the horizontal grooves(HG) because it is less costly when making the 
grooves  but it gives a better fill-factor as much as that of the criss-cross grooves.  The 
horizontal grooves also gave a higher power increase of 52% compared to 33% for the      
criss-cross grooves. 

Acknowledgements 

My deep and heartfelt appreciation to my supervisors: 

Dr. Sylvester Hatwaambo and Dr. Kabumbwe Hansingo under whose guidance, patience, 
and genuine criticism, this work  was successfully done. I am also indebted to the Solar 
Energy Materials (SEM) Project in the Department of Physics at the University of Zambia 
(UNZA) in conjunction with the International Science Programme (ISP) of the Uppsala 

2928



University in Sweden for granting me a scholarship. Many thanks to Dr.H.V. Mweene, The 
Head of Physics Department for taking care of our welfare. 

 

References 

[1] S. Hatwaambo et al, “Angular Characterization of low concentrating PV-CPC Using low  

    cow-cost reflectors,” Solar Energy Materials & Solar Cells Vol. 92,1347-1351.(Elsevier, 

    2008). 

[2] S. Hatwaambo, H.Hakansson, A.Roos and B. Karlson ,Mitigating the non-uniform  

      illumination in low concentrating CPCs using strctured reflectors,” Solar Energy  

      Materials & Solar Cells Vol. 93,202-2024 (Elsevier, 2009). 

[3] http://pvcdrom.pveducation.org/MODULE/Hotspot.htm 

[4] W. T. Welford and R. Winston, High Collection Non-imaging Optics,(Academic 
Press,1989).  

[5] R .Winston, J. C. Miñano and P.Benitez , Non-imaging Optics,(Elsevier Academic 
Press,2005).  

[6] Brogren, M., “Optical Efficiency of Low –Concentrating Solar Energy Systems with  

      Parabolic Reflectors,” (PhD. Thesis, Uppsala University, Sweden, 2004). 

 

 

 

 

 

 

 

 

2929

http://pvcdrom.pveducation.org/MODULE/Hotspot.htm


Semi-Virtual laboratory design for photovoltaic generator characterization 
performance 

Hocine Belmili1,*, Mourad Haddadi2, **, Salah Med Aitcheikh2, Ahmed Chikouche1 
1Group of research:  Photovoltaic system, Unit of Development of Solar Equipments (UDSE) 

 National road N°: 11 Bou-Ismaïl LP 365, Tipaza 42415, Algiers, 
2Laboratory of communication devices and photovoltaic conversion (LCDPVC), Polytechnic National 

School, 10 Avenue Hacen Badi El Harrach Algiers, 
*belmilih@yahoo.fr , **mourad_haddadi@yahoo.fr 

Abstract: This paper present a study of the photovoltaic generator (PVG) performance. It basing on comparison 
between characterizations obtained in real time test and simulated ones using mathematical models. This study is 
evaluated by the design of a semi-virtual laboratory, which is composed on a hardware support based on the 
developed data acquisition system in real operating conditions and a software support based on mathematical 
models descriptions.  T his laboratory permits to identify PVG parameters using correlation between 
measurements and simulated characteristics.    
 
Keywords: Simulation, photovoltaic generator, characterization, performance, hardware, software. 

1. Introduction 
PVG or PV modules in general are formed by a co mbination of parallel and series 
connections of solar cells. The electrical characteristics of PV modules are rated at standard 
irradiance and temperature conditions. The standard conditions are AM1.5 spectrum, 1000 
W/m2 at 25°C cell temperature, for terrestrial applications, whereas for the extraterrestrial 
standard conditions it is AM0 (1353 W/m2) at 25°C[1]. Therefore the user knows only the 
electrical parameters nominal values of the PV module, which may be different from the 
values during the operating conditions. The variation of the characteristics from one set of 
conditions to another is a problem faced by designers and users, who want to know the 
outputs of a PV installation in real conditions rather than those given by the manufacturer in 
standard conditions [2]. Several environmental factors act to influence the performance of 
photovoltaic devices such as the temperature, the solar angle of incidence, the total irradiance 
level, the irradiance spectrum and optical effects due to shading. Numerous performance 
analysis studies have been carried out to assess the magnitudes of these effects, yet there is 
still some debate about the relative importance of each factor. Due to strong correlations 
between each environmental driver, their separation for quantification has proved a major 
challenge that has not yet been met conclusively [3]. Figure 1 represents the block diagram of 
the semi-virtual laboratory design.  
 
2. PVG model description  

There are several description models for PVG. Some themes are analytical models; the other 
ones are empirical and semi-empirical model. In this context we present two PVG model 
descriptions. The first one is an analytical model basing on one-diode model and the second 
one is an empirical model which is developed by Sandia Laboratory.  
 
2.1. One-diode PVG model 
One-diode model of PVG is presented as an electrical circuit as showing the figure 2. 
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Fig.1: Semi-virtual laboratory design for PVG characterization performance. 

 

Fig. 2: one-diode equivalent circuit model. 
 
At a fixed temperature and solar irradiation, the I-V curve of this circuit is given by equation: 
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The parameters for this model, described elsewhere [4], can be found by either numerical or 
analytical methods. It has been shown that the circuit parameters Iph, Rsh, Rs, Is and the diode 
ideality factor  ‘n’ at a particular temperature and irradiation can be computed from the Voc, 
Isc, Vm, Im, Rso and Rsho values measured from the I-V characteristic. Several researchers 
have either investigated or developed numerical algorithms to determine the solar cells 
parameters by fitting measured I-V curves [5]. The difficulty to obtain the PV parameters, 
from the measured I-V curves, resides in the implementation of complex computer algorithms 
since the estimation of these parameters, somehow, are restricted to specific research 
laboratories as those studying fundamental physics device. However, analytical methods can 
be used as a design tool to derive the parameters from the basic data given by PV module 
manufacturers, or other readily available data. Under Simulink we present this model as 
following 
 

 

2931



Fig.3: One-diode PVG model simulation under Simulink. 
2.2. SNL model description  
SNL (Sandia National Laboratory) performance model is an empirically based method. It 
achieves its versatility and accuracy from the fact that individual equations used in the model 
are derived from individual solar cell characteristics. The versatility and accuracy of the 
model has been demonstrated for different photovoltaic and concentrator modules, as well as 
for large arrays of modules. This model takes account of electrical, thermal, solar spectral and 
optical effects for photovoltaic modules [6]. The performance modeling approach has been 
well validated through extensive outdoor module testing, and through inter-comparison 
studies with other laboratories and testing organizations [7]. Recently, the performance model 
has also demonstrated its value during the experimental performance optimization of off-grid 
photovoltaic systems [8]. The following equations define the model used by the Solar 
Technologies Department at Sandia for the analysis and the modelling of the photovoltaic 
modules performances. The equations describe the electrical performances for individual 
photovoltaic cells, modules, and arrays. The solar resource and weather data required by the 
model can be obtained from tabulated databases [9] or from direct measurements.  
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The following figure represents Simulink simulation of this model.  
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Fig.4: Sandia PVG model simulation under Simulink. 
3. Hardware design and development of a real-time PVG characterizer   

The Hardware part is based on a development of a data acquisition system for real time PVG 
characterization.  T he data acquisition system (DAQS) is an important part of the 
experimental setup. A good experiment can be completely ruined if the data is not collected 
with the necessary precision and repetition. Figure 5, s hows the block diagram of the 
developed system. The DAQS is linked to a graphical user interface. The developed hardware 
parts basic element is the electronic load [10]. This electronic load can characterize an array 
of one or two solar modules connected in serial or in parallel, protected with a by-pass diode. 
Figure 5 show the block diagram of the developed hardware PVG testing unit.  

 
Fig.5: Block diagram of PVG testing unit.  
 
4. Software design 

The software has been developed using Object-Oriented Programming (O.O.P) under 
windows. This software based on the development of a three principal programs (figure 6). 
The first one to estimate irradiation on PVG captor, the second to extract PVG parameters 
from manufactures data sheet and from other temperature and irradiation inputs and the third 
one we permits to identify PVG parameters using correlation between measured and estimate 
characteristics.   
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Fig. 6: software design. 
4.1. Estimated irradiation program  
In this context the developed software is based on a  specific algorithm for irradiation 
simulation [11]. Figure 7 represent the input data window of the developed software for the 
daily and annual estimation irradiation for different locations. In the present window, sites are 
identified by the geographical location (latitude, longitude and altitude). With this program, 
we simulate global horizontal and inclined irradiation. The Albedo represents the diffusion 
coefficient. Its value belongs to [0.1, 0.9]. The user introduces the year day number and the 
angle of incidence (AOI) of the irradiation on the module. This software has a data base of 
different sites in the word. The user can introduce other sites, not configured in the data base, 
by introducing its geographical location. He, then, can estimate the global and inclined, daily 
and annual irradiation of the introduced site. The daily sunshine duration is also calculated 
when the user start execution of daily irradiation simulation.  
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             (a)                                                                               (b) 
Fig. 7: (a) Inputs data (latitude, longitude and altitude) window for daily and yearly irradiation 
simulation for sites characterization, (b) Measured and estimated irradiation comparison results. 
 
4.2. Developed software for PVG Parameter extraction  
Figure 8 s hows the input/output data window for the PVG characterisation under STC 
conditions and under measured irradiation and temperature conditions. This software disposes 
of a u ser-friendly PV modules database for different manufacturers. Using one-diode 
description model for PV module, this program can identifying the five parameters models: 
ideal factor, serial resistance, shunt resistance, saturation current and photocurrent. The 
modules in the database are identified by the manufacturer reference and by their STC 
condition characteristics: Isc, Voc, Im, Vm and Pm. Besides, thru this software, we can add in 
the database other commercial modules and carry out their characterization, figure 8. 
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Fig.8: PVG parameter extraction from manufacture data in STC and from authors temperature and 
irradiation values. 
 
4.3. PVG parameter identification platform using correlation with measured 

characteristics   
After developing the data acquisition system for PVG characteristics measurements, we are 
very interested by the developing of software which permits the identification of PVG 
parameters in correlation with the measurements characteristics. The identification algorithm 
is based on the calculation of the correlation factor named “R2” between measurements and 
simulated characteristics. This coefficient is given by the equation number (3).   
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The following figure shows this software. This software permits also the identification of the 
current and voltage coefficients of temperature.   
 

 
Fig.9: Software of PVG parameters identification using correlation between measurement and 
simulated characteristics. 
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5. Example for commercial PVG characterization 

This example is study the PV commercial module “TE500CR+”. It is multi-crystalline 
technology [12]. The following figure, shows the I-V and P-V characteristics for the SNL, 
one diode model and experimental measurement at T = 20°C, Ir=820W/m2 and Ws= 3.5 m/s. 
 

Table 2: Results of TE 500 CR+ module characterization 
Manufactures results  
(STC conditions)  

Isc(A) Voc (V) Pm (W) Im (A) Vm (V) 

3,50 21.70 55 3,10 17,50 
Real  
Meteorological  
data measurement 

Model  
used 

Isc EIsc 
(%)  
   

Voc EVoc 
(%) 

Pm  EPm 
(%) 

Im  EIm 
(%) 

Vm  EVm 
(%) 

 
T = 20°C 
Ir=820W/m2  
Ws= 3.5 m/s 

Measured 
results 

3.406 19.463 46.64 2.88 14.78 

 

RMSE 

Measured results/ One diode model prediction 0,69 
Measured results/ Sandia model approximation 
prediction 

0.63 

 

FF 

Manufactures results (STC conditions) 0.72 
Measured results 0.64 
One diode model prediction 0.70 
Sandia approximation model prediction 0.67 

One-diode  PVG model parameters identification 
TE 500CR+ 
 module 

Model parameters identification using 
correlation with  measured  values with R2= 0,98 

Model parameters extracted using  
manufactures data 

Iph (A) I0(A) Rs(Ω) Rsh (Ω) n Iph(A  I0(A) Rs(Ω) Rsh(Ω)  n 
3.10 2e-14 1,3 30 0.66 3.51 1.2e-12 0.78 215,23 0.82 

 

  
Fig.10: I-V and P-V TE500CR+ module characteristics comparison between Sandia approximations, 
One-diode estimated model and experimental results. 
 
6. Conclusion 

This work described the functioning of the designed semi-virtual laboratory for PVG 
performance characterization methodology. This laboratory based on the comparison between 
the predicted models results and experimental ones. I-V and P-V, characteristics are obtained 
and compared, in one hand. In the other hand the PVG parameters are obtained using predict 
models and experimental results for real and estimated meteorological data. The present 
example for measurement and modeling applied for the TE500CR+ modules can be used for 
characterized different PV commercial modules. The final objectives is to duplicated this 
results and choose modules gives good response when they are introducing in the PV 
installation and gives either a best installation dimensioning. In perspectives of this research is 
to introduce other PVG models in this semi-virtual laboratory and its compared with the 
studied ones 
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Two Phase Change Material with Different Closed Shape Fins in Building 
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Abstract: Photovoltaics (PVs) operate at around 40°C above ambient temperature in full sun. On a cold day in 
Europe the cell temperature will be at 30°C and compared to a summer temperature of up to 80°C. As each ten 
temperature increases the efficiency of the crystal silicon photovoltaic will reduce 10%. So considering the 
whole year, running at 25°C for Building Integrated Photovoltaic (BIPV) will be an ideal temperature target to 
achieve in order to keep PV cells at their peak efficiency in Europe. Passive heat removal technique was applied 
for thermal regulation of PV using Phase Change Material (PCM) integrated on the back of the PV. The 
temperature in PV can be effective regulated, but the low thermal conductivity of the PCMs is one of the main 
problems for this application. This paper details the results of a theoretical investigation and analysis of PV 
temperature control and solar thermal energy storage achieved using phase change materials with different types 
of fins, structure and PCMs. The predicted performance provides an insight into the effects of using various 
quantities of different PCM materials with different types of fins and thermal storage for selected ambient 
conditions of temperature and insolation. From this parametric study, optimum arrangements of the PV/PCM 
system with different type of fins are proposed, thereby improving the efficiency of the PV/PCM system.  
 
Keywords: phase change materials, Photovoltaic and Building Integrated Photovoltaics  

Nomenclature

C      Specific heat capacity ................... Jkg-1 K-1 
E      Thermal energy  .................................. Jkg-1 
H      Heat transfer coefficient             Wm-2 K-1 
H      Latent thermal energy ......................... Jkg-1 
IT      Insolation incident on photovoltaic cell  
Wm-2 
K      Thermal conductivity  ................... Wm-1K-1 
T      Time  ...........................................................  s 
∆t    Time step .....................................................  s 
T      Temperature  .................................................................. oC  
∆T    Transition temperature of PCM  °C 
TPV    PV Temperature  .................................   °C 

Tamb  Ambient temperature ...........................   °C 
Tm    PCM Melt temperature  .....................................   °C 
UL    Overall heat loss coefficient,   Wm-2K-1 

ηc    PV Electrical conversion efficiency 
τ     Transmittance of PV cover 
α     Absorptance of PV 
 
Subscripts 
L liquid phase 
S solid phase 

 
1. Introduction 

Building integrated photovoltaic systems (BIPVs) are widely recognised as the most cost 
effective form of PV power generation [1]. As well as producing electricity, BIPV panels can 
replace some of the conventional wall cladding and roofing materials, therefore reducing the 
net costs of the PV system. The elevation of the PV temperature reduces solar to electrical 
energy conversion efficiency by 0.4-0.5%K-1 for crystal silicon PV when it rises above the 
characteristic power conversion temperature of 25°C [2] [3]. Maintaining the silicon PV’s 
temperature at a low temperature, preferably lower than or around 25°C will retain the 
maximum conversion efficiency of the PV for practical applications. Active and passive heat 
dissipations have been studied for decade [4] [5] [6].   

PCM can absorb a large amount of energy during the phase change, and is therefore widely 
investigated for thermal storage. A review on thermal energy storage with phase change 
materials and application has been carried by Sharma, et al. [7] and Agyemin et. al. [8]. An 
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investigation of a system which uses PCMs to absorb energy as latent heat at a constant phase 
transient temperature and to regulate the rise in PV temperature (PV/PCM) has been carried 
out recently ([6], [9] and [10]). It was found that the PCM thermal conductivity and volume 
expansion during melting are the main barriers for this application. A series of arrangements 
with different types of fins inserted inside the PV/PCM system was also carried out 
experimentally [6]. Although the metal fins inserted inside the PCM can improve the heat 
transfer inside the PV/PCM system, the thermal regulation period declines as the volume of 
the PCM is substituted by the metal mass of the PV/PCM system. It was also found that 
during crystallisation the air cavity formed inside the PCM will increase the thermal 
resistance when used for temperature regulation during the day time. The further studies using 
different types of PCMs for the PV/PCM application, including a eutectic mixture of capric-
lauric acid (CL), a commercial blend of salt hydrate and paraffin phase change material 
(SP22), a eutectic mixture of Capric Palmitic acid (CP) and a Calcium Chloride hexa hydrate 
(CaCl2), have been carried out [11]. Eutectic Mixture of Capric-Palmitic Acid and 
CaCl2.6H2O with higher thermal conductivities than paraffin wax have a better thermal 
regulation performance on BIPV for indoor conditions and the outdoor climates of Ireland 
and Pakistan [11]. Further investigation on the corrosion of the container needs to be 
conducted. 

In this paper an experimental validated numerical simulation model [9] has been modified to 
suit for two phase change materials for PV/PCM modeling. The thermal regulation of the 
PV/PCM system in triangular shaped cells and circular shaped cells (which optimise for 
reducing stress due to PCM expansion) have been studied. A range of different phase 
transient temperature PCMs under static state and realistic conditions have been discussed in 
this paper.  

2. Methodology 

The simulation model used in this work is a two dimensional temperature-based finite 
volume based conjugated heat transfer numerical model to moderate the temperature rise in 
BIPVs in a PV/PCM system. This model is based on the previously developed and 
experimentally validated model for a single PCM with straight fins in the  PV/PCM system 
by the authors [9]. The non-linear transient model uses Boussinesq's approximation and 
allows convection and diffusion to be simulated. The developed model can be used to predict 
the transient temperature distribution and fluid flow field within a two-dimensional region in 
the PV/PCM system for different insolation, ambient temperatures, convective and radiative 
heat transfer boundary conditions ([9] and [10]). The modified PV/PCM model can be used 
for multiple PCMs with different transient temperatures and for triangular shaped PCM cells. 
The following assumptions are made: 

(i) The heat conduction in the PV/PCM combined system is two-dimensional and the 
end sides at the top and bottom are adiabatic. 

(ii) The thermal conductivity of the aluminum frame and PCMs in the solid and liquid 
phases are constant and do not vary with respect to temperature. 

(iii) The PCM is homogeneous and isotropic. 
(iv) The convection effect in the molten PCM is neglected for the thermal performance 

comparison, but has been considered for special case. 
(v) The interfacial resistances are negligible. 
(vi) The specific heat capacity “CP” value of the PCM is considered as uniform during 

phase change process, though in actual practice, there is variation in CP value within 
the small temperature range. 
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A brief summarization is as follows.  
The energy equation for melt [9]: 
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The energy equation for solid: 

0)( =∇⋅∇+
∂
∂ Tk

t
Tc SSSρ

    (2) 
Where the same equations hold good for all the frame and cell wall material and PCMs by 
incorporating suitable k, ρ, Cp values. The instantaneous continuity of heat flux and 
temperature at the interfaces of frame and cell with PCMs are preserved. 
In the exterior front boundary, where the PV/PCM system is exposed to solar radiation, the 
boundary condition is, 
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In the exterior back layer of the PV/PCM system x=L, the boundary condition is 
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Where h0 and hL are the heat transfer coefficients from the front and back surfaces of the 
PV/PCM system to the surroundings. S is the heat received by the PV/PCM system on the 
front surface from the incident solar energy. 
  
Table 1.  Thermophysical properties of RT21, RT27, RT31  [13] 
 RT21 RT27 RT31 Aluminium 

 

Melting temperature 21 27 29 N/A 
Latent heat (kJ kg-1) 134 184 169 N/A 
Density (kg m-3) 
Liquid 
Solid 

 
760 
840 

 
750 
840 

 
770 
890 

 
N/A 
2675 

Thermal conductivity (Wm-1K-1) 0.2 0.2 0.2 160 
Viscosity (mm2 s-1) 25.71 26.32 28.57 N/A 

The most significant thermal characteristics affecting the performance of the PV/PCM system 
are (a) the PCM heat capacity, (b) the phase transient temperature, (c) the location of the PCM 
and (d) the mass in the system fins arrangement. In this paper, the PV/PCM system has been 
designed with small metal cells to hold two types of PCMs considered to enhance heat 
transfer. The triangular and circular cell shapes are good for directing the bubbles produced 
during the melting process and thereby dissipates the stress due to the volume expansion 
which challenges many PCM applications. The schematic of the PV/PCM with metal cells is 
illustrated in Figure 1. The vertical position is used to mimic building integrated PV. The 
study here is just concentrated on the building wall integrated PV, the inclined PV systems 
beyond these limits. The 4 mm aluminium front/ back walls and the 1 mm aluminium alloy 
fins of the PV/PCM test system provided a high rate of heat transfer to the PCM. The interior 
dimensions of the containers were 0.132m high by 0.04m depth. The upper and lower ends of 
the PV/PCM system were assumed adiabatic. The incident energy IT absorbed by the PV as 
heat is conducted through the high heat transfer cell wall to the PCM and dissipated from the 
rear of the PV/PCM system. The different thermal regulation characters of the PCMs can hold 
PV temperature at lower levels for longer periods. The PCMs that are commercially available 
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with different phase transient temperatures from 21 to 60°C are combined to regulate the PV 
temperature rising in the PV/PCM system. Different combinations of the PCMs used to 
augment the PV/PCM system are analysed for static conditions and realistic diurnal 
temperature and insolation boundary conditions in the England summer period and the heat 
transfer and temperature distribution are predicted. The thermal properties of the aluminium 
alloy and the four PCMs that can be combined into the types of PCMs from RUBITHERM 
[13] used as input data in the simulations are presented in Table 1.  
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Figure 1. Schematic diagram of PV/PCM system with metal cells for different PCMs 

 

   
Figure 2. Grid and isotherms of circular cells with two phase change materials in PV/PCM system 

The heat transfer coefficients from the front and back surfaces of the PV/PCM system are set 
at 10 Wm-2K-1 and 5 Wm-2K-1 (to simulate natural ventilation conditions) and the top and 
bottom boundaries of the system are assumed to be adiabatic. A fixed grid space of 1mm 
square for straight fins and variable grid for circular cell fins simulation with finite volumes 
and a variable time step with a minimum value of 0.0125 s are used for all the simulations. 
The total number of grid is 144x48 for simulation. 
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Simulating the behaviour of the PV/PCM system with the two different phase transient 
temperature PCMs is carried out under the static state and realistic conditions. In real thermal 
applications it is subject to the cyclic melting and solidification boundary conditions. To 
predict long-term temperature control, three days are simulated using weather data for the 21st 
June for the SE of England [14] on the vertical south-east oriented PV/PCM system when the 
insolation was greater than 120 Wm-2. For the simulations, realistic ambient temperatures and 
insolation boundary conditions are regarded as invariant over 5 minute intervals. The 
simulation temperatures within the PV/PCM system are all initially set to the outdoor ambient 
temperature at 00:00 hr for the transient applied boundary condition. 

 
3. Results and Discussions 

In order to evaluate the PV/PCM performance, predictions of the temperature development 
with the two phase materials, a single PV plate is predicted as a reference for performance 
comparison. The predicted reference temperature is at 68.45°C with insolation 1000 W/m2 
and ambient temperature 20°C. The following four cases using different  combinations of two 
PCMs with different melting temperatures and two shapes of fins (triangle and half circular 
fins) were simulated on setting static conditions of (a) insolation 1000 W/m2 and ambient 
temperature 20°C and (b) realistic three days ambient conditions with repeating data on 1st 
June [14].  
 

• RT27 with RT21 (triangle cells) 
• RT27 with RT27 (triangle cells) 
• RT31 with RT27 (triangle cells) 
• RT31 with RT27 (half circular cells) 
• RT60 with RT21 (triangle cells) 

 
The variable grids of the simulation for the circular cell is listed in Figure 2 along with the 
isotherms of the circular cells in different time. The insolation absorbed on the front surface 
of the PV/PCM system and conducted through the PV increases the temperature of the metal 
cell wall. The metal wall of the cell provides good thermal transfer to the two PCMs. Similar 
situations can be seen on the triangle fins in Figure 3. As time elapses, it can be seen that the 
temperature on the front surface of the PV/PCM system has a lower temperature rise for the 
system with RT27-RT21 than that with the RT27-RT27 and RT31-RT27 filled system, and 
the thermal regulation period is shorter. It is easy to understand that the lower melting PCM 
can have better thermal regulation compared with the higher melting PCM. This can be 
observed from the predicted isotherms for the PV/PCM system cross-sections as shown in 
Figure 3. Metal fins in the PCM increase the heat transfer inside of the PCMs by increasing 
the surface area over which heat transfer to the PCM occurs and also act as a pressure release 
pathway for the melted PCM. After the first 30 minutes the temperature inside the system 
with RT27-RT21 is relatively lower than the RT27-RT27 and RT31-RT27 cases. After 60 
minutes the front temperature on RT27-RT21 increases more rapidly to the insolation 
intensity than the RT27-RT27 and RT31-RT27 cases do, and the thermal regulation period is 
less. The position of the PCMs is an important factor in thermal regulation. When combined 
with low phase change transient PCM the temperature on the front surface of the PV/PCM 
system has a lower temperature rise.  
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Figure 3. Predicted isotherms for the PV/PCM system with four cases of RT27-RT21, RT31-RT27 
during the PCM phase change process 

A three day simulation using the weather data on 21st of June has been undertaken to predict 
the heat accumulation in the PV/PCM system with a combination of two PCMs and is 
presented in Figure 4. The temperatures of the system respond more rapidly to the insolation 
than to the ambient temperatures. When no insolation is involved, it can be found that the 
temperature on the front surface of the system decreases with phase change properties. The 
temperature of the PV/PCM systems follows the incident insolation but lags with the 
properties of PCMs by more than 20 minutes. Absorbed solar energy is stored in the PCMs 
during high daytime temperatures and subsequently released to the ambient in the evening. 
The predicted temperatures for the second and third days for all the cases are the same, the 
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PCM has thus released all its latent heat to the ambient environment at night and returned to 
its solid phase at the start of each period of insolation. The RT31-RT27 system with triangle 
and circulate close fins can efficiently control the temperature on the PV under 30°C for the 
whole test period. For two different PCMs the lower phase transient PCM dominates the 
whole system performance. The phase transient performance is clear in the cooling stage.  
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Figure 4 Average temperature evolution at the front surface of the PV/PCM system with the RT31 and 
RT27 combination for a three day simulation using the weather data on 21st of June SE England  
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Figure 5  Electricity energy supply on the selected day in 23th June in SE England per square metre 
for different PCMs combine PV/PCM system along with reference PV module 

The temperature regulation may be quantified in terms of the electricity supplied in a typical 
day in summer. Assuming that the useful electricity power can be produced only after the 
insolation is over 200 Wm-2. Figure 5 shows the comparison of the electricity energy provided 
by the two PCMs combined PV/PCM systems with the reference PV module during one day’s 
performance in 21st June in SE England. The PV/PCM systems with half circular cells and 
triangle cells have been compared as well. The effect of temperature regulation by PV/PCM 
combined system is clear. The difference between using the triangle and half circular cells is 
not significant with the selected PCMs combination. 
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4. Conclusions 

The thermal performance of using two PCMs to regulate the temperature rising on PV/PCM 
system is studied. The PCMs with different transient temperatures can maintain the PV at 
operating temperature closer to its characteristic value of 25°C and thus lead to an 
improvement in solar-to-electrical conversion efficiency. The different thermal regulation 
characters of the PCMs can keep PV temperature at lower levels for longer periods. The 
PCMs evaluated at different combinations show that the thermal regulation performance of 
the PV/PCM depends on (a) the thermal mass of PCMs, (b) the positions of the PCMs inside 
the PV/PCM system and (c) the thermal characteristics of both the PCMs and the PV/PCM 
systems structure. Comparing different combinations, RT27-RT21 achieves the highest 
temperature reduction during the daily operation.  
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Abstract: Concentrating photovoltaic (CPV) systems with three-junction solar cells are already in the market. In 
the CPV market, photovoltaic systems with four cells are needed to make CPV more cost competitive.  This is 
because systems with four cells have more yield than the existing three cell systems. Technically, making a stack 
of four cells imposes constrains on the choice of the materials (i.e. energy bandgap and lattice constant) and it 
involves complex and costly fabrication techniques. This paper suggests a design of a CPV system with two 
separate double-junction solar cells (i.e. four PV cells). The system proposed enables the operation of the four 
cells independently. It also offers high flexibility in the choice of the materials for making the solar cells. The 
system described in this paper involves a double-junction cell made of AlGaAs/Si; and another double-junction 
cell made of: InGaAsP/InGaAs. This paper presents the modeling approach and the response of the system under 
the standard conditions. 
 
Keywords: photovoltaic, beam splitting, concentrating photovoltaic system. 

1. Introduction 

Recently, efficiencies as high as 41.6 % have been measured on concentrating photovoltaic 
systems (CPV) with a t hree junction solar cell made of InGaP/InGaAs/Ge [1, 2]. Such 
converters are already in the PV market for terrestrial applications but with a share of less 
than 1%, while the other photovoltaic technologies (i.e. silicon and thin films) dominate the 
market [3, 4]. Though the performance of CPV systems with three cells is high, further 
improvements are still needed to bring down the cost of power from CPV systems and make it 
cost competitive with the other technologies, namely: silicon based technologies, thermal 
concentrating solar power and thin-films. One way to improve the response of CPV systems is 
to involve four-junction solar cells which are not in the market yet. As a matter of fact, the 
company Emcore is planning to use four-junction cells in their modules from the second 
quarter of 2011 to achieve 30% outdoors efficiency [5]. Theoretically, the limiting efficiency 
of a series connected solar cell with four sub-cells is 67.9% under the direct solar spectrum 
[6]. Making monolithic 4-junction solar cells is technically challenging imposes constrains on 
the choice of the material because the four cells need to have specific lattice constants and 
specific energy bandgaps for an optimum response. However, making 2-junction solar cells is 
relatively simple and can be made with less constrains. 
 
In this work, we suggest a design to involve four cells to achieve a high efficiency with less 
constrains by using optical techniques. The idea is to design a multi-receiver system in which 
the cells are kept apart and the sunlight is split into different sub-beams. This type of multi-
receiver systems tends to be complex shape-wise which makes wiring, mounting and cooling 
more complex. In the literature, many CPV systems with beam-splitting features are reported; 
however, three CPV systems only involve four solar cells [7-11]. United Innovations Inc. 
proposed a cavity receiver with four mono-junction cells coated with optical filters: InGaP, 
GaAs, InGaAsP and InGaAs (see configuration 1 in Table 1). The efficiency was calculated 
and estimated at 48.32 % under 100 suns [8]. Another receiver with four cells was 
demonstrated at the Fraunhofer ISE in Freiburg, Germany (see configuration 2 in Table 1) [9]. 
Two of the cells were made of InGaP and GaAs, and they were stacked together. The other 
mono-junction cells were made of Si and GaSb. An efficiency of 34% was measured [9, 11]. 
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In configuration 3 i n Table 1, a  system built at the University of Delaware is shown. The 
system was tested under outdoors site-specific conditions and an efficiency approaching 40% 
was measured [10]. 
 

Table 1: Photovoltaic systems with four cells and beam-splitting features. 
 Configuration Solar cells Efficiency Reference 

 

 

Configuration 1 

 

 

InGaP, GaAs, 
InGaAsP, InGaAs 

 

48.32 % 
under 100 
suns 
(calculated) 

 
 
Ref. 8 

 

Configuration 2 

 

 

GaInP/GaAs, Si, 
GaSb 

 

 

34 % 
(measured) 

 

 

Ref. 9 

 
Configuration 3 

 

 

InGaAsP/InGaAs, 
GaAs/InGaP 

39.5 % 
under 30 
suns and 
DNI = 360 
W/m2 (not 
standard 
conditions) 

 

 

 

 

Ref 10 

 

We have looked at several systems with beam-splitting features, and based on t he lessons 
learned from the designs proposed in the literature, we are proposing a design with four solar 
cells. Our system has concentration features. This is because concentration improves the 
response of solar cells and their yield. Also, concentrating systems use a small cells which 
reduces the amount of material required for making the solar cells; thus, reducing their cost. 
The proposed system has only two separate receivers in order to avoid multiple reflections, 
which is not the case in configurations 1 and 2 in Table 1. Having a system with four solar 
cells and two receivers imply that each receiver holds a double-junction tandem solar cell. 
 
In this paper, the proposed system is presented. A modeling approach has been developed to 
estimate the response of the system under the standard conditions. 
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2. Description of the system 

The proposed system is displayed in figure 1 and it is composed of a parabolic mirror, a 
plano-convex lens coated with a short-pass optical filter, and two tandem photovoltaic cells. 
The setup has two separate receivers: one receiver holds a double junction solar cell made of 
AlGaAs/Si and the other receiver holds an InGaAsP/InGaAs double-junction cell. 
 
For the dimensions of the receiver, the diameter of the dish is 112 mm. The cells have circular 
shapes. The AlGaAs/Si cell has a radius of 7 mm; however, the cell at the opposite receiver 
has a radius of 10 mm.  
 
The dish concentrates sunlight on the lens. The plano-convex lens is made of fused silica and 
it is coated with a short-pass multilayer optical filter. Ideally, the filter transmits photons with 
energies higher than the energy bandgap of Silicon and reflects photons with energies shorter 
than the energy bandgap of Silicon. We should remind that AlGaAs and Si have the following 
energy bandgaps of 1.817 eV and 1.124 e V. Therefore, photons with energies higher than 
1.124 eV only can be absorbed and converted and those with energies lower than 1.124 eV 
are reflected to the InGaAsP/InGaAs solar cell. In0.57Ga0.43AsP and InGaAs have energy 
bandgaps of 1.0 eV and 0.74 eV respectively. Therefore, photons with energies higher than 
0.74eV and shorter than 1.124 eV can be absorbed and potentially converted. 
 
For the sake of developing an accurate model, realistic optical properties for the reflective 
coating on the mirror and the short-pass coating on the lens for commercialized products were 
used in our model. The transmittance of the multilayer optical filter is presented in figure 2. 
The spectrum incident on each receiver is presented in figure 3.  

 

Fig. 1. Configuration of the proposed double-receiver system. 

3. Modeling approach 

 To the best of our knowledge, there is no package dedicated to the modeling of CPV systems 
with multiple receivers. Therefore, we had to devise a multi-step procedure for modeling the 
different parts of the system: the light source, the opto-mechanical system, and the solar cells. 
For the details of the modeling procedure, reference [12] is recommended. 
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3.1. Modeling the light source: 
For modeling the light source, the package SMARTS was used for generating a file for the 
standard solar spectrum AM1.5 D ASTM G173-03 [13, 14]. The output of the package 
consists of the wavelengths and the corresponding flux values in W/m2/nm in the other 
column. As we are modeling a concentrating photovoltaic system, only photons coming 
directly from the source (i.e. the sun) can be tracked. For this reason, spectrum of sunlight 
coming directly from the sun was generated (i.e. AM1.5D). To cover the maximum of the 
spectrum, we generated spectrum for wavelengths starting from 280 nm  to 4000 nm. The 
spectrum is presented in figure 3. 

 

Fig. 2. Transmittance of the short-pass optical filter. 

3.2. Modeling the opto-mechanical system: 
The values obtained from SMARTS were used for modeling the light source in the ray tracing 
package TracePro Expert [15]. We used the ray tracing program to determine the flux 
received at the two receivers. The system presented in figure 1 was built in TracePro Expert 
and one million rays were launched from the source to find the power incident on each one of 
the two receivers. Though the acceptance angle should theoretically be 32’, in our model, we 
considered it to be 0o.  
 
3.3. Modeling the solar cells: 
After determining the flux incident on t he receivers and the spectrum absorbed by the two 
solar cells, the cells were simulated in PC1D. PC1D is a package dedicated to modeling 
photovoltaic solar cells [16]. That is, two PC1D models were developed: one for the 
AlGaAs/Si solar cell and one for the InGaAsP/InGaAs solar cell, and both are double junction 
tandem cells. Numerical optimization of the cells is the subject of our previous studies [17, 
18].  
 
In PC1D, two spectrum files were generated to model the two solar cells. These files were 
obtained by modifying the spectrum files that correspond to AM1.5D. For each wavelength in 
the AM1.5D file, the value of the flux was multiplied by reflectance of the reflective coating 
and then multiplied either by transmittance (or reflectance) to obtain the flux incident on the 
AlGaAs/Si cell (or the InGaAsP/InGaAs cell). 
 
 After preparing the spectrum files in PC1D and after determining the flux incident on the two 
solar cells by using TracePro Expert, the PC1D model was run and the final results were 
obtained. 
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Fig. 3. Spectrum of light incident on the two receivers. 

Table 2: Response of the cells in the system. 
      AlGaAs Si InGaAsP InGaAs 

Energy bandgap 
(eV) 

1.817 1.12 1.00 0.74 

Isc (mA/cm2) 717 470 77.1 339.5 

Voc (Volts) 1.352 0.752 0.624 0.425 

Efficiency (%) 15.5 5.6 1.47  4.21  

 

4. Response of the system: 

After running the model, we found that under the standard conditions where the total flux 
incident on the dish is 850 W/m2 (i.e. a power of 8.374 W is received by the 112 mm wide 
receiver), 5.716 Watt of concentrated sunlight is received by the InGaAs/Si tandem cell and 
another 1.712 Watt of concentrated sunlight is received by the InGaAsP/InGaAs tandem cell. 
These values correspond to power densities of 37.13 kW /m2 and 5.45 kW/m2 on the 
AlGaAs/Si and InGaAsP/InGaAs cells, respectively. These numbers show that the optical 
efficiency of the system is 88.7 %. The response of the solar cells is summarized in Table 2. 
 
The results in table 2 show that the overall efficiency of the system is 26.8 % . Under the 
standard conditions, this corresponds to a power density of 227.6 W/m2.  This also means that 
one dish generates 2.24 W under the standard conditions. 
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5. Conclusions 

In this paper, a system with four solar cells was modeled under the standard conditions. The 
system involved four solar cells made of the following materials: AlGaAs (1.817 eV), Si 
(1.124 eV), InGaAsP (1.0 eV) and InGaAs (0.74 eV). The system has beam splitting features 
and an optical concentration of 63 suns. For modeling the system, we proposed a multi-step 
modeling procedure. The modeling results show that the efficiency of our proposed system is 
26.8 % which corresponds to a power output of 2.24 W . Comparatively with systems with 
four solar cells reported in the literature, the efficiency of the system is low because of two 
reasons: 
 

- The combination of the energy bandgaps is not optimum: changing the distribution of 
the energy bangaps can be done either by using other materials or by changing the 
composition of the materials used in this study. The optimum energy bandgaps can be 
determined by changing the cells.     

- The optical concentration ratio: the concentration ratio of the system is 63 s uns. 
Increasing this efficiency to very high values above 300 s uns would enhance the 
efficiency of the system. 
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Abstract: High operating temperatures induce a loss of efficiency in solar photovoltaic and thermal panels. This 
paper investigates the use of phase-change materials (PCM) to maintain the temperature of the panels close to 
the ambient. The main focus of the study is the CFD modeling of heat and mass transfers in a system composed 
of an impure phase change material situated in the back of a solar panel (SP). A variation of the enthalpy method 
allows simulating the material thermo-physical change of properties. The buoyancy term in Navier-Stokes’ 
momentum conservation equation is modified through an additional term which forces the velocity field to be 
non-existent when the PCM is solid. For validation purposes, isotherms and velocity fields are calculated and 
compared to those from an experimental set-up. Results show that adding a PCM on the back of a solar panel can 
maintain the panel’s operating temperature under 40°C for around two hours under a constant solar radiation of 
1000W/m². 
 
Keywords: Solar Panel, Operating Temperature, Phase Change Material 

Nomenclature 

Cp specific heat .................................. J kg-1 K-1 
g gravitational constant .......................... m s-2 
H PCM container height ............................. m 
k thermal conductivity ...................... Wm-1K-1 

LF Latent heat of fusion ........................... J kg-1 
L PCM container internal width ................. m 
m mass ........................................................ kg 
 

P pressure .................................................. Pa 
Tm mean melt temperature ............................. K 
u velocity ................................................ m⋅s-1 
ΔT half range of melt temperatures ............... K 
β coefficient of thermal expansion ............. K-1 
ρ density................................................ kg⋅m-3  
µ dynamic viscosity ............................ kg⋅m⋅s-1 

1. Introduction 

The efficiency of solar panels depends on three factors: the intensity of the solar radiation 
flux, the quality of the semi conductor in use, and the operating temperature of the semi 
conductor cell. The variations of solar radiation cannot be controlled. Therefore the ongoing 
research focuses either on new material like copper, indium diselenium, cadmium tellurium 
and chalcopyrites, or on maintaining low operating temperatures. For PV panels, high 
operating temperatures create a drop in the conversion rate of about 0.5% per Celsius degree 
over the nominal cell operating temperature of  25°C [1], as defined by the industry standard 
STC (Standard Test Conditions). In summer, panel’s temperature typically ranges from 40 to 
70°C which makes a 7.5 to 22.5% drop in the conversion rate. In the same way, the efficiency 
of solar thermal panels decreases mainly because of radiation losses when their operating 
temperature is above the ambient. 
 
To lower the operating temperature, one can either improve the free cooling on the back of the 
panel thanks to natural or forced convection, or try to absorb the excess heat by modifying the 
panel’s architecture. The latter solution includes the use of PCMs situated on the back of solar 
panels.  PCMs are materials that undergo reversible transition of phase depending on their 
temperature. They absorb or reject heat in the process. Only a few studies have been 
specifically devoted to passive cooling of solar panels by SP/PCM architectures. The 
hypothesis driving the research is simple: when the panels’ temperature rises, the excess heat 
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must be absorbed until the PCM has completely melted. When the panel’s temperature 
decreases, the solidification of the PCM should provide additional heat for the operating 
liquid in solar thermal panels, provide heat to the building or act as an insulation material. The 
SP/PCM solution is expected to be very useful for roof or facade integrated panels where 
space for ventilation is limited.  
 
Huang et al. [2] studied the melting of PCMs in an aluminum container submitted to a solar 
radiation of 750 to 1000W/m². They used a finite volume model to resolve both the heat 
transfers diffusion and the Navier-Stokes equations. They later included cooling fins in the 
tank to improve the PCM bulk thermal conductivity [3] [4]. They found that the temperature 
rise in the system could be reduced by more than 30°C for 130 minutes. Cellura et al. [5] 
resolved the same architecture using a finite element PDE solver. However, they considered 
the PCM as pure, meaning that the PCM melting temperature is unique and does not change 
while the PCM is still melting. This property is not valid for most commercial PCMs which 
are generally mixtures of several different materials.  By resolving only the heat transfers 
diffusion equation, they showed that a PCM with a melting temperature between 28°C and 
32°C can improve the energy conversion efficiency by around 20% in summer time. Jay et al. 
[6] experimentally studied a layout where PCM were contained in a honeycomb grid to 
improve conduction in the container. They showed that after 6 hours and 30min of experiment 
under an artificial insulation of 800W/m² on real PV panels, the temperature of a PV/PCM 
system was still lower than that of a single panel, with a mean temperature difference of 24°C. 
They also found that the panel’s temperature drop using a PCM with a melt temperature at 
27°C was higher than using a PCM with a melt temperature at 45°C. 
 
In this study, we consider the same geometry as [2]. The transient conduction and convection 
heat transfers as well as the Navier-Stokes equations are simultaneously resolved in the PCM 
domain using a finite element model on a fixed grid. The buoyancy term in Navier-Stokes’ 
momentum conservation equation is modified through an additional term to force the velocity 
field to be zero when the PCM is solid. This scheme is validated using an experimental set-up. 
The model is then used for a parametric study of the SP/PCM architecture performances. 
 
2. Methodology 

2.1. Numerical case description 
The geometry of the model is presented in Fig. 1. The thermo-physical properties of the 
simulated materials are presented in Table 1.  
 
Table 1. Thermo-physical properties of RT25 and 
aluminum. 

 Cp k ρ 

Solid RT25 1800 0.19 785 
Liquid RT25 2400 0.18 749 
Aluminum 903 211 2675 

Constant properties of RT25: 
LF: 232000 J kg-1 

Tm: 26.6°C, ΔT=1°C 
β: 1e-3K-1 

μ: 1.7976e-3 m2.s-1 
    
       Fig. 1. Geometry of the numerical model.   
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2.2. Mathematical model 
2.2.1. Modeling heat transfers   
Over the front plate surface, we considered conduction, convection and radiation heat 
transfers as shown in Eq. (1). Long wave radiation with the sky was neglected in the model.   
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   (1) 

 
where α is the aluminum thermal absorptivity and E the solar radiation intensity. The heat 
transfers diffusion equation applies over the PCM, the air layer and the aluminum domains: 
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The velocity field u in Eq. (2) is given by Navier-Stokes equations for incompressible fluids. 
To model the changes in PCM RT25 thermo-physical properties occuring during the phase 
transition, we define function B0 as the liquid fraction in the PCM domain. Let be Tm the 
mean melt temperature and ΔT the half range of melt temperatures: 
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Eqs. (3) show that B0 is zero when the PCM is in solid and 1 when it is in liquid phase. B0 
linearly grows from zero to 1 between the two states.  To ensure second order continuous 
differentiability of the liquid fraction over the temperature domain and to help numerical 
convergence, B0 is approximated by a second order differentiable function B1. B1(T) is the 
sixth-degree polynomial whose coefficients are calculated using the following conditions: 
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where B1’ and B1” are B1(T) first and second derivatives. B1 is used to model the changes in 
the PCM thermo-physical properties as follows: 
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The modeling of the specific heat includes an additional term representing the latent heat of 
fusion absorbed during the melting process: 
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Function D is a smoothed Delta Dirac function which is zero everywhere except in interval 
[Tm-ΔT, Tm+ΔT]. It is centered on Tm and its integral is 1. Its main role is to distribute the 
latent heat equally around the mean melting point. 
 
2.2.2. Modeling mass transfers 
We assumed that the PCM in the liquid phase is a Newtonian fluid. The mass, momentum and 
energy conservation equations were resolved simultaneously with the heat transfers diffusion 
equation. However, to model the phase transition, the momentum conservation equation was 
modified as follows: 
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where Fb is buoyancy force given by the Boussinesq approximation: 
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The expression of A is inspired from the Carman-Kosensky relation in a porous medium 
where the value of C depends on the morphology of the medium. If we assume that the flow 
is laminar: 
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In this study, C is given the constant value 105. This value is chosen arbitrarily high. Constant 
q is chosen very low in order to make Eq. (12) valid even when B1(T)  is zero. The value of q 
was fixed at 10-3. When the temperature of the MCP is higher than Tm+ΔT, the PCM is 
completely liquid. Therefore, B1 is 1 and consequently, A and Fa are zero. In this case, the 
usual momentum conservation equation applies. During the transition state, 0 < B1(T) < 1. 
A(T) increases along with the melting process until the added force Fa  becomes greater than 
the convection and diffusion terms in Eq. (9). The momentum conservation equation becomes 
similar to the Darcy law for fluid flow in porous medium: 
 

( )PKu ∇−=
µ


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where the permeability K is a function of B1(T). When B1(T) diminishes, the velocity field 
also diminishes until it reaches zero when the PCM becomes completely solid. At that point, 
the MCP temperature is lower than Tm-ΔT. Therefore, B1  is 0. Eq. (12) shows that the value 
of A(T) becomes very high. Consequently, all the terms in the momentum conservation 
equation are dominated by the added force. The only solution of the Navier-Stokes equations 
is u=0 which corresponds to a solid medium. 
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2.2.3. Numerical method 
A 2D finite element model was used. To satisfy 
the Brezzi-Babuska condition [7] three degrees of 
freedom were used on each element to 
approximate the pressure field and an additional 
degree of freedom was used by adding a node at 
the center of mass of each triangular element to 
approximate the velocity field. The maximum 
mesh size was 4.10e-4m. The final mesh had 135 
240 elements and 465 857 degrees of freedom. No 
significant change of the results was observed 
when using a finer mesh. A Galerkin least-squares 
stabilization method was employed.  
 
2.3. Elements of validation 
2.3.1. Experimental set-up 
The experimental set-up consisted of a 167mm x 
167mm x30mm-large Plexiglass container without 
cooling fins and filled with a PCM. An air layer 
was left at the top of the tank to prevent it from 
breaking due to the PCM thermal expansion. A 
fixed temperature of Te = 20°C and Ti = 40°C was imposed on each side of the tank thanks to 
heating plates. The transient two-dimensional velocity field in the tank was measured thanks 
to a PIV apparatus including a Nd-Yag laser.  
 
The experimental validation consisted of: firstly, a transient comparison of the moving liquid-
solid boundary location (Fig. 2); secondly, a comparison of the simulated and measured 
velocity fields in the completely melted PCM (Fig. 3). Some discrepancies were noted 
between the simulated and the measured velocity fields. This may be due to the very low 
velocities in the tank which are of the order of 10e-4m/s. However, the transient locations of 
the simulated moving boundary closely matched the experimental one. 

 

 
Fig. 3. Comparison of the PIV-measured and simulated velocity in the vertical mid cross-section of the 
PCM domain. 
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3. Results 

All the simulations were conducted using he=10W/m².K, hi=5W/m².K and E = 1000W/m². 
 
3.1.1. Temperature and velocity fields 

 

Fig. 4.  Simulated transient isotherms and velocity fields in the SP/PCM system. H=132mm, L=20mm. 

3.1.2. Parametric study 
Table 2. List of simulated cases. 

 (a) (b) (c) (d) 
L(m) 0 20 20 20 
H(m) 132 132 40 132 

Cooling fins no yes no no 
 

 
Fig. 5. Impact of convection heat transfers in the PCM on the panel’s operating temperature. 
H=0.132m and L=0.049m.  
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Fig. 6. Impact of the SP/PCM size on the panel’s operating temperature. 

4. Discussion and conclusion 

The first limitation of this work rises from the representation of the solar panel by an 
aluminum plate. This simplification does not take into account the bulk specific capacity of 
real panels. The second limitation comes from the fact that the impact of sky temperature was 
not included in the numerical model, due to experimental validation difficulties. Despite those 
limitations, the following observations remain relevant: 

The velocity field in Fig. 4 shows a circulation of the liquid PCM through the three parts of 
the container. Convection of the liquid PCM is observed upward close to the heated panel, 
and downward close to the liquid-solid boundary. The Rayleigh number in the liquid PCM 
was between 105 at melt start and 106 at melt end. This result is coherent with our initial 
assumption of a laminar flow and confirms the observation of [4]. Like [4], we also 
numerically observe a suspended solid PCM mass when the melting is nearly over. 

Over the range of simulated sizes for the SP/PCM system, the temperature of the front plate 
always remains lower than 50°C after 89min under a constant radiation of 1000 W/m2. The 
better performance is obtained with a 13.2 x 4.9cm large PCM container. In this case, the 
panel’s temperature is 34.9°C after 1 hour. The same temperature is reached after 5min 
without PCM (Fig. 5). These observations are in good agreement with [3] and [5]. Three 
inflexions points can be observed on the transient operating temperature profile. The first one 
happens at the PCM melt temperature. After a steep increase, the panel temperature rises 
much more slowly from that point because of the start of the melting process.  

Between the first and the second inflexion point, the PCM acts like an insulation material for 
the panel and heat transfers are dominated by conduction (Fig. 5). The second inflexion point 
indicates the start of the convection heat transfers which balances conduction heat transfers in 
the PCM. Fig. 5 shows that the simulated panel temperature may be overestimated by 20% 
after 3600s when conduction only is considered in the numerical model.  On Figs. 5 and 6, the 
operating temperature remains more or less constant until the PCM has completely melted. 
The last inflexion point marks the end of the melting process. Heat transfers in the container 
are dominated by convection.  Afterwards, the temperature rises more slowly than before the 
start of the melt because of the higher specific heat capacity of the liquid PCM. 
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The parametric study also shows that the operating temperature drops proportionally to the 
increase of the PCM width: after 3600s, T = 34.9°C when L = 0.049m whereas T=37°C when 
L = 0.02m. Comparing curves (c) and (d) shows that the same trend is observed when the 
panel height is increased but only when the PCM has completely melted. In brief, it is better 
to increase the PCM width than its height to lower the panel’s temperature. Adding cooling 
fins in the PCM tank provides a faster attenuation of the operating temperature because the 
PCM bulk conductivity is increased. But this layout accelerates the phase transition too. 
When the PCM has completely melted, the operating temperature rises faster than for all other 
SP/PCM architectures (Fig. 6). This fact moderates the idea that adding cooling fins makes 
SP/PCM systems more efficient [4]. 

To conclude, adding PCM on the back of solar panels is an efficient way of improving panels’ 
performance. Their operating temperature can be substantially decreased using that 
technology.  Future work should include experimental validations of this first numerical 
model using real solar panels under real climate. 
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Abstract: The increasing penetration of micro generation units in low voltage distribution networks and the need 
for evaluating the potential benefits and also the potential negative impacts of such penetration ask for detailed 
assessment tools and methodologies. The impacts of a single small-scale unit (<5,75kW) is, probably, negligible. 
However, the aggregate contribution of many small capacity units can be significant and an adequate assessment 
of the impacts is needed in order to prevent some undesirable effects and in order to accurately compute the 
benefits of such units. This paper presents a methodological approach that allows an adequate assessment of 
micro generation impacts on radial distribution networks based on Monte Carlo simulations to reproduce both 
demand and generation behavior, and using scenarios to deal with the uncertainty about micro generators 
placement. Besides, the use of both generation and demand diagrams of high resolution allows to adequately 
assess the voltage values variability in different buses. 
 
Keywords: Micro-generation, LV radial distribution networks, Losses and voltage profile assessment 

1. Introduction 

In traditional power systems, without distributed generation or micro-generation units, power 
flows from substation to the end-user loads and power systems are designed for such 
behavior. The utilization of micro-generation units might, however, impact the flow of power 
and voltage levels and eventually cause reverse power flows. Thus, some problems may arise 
and should be taken into consideration when promoting this type of generation. For a given 
load and generation levels the impacts of micro generation on distribution networks depend, 
among others, on bot h the location and size of micro generation systems. Several 
methodologies dealing with different issues raised by the dissemination of micro-generation 
have been proposed in the literature [1]-[9]. However, load demand and the output of micro 
generation units vary widely over the time and typically micro generation systems location is 
not known in advance. The uncertainty associated with both generation systems location and 
load/generation levels makes hard an accurate assessment of the impacts of those generation 
systems on the radial distribution networks.  Namely, the impacts on the voltage profile and 
power losses, but also eventual changes in power flows direction should be carefully 
accounted for. On the other hand, an adequate assessment of the impacts on voltage profiles 
asks for both an adequate time resolution in the representation of demand and generation and 
the usage of real load and generation diagrams not averaged ones. Averaged load diagrams 
and inadequate time resolution of load diagrams do not  allow capturing the real impact on 
buses voltage profile. Even 15 minutes time resolution may provide only indicative values for 
changes in voltage profiles provoked by micro generation systems.  
 
The main contribution of this work is the capability of making a daily basis analysis with a 
proper time resolution allowing for an adequate assessment of voltage impacts and the ability 
to deal with uncertainties that exist at both available generation and at the demand level. 
 
The structure of the paper is as follows. In section 2 t he methodological approaches to 
compute power flow and the demand and generation models are presented. Also, the different 
scenarios used to deal with the possible different locations of micro-generation units are 
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presented. Follows, in section 3, t he case study while, in section 4, t he results are shown. 
Finally, in section 5, some conclusions are drawn. 
 
2. Methodology 

In order to properly assess the impacts of micro-generations units on voltage profile and on 
the losses in a radial low voltage (LV) network, suitable demand and generation models and 
adequate power flow algorithms are necessary. Demand and generation models should be able 
to tackle the uncertainty that exist in both generation and in the demand, and the power flow 
algorithms need to take into consideration the intrinsic characteristics of distributions circuits 
which typically are unsymmetrical and unbalanced. Some proposals for dealing with some of 
these issues can be encountered in the literature [10][11]. However, a detailed analysis at the 
LV network level taking into consideration demand and generations variability is not 
available. The methodological approach followed in this work allows such detailed analysis, 
namely regarding the impacts on vol tage levels and on power losses, while taking into 
consideration the uncertainties associated with both the demand and the generation. In order 
to deal with the uncertainty of both the demand and generation we use Monte Carlo 
simulations to generate all possible realistic load/generation diagrams. The Monte Carlo 
simulations carried out to obtain demand diagrams, different for each customer, were based 
on information collected from load profiles obtained during monitoring campaigns. Namely, 
for each time interval, a probability density function characterizing the behavior of the 
demand was identified and used in the Monte Carlo simulations. For every customer (bus) 
different load profiles, obtained from field surveys, are considered. In the study carried out, in 
order to account for different possible amounts (number) and locations (buses) of micro 
generation units several scenarios have been simulated. The developed software tool allows 
the use of any time resolution to represent load profiles and generation.  
 
The variability of the demand is, most of times, associated with the utilization of energy 
services (heating, cooling, tv, computers, lighting, etc) according to the needs of the end-user. 
Consequently, energy consumption varies throughout the day and is different for different 
days (Figure 1). Adequate models for reproducing the demand taking into account such 
variability must produce realistic load curves and not averaged load curves and should have a 
proper time resolution that allowing capturing the impacts on the voltage levels. Therefore, 
average demand curves with a time resolution too high, for instance hourly demand models 
(Figure 2), are not adequate for such evaluation. In order to run Monte Carlo simulations, for 
every time interval adequate probability distributions have been identified based on da ta 
collected, thus allowing the generation of realistic load diagrams for different days of the 
week and different periods of the year. The uncertainty associated with the photovoltaic and 
wind generation is modeled also by using Monte Carlo simulations with normal distribution 
probability. Several scenarios regarding the number of micro-generation units and location 
have been analyzed. “A” is the scenario with no micro-generation units (MGU); in scenario B 
there are only 5 MGU, for evaluating the impacts of a low level MG penetration; in scenarios 
C – G there 10 MGU, located in different buses. In scenario C MGU distributed throughout 
the network; in scenario D (E) MGU are preferably located in buses far (near) from the 
distribution transformer (DT), allowing to evaluate the impacts as a function of the distance 
from DT; and in scenario F(G) MG units are mainly in the phase with higher (lower) demand, 
allowing to assess the impacts as a function of the demand level. These scenarios are 
summarized in Table 2. The implemented algorithm for computing power flows is the 
forward/backward sweep method based on successive sweeps until the convergence is 
achieved [12]-[15].  
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Figure 1- Energy consumption patterns in two consecutive days for the same residential consumer. 
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Figure 2- Hourly averaged load diagram for the residential consumer of Figure 1. 

 
3. Case study 

A real urban low voltage radial distribution network data has been used in this case study. The 
network has 38 bus es, 28 feeding residential consumers and 8 di stribution buses (points of 
connection). There are no losses at the distribution buses and the neutral is grounded in every 
bus. The distribution transformer is a 30kV / 400V-230V 160 kV A transformer. Figure 3 
shows the layout of the network. Besides residential consumers we have also street light.  

 
Figure 3- LV distribution network being analyzed. 

Most residential customers are single-phase consumers. In Table 1 the contracted power and 
the phase for every consumer are shown. Phase “A,B,C” means a t hree-phase consumer. 
According to the Portuguese legislation (decree-law 363/2007) the aggregated power of all 
micro-generation units installed in a LV distribution network cannot exceed 25% of the 
distribution transformer capacity and in order to access special-regime (premium) of the PV 
feed-in-tariff scheme the individual capacity of the micro-generation units is limited to 3.68 
kW, meaning that in this LV network can be installed at most 10 units. In this work all MG 
units have 3,68 kW capacity and are consumer owned. 
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Table 1- Placement of microgeneration units. 
Bus Phase Contracted Power Bus Phase Contracted Power 

1 A 6,9 kVA 24 C 6,9 kVA 
7 A 6,9 kVA 25 B 6,9 kVA 
11 A 6,9 kVA 26 A,B,C 10,35 kVA 
12 C 6,9 kVA 27 C 6,9 kVA 
13 A 6,9 kVA 28 A 6,9 kVA 
14 C 6,9 kVA 29 C 13,8 kVA 
15 B 10,35 kVA 30 A 6,9 kVA 
16 A,B,C 10,35 kVA 31 B 6,9 kVA 
17 B 10,35 kVA 32 B 10,35 kVA 
18 C 10,35 kVA 33 C 10,35 kVA 
19 A 6,9 kVA 34 B 6,9 kVA 
20 C 10,35 kVA 35 A 10,35 kVA 
21 B 10,35 kVA 36 C 10,35 kVA 
22 B 6,9 kVA 37 B 6,9 kVA 
23 A 10,35 kVA    

 
In order to deal with the uncertainty of demand and of the generation, 300 s imulations per 
interval of time have been done. Total computer time was 1200 s econds. Regarding the 
location of micro-generation units (MGU) 7 s cenarios have been analyzed, as described in 
Table 2.  
 
Table 2- Different scenarios for the placement of micro-generation units  
Scenario  Characteristics   

A Reference scenario, with no micro-generation units. 
B 5MGU, to assess the impact of low level MGU penetration. 
C 10 MGU spread throughout the circuit. 
D 10 MGU mainly connected in remote buses. 
E 10 MGU mainly connected in buses near the distribution transformer. 
F 10 MGU connected mainly in highly loaded phase (B). 
G 10 MGU connected mainly in phase with lower demand (C). 

 
4. Results  

4.1. Power Flows 
In the following table the average active and reactive power flows at the DT and the amount 
of energy drawn from the grid to feed the consumers are shown. The difference between each 
alternative scenario (B-G) and the reference scenario (A) is also presented. One can see the 
reduction of power drawn from the grid through power transformer as a result of micro 
generation units 
 
In Figure 4 the power flows at DT for scenarios A-C are shown. Negative values mean that 
reverse power flows exist, as in scenario C (high photovoltaic penetration). Dealing with 
photovoltaic units means the main changes regarding the reference scenario occur during the 
day. As MGU are operating at unity power factor there are no differences regarding the 
reactive power flows. 
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Table 3- Power flow at the distribution transformer and energy drawn from the grid. 

 Sce. A Sce. B Sce. C Sce. D Sce. E Sce. F Sce. G 
Hourly averaged active power (kW) 17,96 13,89 9,81 9,81 9,80 9,82 9,81 

Daily active energy (kWh) 430,99 333,28 235,48 235,55 235,20 235,74 235,38 
Differences regarding scenario A(%) 0 -22,67 -45,36 -45,35 -45,43 -45,30 -45,39 

Hourly averaged reactive power (kVAr) 12,99 13,01 13,02 13,03 13,01 13,04 13,20 
Daily reactive energy (kVArh) 311,66 312,16 312,58 312,66 312,27 312,86 312,48 

Differences regarding scenario A(%) 0 0,163 0,298 0,321 0,197 0,388 0,264 
 

 
Figure 4- Active power flow at distribution transformer (scenarios A-C). 
 
4.2. Power Losses 
In Table 4 the active and reactive power losses are presented as well as the differences 
regarding the reference situation (scenario A). For low level MGU penetration (scenario B) 
there is a reduction in losses. However, when MGU penetration increases losses depend on 
the location of MGU. Typically there is a reduction in losses, not as big as in scenario B, but 
some situations, like in scenarios D and G, might present higher losses. In scenario G, MGU 
are connected mainly in the phase with lower demand (phase C) resulting in a strong current 
flow increase in this phase and thus an increase in losses. In scenario D, MGU are mainly 
connected at remote buses resulting in longer distances for power flows and thus higher 
resistance. An interesting situation that may occur when MGU penetration increases is that 
the power losses maximum value can occur during the higher outputs from MGU and not in 
the periods of higher demand. 
 
Table 4- Losses for the different scenarios 

 A B C D E F G 

Active power losses (W) 87,78 79,77 83,65 88,92 85,05 84,60 93,70 
Daily active losses (kWh) 2,107 1,914 2,008 2,134 2,041 2,030 2,249 
Variation regarding A (%) 0 -9,13 -4,70 1,30 -3,11 -3,62 6,75 

Reactive power losses (VAr) 23,81 21,05 21,73 22,90 22,03 22,29 24,93 
Daily reactive losses (kVArh) 0,571 0,505 0,522 0,550 0,529 0,535 0,598 

Variation regarding A (%)  -11,58 -8,72 -3,84 -7,48 -6,40 4,70 
 
4.3. Voltage 
Following figures show the voltage values in the 38 buses of the network at 12:00h, for the 
different scenarios. In general voltage profile improves when MGU are connected. Typically, 
higher voltage increase occurs in the buses and in the phases where MGU are connected. 
There is, however, a decrease in voltage values in phase B in buses 8, 9 a nd 10. T hese 
decrease might be due to the introduction of MGU in buses 11 (phase A) and 18 (phase C) 
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reducing the magnetic coupling between phases A and C and the phase B thus leading to a 
higher voltage drop in phase B. From Figure 6-scenario D) to Figure 6-scenario G) one can 
see that the voltage profile in the network is highly dependent on the location of MGU. When 
the MGU are located in remote buses (scenario D) the impact on voltage level is higher 
compared with the scenario in which MGU are connected near the DT (scenario E). When 
MGU are mainly located in a single phase (scenario F – phase B, high demand; scenario G – 
phase C, low demand) the voltage value in the phase increases strongly but is higher when 
MGU are located in the low loaded phase (scenario G). 
 

 
scenario A)   scenario B) 

 
scenario C)   scenario D) 

 
scenario E)   scenario F) 

 
scenario G) 

Figure 5- Voltage values at the different buses for all the scenarios 
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Figure 6 shows the variation in voltage profiles due to the variability of demand or/and micro-
generation. For example, according to the collected data, voltage in bus 35 may vary between 
229,6V and 234V. In some buses the voltage variation range is much higher (for example, in 
buses 7, 11, 35)  than in other buses (for example, 8, 12, 14, 15) . In figure 6 circles show the 
average voltage values in each bus. 
 

 
Figure 6- Variation of voltage profile at 12h in phase A due to demand uncertainty and micro-
generation variability. 
 
The single-phase nature of both most end-use loads and of micro-generation units at 
residential level together with the unsymmetrical nature of the LV distribution networks may 
result in unbalanced voltages. In Figure 7 the unbalance of voltage at bus 36 for the different 
scenarios is shown. G is the scenario presenting the highest voltage unbalance, resulting from 
micro-generation occurs mainly in the phase with the lower demand/higher voltage. 

 
Figure 7- Voltage unbalance at bus 36. 

5. Conclusions 

The increasing penetration of micro-generation on LV distribution networks will impact the 
flow of power, with possible reverse flows, and voltage levels on the network. It is clear that 
besides the detailed assessment of those impacts, the accurate calculation of benefits pointed 
out to this type of generation, such as losses reduction, needed to be carried out. In this work 
Monte Carlo models have been used to reproduce the demand and available micro-generation 
in a LV distribution network, taking into account the uncertainty associated with both the 
demand and generation, in order to allow a detailed assessment of the impacts of MGU in the 
power flows, voltage levels and unbalance and in the power losses. By using load diagrams 
developed from interval metering in each consumer and Monte Carlo simulations it is possible 
to use realistic demand patterns with adequate time resolution. 
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Abstract: In islanded micro-grid design, a proper Distributed Energy Resource (DER) selection, sizing and 
effective coordination between resources are important and challenging optimization tasks. The types and sizes 
of renewable energy sources such as wind turbines, photovoltaic panels, fuel cell and the capacities of battery 
bank and the other distributed generators must be optimized in islanded micro-grid design. In this paper, the 
problem is formulated as a nonlinear integer minimization problem which minimizes the sum of the total capital, 
operational and maintenance and replacement cost of DERs, subject to constraints such as energy limits of each 
DER. This paper proposes Particle Swarm Optimization (PSO) for solving this minimization problem. The 
proposed methodology was used to design micro-grid for northwest of Iran. The simulation studies have shown 
that the proposed methodology provides excellent convergence and feasible optimum solution for sizing of 
islanded micro-grids using particle swarm optimization. In this paper some notions of reliability are considered 
for micro-grid, and the effect of reliability on total cost of micro-grid is evaluated. 
 
Keywords: Micro-grid, Optimal sizing, Particle swarm optimization, Reliability 

Nomenclature  

Pwind   power generated by wind turbines ....... kW 
PPV  power generated by PV generators ...... kW 
PFC   power generated by fuel cells ............... kW 
PLoad .................................................  load power kW 

Ebat stored energy in battery banks ............ kWh 
R lifetime of project ................................ year 
L lifetime of each component .................. year  
ir Interest rate ............................................. % 

 
1. Introduction 

The increase in penetration of distributed generation depth and the presence of multiple 
distributed generators in electrical proximity to one another have brought about the concept of 
the micro-grid [1, 2]. Micro-grids comprise low voltage distribution systems with distributed 
energy sources, storage devices, and controllable loads, operated either islanded or connected 
to the main power grid in a controlled, coordinated way. Refs. [3, 4] introduce the benefits of 
micro-grid, such as, enhance local reliability, reduce feeder losses, support local voltages, 
provide increased efficiency  through using waste heat combined heat and power, voltage sag 
correction or provide uninterruptible power supply functions.  Proper selection of distributed 
energy resources and optimal sizing of them are important and challenging tasks in the 
designing of islanded micro-grids [5] because the coordination among distributed energy 
resources is very complicated. The problem can be formulated as a nonlinear integer 
optimization problem which can be solved by a suitable optimizing methodology. Our aim is 
to minimize the total costs of the system such that the demand is met. For standalone hybrid 
wind/PV power systems, a typical tangent method is used to fix the size of wind generator 
and optimize the size of PV panels and the capacity of batteries [5, 7]. Several research works 
have been done for selecting the parameters such as the size of wind generators, the size of 
PV panels and the capacity of batteries but the decision variables collectively taken without 
any optimizing methodologies [5- 12]. Recently, a genetic algorithm for the concerned 
problem has been proposed by Xu et al. [13] where genetic algorithm optimizes the size of 
wind generators, the size of PV panels and the capacity of batteries as decision variables. 
Although this method provides a better performance in comparison to the previous literature, 
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it is necessary to find a flexible generalized methodology for any kind of micro-grid designing 
with higher computational efficiency. 
In this paper, the optimal sizing of a wind-PV-fuel cell-battery bank in micro-grid is 
considered. The optimization is carried out via Particle Swarm Optimization (PSO) algorithm. 
Generation of hydrogen by the reformer causes a higher reliability for the system. 
First, we consider the micro-grid. And then the cost of the system presented by an objective 
function. Finally some simulation results are presented. This study is performed for Ganje site 
in northwest of Iran. It is located in a village with a population of 800.  
 
2. Description of the micro-grid components 

2.1.  Wind turbine 
The power of the wind turbine is described in terms of the wind speed by Ref [16]: 
 

 
                                                                                      
                                                                           (1)           
 

 
In which incutV − , offcutV − , V, ratedV and ratedP  are cut-in wind speed [m/s], cut-out wind speed 

[m/s], wind speed [m/s], nominal wind speed [m/s] and  the rated power of wind turbine [kW] 
respectively. In this analysis, each wind turbine has a rated capacity of 1 kW. Cost of one unit 
is considered 2500$, while replacement and maintenance cost are taken as 1500$ and 
$75/year. Lifetime of a turbine is taken to be 20 years [14]. 
 
2.2.  PV 
The output power of the PV generator PVP , can be calculated according to the following 

equation: 
 

tmgPV GANP ***η=                                                                                                         (2) 

 
Where ηg  is the instantaneous PV generator efficiency, mA  is the area of a single module 

used in a system (m2), tG  is the global irradiance incident on the titled plane (W/m2) and N is 

the number of modules. In this analysis, each PV generator has a rated power of 1 kW. Cost 
of one unit considered is 6000$ while replacement and maintenance cost are taken as 5000$ 
and 0$/year respectively. Lifetime of a PV generator is taken to be 20 years [14]. 
 
2.3.  Fuel cell 
Proton exchange membrane (PEM) fuel cell is an environmentally clean power generator 
which combines hydrogen fuel with oxygen from air to produce electricity. 
The capital cost, replacement cost and operational cost are taken as 3$k, 2.5$k and 175$/year 
for a 1-kw system, respectively. Fuel cell’s lifetime is considered to be 5 years [14]. 
 
2.4. Battery storage 
At any hour the state of battery is related to the previous state of charge and to the energy 
production and consumption situation of the system during the time from t-1 to t. 
In all cases the storage battery capacity is subject to the following constraints: 
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maxmin )( batbatbat EtEE                                                                                                       (3) 

 
Where maxbatE  and minbatE  are the maximum and minimum allowable storage capacities. 

minbatE is determined by the maximum allowable depth of battery discharge (DOD) as follows: 

 

maxmin *)1( batbat EDODE −=                                                                                                     (4) 

 
In this analysis, each battery bank capacity is 552Ah. Cost of each battery is considered 264$ 
while replacement and maintenance costs are taken as 260$ and 2.64$/year. Lifetime of a 
battery is taken to be 3 years [14]. 
 
3. System modeling 

The micro-grid consists of some wind turbines, PV arrays, fuel cells, reformers and battery 
banks (Fig. 1). Natural gas is used to produce fuel cells' required hydrogen. 
It is desirable that the system meets the demand, the costs are minimized and the components 
have optimal sizes. 
 

 
Fig.1. Schematic diagram of micro-grid 
 
3.1. Strategy 
We consider three situations for the system: A. generation power produced by renewable 
energy (wind + PV) meets demand, B. over generation and C. over demand. 
 
3.1.1. Power generation produced by wind and PV meets demand 
In this situation the power generated by the wind turbine plus the power produced by the PV 
array is equal to the demand ( )/)(()()( convLoadPVwind tPtPtP η=+ ), hence: 

 
)1()( −= tEtE batbat , 0)( =tPFC                                                                                                  (5)  

                                                                                                          
It is notable that the time steps ∆t are taken to be 1 hour in this study. 
 
3.1.2. Over generation 
The produced power of the wind turbine plus power produced by the PV array are more than 
the demand ( )/)(()()( convLoadPVwind tPtPtP η+ ). 

The excess power is utilized for charging the batteries: 
 

chaconvLoadPVwindbatbat ttPtPtPtEtE ηη **)/)()()(()1()( ∆−++−= , 0)( =tPFC                           (6) 
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3.1.3. Over demand 
The demand is more than the power generated by the wind turbines and power produced by 
the PV array ( )/)(()()( convLoadPVwind tPtPtP η+ ). 

 
In this situation we have two cases: 
a. Available battery banks’ energy and power generation of wind turbine plus PV array can 
meet demand ( )/)((/*))(()()( min convLoaddechbatbatPVwind tPtEtEtPtP ηη ∆−++ ). 

 

dechconvLoadPVwindbatbat ttPtPtPtEtE ηη /*)/)()()(()1()( ∆−++−= , 0)( =tPFC                         (7)   

                                
b. Available battery banks’ energy and power generation of wind turbine plus PV array can 
not meet demand: 
 
In this situation the battery banks are completely discharged and the energy in the battery 
banks is equal to minbatE . In this state, load requirements are supplied from the fuel cell: 

 

min)( batbat EtE = ,   tEtEtPtPtPtP dechbatbatwindPVconvLoadFC ∆−−−−= /*))(()()()/)(()( min ηη     (8) 

    
3.2. System’s cost 
In this paper we consider the capital and replacement costs, the operation and maintenance 
costs of each component of micro-grid. 
We choose Net Present Cost (NPC) for calculation of system’s cost. 
 
3.2.1. Net Present Cost 
The Net Present Cost (NPC) of each component is defined as [15]: 
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  L is the lifetime and N is the optimal number of each component.  
                                                                                                                                                                                    
3.2.2. The objective function 
The objective function is the sum of all net present costs [16]: 
 

convrefFCbatteryPVwind NPCNPCNPCNPCNPCNPCNPC +++++=                                    (11) 

 
The objective function must be minimized, such as minimization is done by PSO algorithm in 
this paper. 
 
4. Simulation results 

Lifetime of the project is 20 years. In this article, the optimum combination of the micro-grid 
considered shown in Fig.1 is calculated. The system data consists of the annual wind data and 

2972



solar radiation which belong to a region in northwest of Iran. The load curve which is actually 
an IEEE standard curve with 500 kW peak, the yearly wind speed and solar radiation are 
showed in fig.2. For the sake of simplicity, we have considered the weekly mean in input data 
in our simulation. The data is the wind velocity and the demand in every one hour in a day. 
So, an average of the input data in each hour is calculated during a week. The power of the 
wind turbine and PV array could be derived by Eq. (1.2) from the wind speed and solar 
radiation data. The optimal size of wind turbine, PV array, battery bank and Fuel cell are 
shown in table.1. Fig.3. shows the output power of wind turbine, PV array, fuel cell and 
Energy of battery storages. We see that at the time 940, fuel cell injects power to the micro-
grid. Where the available battery storage energy is equal to minimum allowable storage 
capacity and output power of PV array is equal to zero. Also output power of wind turbine 
does not satisfy the micro-grid’s demand, so fuel cell injects power to the micro-grid in order 
to compensate load requirements. Fig.4. Shows the system costs in terms of the iterations. 
 
Table 1. Optimal size of each component. 

Number 
Wind turbine 

Number PV array Number Battery 
bank 

Number Fuel 
cell 

Total cost $ 

351 1758 4217 187 17.838M 
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Fig. 2. (a). Load information. (b) Solar radiation information. (c) Wind speed information. 
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Fig. 3 (a)  Output power of wind turbine. (b) Output power of PV array. (c) Output power of fuel cell. 
(d) Energy fluctuate of battery banks.  
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Fig. 4. The optimal cost of micro-grid in terms of the iterations 
 
4.1. Effect of the capital cost of PV arrays on simulation results 
In this section, the effect of capital cost of PV arrays, on the optimal size of each component 
and total cost of micro-grid is regarded. Table.2 shows that increasing the capital cost of the 
PV array causes the micro-grid costs to increase and the optimal size of PV array to reduce. 
                                   
Table 2. Effect of capital cost of PV array. 
Capital cost of PV unit Wind turbine PV array Battery bank Fuel cell Total cost $ 

5000 337 1787 4154 193 16.149M 
6000 351 1758     4217 187 17.838M 
7000 383 1748     4263 172 19.558M 
8000 523 1603     4732 106 20.646M 

 
5. Reliability 

Some notions of reliability are commonly used for systems with hourly demand and supply 
data. Loss of Load Expectation (LOLE), Loss of Energy Expectation (LOEE), Loss of Power 
Supply Probability (LPSP) and Equivalent Loss Factor (ELF) are some of them considered in 
this paper. ELF is described by: 
 

∑
=

=
N

t tD
tQ

N
ELF

1 )(

)(1
                                                                                                            (12) 

 
Where )(tD  is the total energy demand, )(tQ  is the loss-of-load and N is the number of 
hours. The ELF contains information about both the number of outages and their magnitude. 
In this paper we regard that ELF should be lower than 0.01 [17]. 
 
5.1. Simulation Result considering reliability parameters 
In this micro-grid when the power of fuel cell to support the demand is greater than the 
optimal size, )(tQ  is described by: 
 

CellFuelFCFC PNtPtQ −−= *)()(                                                                                              (13) 

 
Where FCN  is the optimum size and CellFuelP − is the rated power of fuel cell. The cost of 

electricity interruptions has been estimated. The value we use in our model is 5.6 $/kWh. 
Fig.5. depicts the flowchart of the algorithm simulating the micro-grid considering reliability. 
The optimal size of wind turbine, PV array, battery bank, fuel cell and the total cost of micro-
grid are shown in table. 3. 
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Fig.5. The flowchart of the algorithm simulating the micro-grid considering reliability. 
 
Table.3. Optimal size of each component considering reliability parameters. 
Wind turbine PV array Battery bank Fuel cell Total cost $ 

515 1660 3150 14 15.33M 
 
Table.3 shows that considering reliability parameters such as ELF for micro-grid (some of 
loads in some hours are not satisfied) reduces the total cost of micro-grid. Figure 6 shows the 
loss of energy in each hour.  
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Fig. 6. Loss of energy in each hour. 
 
We see that maximum loss of energy appears at the time between 900-1000.Where the 
available battery storage energy and output power of PV array to inject to the micro-grid is 
equal to zero. The value of some notions of reliability is shown in table. 4. Table 4 shows that 
ELF is in the acceptable confine. 
 
Table 4. The amount of some notions of reliability 
LOLE (hr/yr) LPSP LOEE (MWh/yr) ELF Penalty 

24 9.1098*10-3 3.8623 9.999*10-3 0.21235M 
 
6. Conclusion 

In this paper the optimal sizing and operation strategy of micro-grid are considered. The 
system consists of wind turbines, PV arrays, fuel cells, battery banks, reformers and DC/AC 
converters. The micro-grid used in this study has high reliability because fuel cells are as a 
backup for wind turbines and PV arrays. The main problem of renewable energy source is that 
they are dependent on environmental conditions. So they could not cover the demand 
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perfectly. Entering storage component solves this problem significantly. In this study battery 
bank is used to cover the demand desirably. We assumed that in each hour micro-grid can 
interrupt loads subject to reliability constraint such as ELF. In this situation total cost of 
micro-grid reduces.  
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Abstract: The impact of the implementation of solar hybrid system which was installed at Penontomon Primary 
School in Sabah, Malaysia has been analyzed in this paper. The project was initiated by the Malaysia’s Ministry 
of Education with the target to electrify rural schools that do not have grid connected electricity in Sabah with 
alternative power supply; ie, the renewable energy. The paper looked into the users’ experiences, technical and 
the economical aspects of the system and found that alternative resources from renewable energy offers better 
electricity in providing power supply to the rural schools than the old and conventional diesel generator system. 
The technology gives benefit and impact to the pupils and teachers by creating more comfortable lifestyle and 
conducive learning environment. 
 
Keywords: Solar hybrid, Rural schools, SCADA, Battery, Inverter  

1. Introduction 

Malaysia, although moving rapidly towards being a developed nation, has a considerable 
number of under-developed rural areas. Most of these are tiny pockets of inhibited villages, 
sprawling over large areas of Sabah and Sarawak (the Borneo Island part of Malaysia). In 
general, basic infrastructures are inadequate and grid connected electricity supply is the major 
one. Out of more than 10,000 schools in Malaysia, 809 in Sabah and Sarawak still lacked 24-
hour electricity supply and have to rely on decentralized diesel generator as the main source. 
The main reasons can be attributed to (1) the remote locations of these villages and (2) the 
community size is very small. These factors caused the investment cost for grid supply 
prohibitively expensive and un-economic. The cost of electricity using this method is very 
high – primarily due to the fuel transportation to the sites. Furthermore, consistent electricity 
cannot be guaranteed because of the climatic and geographical conditions that may hamper 
the fuel supply route. To ensure that these areas are not lagging behind in the country’s 
modernization strategy, the Ministry of Education (MOE) has initiated a large electrification 
program for rural schools in Sabah. It is recognized that stable and reliable electricity supply 
is the key element for conducive learning environment and enables the use of computers, 
communication system, lighting and etc [2]. The government has allocated over RM1.15 
billion (USD365 Million) to improve the basic infrastructure [1]. Fittingly, electricity supply 
is given top priority. 

Despite the fact that the program has been going on for two years, there is no documented 
literature describing the design methodology, performance analysis, economics evaluation and 
the social impact of the installed systems. It is envisaged that the lessons learned from these 
experiences can provide valuable guidelines for future rural electrification programs using 
SHS. Hence this work is carried out. The study can be divided into two parts (1) to analyze 
the technical and the economical aspects of the system design and daily operation based on 
real data (2) to study and analyze the impact of the SHS on their lifestyle and the learning 
environment. 
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2. Methodology 

This study used quantitative and qualitative methods in determining the impact of the Solar 
Hybrid System to the end users and to evaluate the system performance.  

2.1 Impact On The Solar Hybrid System 
Structured questionnaires were distributed to the 40 selected respondents, which consists of 
the teachers and pupils. The questionnaire was developed to ensure that the impact of the 
system can be analyzed base on; 

a) Comparison of the users’ experience before and after the system installed and how 
the system does affects their life and the learning environment. 

b) Comparison of the users’ knowledge of renewable energy especially the Solar 
Hybrid System before and after the installation. 

c) Load management strategies which are being exercised by the users. 
d) Users’ opinions on how the system can benefit the entire community should the 

same system implemented for their village as well. 
 

2.2 Implementation and Operation of the Solar hybrid System 
The second part of the methodologies determines the Solar Hybrid System performance 
technically and economically. The design and actual load analysis compares the design load 
profile and the actual load profile (average) and the system operation analysis answers the 
sustainability and reliability issues of the system. The measurement data, recorded by the 
online monitoring system; ie, JKR Supervisory Control and Data Acquisition System 
(JSCADA) are used to analyze the system performance. The economic analysis includes both 
costs and benefits of the system. Parameters like investment cost, operating cost and cost of 
energy are used to measure the beneficial of the system as compared to the conventional 
diesel generator [4]. 

3. Solar Hybrid System 

The solar hybrid system integrates two power sources. The system is designed to supply 
electricity for every building in the school like class rooms, computer lab, guard house and 
teachers’ quarters. For the purpose of the analysis, Penontomon Primary School which is 
located in Keningau District in Sabah (N 4°52.73’ E 116°15.9’) has been identified to be the 
sample site for evaluation and analysis processes.  

3.1 Description of Loads & Load Profile 
The total installed rated load power for SK Penontomon is 15.23 kW [6]. The load usage has 
been distributed over 24 hours load profile which used to identify the maximum peak load 
during the day. The daily energy consumption for SK Penontomon was calculated from the 
load profile. During daytime, the energy demand is at 35,964 Wh which is 69.53% of the total 
daily energy demand. While at night it requires 30.47% of the daily energy demand (15,722 
Wh). Daytime is considered from 06.00 hours to 18.00 hours which is the normal sun rise and 
sunset for the location. 

3.2 System Configuration 
As shown in Figure 1 below, the 20 kWp PV array is used to supply power to the load and to 
charge the battery during day. Priority will be given to satisfy the day time load. A 3,500 Ah 
tubular vented deep cycle lead acid battery bank is used for storage and supply power to the 
loads mostly during night. The bidirectional inverter converts the DC-AC voltage and vice 
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versa. If there were insufficient power from the PV to charge the battery, the 27 kVA diesel 
generator will turn on automatically. Moreover, excesses electricity from the generator will be 
used to electrify the loads. The generator is configured to be automatically turned on for one 
hour every week to warm up and also once a month for several hours for battery equalization. 

 

Figure 1 : The solar hybrid system configuration diagram [6]. 

4. Results and Analysis 

4.1 User Experiences 

4.1.1 Knowledge 

Respondents' knowledge on electrification from Solar Hybrid 
system
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Figure 2 : Respondents’ knowledge on electrification from solar hybrid technology system. 

All of the teachers and only six pupils have some knowledge of the Solar Hybrid System 
before the installation of the system. The numbers of the pupils that gain information of the 
system after it is in operation increasing by 10%. 

Books, magazines and newspapers are the popular sources of information of the system. 40% 
of the respondents have read about the technology. For the pupils, most of them knew about 
renewable energy by reading from the school library. Alternative information is from the 
internet as 20% of the respondents get the information from the World Wide Web (www.). 
The internet can be access from the school’s computer lab or at other places/towns nearby. 

35% of the respondents have seen the technology before at other places/villages. The 
technology was installed for village communities in several rural electrification programs like 
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Solar Home System (SHS) by Ministry of Rural and Region Development and Solar PV 
System for Rural ICT Centre by Ministry of Energy, Water and Communication. 

The education system also provides some basic information on renewable energy system in 
standard six’s Science subjects. 16% of the respondents learn/teach the subject and they are 
mostly the Science teachers and standard six pupils. 

Four respondents replied that they get the information from other sources. Three of them by 
informal conversation and the other one have a standalone PV system installed at his house 
nearby. 

4.1.2 User Training  
At least a teacher from each school is required to attend training on solar hybrid technology. 
The teacher will be responsible to give the information on the technology to the other users. It 
is found out that only informal explanation was given to the users. As shown in figure 3 
below, only 24 respondents were given informal information and eighteen respondents 
understand well about the technology, while another six respondents requested for more 
explanation and formal training.  

The main barrier in implementing PV system in any rural electrification program is the 
operation period. PV system and its implementation are frequently looked upon i n a very 
simplistic manner by a number of people which has resulted in a large number of failures [4]. 
Proper transfer of technology training program is required for the end users because the 
awareness and knowledge on the system technology are equally as important as the adequate 
financing and institutional framework.  

4.1.3 Load Management Strategies 
All of the respondents replied that they practiced load management when using the electricity. 
However, they do not have a schedule management or do not strategies their usage. All loads 
would only be turned on when required. For example, if during the class there was enough 
sunlight to light the room, lamps will not be used. All the loads in the school building would 
be turned off when there is no occupant in the room, except for the equipments that need 24 
hours operation like refrigerator. 

4.1.4 Users’ Opinions  
All of the respondents voted that technology gives benefit and impact to their lifestyle and the 
learning environment. Nowadays, the teaching and learning process is more comfortable as 
teachers can use interactive teaching methods using computers and projector at anytime 
during the school period. Besides, the teachers and pupils can get access to the internet from 
the already installed satellite communication system (Very Small Aperture Terminal – 
VSAT). There is no case of damage electronic equipments after the installation and for 
teachers who live in the teachers’ quarters; they can access the latest news and entertainment 
from the television and radio, store food in the refrigerator, and stay awake for more time 
during the night. As for the pupils, they can have extra classes during the night especially for 
pupils who will sit for the national primary school examination. 

The respondents believe that the nearby village should be connected by renewable energy 
technology especially the solar hybrid system. They believe that, electricity is an important 
element for developing a community and nation and therefore can bridge the development gap 
between the urban and rural areas in economy, education, lifestyle, communication and etc. 
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4.2 Design and Actual Load Analysis 
Figures 3 and 4 below show the comparison of the load profile for both schools. 

Design Load Profile - SK Penontomon
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Actual load profile - SK Penontomon
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Figure 3 and 4 : The design load profile [6] (left) and t he actual load profile (right) for SK 
Penontomon. The actual load profile was calculated based on the load consumption in September 
2009 recorded from the JSCADA system. 

The actual base load (minimum load) for the school is double the value of the design base 
load. The maximum actual load is half the value of the design load. The maximum actual load 
for SK Penontomon occurred at night instead of day as assumed in the design profile.  

The total daily energy consumption was less 30% than the design values. The actual energy 
consumption at SK Penontomon was higher at night. The reason is the teachers’ quarters in 
SK Penontomon contribute 41% of the total load sharing. 

4.2 System Operation Analysis.  
Parameter that can determine the reliability of the PV system to supply electricity to the load 
is Loss of Load (LL). Moreover, another two useful parameters are the Generator Capacity, 
CA and the Accumulator Capacity, CS. “CA, is defined as the ratio of the daily energy output 
of the PV generator divided by the daily energy consumption of the load” [3]. “CS is the 
maximum energy that can be extracted from the accumulator divided by the daily energy 
consumption of the load” [3]. Hence the equations will be;  
 

L
EPV=CA

         (1) 

 

L
CC U

S =          (2) 

 
Where EPV is the daily energy output of the PV generator, L is the daily energy consumption 
of the load and Cu is the maximum energy that can be extracted from the battery. For rural 
electrification purposes as mentioned in [3], the values of both CA and CS are commonly used 
as CA ≈ 1.1 and 3 ≤ CS ≤ 5. But CA is also depending on the local solar climate condition. 
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Solar fraction, also known as renewable energy fraction, is the amount of energy provided by 
the solar technology system divided by the total energy required [5]. This shows the system 
dependency on the diesel generator as compared to the solar PV. 

The battery energy efficiency, ηWh is the ratio of the energy discharged from the battery to the 
energy charged to the battery within a certain period of time [3]. In this study, one month 
energy efficiency is calculated. 

Table 1 : Summary of the system energy parameters for both systems. 

Parameter Symbol  SK Penontomon 

Loss of load LL 0 % 

PV Generator capacity CA 1.57 

Accumulator capacity CS 5.76 

Solar Fraction SF 92% 

Battery Energy Efficiency ηWh 94% 

 

The system satisfies the entire load required. Loss of load value of zero shows that the system 
which consists of PV, storage and generator is reliable and can produce sufficient and 
sustainable energy to satisfy the electricity demand by users.  

The combination of the PV and the generator shows that the system is not very dependent on 
the usage of the generator and allows a significant lower quantity of diesel used during the 
measurement. The data also showed that the system can work without any major problems. 

4.4 Economic Analysis 
Generally, for either systems (diesel generator only or solar hybrid system), the Cost of 
Energy (COE) is depending on the size of the system. A bigger system capacity reduces the 
COE. But, it will also increase the investment cost. 
 
The operating cost of both systems shows that the client will be burden by the higher cost for 
operating the diesel generator system compared to the solar hybrid system. For solar hybrid 
system, the service and maintenance routine should be done at least twice a year excluding the 
corrective maintenance. The generator has less services every year since the operation hours 
is minimum.  
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Table 2: Result from Homer simulation on the economic aspect [4].  

Parameters 

SK Penontomon 

Diesel generator Solar Hybrid System  

Investment cost €134,371.00 €568,131.00 

Cost of Energy €3.83/kWh €5.86/kWh 

Operating cost €59,787.00/yr €49,415.00/yr 

Diesel Generator energy 
produced 

29.36 MWh/yr 2.06 MWh/yr 

Diesel consumption 12,514.00 L/yr 778.00 L/yr 

Cost of Diesel1 €18,771.00/yr €1,167.00/yr 

 

Figure 5 below is the total cost of the project in twenty five years of its lifetime. It is based on 
the components cost including their replacement cost, civil works of building the power 
house, electrical works especially for mini grid installation, fuel cost and the operation and 
maintenance costs. Replacement of batteries is considered in every 6 years, diesel generator in 
8 years and inverter and charge controller in 15 years [3]. It is clearly shows that the batteries 
are the most important component of the system as it contributes 45% of the lifetime project 
cost. 

Project Total Cost with lifetime at 25 years

PV, 16.59%

Batteries, 44.56%
Converter, 1.78%

Charge Controller, 0.36%

Diesel Generator, 2.24%

O&M, 25.80%

Fuel, 0.91%

Civil, 3.45%

Electrical, 4.31%

PV Batteries Converter Charge Controller Diesel Generator O&M Fuel Civil Electrical  

Figure 5 : Project total cost of the solar hybrid system. The project lifetime is at 25 years. 

                                                           
1 Diesel price is assumed at €1.50 per litre of diesel at the sites. The diesel selling price in Malaysia is at € 0.34/litre due to subsidized by the 
government. The higher price as compared to the normal selling price is due to logistic cost to supply the diesel to the remote areas. 
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5. Conclusion  

In general the solar hybrid system offers better electricity in providing power supply to the 
rural schools than the old and conventional diesel generator system. The technology gives 
benefit and impact to the pupils and teachers by creating more comfortable lifestyle and 
conducive learning environment.  

The measurements and simulation of the system shows that the solar hybrid system can 
produce reliable power supply to meet the electricity need of rural schools. The system was 
designed and configured correctly but predicting the load pattern to be as accurate as the 
actual load consumption has always been the challenging part. 

The combination of the PV-batteries-generator reduces the dependency of the fuel 
consumption and fully utilizes the clean energy from the sun. Even though a diesel generator 
system costs less than a solar hybrid system, but the fact that its operating costs in providing a 
proper service and maintenance makes the system less favorable compared to the solar hybrid 
system. The study shows that the heart of the system lies on the batteries as it contributes 
almost half of the total lifetime cost and almost half of the daily load consumption is served 
by the batteries. Improper conducts on t he system may directly affect the batteries 
performance which may lead to the failure of the system. 
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Abstract: The accumulation of dust on the surface of a photovoltaic module decreases the radiation reaching the 
solar cell and produces losses in the generated power. Dust not only reduces the radiation on the solar cell, but 
also changes the dependence on the angle of incidence of such radiation. This work presents the results of a 
study carried out at the University of Malaga to quantify losses caused by the accumulation of dust on the 
surface of photovoltaic modules. Our results show that the mean of the daily energy loss along a year caused by 
dust deposited on the surface of the PV module is around 4.4%. In long periods without rain, daily energy losses 
can be higher than 20%. In addition, the irradiance losses are not constant throughout the day and are strongly 
dependent on the sunlight incident angle and the ratio between diffuse and direct radiations. When studied as a 
function of solar time, the irradiance losses are symmetric with respect noon, where they reach the minimum 
value. We also propose a simple theoretical model that, taking into account the percentage of dirty surface and 
the diffuse/direct radiation ratio, accounts for the qualitative behavior of the irradiance losses during the day. 
 
Keywords: optical losses, dust effects, energy losses 
 

 
1. Introduction 

The accumulation of dust on the surface of the photovoltaic modules decreases the incoming 
irradiance to the cell and produces power losses (see [1] and references therein). Previous 
studies [2] show that in dry areas, these losses could reach 15%. In these cases the only 
solution is to clean the modules with water. In large-scale photovoltaic plants this task is often 
expensive, especially in those areas with water shortage. 
 
Some approaches to analyze and quantify the effect of dust on photovoltaic modules have 
been proposed in the literature. The early studies about the relationship between dust and 
transmittance date back to a f ew decades ago, all of them in the context of solar thermal 
collectors. For example, in [3], the effect of dust on t he irradiance received by various 
inclined surfaces of flat-plate collectors have been studied. The performances of one 
photovoltaic and two thermal panels during several months of outdoor exposure in Saudi 
Arabia have been measured in [4]. For the photovoltaic panel, the average degradation rate of 
the efficiency was 7% per month. The authors of [5] made an experimental study of the effect 
of accumulation of dust on t he surface of photovoltaic cells. Several kinds of dust having 
different physical properties were used. Experiments were performed using a solar simulator. 
They concluded that the results depend on many factors like the principal dust material, the 
size of dust particles and dust deposition density. We can see in [6] a co mputerized 
microscope system that has been developed for studying the physics of dust particles, which 
adhere to the surface of solar collectors and photovoltaic modules. The device enables 
investigators to calculate the particle size distribution of dust and the fraction of surface area 
covered by dust. Some examples are given for the use of such a measuring system for the 
study of photovoltaic and solar-thermal collector surfaces. Wind tunnel experiments were 
described in [7] to study the effect of wind velocity and air dust concentration on the drop of 
photovoltaic cell performance caused by dust accumulation on such cells. I-V characteristics 
were determined for various intensities of cell pollution. The evolutions of the Isc, Voc, Pmax, 
and FF were examined. 
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This work presents measurements of radiation losses produced by the accumulation of dust. 
The experiment has been carried out at the roof of the Photovoltaic Laboratory of the 
University of Málaga (latitude 36.7 °N, longitude 4.5 °W, altitude 50 m) in the south of Spain. 
The campus is located between a residential and an industrial area surrounded by open fields 
with shrubs, weeds and some olive trees. Several roads with heavy traffic flow are very close 
to the building. At the time of the measurements, some excavations have been conducted in 
the vicinity of the building, which has increased the amount of inorganic dust particles present 
in atmospheric air. 
 
2. Methodology 

The objective of this work is to quantify losses caused by the accumulation of dust on the 
surface of photovoltaic modules. With this aim, irradiance values measured by two mSi cells 
have been recorded every ten minutes during a year. These cells have been previously 
calibrated against a reference pyranometer Kipp and Zonen CMP21. One of the reference 
cells has been cleaned daily, while the other has not been cleaned throughout the experiment 
(one year). Other parameters, such as rainfall and wind speed have been also measured. 
 
Each reference cell has a low value shunt resistor between its terminals, and then the voltage 
drop across the shunt must be proportional to the short-circuit current and so it is further 
proportional to solar irradiance on the cell. The determination of the calibration constant for 
each cell is based on a  comparison with a reference pyranometer under natural sun along a 
clear-sky day (only values of irradiance greater than 200 Wm-2 have been taken into account). 
Both sensors (the reference cells and the pyranometer) are connected to an A/D module 
(cFP-AI-112) installed in Compact FieldPoint cFP-2120 data acquisition system that have 
been programmed to store a measure of all sensors at one-minute intervals. The manufacturer 
of the pyranometer provides a sensitivity constant that must be used to determine the actual 
irradiance value from the voltage its voltage output. Finally, a linear regression (setting offset 
to zero) between voltage values across each shunt and irradiance value have been performed 
to determine each constant.  
 
Once the calibration procedure has been performed both cells remained installed and 
connected to the acquisition data system and measures of both of them have been recorded 
every three minutes along one year. The output value of each cell has been multiplied by the 
constant obtained by the calibration procedure in order to get the irradiance. Whereas one of 
them has been cleaned manually every day, the other cell has only been cleaned by rain. As 
well as registering irradiance values, the irradiation value along each day has been computed 
using trapezoidal integration too. 
 
By comparing recorded irradiance values sensed by the two reference cells, dust influence on 
the received radiation can be quantified, and as consequence its effects on the solar energy 
received in the cell. Daily irradiation losses caused by dust are calculated comparing 
irradiation values sensed by the clean and the dirty cells.  The two calibrated cells and the 
pyranometer are placed on a p lane whose tilt angle is 30º (see Fig. 1). The period of 
measurements comprises from 12/15/08 to 12/14/09. Along that period, summer was dry 
without any rain, and winter and spring had rainfall more frequent than usual for this period. 
An autumn with low rainfall completes the meteorological period. The availability of data for 
the studied period has been 96.4%.  
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Fig. 1.  The experimental setup used in the measurements. 
 
3. Results 

3.1. Irradiation daily losses 
The evolution of the irradiation daily losses along the year of measurements is shown in 
Fig. 2. These losses (HL) represent the fraction of daily energy that a PV module will not 
receive as consequence of dust deposited on their surface, and are calculated  as 
 

(%) 100 CC DC

CC

H HHL
H

 −
= × 

 
       (1) 

 
where HCC is the daily irradiation measured by the clean reference solar cell (W h m-2) and 
HDC is the daily irradiation measured by the dirty cell (W h m-2). As can be seen in Fig. 2, the 
losses produced by the presence of dust are strongly dependent on the rainfall. In rainfall 
periods, a good cleaning of the dirty cell is produced and it recovers its initial performance; 
even a light rain, below 1 mm, is enough to clean the cover glass, reducing daily losses HL 
below 5%. However, in long periods without rain, like summer, the accumulation of dust can 
cause daily losses exceeding 20%.  

 
Fig. 2. HL values for all days of measurements along a whole year (left axis). We also plot daily 
values of rainfall (right axis). 
 
The mean of the daily energy losses along a year caused by dust is 4.4%. Monthly averages of 
daily energy losses are lower than 2% except in summer months, when the lack of rain favors 
the accumulation of dust and causes the increase of losses above 15%. Note that the energy 
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production reaches its maximum in these summer months, and therefore the possible adverse 
effect of dust is very relevant. 
 
3.2  Evolution of the dust losses along the day  
As seen in the last section, accumulations of dust on t he surface of a photovoltaic module 
reduce strongly the energy received. We have not observed any influence of the wind speed or 
direction on t he losses, probably because the high relative humidity contributes to the 
adherence of the dust particles on the module surface. As shown in previous studies [7-10], 
these losses should not be constant during the day, but have to be dependent on the incidence 
angle of beam radiation. In order to study this dependency, irradiation values sensed by the 
clean and the dirty cells throughout the day are compared. In this case, relative irradiance 
losses are calculated as: 
 

(%) 100 CC DC

CC

G GGL
G

 −
= × 

 
      (2) 

 
where GCC is the irradiance value measured by the clean reference solar cell (W m-2) and GDC 
is the irradiance value measured by the dirty reference solar cell (W m-2). It should be pointed 
out that losses caused by the dependence of the transmission coefficient of the glass cover on 
the angle of incidence does not affect in the calculation of GL since it is identical in both cells. 
However, the presence of dust modifies the angular dependence of the irradiance, which is 
different for the clean and the dirty cell, and precisely this effect is measured with GL. 
 
These losses represent the fraction of irradiance that the cell will not receive, and in the case 
of PV modules, power losses. When cells are clean, losses are approximately constant during 
the day. As dirt is deposited on t he dirty cell, the behavior of the losses is not constant 
throughout the day in clear sky days, becoming dependent on the angle of incidence. Daily 
evolution of dust losses on the 08/06/09 is shown in Fig. 3. This is a clear sky summer day, 
almost two months after the last rains; as consequence, dust level deposited on the dirty cell 
surface is high, causing daily losses of 14.8%.  
 

 
Fig. 3. Relative irradiance losses (GL) along a day. 
 
The typical behavior of GL as a function of the incident angle (θ) is shown in Fig. 4. In this 
figure, we plot GL curves obtained in several days with different HL values (i.e. with different 
amounts of dust). As expected, losses are strongly dependent of the incident angle of 
radiation. Minimum transmittance losses occur at noon (12.4%) when the incident angle is 
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minimum. As incidence angle increases, losses increases slowly, but the growth rate increases 
as the angle. Nevertheless, from an angle of about 60º, losses remain almost constant for a 
window of about 10º and then, after a maximum of about 21%, they decrease. This occurs at 
first and last hours of the day, when incidence angle is between 60-80º and irradiance value is 
about 200 Wm-2. (Note that morning maximum is slightly lower than afternoon maximum; the 
cause is that calibrated cells are no exactly in the same plane an there are a l ittle bench 
between them). Dependence of dust losses with the angle is shown in Fig. 4. 
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Fig. 4. Dependence of GL with the angle of incidence (θ) for several days with different HL values. 
 
This behavior is related with the proportion of diffuse irradiance on global irradiance in the 
early morning and evening, when its value increases. In section 4, a theoretical model justifies 
this behavior. On cloudy days, when the global irradiance is mainly diffuse irradiance, losses 
remain almost constant throughout the day. Diffuse irradiance has not specific direction and 
hence losses are not dependent on the incidence angle.  
 
Table I summarizes HL, θ and GL at solar noon and the maximum value of GL for each day 
shown in Fig. 4. Values of HL are between 4.0% for the first day and 21.6% for the last day. 
It can be noticed that all the shape of the curves is generic and it is not dependent on the HL 
value.  
 
Table I. Measured parameters of Fig. 4 

Date HL (%) θ at solar noon 
(degrees) 

GL at solar 
noon (%) 

GL maximum 
(%) 

27/06/2009 4.0 17.0 3.5 5.9 
13/07/2009 8.8 15.1 7.5 12.5 
30/07/2009 13.7 11.7 11.7 18.9 
23/08/2009 18.4 4.4 16.0 25.0 
04/09/2009 21.6 0.2 18.4 30.4 

 
4.  Modeling the losses produced by the dirt 

We have developed a simple model to justify the shape of the typical behaviour of the relative 
transmittance losses due to the presence of dust in the solar cell (see Fig. 3). The model is 
based on the following assumptions: 
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a) Dust grains are modelled as spheres homogeneously distributed on the surface of the 
panel. 

b) Each sphere has a r eflection coefficient R, which accounts for both specular and 
diffused reflection. 

c) Total incoming radiation from the Sun (IT) is composed of direct radiation (I0) and 
diffuse radiation (ID). We consider that this latter radiation comes homogeneously 
from any direction and it is kept constant along the day. Note that the total irradiance 
received by a clean solar cell is given by: 

 
0 cosθCC DG I I= +        (3) 

  
where θ is the angle of incidence of direct radiation on the panel. The albedo radiation 
has been neglected. 

d) In the dirty solar cell, any sphere of dust shadows the panel thus reducing the light 
reaching it. However not all radiation reaching the spheres is lost because part of if is 
reflected (a factor R) and can be partially recovered by the panel. Both effects, the 
shadowing and the recovery of light, depend on the angle of incidence of the direct 
radiation and thus vary along the day. On the other hand, there is no such dependence 
in the diffuse radiation since we assume that ID is constant along the day. 
 

To quantify the irradiance losses GL due to the presence of dust in the solar cell we use 
Eq. (2). In order to understand the effect of the dust on t he losses we have to analyse 
separately the direct and diffuse radiations.  
 
4.1.  Direct radiation 
For the direct radiation the shadowing increases with the angle of incidence, reaching the 
maximum for θ = 90º. At the same time, the fraction of the light specularly reflected reaching 
the panel increases with θ up to a maximum value and finally decreases for very large θ. On 
the other hand, the fraction of light diffusely reflected reaching the panel is constant because 
the direction of the reflected rays is independent of the angle of incidence. The sum of all 
these contributions is not evident and therefore we simulate the phenomenon using a ray 
tracer [11]: For each angle of incidence θ we trace 106 rays reaching a square cell of unit area 
with a single sphere on its center. We impose periodic boundary conditions. The reflection 
coefficient of the spheres is set to R = 65 % (19.5 % specular and 45.5 % diffuse), and the 
radius of the sphere is set to r = 0.315 units, which is equivalent to a coverage of 31.17 % of 
the surface of the cell. In Fig. 5 we show GL as a function of the angle of incidence for this 
simulation (dashed line). The values of the parameters are physically acceptable and have 
been chosen in order to fit the experimental results (also shown in Fig. 5) for small angles of 
incidence. As can be observed, the model does not reproduce at all the behaviour of GL for 
large angles of incidence. In particular it gives a monotonously increasing GL while the 
experimental one reaches a maximum and decreases for very large angles of incidence. 
 
4.2.  Diffuse radiation 
As we see, the contribution of direct radiation alone does not suffice to explain the 
experimental results. Therefore we incorporate the diffuse radiation to the model. Again we 
generate and trace 106 rays with directions uniformly distributed. The total amount of energy 
carried by these rays is equivalent to 23 %  of the total radiation that would reach the cell 
under normal incidence. When these rays are included in the simulation (solid line in Fig. 5) 
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the result obtained for GL agrees fairly well with the experimental results and in particular, it 
reproduces the reduction of the losses observed at large angles of incidence.  
 

 
Fig.5. Relative irradiance losses of a dirty solar cell as a function of the angle of incidence of solar 
direct radiation. Hollow triangles (circles) correspond to real data measured in morning (afternoon) 
hours on the 4th of September, 2009 (Malaga, Spain). Dashed line corresponds to the results obtained 
with a simulation (see text for details) in which diffuse radiation is not considered whereas the solid 
one has been obtained by taking into account this radiation.  
 
4. Conclusions 

In this work we have studied in general the energy losses due to accumulated dust on t he 
surface of photovoltaic modules. First, we present results about daily irradiation losses and we 
show that the mean value of this quantity along a whole year is about 4.4%. In rainfall 
periods, the rain water cleans the dirty cell and it recovers its normal performance: even a 
light rain, below 1 mm, is enough to clean the cover glass, reducing daily losses HL clearly 
below the average value of 4.4%. However, in long periods without rain, like summer, the 
accumulation of dust can cause daily losses exceeding 20%. 
 
Second, we present results of the dust-caused irradiance losses GL and its dependence on the 
angle of incidence θ. The curve that describes the dependence of these losses on the angle of 
incidence has a very specific shape: GL has a minimum at solar noon, then increases with θ 
up to a maximum value found when θ ≈ 75º, and then decreases for larger values of θ. This 
behavior can be explained by the influence of the diffuse radiation.   
 
In addition, we have presented a simple model, simulated with the ray-tracing technique, to 
explain the behavior of losses in solar modules due to the presence of dust. With this model 
we have shown the relevance of diffuse radiation in order to understand the full behavior of 
losses as a function of the angle of incidence. Indeed, when only direct radiation is considered 
the model does not provide results comparable to experimental measures. On the other hand, 
when diffuse radiation is also taken into account, the model reproduces quite well the shape of 
the experimental data for reasonable values of the input parameters. 
 
We conclude that the estimation of energy losses produced by the presence of dust have to be 
calculated in a different way for photovoltaic systems with fixed modules or with solar-
tracking. In addition, the proportion of the diffuse component in the global radiation must be 
taken into account when estimating the energy losses produced by the dust on t he system 
energy performance.  
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Finally, it is very important to quantify energy losses produced by dust in dry areas where 
such losses could reach large values and so producing a substantial decrease in the efficiency 
of photovoltaic systems. In these cases a regular cleaning of the modules would be necessary 
thus increasing maintenance costs.  
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Abstract: Solar photovoltaic and thermal systems are potential solutions for current energy needs. One of the most 
important difficulties in using photovoltaic systems is the low energy conversion efficiency of PV cells and, 
furthermore, this efficiency decreases further during the operational period by increasing the cells temperature above 
a certain limit. In addition, reflection of the sun’s irradiance from the panel typically reduces the electrical yield of 
PV modules by 8-15%. To increase the efficiency of PV systems one way is cooling them during operation period. In 
this experimental study combination of a PV system cooled by a thin film of water with an additional system to use 
the heat transferred to the water has been considered. Experimental measurements for both combined system and 
conventional panel indicate that the temperature of the photovoltaic panel for combined system is lower compared to 
the conventional panel. The results show that the power and the electrical efficiency of the combined system are 
higher than the traditional one. Also since the heat removed from the PV panel by water film is not wasted, the 
overall efficiency of the combined system is higher than the conventional system. 
 
Keywords: Cooling PV systems, Electrical efficiency, Combined system, Overall efficiency 

1. Introduction 

Environmental problems due to extensive use of fossil fuels for electricity production and 
combustion engines have become increasingly serious on a world scale in recent years. To solve 
these problems, renewable energy sources have been considered as new sources of clean energy. 
Solar energy is one of the most important sources among the renewable energies. Generally, solar 
energy conversion systems can be classified into two categories: thermal systems which convert 
solar energy into heat and photovoltaic systems which convert solar energy to electricity. 
 
Intensive efforts are being made to reduce the cost of photovoltaic cell production and improve 
efficiency and narrow the gap between photovoltaic and conventional power generation methods 
such as steam and gas turbine power generators. In order to decrease the cost of PV array 
production, improve the efficiency of the system and collecting more energy for unit surface area 
different efforts have been made. 
 
The performance of the PV system is affected by several parameters including temperature.  The 
part of absorbed solar radiation that is not converted into the electricity converts into thermal 
energy and causes a decrease in electrical efficiency. This undesirable effect which leads to an 
increase in the PV cell’s working temperature and consequently causing a drop of conversion 
efficiency can be partially avoided by a p roper method of heat extraction. PV/T solar systems 
consisting of photovoltaic modules and thermal collectors are applied to cool photovoltaic panel 
and use the heat generated by the panel and increase total energy output of the system. By proper 
circulation of a fluid with low inlet temperature, heat is extracted from the PV modules keeping 
the electrical efficiency at satisfactory values. The extracted thermal energy can be used in 
several ways, increasing total energy output of the system. Many researchers have investigated 
and proposed different methods for design and optimization of the PV/T systems to improve the 
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system efficiency by cooling PV module and collecting more energy. The main concepts of 
hybrid PV/T systems have been presented by several researchers since 1978 [1-5]. 
Tripanagnostopoulos [6] studied hybrid PV/T solar systems experimentally and used water and 
air to extract heat from the PV module rare surface. He used a hybrid system with air duct under 
the PV module for heat extraction with air circulation and another hybrid system with thermal 
unit of water circulation through a heat exchanger. In the system he tested, water was circulated 
in pipes with the flat surface of a copper sheet placed at the rear surface of the PV module and in 
thermal contact with it. Kalogirou and Tripanagnostopoulos [7] proved analytically the potential 
benefits of PV/T systems compared to typical PV modules and presented justification of energy 
and cost results regarding system application. Their method could be considered as an estimation 
of the cost effectiveness of new solar energy systems in practice. 
  
One method for cooling photovoltaic module is to flow a f ilm of water over the PV module to 
decrease its temperature. By using this method reflection would also be reduced and therefore the 
electrical efficiency will improve. Krauter [8] studied the effects of cooling photovoltaic array 
surface with film of water on t he power generated by the array. Abdolzadeh and Ameri [9] 
improved the operation of a photovoltaic water pumping system by spraying water over the front 
of the photovoltaic cells. Kordzadeh [10] studied the effects of nominal power array of 90 and 
135 W on 16 m head of water pumping system on panel efficiency as well as the panel efficiency 
for 135W nominal power output on different heads of pumping system. A thin continues film of 
water was running on the top of the PV panel without water being recirculated. The advantage of 
the later system (thin water running on top of the photovoltaic array) is obtaining better electrical 
efficiency because of decreasing the reflection loss, in addition to decreasing temperature of the 
array. The disadvantage of this system is that the heat gained by the water running on top of the 
photovoltaic array is wasted. 
 
The aim of the present experimental research is to consider the combination of a PV system 
equipped with cooling system consisting of a thin film of water running on the top surface of the 
panel with an additional system to use the hot (or warm) water produced by the system.  
 
2. Experimental procedure  

The experimental setup is composed of two similar but separate PV solar photovoltaic panels 
each with area of 0.44 m2. The maximum output voltage and current are respectively 23V, 2.61A 
and with maximum power output of 60W. One of the panels is used in a combined system with a 
film of water running over its top surface without front glass and an additional fabricated system 
to use the heat generated by the panel. The other panel is a conventional PV as a reference panel. 
To produce a film of water over the photovoltaic panel, a tube with a slit along it has been 
installed on the top end of the photovoltaic panel (see Fig. 1). Water pumped to the feeding tube, 
leaves the slit and flows over the panel as a thin film. Power of the pump for circulation of water 
is 0.25 hp. The water collected at the lower end of the panel passes through a finned tube used as 
a heat exchanger and consumer of heat gained by the water. Another role of this finned tube is to 
dissipate heat to the environment and produce a constant low water temperature. Therefore when 
the water is pumped back to the feeding tube it would be at a desired temperature level to flow on 
the panel surface. The flow rate is 1 lit/min. Pumping system and the heat exchanger which are 
used in the combined system are shown in Fig. 2. 
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Fig. 1. Front view of solar photovoltaic panel equipped with water film producer.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Pumping system and the heat exchanger of experimental combined Photovoltaic/Thermal (PV/T) 
system. 
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Maximum power output was obtained by utilizing an optimized ohmic load (8.7 Ω). Current and 
voltage were measured by Omega type multimeter with accuracy of 1 miliamper and 1 milivolt 
respectively. Both panels were facing south with an angle of inclination of 29°. Irradiance was 
measured by a Kimo SL100 solar meter installed on the corner of one of the panels with the same 
angle of inclination. Ambient temperature was measured in the shade at specified intervals. Patch 
type thermocouples (k type) were installed on the back surface of the two panels. Temperature of 
the top surface of the reference panel was occasionally measured by a surface probe and was 
almost C5.1  above the temperature of the back surface of the same panel. Therefore, the 
temperature difference between top and back surfaces of both panels was considered to be about

C5.1 . Standard thermocouples (k type) were used for measuring the temperature of the water 
before running over the panel and at the lower end of the panel. Temperature of the water coming 
out of the heat exchanger was also measured by installing a standard thermocouple (k type) at the 
end of the finned tube. Measurements have been performed simultaneously over 14 days during 
September, 2010 in Tehran (latitude 35° 41' and longitude 51° 25') and recorded every 10 
minutes. 
 
3. Results 
In this section results of measurements on the 18th of September, 2010 have been presented and 
analyzed. Variation of irradiance received by the surfaces of the panels during the test day is 
shown in Fig. 3.  
 

Fig. 3. Variation  of  irradiance  during  the  test  day. 
 
Due to the water flow and additional cooling by water evaporation, the PV/T panel’s operating 
temperature measured is much lower in comparison to the conventional reference panel. As could 
be seen in Fig. 4, maximum temperature difference of C7.18  is observed. This temperature 
reduction has caused a noticeable improvement for electrical efficiency as shown in Fig. 5, such 
that for some hours the relative difference is more than 33%. 
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Fig. 4. Comparison of conventional photovoltaic panel temperature with the temperature of the panel in 
the combined system. 
 

Fig. 5. Comparison of conventional photovoltaic panel electrical efficiency with the electrical efficiency of 
the combined system. 
 
The experimental results showed that the continuous film of water on the surface of PV panel has 
two important effects on the operation of the system. First, it reduces the reflection of the solar 
irradiance. Second, it reduces the panel temperature by absorbing the heat generated by the panel. 
Temperature reduction is significant due to heat absorbed by the water. The heat removal from 
the PV panel by the water film increases the temperature of the water running over the panel 
surface and also causes evaporation. Calculations show that cooling is mainly by evaporation. In 
Fig. 6, t emperature of the water before running down over the surface of the panel has been 
shown in comparison to temperature of the water collected at the lower end of the panel and 
temperature of the water coming out of the heat exchanger. As it is shown, the heat absorbed by 
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the water when running down the panel is removed when passing through the heat exchanger and 
the temperature reaches more or less to the water temperature at the top end of the panel.

Fig. 6. Comparison of water temperature at the upper and lower ends of the panel and water coming out 
of  the heat exchanger in the combined system. 
 
Overall efficiency can be defined as the total energy output of the system compared to the radiant 
energy received by the system. For conventional system, total energy output of the system 
consists of electrical energy produced, but for the combined system it consists of both thermal 
and electrical energy produced. Thermal energy output is defined as the increase in the internal 
energy of the water running over the panel due to the increase in the temperature of the water   
(m· cp ΔT). Due to high specific heat of water the temperature increase is quite a bit. Also because 
of small surface area of the panel, the sensible heat added to water is a small amount. As could be 
seen in Fig. 7, there is a noticeable improvement in overall efficiency of the combined system in 
comparison to the conventional system. 
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Fig. 7. Comparison of conventional photovoltaic panel overall efficiency with the overall efficiency of the 
combined system. 
 
4. Conclusion 
The photovoltaic panel efficiency is sensitive to the panel temperature and decreases when the 
temperature of the panel increases. One of the ways for improving the system operation is 
covering the panel surface with a thin running film of water which decreases both reflection loss 
and temperature of the panel. Results of present work showed that while the temperature of the 
panel could be controlled at a desired temperature level, the water collected at the lower end of 
the panel can be used as a utility for heating purposes. Therefore when the water is pumped back 
to the upper end of the panel it would be at a desired temperature level to flow on the panel 
surface. In the combined system tested in this work, aplying a film of water for cooling 
photovoltaic panel resulted in decreasing the temperature and reflection loss of the PV panel 
which increased electrical efficiency of the combined system. Also the heat removed by the water 
from the panel was used in a h eat exchanger. Therefore, total energy output of the combined 
system (collected thermal and electrical energy for unite surface area) increased significantly 
compared to the electrical energy of the conventional photovoltaic panel. In this experimental 
study it has been shown that the overall efficiency of combined system at some hours is one order 
of magnitude more than the efficiency of conventional panel. 
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Abstract: With urbanization, the construction sector (CS) has been consuming great quantities of energy and 
contributing to almost 50 percent of the global GHG emissions. Thus, it is imperative for the CS to adopt a 
sustainable energy system (SES). Renewable energy (RE) is foreseen as a viable option to promote SES. 
However, adopting RE in CS involves challenges within the areas of both RE development and infrastructure 
planning (IP). These challenges call for research not only on technology, but also on policy aspects and systems 
thinking. Thus, the aim of this paper is to understand the scope for incorporating discussions on RE use within 
the policy instruments (PIs) used in the IP process. The method involved literature review from the perspective 
of the synthesis of PIs that have the capacities to accommodate discussions on sustainability during planning. 
The paper highlights a PI called green procurement (GP), which involves procuring services and products that 
meet environmental requirements. GP could go far to ensure that the energy procured is renewable. The paper 
indicates that the discussion on procuring RE could be routed through synthesis of GP and impact assessment, 
which is a PI for evaluating environmental impacts, with the capacity to assist IP.  
 
Keywords: Infrastructure, urbanization, sustainable energy, impact assessment. 

1. Introduction 

The planning, construction and management of major infrastructure projects such as mass 
transit systems or international airport complexes essentially deals with large scale human-
activity centred systems capable of continual growth and expansion [1], involves key players 
such as the construction sector (CS), and has accelerated urbanization. Consequentially, 
urbanization has been responsible for substantial consumption of energy, especially by the 
CS. Significant amount of energy is consumed during manufacturing and transportation of 
building materials, installation, construction activities [2] and operation. According to the 
Organization for Economic Co-operation and Development (OECD), the operation of 
buildings accounts for 25 to 40 percent of the total final energy use in OECD countries [3]. 
The CS annually generates 50 percent of the global greenhouse gases [4]. The use of non-
renewable energy by the sector is one of the causes for its CO2 emission [5]. However, the 
emission of CO2 is noticeable during different phases of a building life cycle, such as, in the 
construction process, exploitation, renovations, and also during demolition stage [6]. 
Emissions are also associated with the use of energy in construction related activities that 
precedes site activities, primarily in the construction procurement supply chain [7]. As to 
what Dimoudi and Tompa [8] highlight, the energy required for construction and 
consequently, for the material production, is gaining importance. They argue that the selection 
of materials for the building construction is determinant for the energy required for the 
construction and for the environmental consequences. It is, therefore, imperative for the CS to 
adopt a sustainable energy system. Sustainable energy system can be regarded as a “cost-
efficient environment-friendly energy system”, which efficiently uses local resources and 
networks, and promotes the introduction of new techno-economic and political solutions [9]. 
The implementation of such a system by the CS calls for a decrease in the dependency on oil/ 
other fossil fuels, CO2  emissions reduction, efforts to curtail social costs and a transition 
towards renewable energy (RE) such as wind energy or bioenergy.  
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However, the adoption of RE for construction activities involves challenges both within the 
ambit of RE development, and in the area of infrastructure planning. Thus, the effort needed 
to address these challenges and to shift towards a sustainable energy system requires research 
not only on technology, but also on policy aspects and systems thinking. The two important 
policy instruments, relevant to infrastructure planning, primarily from an environmental 
perspective, are green procurement (GP) and environmental impact assessment (EIA). Due to 
the links that GP and EIA have with infrastructure planning, this study focuses on them for 
the promotion of RE in the CS.  Further, EIA adopts several analytical tools such as multi-
criteria decision analysis (MCDA) in order to achieve its purposes. MCDA is highly suitable 
for analyzing the intersecting systems of energy and environment [10-13]. Although there is 
an increasing focus on integration and integrative approaches in EIA [14], the systems 
perspective needs to be strengthened during its application. 
 
GP, within the context of this study, involves the procurement of construction projects that 
meet environmental requirements, which must be stipulated such that it facilitates the 
contractor to comply with them, and further enables verification by the client [5]. In the 
public sector, GP is termed as green public procurement, which according to the European 
Commission is a mechanism wherein public authorities intend to procure goods and services 
with a reduced environmental impact throughout their life cycle [15]. EIA is a process that 
evaluates the impacts likely to arise from a development project significantly affecting the 
environment [16], and involves the introduction of mitigation measures to avoid, reduce, 
remedy or compensate for any adverse impacts [17]. Sánchez and Hacking [18] highlight that 
ideally, EIA is applied during the planning stage of a new project so as to choose the 
economically and environmentally feasible technological alternative, and plan management 
measures to mitigate negative impacts and enhance positive effects. Several authors have 
investigated the link between EIA and planning (for instance, [19, 20]). The effective 
implementation of strategies and mitigation measures identified through EIA process (during 
planning), however, remains a challenge [21]. This is where the systems perspective in EIA 
needs to be strengthened. In this study, we envisage that integrating GP and EIA could be one 
way to strengthen the systems perspective. This means that discussions on GP should 
commence at the stage of EIA. Such integration could be an option to strengthen the link 
between project planning and implementation.  
 
GP can go far to ensure that the energy used for construction is renewable and green [15]. It 
can also involve the procurement of low energy consuming materials for construction. 
Therefore, the central concern of this paper is to discuss on planning for GP at the stage of 
EIA. This discussion could be channeled through MCDA, which seeks to identify the 
plurality of perspectives [17]. MCDA includes “formal approaches” that intend to “take 
explicit account of multiple criteria” [22] during impact assessment. The decision making 
procedure under MCDA is based on the concept of making a choice between different actions 
or alternatives that the decision maker examines and assesses through a set of criteria [11]. 
These criteria could be defined by objectives or attributes [23], involve qualitative or 
quantitative data [24], include conflicting factors such as technological, economic, social, 
risk, and environmental, with different groups of decision makers participating in the process 
[10]. With these instruments and their synthesis as the focus, the aim of this study is to 
understand the ‘scope’ within the infrastructure planning process for incorporating 
discussions on the utilization of RE in the construction sector. The objective of the study is 
twofold. Firstly, to envisage the synthesis of GP and EIA. During this process, the paper uses 
the standpoint of “innovation system perspective” (ISP) [25], wherein networks, strategies 
and institutional mechanisms play an important role. While exploring the role of EIA and GP, 
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this study also attempts to understand the potential role of MCDA in presenting the 
deliberation on energy inclusive GP. The second objective is to explore the role that the 
construction sector could play in RE development. The paper also discusses areas for future 
research from the perspectives of both GP and EIA.   
 
1.1. Methodology 
The study is largely based on review of literature and content analysis. The review attempted 
to systematically examine previous research on innovation system perspective, EIA and 
planning, drivers and barriers for GP, MCDA adoption in energy planning, institutional 
mechanisms, and social innovation. This is in order to analyze the state of the art situation, 
and to investigate the scope for outlining the synthesis of the policy instruments under 
consideration. The study is explorative, in the sense that the literature has been reviewed from 
a systems perspective in order to establish how the policy instruments, concepts and 
institutional settings can allow and shape the synthesis. This also opened areas for future 
research for further understanding on the synthesis of the (policy) mechanisms. As described 
by Weber [26], the content analysis method was used to understand the focus in 
communication content. The European Commission’s Communication on public procurement 
for better environment [15] was analyzed to understand the purview of GP. The method also 
involved semi-structured interviews, which included open-ended questions (cf. [27]), and 
were conducted with experts on energy issues. This was a pre-understanding process (cf. [28]) 
to investigate further on the second objective concerning the role that the construction sector 
could play. The analysis of the information obtained during the interview strengthened the 
key findings that emerged during the literature review. These key findings were useful in 
understanding the potential role of the construction sector.    
 
2. Results  

2.1. Synthesis of GP and EIA 
In this study, the rationale behind the contemplation of synthesizing EIA and GP has its link 
with the ISP. Jacobsson and Johnson [25] highlight on ISP for investigating the change in 
energy system towards RE. The ISP emphasizes that the determinants of technology choice is 
present in an “innovation system”. Such innovation systems facilitate as well as constrain the 
individual actors making a decision on the technology. In general, innovation systems consist 
of stakeholders, markets, networks and institutions, and many other components than the 
relative prices of various alternatives [29]. Innovation is not only about a new product; it 
could also be the introduction of an improved process, marketing method or organizational 
method in business practices [30]. As per OECD, dealing with innovation systems is about 
addressing systemic failures that block the functioning of innovation systems, and obstruct the 
information flow. These systemic disruptions emerge from institutional rigidities that are 
based on communication gaps, and lack of networking [29]. Such gaps and lack of integration 
are evident in the construction sector. The various stages of project development such as 
design and assessment, construction, operation and maintenance are not yet integrated. There 
may be considerable difference between project plans (and related EIA reports) and their 
implementation [30]. The “new environmentally friendly solutions” [31] set during the 
planning phase need to be effectively communicated at the project implementation stage. 
Thus, the link between EIA and the structure of the environmental tasks (during project 
implementation stage) need to be strengthened. For instance, in a Swedish tunnel project, 
requirements that were based on the environmental impacts identified in the EIA (report) were 
communicated to the construction contractors through the tender documents [32].  However, 
planning for GP during the EIA process is still not evident. Such a planning can be related to 

3004



the integration of project planning and EIA. For instance, in Sweden, during the first stage of 
the planning process, a decision is taken on whether the new investment in infrastructure is 
required or not. This stage is crucial because it clarifies the requirements for the EIA that will 
be carried out if the planning process proceeds [20].  These requirements could provide the 
necessary space for emphasizing on the need for GP planning. Also, since EIA has a legal 
mandate, by shouldering on EIA [14], there is an opportunity for GP planning to receive more 
attention than it receives as a stand-alone policy instrument. In the context of RE, as 
Gutermuth [33] highlights, legislation can have a direct beneficial effect on the diffusion of 
RE. Reciprocally, procurement policies have the potential to direct the search process of firms 
by recognizing the way forward for growth and through guiding the selection of technology 
[34], which indicates that GP planning within an instrument such as EIA might result in better 
environmental outcomes. According to the European Commission, green public procurement 
can be a powerful instrument to stimulate innovation that leads to enhanced environmental 
performance [15]. This agenda of the Commission could add value to the integration of GP 
and EIA.  
 
This paper proposes a conceptual model (Fig.1) for RE procurement planning within the 
whole EIA process using a decision process flow chart designed by Haralambopoulos and 
Polatidis [10].  The first stage in this model should be collection and assessment of data.  
 
 
 
 
 
 
    
    
    
    
    
    
    
    
    
     
Fig.1. Conceptual model for renewable energy procurement planning within the EIA process. 
Source: adapted from [10]  
 
The data includes, inter alia, local energy plan. Tyskeng’s [35] study on the Swedish local 
energy plans reveals that they discuss goals concerning oil reduction and reductions and/or 
restrictions on CO2 emissions from a regional and local perspective, and also the use of 
different energy resources from both regional and local standpoint, energy efficiency, 
sustainable societies and biodiversity. Subsequent to the collection and assessment of data, the 
stakeholders need to be identified. The stakeholders consist of several people associated with 
planning, energy experts, public and statutory consultees, and “have the legitimate 
responsibility to participate and/or add a socio-political dimension to the decision-making 
process” [10]. During this stage of the model, it is also important to establish a “planning 
platform” for incorporating the socio-economic aspects of energy systems in conjunction with 
their technological attributes [12]. MCDA approach can facilitate the formation of this 
platform.  
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2.2. Multi-criteria decision analysis (MCDA) approach and group deliberation  
Given the level of conflict that exists between criteria adopted for decision-making (DM), or 
the intensity of the debate between different stakeholders on the relevancy and the importance 
of different criteria, tools that seek to facilitate the deliberation and DM process are highly 
essential. MCDA approach is an umbrella term to describe such tools or methods that take 
into consideration multiple criteria and assist individuals or groups to explore decisions that 
matter [22]. It intends to “allow for a pluralist view of society, composed of diverse 
stakeholders with diverse goals and with differing values concerning environmental changes” 
[17] and can be an aid in making better decisions. An advantage of adopting MCDA is that it 
can simultaneously evaluate a number of alternatives, referring to an array of perspectives 
[11]. In the conceptual model (Fig.1), the MCDA approach has been proposed. However, the 
various methods that could be used under the MCDA approach needs to be further elaborated. 
These methods should be such that it can be easily accommodated within the mechanism of 
EIA integrated with GP. Also, it has to be noted that MCDA is not the only tool that could be 
used within EIA. There are several other tools such as geographical information systems and 
life cycle analysis that could be used within EIA (and in certain cases together with MCDA) 
[23,36]. Further, as Richardson points out, together with stakeholder participation in 
environmental assessment, there is a need to consider the ethics of practice [37]. The 
stakeholder group deliberation on energy procurement, which is the last stage in the 
conceptual model, should evolve considering, inter alia, ethics and sustainability objectives.  
 
2.3. The role that the construction sector (CS) could play 
The legitimacy of RE technology is a key issue, and might involve a political struggle 
between the new innovation system and the established one. Such a struggle calls for the 
participation of politically and financially strong actors, who can have a major influence on 
the innovation process. These actors can be called prime movers [29]. The CS could be 
‘prime movers’ in promoting RE diffusion and development. Prime movers perform four 
crucial tasks to promote new technology: create awareness, plan and undertake investments, 
ensure legitimacy and diffuse the new technology. The new technology here refers to new 
renewables such as wind power and bioenergy that have not yet reached a wide spread market 
[25]. Carlsson and Jacobsson [38] indicate that if the consumer/user firms possess significant 
problem-identifying and problem-solving capabilities in the field of new technology and 
systems integration, then they can facilitate in strengthening the supplier industry. They 
noticed this type of user-supplier linkage in the system for factory automation in Sweden. The 
users in this Swedish factory automation example have been argued to be prime movers [25].  
The CS as one of the large energy users would need to strengthen its link with the energy 
suppliers. Considering their financial and political capacities, the CS could contribute to the 
diffusion and development of RE. However, the influence of managerial concerns and 
stakeholder pressures play an important role in the contractors’ green innovation [39]. Prime 
mover may also be cluster of actors if several actors share an interest in promoting a new 
technology [25]. Thus, future research should identify other actors for this cluster and 
investigate the ideal conditions and framework for such a cluster to function effectively.     
 
3. Discussion  

The synthesis of GP and EIA is novel and not a simple task. The conceptual model (e.g. 
Fig.1) that has been proposed and presented in this paper is a GP planning process that can be 
accommodated within the EIA process. However, the future questions and challenges are 
concerned with a strategic mechanism, that is where and how in the EIA should this synthesis 
with GP occur. EIA has three phases: predecision, post decision and transition [40]. The 
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phase that is of particular interest in the future study is the predecision phase, which involves 
designing, developing the EIA report, its review and decision-making. The predecision phase 
could provide the necessary space for RE planning, and this needs future investigation. The 
effort towards the synthesis of energy inclusive GP and EIA also requires sufficient scope in 
the local energy plans prepared by the municipality. So the objectives concerning RE in the 
local energy plans have an impact on the link between energy inclusive green procurement 
and EIA, which needs to be investigated further. If the CS through the synthesis of GP and 
EIA is able to push the development of sustainable energy systems, then it has not only 
demonstrated its role as a prime mover but also intervened with the issue of urbanization. 
Being a significant contributor to the process of urbanization, the efforts towards transitioning 
to a sustainable energy system is not optional, but an inevitability for the CS.         
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Abstract: In its energy policy, the European Union (EU) sets the target of a 13% share of renewable energy 
sources (RES) for Belgium. Several instruments have been implemented to reach this target. The objective of 
this study is analyze those instruments and it effectiveness and efficiency. To tackle this objective, we first 
analyze the current status of RES in Flanders. Second, we compare the situation in Flanders to the national 
situation in Belgium and to the other EU member states. Then, we analyze the potential of each type of RES. 
Finally, we discuss the opportunities and problems of RES related to spatial planning. 
In Flanders, the main application of renewable energy is electricity production, of which the main source is 
biomass. An aspect of the Flemish energy policy worth mentioning is the green certificate system, which has 
stimulated the development of renewable energies. However, a greater effort to regulate this market and to 
decrease the cost of kWh produced has proven to be necessary.  
The RES-electricity share of total consumption has increased by 3.2% between 1994 and 2008. But, compared to 
others EU countries, the share of RES to gross inland consumption in Flanders is small. Large-scale facilities are 
necessary to reach the EU targets. The development of large wind, biomass and solar projects is suggested as the 
preferred option for Flanders.  
 
Keywords: Renewable energy sources, EU Policy, Spatial planning, Flanders  

1. Introduction 

The term ‘renewable energy source’ (RES), which is closely linked to sustainable 
development, is defined as any sustainable resource available in the long term in a simple 
long-lasting manner, found at a reasonable cost and applicable for any task without causing 
negative effects [1,2,3]. Several technologies are available for the production of clean, 
efficient and reliable energy from long-term renewable resources, such as wind, sun, water, 
biomass and biogas, tides and waves, hydrogen and geothermal energy [1,4]. 
 
Worldwide development of RES is currently limited by the high cost for development and 
implantation, uncertainty on local impact, insufficient funding for research and poor 
institutional and economic agreements, and limited availability of technological and economic 
know-how [5,6]. These problems can be solved by technical, economic, market, social and 
institutional means [2,6], but mainly through policies that incentivize and improve RES 
access to the power market [1,7]. 
 
The annual business volume of the renewable energy market in the European Union (EU) is 
15 million €, equivalent to half of the world market, in which the EU is a leading exporter [8]. 
Furthermore, the EU is the second largest power market in the world (450 million 
consumers), but the contribution of RES continues to be relatively small, only 6% in 2000 
[9,10]. In this context, at the proposal of the Commission, the European Council approved the 
so-called 20-20-20 goals [11,12]. The RES goals are 20% of EU energy consumption from 
RES and an increase in the share of biofuels to 10% of the transport fuel mix consumed in the 
EU by 2020. The EU target set for Belgium is an RES share of 13% [13]. The Belgian 
National Action Plan, published in November 2010, establishes the Flanders targets related to 
EU targets and the strategies to reach it in this sense. 
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The purpose of this study is to analyse the instruments implemented in Flanders to reach the 
EU RES target, and their effectiveness and efficiency. The analysis was done using available 
statistical data, and improved by interviews with a large number of people related to 
renewable energies in Flanders. 
 
2. Renewable energies in Flanders 

Solar water heaters, solar panels and wind turbines are becoming well established [14]. 
However, Flanders produces a lot more renewable energy from many lesser-known sources, 
such as biomass, biogas and even from waste. In the last years, the energy from wind and sun 
went through a larger development than the others types (Table 1). In Flanders, the main 
application of RES is electricity generation, and two-thirds of this comes from biomass [15]. 
 
Table1. Renewable energy inventory of Flanders (2005-2008). 
Green electricity production (TJ) (net) 2005 2006 2007 2008 

Hydropower 8.2 7.5 9.9 13.0 
Wind energy 556.0 855.0 1,013.0 1,198.8 
Solar (PV)  4.7 11.2 20.0 120.3 

Waste incineration  574.3 749.5 922.0 961.6 
Biomass  1,537.5 2,904.5 3,033.0 3,942.2 
Biogas  800.7 624.2 907.5 954.4 

Total green electricity 3,481.3 5,151.8 5,905.4 7,190.3 
Gross electricity consumption (GEC) 210,327.8 216,441.1 217,430.6 215,960.9 

Net green electricity / GEC (%) 1.7  2.4  2.7  3.3  
 

Green heat production (TJ) 2005  2006  2007 2008 
- by CHP plants  2,153 3,074 3,252 

- by plants that produce only heat  6,446 6,704 6,960 
Total green heat production  8,598 9,777 10,213 

Total heat  503,266 466,569 486,359 
Green heat / total heat (%)  1.7 2.1 2.1 

     
Biofuels consumption (TJ)  2005 2006 2007 2008 

Biofuels for transport 0  0  1,996  2,179 
Total road transport consumption 176,477 176,462 179,030 180,630  

Biofuels / energy consumption in road 
transport (%) 

0.0 0.0 1.1  1.2  

 
The Flemish Energy and Natural Resources Policy of 2004 and 2009 stipulated that by 2010, 
25% of the electricity supplied in Flanders had to be generated by RES and cogeneration. 
Specifically, for renewable energy from wind, biomass and solar, the energy policy defines a 
6% target of. The remaining 19% must be generated by Cooling Heating and Power Plants 
(CHP) [16]. The current government (2009-2014) decided to continue this policy until a new 
target for 2020 was drafted. Flanders finalized its Action Plan, and integrated it, and in 
consultation with the Federal Government, it was also integrated in the action plans of the 
other regions. 
 
For the Flemish Government, biofuels are not a priority due to current problems with their 
production and their impact on agriculture, biodiversity, forests and land use changes. The 
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Flemish Government is looking for other alternatives and new advances in the production of 
second and third generation biofuels. 
 
2.1. Location of Renewable Energy Facilities in Flanders 
Wind turbines, especially large-scale, are usually located near urban or industrial centres, 
ports (Bruges, Gent and Antwerp) or larger-scale infrastructures such as highways and 
railways. Most wind turbines have been installed in the provinces of West Flanders, East 
Flanders and Antwerp. A map of potential areas for installation of future wind energy turbines 
in these provinces are shown in Figure 2 (in brown). Note that not all wind turbines (in 
yellow) are currently installed in these potential areas. 
 
Large-scale biomass facilities (in green in Fig. 2) are mainly located near ports (Gent and 
Antwerp), because most resources required for biomass energy production are imported from 
other countries, mainly from France. In Limburg, plentiful agricultural resources available led 
to the installation of small and medium-scale facilities.  
 

 
Fig. 2. Location of wind and biomass energy facilities in Flanders. 
 
2.2. Green Electricity 
The share of electricity from RES in total electricity consumption has increased to 3.3% in 
1994-2008. Absolute values increased from 58 GWh to 1,997 GWh by 2008. According to 
the Flemish Energy Agency [14], 2,688 GWh of electricity were produced from green energy 
sources by 2009 (4.8% of total electricity consumption). 
 
In 1994, the electricity from waste incinerators was the main source (Table 2), but in the last 
five years, the majority of green electricity comes from biomass [14]. Wind power was the 
second main source in 1994-2008. Although hydropower increased during this period, its 
share in the total electricity consumption has decreased. 
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Table 2. Evolution of the share of green electricity in total electricity consumption (1994-2008) 
% 1994 1996 1998 2000 2002 2004 2006 2008 

Biomass - - - - 21.8 31.1 56.4 54.8 
Wind 15.6 11.6 8.8 9.1 17.1 15.2 16.6 16.7 
Waste 78 69.2 77.9 77.4 42.5 21.6 14.5 13.4 
Biogas 3.6 16.1 11.9 12.1 17.7 31.8 12.1 13.3 
Solar - - - 0.1 0.2 0.1 0.2 1.7 
Hydro 2.8 3.1 1.4 1.3 0.8 0.3 0.1 0.2 

 
In absolute terms, green electricity from biomass, wind, solar and hydro energy increased 
1,331 times during 2002-2008. Biomass has been responsible for over 80% of green 
electricity since 2004, especially the selectively collected waste biomass (Fig. 3). In 2009, the 
electricity generated by biomass (2,160 GWh) represented 80.4% of the total amount of RES-
electricity (2,688 GWh). 
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Fig. 3. Evolution of green electricity in Flanders from 1997 to 2008[16]. 
 
The largest increase was experienced by electricity from solar energy (6.7 times), but by 2008 
it still only represented 1.7% of the total amount of green electricity. Wind energy, which 
provides almost 17% of the total green electricity production, increased by 750% in 2002-
2008 (Fig. 3). In 2009, electricity from solar energy increased steeply to 138 GWh of the 
2,688 GWh total green power produced (5%). Almost 3 million m² of solar panels for 
electricity production were installed. Moreover, 100,000 m² of solar collectors for heat 
production supplied sanitary water heating for 25,000 Flemish families.  
 
2.3. Green Certificate System 
The Flemish Region launched a Green Certificate System (GCS) on 1 January 2002. There 
are two kinds of green energy certificates, compulsory and optional EUR [14]. From 1 
January 2002, all electricity suppliers are required to sell a minimum amount of energy from 
renewable sources. Strong growth of Flemish RES electricity generation from 0.8% of 
electricity sales in 2002 to 4.9% in 2007 brought the 2010 6% target  within reach 
(Verbruggen, 2009) [17]. The number of Green power certificates issued in 2002-2007 has 
increased almost 18 times. The technology with the largest increase is PV, from five 
certificates in 2002 to 139,489 in 2009. This success is a consequence of high certificate 
prices in the first years of the system. The number of energy certificates decreased last year 
due to their lower prices (2,692,904 in 2009 and only 929,792 as of July 2010).  
 
The GCS works better than traditional subsidies and is a relatively good option for developing 
renewable energies. The system achieved relatively good results right from the start, 
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especially in promoting the installation of wind turbines and PV solar panels. However, the 
overall performance of the Flemish support system (effectiveness, efficiency and equity) is 
assessed as poor, despite its good short-term targets, costs and profits [17]. Moreover, there 
are no clear transition trajectories to a sustainable power system, and RES electricity 
generation from old waste-processing facilities is of dubious quality (effectiveness). 
Moreover, dynamic efficiency is spurious because there is no link to a technological industrial 
policy (efficiency). Finally, the polluter-pays principle is not respected, but jeopardized in the 
waste management sector (equity). 
 
3. Flanders and EU Benchmarking - Main Indicators 

Denmark, Sweden, Finland, Germany, the Netherlands and Austria all made a great effort to 
reach their EU targets. Flanders had only a of 1.7% share of green electricity from RES in its 
total electricity consumption by 2005 (Fig. 4), and was still far from reaching the EU target 
(6.0%) for 2010. However, the whole country of Belgium had a 2.8% share by 2005, and if 
past performance could be continued in 2005-2010, the EU target would be reached by 2010 
(5.3% in 2008). 
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Fig. 4. 2010 EU electricity targets vs. 2005 green electricity production in Europe and Flanders (%). 
 
The share of RES in Gross Inland Consumption in Flanders is small compared to the other EU 
countries. The relative share of RES-electricity in Flanders is half the relative share of all of 
Belgium. This means that the Walloon Region produces roughly 3 times more electricity from 
RES than Flanders. According to some experts interviewed in this study, this difference 
between the two regions is explained by the greater availability of biomass resources in the 
Walloon Region. Moreover, the relative Flemish share is only larger than the relative share of 
Estonia and Cyprus. In spite of this, the significant increase in its share from 0.21% in 2004 to 
1.22% in 2007 highlights the effort made by the Flemish Government. 
 
Of the different RES, biomass is the largest in both Flanders and all of Belgium. The share of 
biomass in Flemish RES production (82.3%) is the second largest in the EU after Hungary. 
The share of wind energy in Flanders is also relatively large (17,2%), and close to the EU27 
share (19.8%). Electricity production from other sources (hydropower, solar and 
geotechnical) makes up less than 1% and is relatively insignificant. 
 
4. Analysis of the Opportunities and Problems related to Spatial Planning 

In the Flemish Region, the development of large-scale energy facilities is mainly limited by 
its high-density population and related factors, such as concentration of cities and 
infrastructures (roads, railroads, housing, factories, industrial areas, etc.). Other restricting 
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factors are landscapes values, relief (mainly in hydropower facilities), monuments, natural 
protected areas, air-restricted areas, and so on. Finally, the aesthetics of renewable energy 
facilities is an important factor related to public acceptance.  
 
The “Projections on renewable energy and cogeneration to 2020” study [18] examined the 
potential of different technologies (electricity, heat and biofuels), and compared a business-as-
usual scenario (BAU) with a Pro-active policy (PRO). The Flemish Government used the 
calculated potential in the PRO scenario in its Energy Plan (Table 3). 
 
 Table 3. Potential of renewable energies in Flanders. 

Technology 2010 (GWh) 2020 (GWh) Increase (%) 
Wind onshore 521 1,905 265 
Wind offshore 320 3,841 1,100 

Solar energy (PV) 174 935 437 
Solar thermal 224 1,193 433 

Biomass plants for electricity production 97 217 124 
 
In order to realise the potential of renewable energies in Flanders, the surface required for the 
installation of new facilities is calculated as follows. To reach the target of 1,000 MW, 300 
new 2.5-MW wind turbines (+750 MW) are necessary. Since the current legislation prescribes 
a minimum buffer distance of 250 m from any dwelling (radius = 250m  area = 20 ha), a 
surface free of housing of 6,000 ha is required. 
 
To reach the proposed 935 GWh by 2020, VITOº assumes that the efficiency of solar panels 
will improve from the current 110 kWh m-2 per year to 170 kWh m-2 per year. Therefore, an 
additional 800 ha are necessary to install the required panels. An increase in surface of 300 ha 
for installing solar water heaters is desired by 2020. However, the installation of PV and 
thermal panels does not require the acquisition of new land, which makes it a good option. 
 
The main environmental problems related to biomass and CHP facilities are the emissions of 
greenhouse gases (GHG) and the effect of noise and smell, in addition to the visual impact. 
Therefore, rural areas are the most suitable for the installation of biomass and CHP facilities. 
For such an installation, the availability of resources and connection to the power grid are 
essential. Heat facilities have been observed to be the most used in the rural areas. A 
regulation related to the use of biomass sources (especially pellets) is needed. 
 
Wind turbines have been installed near large structures, such as industrial areas and highways, 
and near high power grids. The choice of such locations helps reduce the visual impact and 
the problem of the noise of wind energy turbines. Most past installation projects were medium 
or small scale (3-4 turbines) because of existing limitations (mainly the available surface). 
Nowadays, small wind turbines are considered inefficient. The Windplan for Flanders was 
launched in 2001.It includes potential areas for the installation of wind turbines according to 
their wind potential way, the provinces of West Flanders, East Flanders and Antwerp made a 
more advanced multiple-criteria map of potential areas for the installation of wind energy 
turbines (residential and industrial areas, protected landscapes, agricultural areas, recreational 
areas). However, these areas are only designated as suitable, and the map is not legally 
binding. 
 
The installation of solar panels (at small and medium-scale) has seen a boom in the last year, 
mainly due to its promotion by the GCS and benefits for private promoters. PV panels are the 
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most widespread. The installation of large-scale projects in Flanders (4-6 ha) is generally 
restricted by the limited availability of surface. The most suitable area for the installation of 
solar panels in Flanders is the North Sea coast (West Flanders Province). East of the Flemish 
region, the potential is reduced due to the proximity of higher lands and increased presence of 
clouds. Belgium is now the 6th most solar PV- intensive country in the world (defined by km2 

of solar panels).Price is the main limiting factor for installation of solar panels. Arestricting 
technical factor is the shadowing by nearby buildings. Around a 20% shadow on one solar 
panel suffices to stop the energy production of all the panels connected in the same loop. 
 
5. Conclusions: Trends and Future challenges of RES in Flanders 

The electricity generation is currently the main application of renewable energies, while heat 
production (from heat pumps, wind, geothermal, solar) has the highest potential for further 
application and development in Flanders. There are currently no concrete projects for 
developing geothermal energy. Should this be reconsidered, more effort by the regional 
government will be needed to develop this type of RES in the coming years. 
 
The Flemish Government promotes RES through their green certificate pricing policy. First, 
wind facilities were promoted, followed by PV installations, and more recently biomass and 
CHP installations. With theses mechanisms, the Flemish Government strives to reach the EU 
20/20/20 energy targets. However, a stronger effort to regulate the green energy market and to 
decrease the cost of kWh produced is necessary, because there are no clear transition 
trajectories to a sustainable power system. This situation requires broad agreement between 
the government, the power industry and the public. The RES market potential may be 
substantially increased by means of dedicated policies, implemented after consensus, such as, 
a better qualification system, different subsidies, levies and taxes to shift market prices, 
lowering the cost of RES, or helping abolish man-made barriers through technological 
innovation. But support for the development of RES through a modified or better GCS must 
continue in order to reach the EU targets and real sustainable development. 
 
Benchmarking of relative Flanders and EU RES and RES-electricity consumption indicators 
shows that most of them are low. Despite this, increase in recent years has been significant 
and highlights the effort made by the Flemish Government. 
 
Concerning spatial planning, the search for available suitable areas to install such facilities 
must be a priority for renewable energy policy makers. Ports, highways and industrial zones 
are priority areas for the installation of wind energy facilities. However, a more participatory 
approach for the development of renewable energy facilities is necessary, especially for the 
construction of wind turbines. 
 
The large increase in PV solar energy production is accompanied by problems between 
producers and distribution companies, and further regulation is required in this field. In 
addition, a better distribution grid is needed, since the current grid is not well adapted to 
receive all the renewable energy produced. 
 
In addition, the specific potential and conditions of each individual region should be 
considered when setting regional prices for green certificates, and installation of renewable 
facilities in areas with lower potential should be promoted (e.g., wind energy in Brabant-
Flanders and Limburg ). These measures would help decentralise energy production, bring 
production closer to consumers and avoid grid losses from long-distance energy transport.  
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Finally, better regulatory framework co-ordination between governmental departments and 
the energy is required for the EU, Belgian and Flemish targets to be met. 
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Abstract: The impact of climate change on our cities has been clearly manifested. Cities do not only consume 
most natural resources but also produce air pollution and generate great amount of waste and waste water. This 
paper focuses on sustainable cities strategies and indicators for the case of Santa Monica city, US using a set of 
29 sustainable indicators for some years 1990-2006. The study sheds light on the application of some sustainable 
development (SD) indicator and suggests more applicable and specific data to further examine other cities 
sustainable programmes. The six thematic dimensions: sustainable, economic, equitable, social, viable and 
livable, where 62% of the 29 indicators are presented.  Indeed, the review of some of the 29 indicators for Santa 
Monica shows the various levels of SD before and after the Sustainable City Program (SCP). 
 

Keywords: Sustainable Cities, Strategies, Sustainable Development Indicators, Santa Monica.

1. Introduction  

Over the past century, cities and towns using various urban systems were developed and built 
in inefficient ways based on traditional ways of activities and life styles. Consequently, such 
models drove production and consumption of resources inefficiently. Indeed, the urban sprawl 
is an urgent and persistent problem when world’s natural resources are scarce and pressured 
by human settlement. Moreover, such pressures particularly related to carbon emissions in 
urban areas/ cities involve power generation, transport, and waste. Nevertheless, creating 
buildings and designing cities is one of the most complex and sophisticated tasks.  

Cities pressure natural resources and consume large amounts of energy and water as well as 
emitting air pollutants and generating waste. All these activities pose potential risks to our 
economic, health and environmental wellbeing and the prime global concern at the present 
time is the effect of human activities upon climate change particularly related to urban areas. 
Several studies published by the United Nations Habitat showed that in 2007-2008 a major 
shift occurred where more than half the world’s population was classified as urban dwellers 
[1,2,3]. Globally, the number of people living in towns and cities at the end of 2008, was 
estimated at 3.3 billion and this is expected to increase to five billion by 2030 [4,1]. However, 
the main challenges to such increases are the pressure on natural resources as well as utilities 
such as on energy, water as well as waste management and mobility. For instance, the recent 
United Nations Environment Programme (UNEP) data on global energy demand suggested 
that nearly 45 percent will increase by 2030 [5].  

It is vital to efficiently plan our cities to be sustainable by developing strategies and policies 
to promote sustainability. Significantly, capturing sustainable development indicators at local 
as well as global levels is relevant since the climate changes and pollutions are global 
problems. Moreover, emphasis should be stressed when it comes to cities’ consumption 
patterns and their impact on other neighboring regions and ecosystems. Also, the 
accountability and responsibility for all stakeholders to assist in monitoring consumption 
patterns and addressing the requirements for a sustainable city is needed. Additionally, 
adaptive policies to reduce, recycle and re-use consumer goods are important strategies for 
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cities to achieve sustainability pathways [6]. As shown in Table 1, the list depicts some of the 
sustainable cities according to sustainable city network (SCN) 2007-2011 [7].  

  Table1. List of Sustainable Cities 
Australia & Pacific  Americas Europe 

Adelaide Ottawa Berlin 
Ballarat   Vancouver Bristol 
Maleny  Niagara Cambridge 

Melbourne Florida Geneva 
Auckland Greensburg Malmö 

Wellington Moraga 
Santa Monica 
Philadelphia 

Rotterdam 
Stockholm 

 Tuscon  
 San Francisco 

San Jose 
 

    Seattle  
   Silicon Valley 

  Bogota 

 

  Chiapas  
         Curitiba  

 
In the next sub-section namely sustainable indicators (1.1), we discuss briefly some 
components of such strategies which some cities have integrated in their mandate to become 
sustainable.   
 
1.1.  Sustainable Development Indicators (SDI) 
According to Tanguay, et.al (2010), sustainable development indicators (SDI) are used 
intensively to illustrate sustainable development pathways particularly applying actual 
assessment and monitoring systems [8]. The authors also argued that the exploitation of the 
SDI remains problematic because of general definition of sustainable development as outlined 
in the Brundtland report (WCED, 1987). SDI varies from one place to another but the main 
components are listed in Table 2. SDI variation in the present time compared to say twenty 
years ago can be attributed to the priorities set in meeting the environment, social, economic, 
political and technological objectives of the local and regional needs. A case in point is in the 
EU where new and old member countries are requested to revise their National sustainable 
development strategies (SDS) in line with the renewed EU SDS which is likely to increase the 
degree of cohesion in defining and monitoring SDIs. As mentioned previously, SDI can differ 
at local levels but must also be analyzed from a global perspective.   
 
                   Table.2. Indicators used to measure the sustainability of a city 

 Sustainable Development Policy & Practice 
 Biodiversity 
 Climate Change 
 Energy 
 Environment 
 Planning 
 Transport 

 

 Social Issues 
 Pollution 
 Urban Development 
 Construction 
 Waste Management 
 Water 
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Moreover, sustainable cities may vary due to the countries or regional sustainable strategies. 
Take the case of US where according to the latest report by the Sustainable Cities Index (SCI) 
the sustainable cities namely the City of Portland, Oregon, were analyzed according to four 
major indicators: clean technology, green building development, overall quality of life, and 
sustainability planning and management [9]. In the case of UK cities, the assessment focused 
less on the equitable dimension. For Europe, cities can and should not only be highly 
resource-efficient but also safe, healthy, pleasant, fulfilling and inspiring places to live. Based 
on a strategy paper (2007–2013) by the European neighborhood and partnership, it concluded 
that at city level, the local strategies for sustainability require active participation and 
commitment of the local community who can provide effective actions [10]. Moreover, the 
challenge for Europe’s cities to achieve sustainability objectives their governments must 
allow cities maximum freedom to apply suitable tools at local level [6]. Indeed, indicators are 
increasingly developing into a vital tool of communicating information to decision-makers 
and the public in a straightforward and robust manner.  
 
The motivation of this paper is to review several indicators that measure sustainability of 
cities by examining one case study found at a local level in the United States. Our attempt is 
to illustrate the practical application of such indicators at the local levels. In fact, the need to 
measure sustainable development (SD) is based on robust indicators or evaluation criteria [8]. 
The comparison of theoretical and practical approaches is essential in illustrating the 
robustness of such criteria.  
 
In this vein, Shen et al. (2011) point out that among the available urban sustainability 
indicators there are no single set of indicators equally suitable to all cities or communities. 
They further suggest the use of consistent indicators for monitoring and comparison purposes 
due to the fact that such indicators will allow cities to have a common grid to share and apply 
successful tools and measures [11]. Zhang, He, and Wen (2003) recommend that for urban 
sustainability indicators (USI), in other words, city sustainable indicators should offer no less 
than: a) explanatory tools to translate the concepts of sustainable development into practical 
terms; b) pilot tools to assist in making policy choices to promote sustainable development; 
and c) performance assessment tools to decide how effective efforts have been established 
[12]. This paper is outlined in 4 parts: introduction as presented above, section 2, 
methodology and sub-section focusing Santa Monica city as a case study. Section 3, presents 
the results and discussions of the application of sustainable development indicators for the 
case of Santa Monica, and section 4 concludes.  
 
2. Methodology 

Many models address sustainable cities in different taxonomies. However, strategy and 
policy, and appropriate assessment tools at national planning levels should be firmly 
developed and implemented to improve the key indicators in order to ensure cities are 
sustainable at the local levels. In Moussiopolous et al. (2010) study, they developed a 
dynamic tool for the management of environmental, social and economic indicators to 
evaluate sustainability in urban areas. In their study, the case study of Greater Thessaloniki 
Area, in Greece was selected with a set of indicators included 88 indicators in 13 discrete 
thematic areas. Additionally, guidelines were recommended for developing communication 
among local stakeholders [13].  
 
Shen et al. (2011) critically examined and compared different sustainable urbanization 
practices when selecting urban sustainability indicators [11]. They further stated that 
measuring sustainability in urban areas requires strong local socio-economic development and 
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the key challenge for environmental managers and decision-makers is environmental decay. 
They further caution that indicators selected should be the ones that are essential and likely to 
produce the most accurate information about the status of practice. Tanguay et al, (2010) 
defined a number of SDI derived from 17 studies showing diverse conceptual frameworks and 
choices. In their study, a method, called SuBSelec, where 188 indicators extracted from the 
aforementioned 17 studies and reduced to 29 SDI. The SuBSelec strategy produced a new 
perspective to the debate related to the SDI selection. This is seen as a preliminary step aimed 
for planners and decision makers where a scientifically based and operational SDI Grid is 
established [8]. The authors acknowledge the subjective nature of this approach and believe 
that the classification allows the selection of recognized indicators which covers the various 
aspects of sustainable development broadly. Additionally, their conclusion is similar to 
Niemeijer and De Groot (2008) in that selection of indicators is invariably subject to arbitrary 
decisions at one phase of the process or another [14]. Such analyses demonstrate that current 
practices related to SDI cannot meet standard objectives and the need to obtain indicators 
which reflect local concerns.  
 
In this study we follow the approach suggested by Tanguay et al. (2010) namely, Survey-
based selection strategy (SuBSelec) which refers to 29 indicators divided into six dimensions: 
sustainable, liveable, equitable, social, economic and viable, for a given city [8]. The focus of 
next sub-section is to review and compare the Santa Monica Sustainable City Indicators (SCI) 
as found in SCP to the sustainable development indicators (SDI) given by these authors. 

 

2.1. The case study: Santa Monica 
In early 1990’s the Santa Monica City Council took bold steps to address sustainability issues 
in the community adopting a Sustainable City Plan [15]. The Sustainable City Program (SCP) 
was initially proposed in 1992 by the City’s Task Force on the Environment to ensure that 
Santa Monica could continue to meet its current needs–environmental, economic and social 
without compromising the ability of future generations to do the same. Such a programme 
comprised goals and strategies, for the City government and all sectors of the community. As 
shown in Table 3 (see Appendix) eight indicators’ dimension with their respective categories 
were defined by the SCP. Indeed, the primary reason of selecting this city is because it boasts 
of comprehensive history to examine and discuss at local level. In reviewing the SCP, a span 
of several years ranging from 1990 to 2008 was selected, depending on the availability of 
data. In Table 4 (see Appendix), each indicator and the eight SD dimensions are depicted with 
the relevant notes for various years. It should be noticed that some indicators were not applied 
to all. For the comparison purposes the ratio between the years 2000 and 1990 were set to 1 
for relative changes but not in absolute terms, this is because in some cases few years were 
not for 2000 and 1990 as explained above. 
 
3. Results and discussion 

This section exhibits the six dimensions: sustainable, economic, equitable, social, viable and 
livable, where 62% of the 29 indicators are presented.  Indeed, the review of some of the 29 
indicators for Santa Monica shows the various levels of SD before and after the SCP.   
 
Fig.1 and Fig.2, illustrate the sustainable and economic dimensions respectively where in the 
year 1990 and 2000 greatly differs, where in 1990s the sustainable and economic situations 
were less than the year 2000. For the equitable dimension (Fig.3), it exhibits a better 
performance in 2000 compared to that of 1990 in terms of low crime rates and poverty levels. 
In Fig.4, the citizen participation increased nearly twice as those in 1990. Also, the rate of 
participation in municipal elections has slightly increased.  
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The viable dimension as shown in Fig.5 exhibits this dimension in terms of quantity of waste 
recycled. In this dimension, the ratio increased from ratio 0.2 (1999) to 1 (2000). This can be 
attributed to number of waste produced and/or the increase in technology in recycling such 
waste.  
 
For the livable dimension as shown in Fig.6, both indicators the GHG emission and household 
waste in 2000 have increased compared to 1990. This maybe explained due to increase in 
populations or socio-economic activities during this time. Again, the indicators are subjective 
particularly when population and other economic variables are not considered in the picture.  
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4. Conclusions 

In this paper, we had used the case of Santa Monica city to review 29 indicators as suggested 
by Tanguay et al, (2010). The case of Santa Monica has demonstrated that the six thematic 
dimensions of sustainable development are not sufficient to measure the years between  1990- 
2000. This exercise suggests that continuous data collection needs to be exploited to assist the 
development and assessment of indicators to achieve their local sustainable objectives. 
Indeed, in most cases, these indicators are subjective they can be revised to vary from one city 
to another. Significantly, there is a need to identify the practical application of sustainable 
indicators at local levels. This can be a challenge at the present time in some cases, though 
these challenges can be overcome with the suitable indicators to address sustainability in the 
future.  
 
Consequently, the development of an appropriate framework for a sustainable city requires a 
tailor-made model that considers the needs of the locals in the city at the same time meet the 
sustainable efforts of its participants. On one hand, there are advantages in establishing 
sustainable indicators but on the other hand, such a task is challenging as stated by Stiglitz et 
al. (2009) in a dossier [16]. This calls for urban sustainability to include all stakeholders 
within the local areas and devise appropriate tools and framework. Another challenge facing 
sustainable indicators is the access to local data available to public and various stakeholders’ 
objectives in communities. In addition, the end-use activities in this case, consumption, which 
are strongly linked to CO2 emissions and other pollutants, need specific local information. For 
instance, detailed data about industries such as manufacturing, oil and gas, roads and 
buildings in relation to sustainability at the local. Moussiopolous et al. (2010) highlighted one 
of the challenges in creating an efficient system of indicators is the selections of a manageable 
list of metrics to better describe sustainability. They further point out that developing 
indicators cannot be a purely technical or scientific process but should be an open 
communication and policy process [13]. In sum, it is recommended that future works include 
other cities in a comparison exercise using consistent sustainable indicators for the purpose of 
improving sustainable indicators for cities considering the socio-economic, political and 
environment conditions.  

Appendix
Table.3. Description of sustainable dimensions found in Santa Monica progress report
Indicator dimension Categories Indicator dimension Categories 
Resource conservation Ecological footprint Housing Affordable Housing 

 Energy Use  Affordable Housing for 
Special Needs 

 Green Construction  Distribution of 
Affordable Housing 

 Green House Gases 
Emissions 

 Green Housing 

 Renewable Energy  Livable Housing 

 Solid Waste 

   Sustainable Procurement 

   Water Use 

  Environmental and public health Air Quality Transportation Alternative Fuel 
Vehicles - City Fleet 

 City Purchase of 
Hazardous Materials 

 Average Vehicle 
Ridership 

 Farmers' Market  Bike Lanes 

 Food Choices  Bus Ridership 

 Household Hazardous  Pedestrian - Bike Safety 
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Waste 

 Local Produce at City 
Facilities 

 Sustainable 
Transportation Options 

 Restaurant Food  Traffic Congestion 

 Santa Monica Bay 
Health 

 Traffic Impact on 
Emergency Response 

 Toxic Air Containment  Vehicle Ownership 

 Urban Runoff 

   Vehicle Miles Traveled 

   Waste Water 

    Economic development Business Reinvestment Open space and land 
use 

Land Use and 
Development 

 Cost of Living  Open Space 

 Economic Diversity  Park Accessibility 

 Income Disparity  Regionally Appropriate 
Vegetation 

 Jobs - Housing Balance  Trees 

 Local Employment of 
City Staff 

Community 
education/civic 
contribution 

Civic Participation 

 Quality Job Creation  Sustainable Community 
Involvement 

 Resource Efficiency of 
Local Business 

 Voter Participation 

Human dignity Ability to Meet Basic 
Needs 

   Basic Health Insurance 

   Crime Rate 

   Economic Opportunity 

   Education & Youth 

   Empowerment of 
Minorities 

   Homelessness 

   Incidents of Abuse 

   Incidents of 
Discrimination 

    Perception of Personal 
Safety     

Source: Santa Monica, Sustainable City Progress Report  
http://www.smgov.net/Departments/OSE/progressReport/default.aspx. 
 

 

Table.4. Application of Sustainable development indicators (SDI) for the case of Santa Monica 

  Indicator Description 
SD 
Dimensions 2000 1990 

1 SD policies or strategies  yes / no Sustainable 1 0 
2 Density of urban population    Sustainable n.a n.a 
3 Daily water consumption per person  millions gallon per day 

 
Sustainable 13.2 14.2 

4 Ecological footprint  per acres Sustainable 20.9 21.4 
5 State of health reported by population (6) percentage perception by 

 
Sustainable 16% n.a  

6 Users of mass transit (MT)  (8) percentage of riders Sustainable     
 

9.10% 
7 Space alloted to nature conservation relative to area 

   
percentage of open space to 

  
Sustainable 3.30% 3.20% 

8 Cost of living  Cost living $ per household Economic 79,890 55,300 
9 Participation rate for all sectors    Economic n/a n/a 

10 Job creation for all sectors (2) number of jobs Economic 2113 1283 
11 Mean or median household income per year Median household ($ / Yr.) Economic 50,714 35,997 
12 Households spending 30% or more of income on 

  
% Percent of rent-controlled 

     
   

Equitable 40% 85% 
13 Population aged 18 and over with less than a high 

  
  Equitable n.a n.a 

14 Unemployment rate   Equitable     
15 Ratio, population with high income–low income ratio of high-low Equitable 92.9 35.9 
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16 Population receiving social assistance    Equitable n.a n.a 
17 Low-income households(3) percentage of households Equitable 25% 34% 
18 Crime rate  (5) per capita crime rate Equitable 4.35 4.51 
19 Rate of participation in municipal elections % Social 72% 64% 
20 Citizen participation in public affairs (4) % Social 35% 18% 
21 Annual consumption of energy from renewable 

  
% Viable 18% 19% 

22 Businesses with environmental certification   Viable n.a n.a 
23 Quantity of waste recycled  tonnes per year Viable 181,902 40,013 
24 Concentration of PM10 particles    Liveable n.a n.a 
25 GHG emissions (1) per capita Liveable 10.6 10.3 
26 Population exposed to Lnigh>55 dB (A)   Liveable n.a n.a 
27 Quality of waterways    Liveable n.a n.a 
28 Quantity of household waste (7) tonnes per year Liveable 333,518 275,842 
29 Participation in sports in parks & swimming pools (9) % of households Liveable 88% n.a 

 

Notes:(1) Including transport  (2) here only for 2005 (19%) and 2006 (18%) data, here the job creation 2113 (2005), 1283 (2006 (3) less than 
25,000K US  (4) only for 2002, for the year 1990 without considering other attributes such farmer's market, pier's concert and 
festivals (5) only for 2006 (4.35%) and 2005 (4.51%) (6) only for 2002, for the other years undetermined (7) for 1995 (275,842) for waste 
and recycled for 1995 (40,013) (8) for 2007 (9.1) and 2008 (9.2) (9) for 2005 only, not participation but access (10) open space for parks, 
public gathering, green streets, gardens and other public places 2006 (3.3) and 2004 (3.2%)  (11) for 1998 (85%) and 2008(40%). 
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Abstract: Architectural artificial environment; as a joint product of imagination and technical information and 
as a combination of ecological, social, political, aesthetical and moral values, is the balancing epistemological 
systematic for ecology, economics and society which comprises of the future generations and all other living 
creatures. In ecological architecture, it is essential to design artificial environment as an artificial ecological 
system. This study asserts regional principles for different climate zones and environmental conditions by 
determining environmentally-conscious general design principles of ecological and sustainable public housing 
design. The significance and authenticity devolved on ecological and sustainable public housings and settlements 
on local, regional and global scales are discussed. As a result, in the light of the foregoing information given on 
ecological and sustainable process model and climate-weighted ecological and sustainable social public housing 
design model, related suggestions are made. 
 
Keywords: Sustainability, Healthy Artificial Environment, Healthy and Sustainable Process Model. 
 
1. Introduction 

In today’s world, energy production and consumption are among the most important criteria 
for development. Since the biggest portion of daily activities occurs in the building, the 
number of buildings and the level of energy consumption are correlated. However, existing 
and newly-constructed buildings are the main reasons for some of the major problems of our 
present and future such as environmental pollution and exhaustion of natural resources. 
Especially in the 20th century, the effects of both industrial and technological power of 
mankind over nature have reached its highest levels, even to the extent that it mig ht have 
destroyed the life on life as we know it.  
 
Incidents such as global warming, thinning of ozone layer, glacier meltdown, diminishing of 
forest lands, air and water pollution, extinction of species, etc. indicate that today’s life style 
is not only disappointing, but also far away from being an inspiration for the future. 
Especially, by considering imperative revision of the 20th century’s life style, adoption and 
development of a life style with less energy usage in daily routine and guidance of the society 
toward that direction are necessary within the scope of interdisciplinary studies. In this 
context, architecture as an effective discipline for both nature and human life assumes 
fundamental duties. While human-centric design in architecture was subject to change, 
environmental consciousness and harmony with nature had become the main criteria for 
success.  
 
Considering the usage percentages of global resources in buildings, housings clearly take 
place in life style of the 21th century’s information society as prominent means for achieving 
ecological and sustainable objectives. 
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Table 1. The Usage Percentages of Global Resources in Buildings and The Percentage of Global 
Pollution Level caused by Buildings. (1) 
Resource 2. % of Usage  Pollution Relation to 

Building 
Energy 50%  Air Quality (Urban) 24% 
Water 42%  Global Warming Gases 50% 
Materials 50%  Drinking Water Pollution 40% 
Agricultural Areas 48%  Superficial Solid Waste 20% 
Coral Reefs 50%  CFCs/HCFCs 50% 

 
Historically, housing is an organized pattern of communication, interaction, space, time and 
significance. On the one hand, it reflects the characteristics, life styles, behavioral codes, 
ecological choices, images and time-space taxonometries of ethnic groups it belongs to, and 
on the other hand it reflects personality and concession of the individual via its users’ 
essential images and propensity of self-expression (2). Housing, a by-product of settled living 
culture, has survived in different building forms as the result of different climate conditions, 
cultures in different regions. Artificial environment of traditional architecture had been an 
output of the balance of the challenge between nature and mankind. However, migration 
toward urban areas, due to labor demand of industrial system, attraction of urban life and 
various other factors have eventually disrupted that balance. Public housing became the 
solution for sheltering needs emerged due to industrialization, overpopulation and 
urbanization. However, as a result of new building materials, new construction techniques and 
over-consumption of resources especially with the misconception of cheap and seemingly 
inexhaustible fossil-based energy sources; hazardous wastes, environmental pollution and 
artificial environments that fail to meet the users’ needs came into existence. Thus, today’s 
housing acquisition policies have reached a turning point. The aim of increasing life quality of 
housing and environment is on the agenda, rather than the mere effort of providing a huge 
number of community members with housing facilities. Evidently, related studies and energy 
issues in accordance with mission they undertake are amongst the most important facts of the 
future. 
 
2. Sustainable Society and Artificial Environments 
 

Throughout the history, mankind had experienced mainly 3 revolutionary transitions: the first 
and the longest one; transition to settled life as an agricultural society, the second; the 
Industrial Revolution, and the third one; transition to an information society(3). Being an 
information society in the 21th century requires innovation and nurturing of new multi-
disciplinary approaches and applicable models aiming for sustainable development for both 
present and future generations. Society / Economy / Ecology are 3 important components of 
Sustainable Society Structure (Fig. 1). 
 

 
Fig. 1. Sustainable Society Structure (4) 

SUSTAINABLE SOCIETY 
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Environmentally-conscious and sustainable artificial environments go through a long process 
to be formed, from the designing stage that begins with a preliminary sketch to the end of the 
physical life of building. Architectural artificial environments not only serve to meet 
sheltering needs of the society, but they also appear as mutual products of imagination, 
technical information and a combination of ecological, social, political, aesthetical and moral 
values. They are the balancing epistemological systematic for ecology, economics and society 
which comprises of the future generations and all other living creatures. They are formed with 
the moral necessity that requires the society to act as a whole for a common purpose (5). 
Considering the role of environmentally-conscious architecture in solving global ecological 
and energy problems, 3 di mension of the mission undertaken by sustainable artificial 
environment designs are prominent; economical dimension, social dimension and ecological 
dimension. “Rationalistic and Salutary Sustainable Artificial Environments’’ are present at 
the common denominator of ecology, society and economy, with an interactive and conscious 
balance, (Fig. 2). 
 

 
Fig. 2. Rationalistic and Salutary Sustainable Artificial Environment Model (6) 
 
3. Methodology 

3.1. Ecological Housing and Realization Potential for Sustainability 
Designing, construction and usage of buildings take a long process and continuous 
consumption, accumulation of wastes are natural consequences. Therefore, the effects of 
architecture on ecological problems are present at the stages of designing, production, usage 
and until the end of physical life of architectural output. Nonetheless, in today’s world it is  
almost mandatory to find new solutions in order to minimize adverse effects, or at least to 
keep them within reasonable boundaries. Architectural artificial environment should be 
viewed and designed as an artificial ecological system. Deterioration of ecological 
environment, as a concrete factor closely related to individual and societal welfare, has both 
quantitative and qualitative adverse effects on s ociety. In order to get rid of those adverse 
effects and to develop ecological consciousness, artificial environment design should abide by 
a series of criteria. These criteria are multi-dimensional social and physical components 
variable upon t ime and location conditions, covering the whole process from the designing 
stage of the building to demolition phase. 
As of ecological and sustainable studies in general, the following are prerequisites for 
sustainable environment;  

• Rational, productive and minimal resource consumption, 
• Usage of recyclable materials and renewable resources, 
• Conservation of energy stocks, usage of renewable energy sources which do not cause 

environmental pollution and, 
• Recycling of wastes (7). 

Pilot projects introduced as ecological and sustainable approaches are based on mainly 5 basic 
principles; (7) 
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i. Salutary Artificial Environment: Harmony with topography is restored, the former 
natural habitat is revived, and formation of an artificial ecosystem is aimed. Building 
materials with no toxic raw materials and hazardous gases and construction systems are used. 
Waste control and recycling are applied without polluting water and air. 
ii. Sufficient and Efficient Energy Systems: Necessary precautions should be taken in order 
to keep energy usage at the lowest level for providing suitable vital conditions.  
Heating, lighting and cooling systems are made of energy-efficient methods and products. 
Renewable energies are utilized as much as possible in active, passive or mixed systems.  
iii. Environmentally-conscious Building Materials: In production, application, building 
materials and products with no hazardous waste that require less-energy are used. Usage of 
natural materials such as wood requires maximum diligence for energy efficiency. Especially, 
recyclable products and systems are used. 
iv. Environmentally-conscious Form: Building forms and space organization are designed 
according to the structure of location and climate characteristics of the region. Ecological 
structure is respected. Interior comfort conditions are provided via rational and productive use 
of energy. Form is designed in such a way that a harmonic nexus between the user and nature 
is established. 
v. Smart Design: Space usage, circulation, building form, mechanical systems and 
construction are designed to maintain productive, swift, harmonic and durable operation. 
 
3.2. Ecological and Sustainable Housing Design  
Sustainable, environmentally-conscious and energy-efficient public housing design can be 
defined under 2 headlines; unchanged ‘General Principles’, and ‘Regional Principles’ that are 
variable upon climate conditions of the region (8). 
 
3.2.1.  General Principles 
General principles of sustainable public housing design also include some basic principles 
that are valid for all geographical areas. Despite different conditions; these are constant, 
sustainable and energy-efficient design decisions, which cover design, construction, usage 
and all other stages throughout the entire physical life of public housings. Following are 10 
Basic General Principles; 
i. Conception System and Design Principles; Environmental consciousness and energy 
conservation come into being on t he table during the designing stage prior to physical 
existence of the building. 
ii. Ecological Artificial Environment Design and Location Choice; Location choice, 
accurate interaction with environment, energy conservation and environmental consciousness 
are among the most crucial phases in sustainable public housing design. Design decisions are 
subject to have regional differences in accordance with climate conditions of the location. 
iii. Construction and Resource Management; Resource and energy consumptions during 
construction phase have a huge share in total consumption. Thus, this phase has great 
importance for studies with the aim of sustainability in public housings. 
iv. Building Envelope and Building Geometry; Building envelope and building geometry 
put forth the semantic nexus with natural habitat for consideration. Design decisions are 
subject to change according to regional differences. 
v. Space Organization; Space organization in housing is one of the most important factors 
which affect the users’ health and productivity. Living culture is determinant for interior 
function. Designing is subject to differ according to regional climate conditions of the 
location. 
vi. Choice of Building Material and its Adequacy in terms of Building Physics; The 
concept of sustainable public housing combines all environmentally-conscious and energy 
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efficient methods throughout the entire stages of the building; from designing to the end of its 
physical life. Usage of sustainable and environmentally-conscious materials and products is 
one of the most important phases. Appropriate material choice in accordance with regional 
climate conditions is essential for success.  
vii. Air-conditioning Systems; Air-conditioning of housings is one of the most important 
phases for providing the users’ health and comfort, and for managing resource usage and 
energy consumption. Air-conditioning systems would differ according to regional climate 
conditions. 
viii. Users’ Comfort Needs; The concept of sustainable public housing aims to meet the 
users’ comfort expectation at maximum level. Meeting the needs without destroying the 
environment is top priority.  
ix. Waste Management; The adverse effects of wastes on natural environment necessitate 
sustainable and ecological design. Thus, waste management becomes a preferential objective 
of design. As a result, unmanageable wastes inflict damage to natural life along with human 
health. 
x. Natural Life and Sustainable Society; Mankind cannot survive without nature. Therefore, 
the faster we destroy our natural environment, the sooner we approach to our own extinction.  
 
3.2.2. Regional Principles 
 

There are many different climate zones due to various geographic factors such as solar 
radiation reception, topographic structure and flora. Regional principle are sustainable and 
environmentally-conscious design decisions which contain regional differences on de sign, 
construction, usage and physical life of public housing resulting from variable climate 
conditions. Different climate conditions cause public housing and artificial environment 
location choices to be unique to the current region by the help of architectural differences in   
building envelope, building geometry, space organization, building material and air-
conditioning systems. General principles; such as ‘Location Choice and Ecologic Artificial 
Environment Design’, ‘Building Envelope and Building Geometry’, ‘Space Organization’, 
‘Choice of Building Materials and their Adequacy in terms of Building Physics’ and ‘Air-
conditioning Systems’, contain some additional precautionary measures and principles in 
accordance with climate conditions of the location (Fig. 3). 
 
4. Discussion 

The rise of ecological and sustainable buildings, as an indication of technological 
improvement in Today’s information society, does not only aim to meet people’s sheltering 
needs. Ecological and sustainable design is not merely an arbitrary architectural interpretation 
from a group of environmentally-conscious architects. Being ecological and sustainable 
requires taking lessons from environmental catastrophes caused by the 19th century’s 
Industrial Revolution and the 20th century’s human-centric life style. A well-planned design is 
not the final phase for sustainability. It begins with design decisions on t he table and 
continues until the end of physical life of the building. This process can be broken down into 
8 phases; 
 
i. Understanding the Location: Ecological and sustainable design begins with self-
description of its concrete and abstract value via detailed analysis of the location.  
ii. Understanding Natural Process–Respect to Nature: Ecology has a n atural balance 
which provides and protects the continuity of life on e arth. There is no place for waste in 
natural life; the by-product of a living organism serves as a food resource of another. Thus, 
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artificial environments formed by architecture should act as components of natural systems in 
order to maintain the continuity of life. 
iii. Understanding the People: Architect should be familiar with the users who will be 
residing within the artificial environment that he/she designs. The users’ habits, needs, 
sentiments, beliefs, cultures etc. should be analyzed and design should be modified in 
accordance with obtained information.  
iv. Interdisciplinary Interaction / Team Work: Sustainable design is a conscious 
integration of architecture with electrical, mechanical and structural engineering and 
sociologists. Designer should interact with all other disciplinary fields, regard all related 
opinions and provide common solutions to problems. 
v. Construction Planning: It begins with application of architecture’s concrete effects on 
environment to designed output. Adverse effects of construction sites on the environment 
such as water, air and noise pollution are minimized and consumption of resources are 
controlled, so that the damaged portion of nature would be restored. 
vi. Planning Tenancy Process: Resource consumption and wastes reach their highest levels 
during tenancy process of buildings. Systems with minimum adverse effects to environment 
are designed and used for meeting the needs, comfort conditions. Renewable energy sources 
are utilized at the highest possible level, while fossil fuel usage and wastes are controlled and 
minimized. Low-cost with high-efficiency is aimed. 
vii. Conscious Society/Global Action: Success of ecological and sustainable studies depends 
directly on cooperation of societies and a global participation. Especially the countries which 
cause more global pollution should be more responsible for taking active roles in these 
studies. 
viii. Foreseeing the Future: It is essential to preserve resources to be passed on to usage of 
future generations. For this purpose, rational and planned consumption of resources and 
recyclable material choice are foreseen. At the designing stage, physical lives of the buildings 
and demolition phases are predicted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Climate-Weighted Design Model in Ecological and Sustainable Public Housing (8) 
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5. Conclusions 

Ecological and sustainable design is neither merely a style nor an architectural conception of a 
group of architects. Being ecological and sustainable is nominated as life style and 
understanding of the 21st century’s information society accessorized with past experiences 
from environmental disasters caused by the 19th century’s Industrial Revolution and the 20th 
century’s economy-based and human-centric industrial society. After all, it is well-understood 
that human-kind would not exist without nature. That is to say, the faster we destroy our 
natural environment, the sooner we go extinct. Ecological and sustainable approaches aim to 
balance social, economic and environmental aspects of our present and future actions. The 
undertaken mission concerns a matter of existence or extinction, beyond any further 
achievement. 
 
The users should be aware of characteristics and purposes of organizational, structural and 
factual design which brings existential integrity to architectural objects in architectural 
ecological artificial environment by the help of ecological and sustainable public housing 
design. For this purpose, every environmentally-conscious architectural innovation should be 
set up along with all its objective values with their abstract and concrete realities on sound 
basis. Local-regional-global significance and realities of ecological and sustainable public 
housing toward today’s information society and future generations, namely, relative realities 
can be examined in 4 categories; 
 
i. Existential Reality; is simply mankind’s need for sheltering and protection against outer 
nature conditions. This reality involves the interdependence between the living organism and 
its habitat and sentimental and sensorial connections with domicile. 
ii. Material Reality; is the provision of all necessities and objective needs as the basis for 
sensual perception and biological convenience in order to provide the most appropriate 
conditions for the users’ health, productivity and comfort. 
iii. Ideal Reality; is the formation of an artificial ecological environment along with 
architectural artificial environment by making appropriate design decisions and maintaining a 
balanced interaction between artificial environment and natural environment. 
iv. Basic Reality; is the formation of environmentally-conscious and sustainable life style for 
the 21st century by establishing a rationalistic balance with respect to ecology-society-
economy triangle within local, regional and global dimensions. 
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Abstract: The sustainable development of green islands for implement Environmental, Health and Safety 
Management Systems for free trade zones required to confirm to ISO 14001, OHSAS 18001 and ISO 50001 
standards. The Standard development of policy and strategy for business and tourism requires, in first instance, a 
vision. It needs to trace down what are the main threats, where do they come from, and what can be done about 
it. The green economy has been growing globally at great pace over the past five years. This is all the more 
impressive considering the severe global downturn of years 2006-2009. Ireland has, in recent times, gained a 
presence in this exciting sector, with enterprise opportunities in a wide variety of areas. 
 
Sustainable development considers Social, Economic, Energy and Environmental needs. Trading-Industrial Free 
Zones (TIFZ) purposes and duty must be met in sustainable ways. However, TIFZ have a good track record of 
finding sustainable solutions whilst balancing these purposes and duty.  
 
The method used in this article is comparative and matching method, by using ISO 50001 standards which is 
approved by ISO, and HSE-MS which is structured by Oil and Gas Production (OGP). Jointing of Energy 
management by HSE-MS is the main objective of this paper. 
 
This case study has attempted the Implementation of EHSE Strategy in Kish Islands which is in Persian Gulf of 
Iran. EHSE modeling will overarch strategic document and central to the future of the Kish. It shows co-
ordination and integration with other plans, strategies and actions in the Kish where they affect the TIFZ 
purposes and duty. It indicates how the TIFZ purposes and associated duty will be delivered through sustainable 
development. Matching requirements of the environment with energy safety and health is the ultimate goal of 
this research. In fact, the clean environment, with safe and healthy quality and with optimum energy 
consumption pattern, is the most ideal strategy for the management of a green region. Surely this concept of 
sustainable Green Island will be achievable in the near future. According to the result of this research, 
successfully management system in the way of sustainable development, is to attached and used efficiency all of 
the parameters such as Environment, Safety, Health and Energy in the same way and with the total carrying 
capacity. Such sensitive development at Green Island will ensure that resort guests and day visitors will continue 
to enjoy a quality nature based experience within a magnificent rainforest and reef environment. 
 
Keywords: Sustainable Islands–Environmental, Health, Safety and Energy Policy– KISH ISLAND 
 

1. Introduction 

The man is the main pivot in the sustainable development. Possibility, planning, and 
implementation of any project or plan which include even technical or economical advantage, 
if there were any disadvantages or if the principles of health, safety and environmental rules 
were in danger, it is not advisable to be recommended. Thus, the national and international 
standards are generated [4. Sustainable development is a pattern of resource use that aims to 
meet human needs while preserving the environment so that these needs can be met not only 
in the present, but also for future generations. The term was used by the Brundtland 
Commission which coined what has become the most often-quoted definition of sustainable 
development as development that "meets the needs of the present without compromising the 
ability of future generations to meet their own needs."[11][10] 
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The field of sustainable development can be conceptually broken into three constituent parts: 
environmental sustainability, economic sustainability and sociopolitical sustainability. (fig.1) 
Requirements for health and safety and of environmental topics in the world are proof for 
anyone.In addition to, Energy has been playing an important role in the economic 
development all over the world. World population is expected to double by the middle of this 
century, and economic development will continue at a faster pace in the developing world 
than that in the developed world.[12] 
 
Considering the matching of four mentioned subjects and their inevitable relations, in addition 
to their advantages of implementation, such as reducing the taxes and costs and being 
timesaver nowadays health, safety, environment and energy are studied and considered as a 
united group.If the system does not have an Environmental, Health, Safety & Energy 
Management System (EHSE-MS) in place now, it may be required to implement one soon.[7] 
Free trade zones are domestically criticized for encouraging businesses to set up operations 
under the influence of other governments, and for giving foreign corporations more economic 
liberty than is given indigenous employers who face large and sometimes insurmountable 
"regulatory" hurdles in developing nations. However, many countries are increasingly 
allowing local entrepreneurs to locate inside FTZs in order to access export-based incentives. 
Because the multinational corporation is able to choose between a wide range of 
underdeveloped or depressed nations in setting up overseas factories, and most of these 
countries do not have limited governments, bidding wars (or 'races to the bottom') sometimes 
erupt between competing governments. Free Trade Zones are also known as Special 
Economic Zones in some countries. [5]  
 
TIFZ look like live Company size, resource availability or markets served will not necessarily 
dictate when and if implementation will happen. And even though organization may have 
many of the components in place already for an easy transition to ISO 14001 or OHSAS 
18001 or ISO 50001 (fig.2), the road to an effective EHSE-MS can be fast, furious and paved 
with various pitfalls.There are many reasons why organizations implement Environmental 
Health Safety & Energy Management Systems that conform to ISO 14001 and/or OHSAS 
18001 and ISO 50001 standards. Identifying occupational health and safety hazards and risks 
and the environmental impacts and also the procedure of usage the energy and also the energy 
efficiency of your company and employees is a given. However, more and more customers 
are demanding EHSE-MS as a requirement for doing business. 

 

Fig.1- Scheme of sustainable development: at the confluence of three constituent parts.[4] 

1.1. Location (Kish Island) 

Kish is a resort island in the Persian Gulf.  It is part of the Hormozgãn Province of Iran. Due 
to its free trade zone status it is touted as a consumer's paradise, with numerous malls, 
shopping centres, tourist attractions, and resort hotels. It has an estimated population of 
20,000 residents and about 1 million people visit the island annually.[4]  
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The area of the island is 91.5 km². Kish Island is the purported to be the third most visited 
vacation destination city in the Middle East, after Sharm el-Sheikh and Dubai.  
 
1.2. Geography and Environment 

Kish is located in the Persian Gulf 19 km from mainland Iran and has an area of around 
91 km² with an outer boundary of 40 km and a nearly elliptical shape. Along Kish's coast are 
coral reefs and many other small islands. The Island is positioned along the 1359 km long 
Iranian coastline north of the Persian Gulf, at the first quarter from the Hormuz entrance to 
the Persian Gulf. Its longitudinal and latitudinal positions are 26.32N and 53.58E degrees. 
The Island is 15.45 km long from west coast to the east coast (the distance between Mariam 
Complex and Hoor field). (See Pic.1)[8] 
 

 

Picture1: Kish Island, Persian Gulf. 

1.2.1. Kish, a Scenery coral Reef 

The corals are considered as herbal and cylinder shaped animals which are mostly living as 
colony. Their Heads are located above cylinder in a way that a broad and wide screen exists in 
bottom part. These cells emit lime materials with the aim of fixing coral on a board. By 
emission of these materials, lime base will be created for coral. Aggregation and 
accumulation of corals and lime emissions from them, have played a very key role in various 
geological eras in appearance of Kish Island. Coral Islands and cylindrical forests enjoy the 
highest biodiversity in world ecosystems.[7][11] 
 
1.2.2. Kish Large Recreational Jetty 

Kish Large Recreational Jetty has been constructed by Iranian experts and engineers with the 
method of pipe driving and wooden deck with four- spacious satellite design. As long as 437 
meters with 18 meters width and as large as 10,000 square meters, this jetty and quay has not 
any destructive effect on marine habitat in a way that tourists and sea voyagers can enjoy 
while standing on deck of this jetty and have a very pleasant time on visiting sceneries and 
breathtaking view of coral coasts of Kish Island.[9] 
 
1.3. Human impact-Major Kish Island Projects 

1.3.1. International oil bourse 

The International Oil Bourse is a commodity exchange which opened on February 17, 2008. 
 
1.3.2. Dariush Grand Hotel 

Dariush, a $125 million five star hotel with over 200 guest rooms, is located near the eastern 
sandy beaches of the island. The hotel was built to be a reminder of Persepolis, a symbol of 
the glory and splendor of the ancient Iranian civilization. The hotel was designed and 
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developed by the European-Iranian entrepreneur and hotel tycoon, Hossein Sabet, who owns 
and manages several tourist attractions and hotels in the Canary Islands.[6] 
 
1.3.3. Kish Hidden Pearl 

In 1999, a project to build an underground complex was begun by 300 artists and excavation 
workers. After deep excavations rigid coral ceilings were discovered, and this was included in 
the final design. Once completed, the city will include restaurants, tourist resorts and 
underground therapeutic mud pools. 
 
1.3.4. Kish Dolphin Park 

The Dolphin Park is 10,000 square metres large and is surrounded by over 12,000 palm trees. 
The park includes a Dolphinarium, Butterfly Garden, Silkworm Compound, Exotic Bird 
Garden, Artificial Rain Forest, Volcanic Mountain, The World of Orchids and Cactus Garden. 
 
1.3.5. Solar Powered Hotel 

Hossein Sabet owner of the Sabet Hotels Group which includes the Dariush Grand Hotel and 
many other hotels on the island is set to build the first solar powered hotel in the Middle East 
on the island. Cyrus Hotel will be 7-star costing $520 million and will have 500 rooms, 23 
floors in an area of 100,000 square meters. The hotel is set to be complete in October 
2009.[7][6]  
 
1.4. Extant Industries in Kish Island 

These industries are located in five industrial townships as follows: 
 Electricity and electronic industries 
 Home appliances industries 
 Metal and car manufacturing industries 
 Oil industry technical and engineering services and logistics industries  
 Garment and textile industries 
 Food, pharmaceutical and hygienic industries 
 Wooden and cellulose industries 
 Mineral and non-metallic industries 
 Chemical industries 
 Heating and cooling industries 
 Packing industries[12] 

 

2. Methodology 

The method used in this article is comparative and matching method, by using ISO 50001, 
ISO 14001, OHSAS 18001 and OGP for HSE-MS. All of these models are an international 
model, but the main goal is to match the requirement of energy management in Health, Safety 
and Environmental Management. Important in this research is how to use and the 4 
components of sustainable development goals. [2][3][6][14]. Therefore, in order to implement 
this right and fundamental components relying on international standards on the one hand and 
the principles of sustainable development other hand, this model has been proposed. 
 
3. Results 

According to the investigations and analyzing the requirements of ISO 50001, ISO 14001, 
OHSAS 18001 and matching to the main HSE Standards, this result has been proposed. 
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Following reviews carried out and matching of four main components environment, health, 
safety and energy, the proposed resulting model includes the following main axes: (Fig. 2) 

1. Leadership and commitment 
2. EHSE Policy and strategic objectives 
3. Organization, resources and documentation 
4. EHSE Risk  Evaluation and management 
5. Planning 
6. Implementation and monitoring 
7. EHSE Auditing and reviewing 

 

 

 
Fig.2- A proposed Model contain Environmental, Health, Safety and Energy part for Island. 

4. Discussion and Conclusion  

By definition EHSE, sustainable development will run by Health, and Safety (social), Energy 
(economic) and environmental needs. Kish Island purposes and duty must will be met in 
sustainable ways. However, Kish has a good track record of finding sustainable solutions 
whilst balancing these purposes and duty in EHSE ways. 
 
To provide and describe the characterization of EHSE Strategy, the full description of every 
stage has been provided step by step: 
 
4.1. Leadership and commitment 

It addresses Top-down commitment and company culture, essential to the success of the 
system: The Kish Island (KI) Management should create and sustain an organization culture 
that supports the EHSMS, based on: 

  Belief in the Kish Island’s desire to improve EHSE performance; 
  Motivation to improve personal EHSE performance; 
  Acceptance of individual responsibility and accountability for EHSE performance; 
  Participation and involvement at all levels in EHSEMS development; 
  Commitment to an effective HSEMS.[10] 

 

4.2. EHSE Policy and strategic objectives 

It addresses corporate intentions, principles of action and aspirations with respect to 
environment, health & safety. The Kish Island’s management should define and document its 
EHSE policies and strategic objectives and ensure that they: 

 are consistent with those of any parent company; 
 are relevant to its activities, products and services, and their effects on EHS; 
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 are consistent with the Kish Island’s other policies; 
 have equal importance with the Kish Island’s other policies and objectives; 
 are implemented and maintained at all organizational levels; are publicly available; 
 commit the company to meet or exceed all relevant regulatory and legislative 

requirements;[9] 
 apply responsible standards of its own where laws and regulations do not exist;  

commit the Kish Island  to reduce the impacts, risks and hazards to health, safety and 
the environment of its activities, products and services to levels which are as low as 
reasonably practicable; 

 Provide for the setting of EHSE objectives that commit the Kish Island to continuous 
efforts to improve EHSE performance. 
 

4.3. Organization, resources and documentation 

It addresses Organization of people, resources and documentation for sound EHSE 
performance. 
The Kish Island should define, document and communicate—with the aid of organizational 
diagrams where appropriate—the roles, responsibilities, authorities, accountabilities and 
interrelations necessary to implement the EHSE MS, including but not limited to: 

 provision of resources and personnel for EHSE MS development and implementation; 
  initiation of action to ensure compliance with EHSE policy; 
 acquisition, interpretation and provision of information on EHSE matters; 
 recording of corrective actions and opportunities to improve EHSE performance; 
 recommendation, initiation or provision of mechanisms for improvement, and 

verification of their implementation; 
 control of activities whilst corrective actions are being implemented; 
 control of emergency situations. 

 

4.4. EHSE Risk  Evaluation and management 

Risk is present in all human endeavors. This section addresses the identification of EHSE 
hazards and evaluation of EHSE risks, for all activities, products and services, and 
development of measures to reduce these risks. 
The essential steps of hazard management:   

1. Identify hazards and effects 
2. Establish screening criteria 
3. Document significant hazards and effects and applicable statutory requirements 
4. Evaluate hazards and effects 
5. Implement selected risk reduction measures 
6. Set detailed objectives and performances criteria 
7. Identify and evaluate risk reduction measures 

 
4.5.  Planning 

This section addresses the firm planning of work activities, including the risk reduction 
measures (selected through the evaluation and risk management process). This includes 
planning for existing operations, managing changes and developing emergency response 
measures. The Kish Island should maintain, within its overall work programmer, plans for 
achieving EHSE objectives and performance criteria. These plans should include: 

 a clear description of the objectives; 
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 designation of responsibility for setting and achieving objectives and performance 
criteria at each relevant function and level of the organization; 

 the means by which they are to be achieved; 
 resource requirements; 
 time scales for implementation; 
 motivating and encouraging personnel toward a suitable EHSE culture; 
 mechanisms to provide feedback to personnel on EHSE performance; 
 processes to recognize good personal and team EHSE performance 
 mechanism for evaluation and follow-up. 

 

4.6.  Implementation and monitoring 

This section addresses how activities are to be performed and monitored, and how corrective 
action is to be taken when necessary. 
Activities and tasks should be conducted according to procedures and work instructions 
developed at the planning stage—or earlier, in accordance with EHSE policy: 

 At senior management level, the development of strategic objectives 
 and high-level planning activities should be conducted with due regard for the EHSE 

policy. 
 At supervisory and management level, written directions regarding activities (which 

typically involve many tasks) will normally take the form of plans and procedures. 
 At the work-site level, written directions regarding tasks will normally be 
 in the form of work instructions, issued in accordance with defined safe systems of 

work (e.g. permits to work, simultaneous operations procedures, lock-off procedures, 
manuals of permitted operations).[10] 

Management should ensure, and be responsible for, the conduct and verification of activities 
and tasks according to relevant procedures. This responsibility and commitment of 
management to the implementation of policies and plans includes, amongst other duties, 
ensuring that EHSE objectives are met and that performance criteria and control limits are not 
breached. Management should ensure the continuing adequacy of the EHSE performance of 
the Kish Island through monitoring activities. [10] 
 

4.7.  EHSE Auditing and reviewing 

This section addresses the periodic assessment of system performance effectiveness and 
inherent suitability.[9] 
The Kish Island should maintain procedures for audits to be carried out, as a normal part of 
business control, in order to determine: 

 Whether or not EHSE management system elements and activities conform to planned 
arrangements, and are implemented effectively. 

 The effective functioning of the EHSEMS in fulfilling the company’s EHSE policy, 
objectives and performance criteria. 

 Compliance with relevant legislative requirements. 
 Identification of areas for improvement, leading to progressively better EHSE 

management.[10] 
 
And at the end, as final conclusion, according to the proposed EHSE-MS model, it can 
improve environment, health, safety and energy performance resulting in pollution 
prevention, safer workplaces and fewer injuries in the islands. But even more than that, these 
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systems are being used by organizations to gain a competitive edge. And as corporate social 
responsibility initiatives gain momentum, EHSE-MS takes on an even more critical role 
within the organization. 
 
The main purpose of this model is to plan the EHSE model for other island such as Kish, to 
show the established overarching strategic document and central to the future of the TIFZ. It 
shows co-ordination and integration with other plans, strategies and actions in the TIFZ where 
they affect the TIFZ purposes and duty. It indicates how the TIFZ purposes and associated 
duty will be delivered through sustainable development by improve EHSE performance 
resulting. In addition to, this is the first research that shows the intergradations of this for 
main subject in one model in the world. 
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Abstract: The methodology used in this paper consists in studying how the 5 environmental categories of the 
LEED New Constructions and Major Renovation plus the 3 categories of the LEED Neighbourhood 
Development apply to the architectural and urban design strategies of two projects: Masdar City and 
“Forwarding Dallas”. We chose two very different but at the same time similar projects which claim to be 
environmentally conscious. On one end, there is the self-intituled “world’s first carbon-neutral city”, Masdar, 
designed by Foster + Partners and one of the largest and most ambitious developments of its kind. On the 
opposite end, and in a significantly smaller scale, there is the “Re-Vision Dallas” competition winner project, 
“Forwarding Dallas”, designed by a collaboration of two Portuguese architecture practices: DATA + MOOV. 
This competition promoted the idea of transforming a vacant inner-city block in Dallas into a carbon-neutral 
neighbourhood, creating, for that purpose, a prototype for an innovative, sustainable urban community.  
 
This paper strives to highlight, through the comparative analysis of these two projects, how the desire to meet 
high standards of sustainability not only affects the practice of architecture and urban design, but might also 
generate a particular architectural language with identifiable physical characteristics. 
 
Keywords: Carbon-Neutral, Masdar City, Forwarding Dallas, LEED, Renewable Energy 

1. Introduction  

This paper presents part of a research developed by a research unit, named “+E-CO2”, or 
“More Energy, Less Carbon”, based in Lisbon, at Faculdade de Arquitectura da 
Universidade Técnica de Lisboa, which pursues the goal of understanding how the carbon 
neutral challenge is changing present day’s urban design and architectural practices. Our 
purpose is to focus on the design process in order to assess two key questions: 1) How does 
the desire to meet high standards of sustainability affect the practice of architecture and urban 
design? 2) Will this global concern with a carbon-neutral future generate a particular 
architectural language with identifiable physical characteristics regardless of location?  
 
2. Methodology  

We have determined as research methodology for our +E-CO2 research project the analysis of 
self-acclaimed carbon neutral and/or carbon reduction projects in order to detect how the 
carbon neutral challenge is affecting the practice of urban and architectural design. The 
projects which claim to be carbon neutral are the most relevant for our research because, in 
these projects, the practitioners are guided by the clear purpose of configuring architecture 
and urban space so as to meet the carbon neutral challenge.  
 
Our analysis derives from the comparative process of design strategies in light of fixed 
criteria, enabling us to highlight specific design differences and/or resemblances in between 
the projects. For this paper, we have chosen as fixed criteria the 5 environmental categories of 
the LEED New Constructions and Major Renovation [1] plus the 3 categories of the LEED 
Neighborhood Development [2]. In light of these 8 categories, we analyze and compare two 
very ambitious projects in what regards the carbon neutral challenge.  
 

3042

mailto:froseta@fa.utl.pt
mailto:eleni.vasconcelos@gmail.com


The first project is the development of a block in Dallas designed by a collaboration of two 
Portuguese architectural practices (MOOV+DATA), which obtained the first prize in an 
international architectural competition promoted by the American non-profit organization 
named “Re-vision”. The competition’s brief challenged architects to design a project able to 
become LEED Platinum. Most information regarding the project has been provided by 
António Louro, one of the architects/partners managing the project [3]. The project’s brief 
was to redesign an urban block in Dallas, including mostly housing, but also commercial 
spaces and urban equipments.       
 
The second project is the Masdar City development designed by Foster+Partners which aims 
to become the first carbon neutral city to ever be built. The Masdar City development is 
located in Abu Dhabi, close to the international airport and was conceived to be carbon 
neutral, zero-waste, car-free city for 40,000 residents and 50,000 daily commuters. The city is 
designed for an area of six million square meters. Even if the city is currently under 
construction (the completion of the first building was announced in November 2010), its scale 
and ambitious program as a research and institutional hub dedicated to Renewable Energies 
make it a most relevant project to follow, as noted by Reiche [4]. Data cited in this paper has 
been gathered from other papers, from the information provided by the company responsible 
for the development, the Abu Dabhi Future Energy Company [5], by the architects 
responsible for the masterplan at Foster + Partners [6], and by articles included in  
architectural magazines [7]. Papers reviewed regarding Masdar City relate to specific 
technological innovations in the energy field [8], to policies supporting the development [4] 
or to specific buildings [9]. Prior to this paper, we have presented a paper on the possibility of 
using some of Masdar City’s renewable energy strategies in a “bottom-up” type of 
development [10]. For the current paper, our approach is different as we aim to highlight the 
impact of the carbon neutral challenge on architectural and urban design.    
  
We have determined as primary data the information coming from the practitioners or from 
the entities commissioning the projects. This data must be taken as a set of design guidelines  
which might not be possible to complete or might change with the project’s development (as 
it has already happened in the Masdar City development with the experimental transport 
system, originally elevated and currently underground).  
 
We chose to use the LEED categories as fixed criteria due to this rating system’s holistic 
approach and to the system’s ability of evaluating projects worldwide; however, unlike the 
LEED rating system, which aims to provide a quantifiable benchmark to compare each 
project’s efficiency, we aim to assess the impact of the carbon neutral challenge on 
architectural design; hence, some categories might have no effect on architecture (such as the 
efficiency of appliances), while others will change the configuration of the city of the future. 
In Table 1, we present the relationship we created in between the LEED categories and the 
architectural and urban design strategies of the two case-studies selected. We created a rating 
system measuring the Impact on Architectural Design (IAD), presenting five classes ranging 
from IAD 0 to IAD4 where: IAD 0 classifies the strategy as having no or low direct impact on 
architectural design; IAD 1 classifies the strategy as affecting architectural surfaces using 
existing design strategies; IAD 2 classifies the strategy as affecting architectural surfaces 
using new technologies and/or innovative design strategies; IAD 3 classifies the strategy as 
affecting architectural form using existing design strategies; and IAD 4 classifies the strategy 
as affecting architectural form using new technologies and/or innovative design strategies.       
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Table 1. Relationship between LEED categories and architectural and urban design strategies 
LEED Environ. Categories 

(NC=NewConstruction; ND= 
Neighborhood Development) 

The categories which, on 
both case-studies, did not 
apply or  had NINF were 
excluded for this paper 

Architectural and Urban Design Strategies  
(NA=does not apply;  NINF=not enough information; 

IAD Impact on architectural design 0-4)) 

 Forwarding Dallas Masdar City 
NC - Sustainable Sites    
Construction Activity 
Pollution Prevention 

IAD 0 Impacts assessed + mitigation 
actions predicted [10] IAD 0 

Site Selection Block within built 
neighbourhood. IAD 3  

6km, built mostly on former 
plantations land. IAD 3 

Development Density and 
Community Connectivity 

Optimizes pedestrian public 
space + connectivity public 

space for pedestrians+ 
bicycles inside the block. 

IAD 3 

Optimizes pedestrian public 
space + connectivity public 

space for pedestrians+ 
bicycles inside the block. 

IAD 3 
Alternative Transportation No public transport system 

available. Promotes cyclable 
public spaces, car-pooling 
and bicycle parking. IAD 3 

Car-free city. New transport 
system, 2 levels: LRT 
(aboveground), PRT 
(undergound). IAD 4 

Site Development Use of native vegetation in 
public spaces and rooftops. 

IAD 4 

Compact footprint and 
limited, or walled, perimeter. 

IAD 3 
Stormwater Design includes vegetative roofs and 

pervious pavements IAD 4 
NINF 

Heat Island Effect Roofs covered with 
vegetative surfaces. IAD 4 

Roofs with shading structures 
covered by photovoltaic 

panels. IAD 4 
LEED NC – Water 
Efficiency (WE) 

  

Water Use Reduction Rainwater collected and used 
in agriculture + graywater 

used in toilets  IAD 4  

Rainwater collected 
+graywater used in toilets 

and cooling of public spaces. 
IAD 4 

Water Efficient Landscaping Native plant use + drop-by- 
drop irrigation system + on 
site measurements to assess 

irrigation needs. IAD 4  

Native Plant use+ Intelligent 
irrigation systems. IAD 4 

Innovative Wastewater 
Technologies 

On-site waste water treatment 
by gravity-driven mechanical 
systems + sand and UV light 

filtration. IAD 4 

NINF 

Water Use Reduction NINF Initial use of desalinized 
water and recycling of most 
water in the system. IAD 3 

NC -Energy and Atmosphere   
OptimizeEnergy Performance High energy performing NINF 
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appliances + LED technology 
IAD 0  

On-site Renewable Energy On the rooftop - Solar 
thermal energy + 

photovoltaic + wind energy. 
Roof design expands surface 

to maximize production. 
Solar cells on the façade. 

IAD 4 

On the rooftop – almost 80% 
of the consumed energy will 

be solar. The entire city 
covered with panels. IAD 4 

Enhanced Commissioning Specialized consultants 
included. IAD 0 

Specialized consultants 
included. IAD 0 

Enhanced Refrigerant 
Management 

Non-mechanical methods of 
ventilation (cross-ventilation 
in every apartment). IAD 3 

Traditional methods of 
cooling (such as cooling 
chimneys) + mechanical 

cooling. IAD 3  
Measurement/ Verification IAD 0 IAD 0 

Green Power IAD 0 IAD 0 
NC - Materials and 

Resources 
  

Storage and Collection of 
Recyclables 

 

Includes area for Storage and 
Collection of Recyclables. 

IAD 0 

50% waste will be recyclable, 
17% will become fertilizers 

and 33% will not be 
recyclable. IAD 0 

Construction Waste 
Management 

100% pre-fabricated building 
systems to reduce on site 
impact and waste. IAD 2 

NINF 

Recycled Content Recycled Wood. IAD 2 Materials with a 30% 
recycled content predicted. 

IAD 2 
Regional Materials Use of locally produced 

materials. IAD 1 
NINF 

NC-Indoor Envirn. Quality   
Minimum Indoor Air Quality 

Performance Required 
Non-mechanical methods of 
ventilation (cross-ventilation 
in every apartment). IAD 3 

Traditional methods of 
cooling (such as cooling 
chimneys) + mechanical 

cooling. IAD 3 
Environmental Tobacco 

Smoke- Control Required 
 IAD 0  IAD 0 

Outdoor Air Delivery 
Monitoring 

 IAD 0  IAD 0 

Controllability of Systems—
Lighting and Thermal 

Comfort 

Operable Windows and 
Window Protections IAD 2 

NINF 

Thermal Comfort—
Design/Verification 

Northeast façades in high 
thermal mass straw walls. 

IAD 2 

NINF 

Daylight and Views Block designed to maximize 
daylight and views. Windows 
consider southern orientation 

and permanent shading 

NINF 

3045



devices. IAD 3 
NC/ND -Innovation in 

Design 
  

Innovation in Design Educational project  IAD 0 Educational project  IAD 0 
LEED Accredited 

Professional 
Goal to obtain LEED 
Platinum  IAD 0 

NINF 

NC/ND-Smart Location and 
Linkage 

  

Smart Location Block within existing 
neighborhood in Dallas. 

 IAD 3 

New development on 
previously planted land close 

to national transport 
infrastructure (airport).  Max. 

walkable distance from the 
planned PRT stops is 150m. 

IAD 4 
Imperiled Species and 

Ecological Communities 
NA Loss of existing habitats 

predicted. Mitigation actions 
predicted. IAD 3 

Wetland and Water Body 
Conservation 

NA No significant effects 
predicted in the initial stages. 

IAD 0 
Agricultural Land 

Conservation 
NA Located predominantly on 

abandoned plantations. IAD 3 
Preferred Locations Existing City. IAD 3 Located predominately on 

abandoned plantations – new 
infrastructures considered. 

IAD 3 
Locations with Reduced 
Automobile Dependence 

Included in city with high 
automobile dependence. 

IAD3 

Car-free city. IAD 4 

Bicycle Network and Storage Predicted. IAD 3 Mostly walkable distances. 
IAD 3 

Housing and Jobs Proximity Mostly residential (dwellings 
and  support areas = 303658 

sq.f; commercial, equipments 
and greenhouses 101828 sq. 

f, parking 68867 sq. f). IAD 3 

Mixed-use development  
(30% residential; 20% tax-

free enterprises; 10% 
commercial services; 3% 

cultural equipments, 
3%university , 34% with 

parking, services, recreational 
spaces, and other areas). 

IAD3 
Site Design for Habitat or 
Wetland and Water Body 

Conservation 

NA Loss of existing habitats 
predicted. Mitigation actions: 
creation of new habitats with 

native species through the 
greenfingers + retention of 

desert habitat outside 
citywalls + healthy native 

plant specimens translocated 
to Masdar’s nursery. IAD 3 
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Restoration + Long Term 
Conservation Management of 

Habitat or Wetlands and 
Water Bodies 

NA Mitigation actions predicted. 
IAD 3 

ND-Neighborhood Pattern + 
Design 

  

Walkable Streets Pedestrian space within the 
block. Ground level with 

commercial and other 
equipments with glass 

façades. IAD 3 

Car-free city. Most of the 
transport system is 

underground to free public 
space for pedestrians. IAD 4 

Compact Development Increases footprint IAD 3 Compact footprint with rigid 
physical limit perimeter to 
prohibit urban sprawling. 

IAD 3 
Connected and Open 

Community 
Block designed (sectioned) to 

increase existing 
connectivity. IAD 3 

Requirement to place every 
pedestrian at a distance of 

150m from a PRT station in 
any given location increases 

connectivity. IAD 4 
Mixed-Use Neighborhood 

Centers 
NA Mixed-use. Centers related to 

transit system. IAD 3 
Mixed-Income Diverse 

Communities 
Dwellings range from studio 

to 3 bedroom flats IAD 3 
NINF 

Reduced Parking Footprint Reduced surface parking 
IAD 3 

Parking outside city walls 
IAD 3 

Street Network Block designed (sectioned) to 
increase existing 

connectivity. IAD 3 

Every pedestrian at a distance 
of 150m from a PRT station 
in any given location. IAD 4 

Transit Facilities Promotes cyclable public 
spaces, car pooling and 
bicycle parking. IAD 3 

Car-free city. Underground 
Urban Transit to free public 

space. IAD 4 
Transportation Demand 

Management 
Promotes vehicle sharing. 

IAD 0 
Use of Urban Transit System. 

IAD 4 
Access to Civic and Public 

Spaces 
Public space inside the block. 

IAD 3 
Due to the underground 

characteristic of the transit 
system, most public space 

will be passive. IAD 4 
Access to Recreation 

Facilities 
Recreational facilities within 

the block. IAD 3 
NINF 

Visitability and Universal 
Design 

Several types of dwelling 
units /concern with mobility. 

IAD 3 

NINF 

Community Outreach and 
Involvement 

Calls for an holistic design 
approach. IAD 0 

NINF 

Local Food Production Includes local food 
production on the rooftops. 

IAD 4 

Includes local food 
production outside city 

perimeter IAD 3 
Tree-Lined and Shaded 

Streets 
Tree-lined streets. IAD 3 Main streets are tree-lined; 

other streets are shaded and 
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narrow. IAD 3 
ND-Green Infrastructure + 

Buildings 
  

Certified Green Building Goal:LEED Platinum. IAD0 Goal= Carbon Neutral  IAD 0 
Water-Efficient Landscaping (= LEED NC IAD 4) (= LEED NC IAD4) 
Minimized Site Disturbance 
in Design and Construction 

NINF Mitigation actions predicted. 
IAD 0 

Heat Island Reduction (= LEED NC. IAD 4) (= LEED NC. IAD 4) 
Solar Orientation East-west axis 5xlonger than 

north-south axis. Block 
orientation greater than 15º 
from the geographic east-

west. IAD 3 

Narrow streets and compact 
design. IAD 3 

On-Site Renewable Energy 
Sources 

On the rooftop – Solar 
thermal energy + 

photovoltaic + wind energy. 
Roof design expands surface 

to maximize production. 
Solar cells on the 

southwestern façade. IAD 4 

On the rooftop – almost 80% 
of the consumed energy will 

be solar. The entire city 
covered with panels. IAD 4 

Solid Waste Management 
Infrastructure 

Organic waste used as 
fertilizer (predicted). IAD 0 

Organic waste used as 
fertilizer (predicted). IAD 0 

 
3. Results 

Two types of results can derive from Table 1. The first result is that all items classified as 
IAD 4 (with one exception) regard either the use of rooftops or the planned transport system 
(e.g. Table 1). The second result is a high frequency of strategies classified as IAD 3, 
followed by IAD 4 and IAD 0, with only a few items classified as IAD 1 or 2 (e.g. Fig.1). 
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Fig. 1 Frequency of IAD (Impact on Architectural Design) according to classes (IAD 0 to 
IAD 4)  
 
4. Discussion and Conclusions  

Based on these results, we can argue three conclusions. The first conclusion is that two new 
technologies which might become a trademark of the city of the future are: the increased 
relevance of the rooftop as a “productive surface”, with the potential to collect energy and 
rainwater, and to provide spaces for plantation; and the inclusion of intelligent urban transport 
systems, allowing public space to be car-free. This conclusion is based on the indication that 
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almost all strategies classified as IAD 4 are related either to rooftops or to the urban transport 
system. The second conclusion derives from the low frequency of IAD 1 and IAD 2, 
indicating that fewer design strategies are related to the surface of the architectural object (or 
to the architectural skin) as compared to the configuration of the architectural from. Most 
strategies used by the selected practitioners to comply with the LEED categories fall under 
IAD 0, IAD 3 or IAD 4; hence, there is either no impact on architectural design (IAD 0) or a 
profound impact on the configuration of architecture (IAD 3 and IAD 4). The third conclusion 
derives from the high frequency of strategies classified as IAD 3 (e.g. Fig.1), indicating that 
the selected practitioners are using existing or traditional design strategies to relate 
architecture effectively to climate and location.  
  
What we believe to be particularly interesting about these results  is that the first conclusion  
has the potential of becoming global in its application as practitioners all over the world 
(literally) turn their projects to the sun and build intelligent urban transport systems, while the 
third conclusion  indicates a promotion of local characteristics; hence, the carbon neutral city 
of the future might present an architectural language which incorporates both global and local 
design characteristics, a language where tradition meets technology to achieve a most efficient 
architectural design.   
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Abstract: The purpose of this paper is to present the results of the feasibility study for a district heating-cooling 
network to cover the energy demand in a Science and Technology Park under Mediterranean climate conditions. 
To evaluate the energy demand a bottom-up strategy has been followed: a building inventory has been carried 
out to define several building types according to use, envelope and glazing. Energy + has been used to obtain 
heating and cooling demand profiles for each building type and orientation. According to municipal development 
plans for PTA and forecast in business growth, the energy demand evaluation in a 10-years timeframe has been 
carried out. 
 
Most appropriate technologies has been analyzed and evaluated: Cogeneration (gas turbine and alternative 
internal combustion engines), biomass boiler and conventional technologies have been evaluated with TRNSYS 
to obtain consumption profiles, consumption rates, efficiency indicators and energy losses. Finally an economic 
analysis has been done to technologies in a 20 years period to evaluate technology that better economic results 
address. 
 
The main objective of this work is the promotion of the efficient and effective energy supply in areas with high 
energy consumption. DCH technology is widely used in the North of Europe and this paper try to demonstrate 
that this technology could be apply in Mediterranean areas successfully. 
 
Keywords: District heating cooling: DHC; building energy analysis; energy demand; technical and feasibility 
study, district energy, thermal energy generation.. 

Nomenclature (Optional) 

A  effective area of supply .......................... m2 
EUI energy demand…………………………. kWh 
R effective building type surface 

ratio……………………………... m2/building 
ATE artificial thermal efficiency 
Eel   electric energy produced ..................... kWh 
Einput_by_fuel energy introduced in engine by 

fuel…. ................................................... kWh 

H heat amount provided to users ............ kWh 
η efficiency level, ratio between useful output 
 and input amount in plant components 
Pterm thermal demand ................................... kWh 
Eel_cons electrical energy consumed by the 

facility .................................................. kWh 

 
1. Introduction 

Currently, as a result of improved quality of life for both, developed and developing 
countries, global energy demand grows at very high rates. For this reason, the responsible use 
of energy resources is crucial for a sustainable model to ensure power supply without 
compromising the natural resource depletion. 
 
Energy system, as known today, is responsible for large energy losses. These losses result 
from the different transfer processes taking place from production to consumption points, 
resulting in an overall process inefficient.  
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Within this framework, district heating and cooling, DHC in advance, is an alternative 
technology that improves power distribution processes as it is a local generation technology, 
and allow to incorporate different sources of energy supply (CHP, use of waste heat or solar 
thermal), thus constituting a technology that increases the efficiency of the complete cycle 
generation-consumption.  
 
This paper presents the feasibility study of a DHC network to supply thermal energy to a 
group of companies located in Technology Park located in Málaga (Spain). It is remarkable 
the adaptation of this technology to Mediterranean climates in which winters are mild. 
 
2. Methodology 

2.1. Demand characterization  
Energy demand evaluation is the starting and the most critical point to face a problem of this 
type, since it allows to determinate which are the heating and cooling needs in the 
consumption points to supply. The complexity in determining the demand for air conditioning 
in a group of buildings is not easy because the modelling a set of buildings is a complex tax. 
Several authors, such as Gustafsson [4], Heiple [5], Huang [6], Pedersen [7] or Segen [8] have 
developed various methods to solve this problem. In these papers, two types of strategies for 
estimating the demand could be found: 
 
Top-down strategy: it is based on statistical methods for predicting the demand for a set of 
buildings based on aggregate data in large communities (cities or regions). Under this 
approach Pedersen [7] presents a method for calculating the demand for heat and electricity 
power planning adapted to large areas where heat demand is based on a regression analysis 
that uses the outdoor temperature as independent variable. 
 
Bottom-up strategy: this case is the opposite that previous method, ie the starting point in 
this case is the estimated demand of different building types and total demand is calculated as 
the sum of the demands of each of the buildings that comprise. An inventory of buildings that 
are in the area of study is needed to use this method because each building is assigned to a 
“building type” that will carry the energy demand mean values. Mathematically: 
 

))(
1 1
∑ ∑
= =

⋅⋅=
N

i

M

j
ijji PEUIADemand                                                 (1) 

 
Where A is the net surface in each building,  EUIj  is annual energy demand for each building 
type (M different types) and Pij is the matrix that set the relation between net building surface 
and building type.  
 
Heiple [5], Huang [6] and Segen [8] have developed methods based on statistical data and 
numeric simulations with the aim of getting energy demand profiles for a set of buildings 
according to their location, envelope and use. In the same line, Chow [9] addresses the design 
of a distribution network by simulating energy demand for each building type using 
EnergyPlus [21] and analysing global system with TRNSYS software [22]. 
 
In this case, a bottom-up strategy has been chosen. Although it is unknown use and type of 
each actual building, it is known the surface of the extension (651,334 m2), the % of the area 
for each use, the net area of each parcel and it is known that the type of construction is not 
very different from the buildings that are currently operating in the PTA (according to the 
municipal development plan). 
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A deep study has been developed for the buildings currently in the PTA to get the main 
characteristics that define each building type and that will allow to define the thermal 
behaviour of the new buildings, the characteristics that have been identified are: 

• Envelope characteristics.- due to the large variety used in PTA, the minimum values 
according to actual laws have been taking.  

• Glass surface.- Up to three categories based on the % of glass in the façade have been 
defined: low glazing (<10%), medium glazing (10-75%) and high glazing (>75%). 

• Orientation of buildings.- defined by the final orientation of the building. 
• Use.- considering the current business in PTA and the allocation for the several uses 

according to the partial plan,  the following uses have been defined: hotel with 
shopping centres, babysitting, light industry and offices. 

 
Several building types have been developed using Energy Plus based on these characteristics, 
this has allowed to obtain the hourly profiles for heating and cooling demand of each of them.  
In order to ensure the model convergences, the following conditions have been established:  

• Load and temperature convergence tolerance value: 0,1. 
• Heat balance algorithm: conduction transfer function [20]. 

 
The results obtained with the simulations have been validated and adjusted to reference values 
for the same purpose buildings that have been previously published by other authors [10], 
[11] and [12]. For instance table 1 show some reference values: 

 
Table 1. Reference data consumption for buildings. 

Use Mean Consumption (kWh/m2) Cooling % Heating % 
Offices 131,57 42 4 
Hotel 312,66 28 12 

 
Once the different models of buildings have been adjusted in terms of thermal behaviour, the 
possible location of different types of building have been allocated according to the uses 
defined in the partial plan and the main characteristics of actual buildings in the PTA. This 
division has allowed evaluating the total demand of all buildings according to equation 1. 
 
Another point considered in the analysis of the demand is the change in the occupation of 
parcels over time, this analysis will reveal the annual demand of thermal energy and thus 
affect the economic valuation of the proposed solutions. It has estimated by regression 
techniques based on the evolution experienced by PTA from its inception to the present. The 
result is shown in Figure 1: 
 
 
 
  
 
 
 

 
 

Fig 1. Number of companies installed in PTA 
 
The regression curve of order 4 which adjusts the actual data with a regression coefficient of 
0.9978 is: 
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605,142072,1853,10482,00031,0 234 +⋅−⋅+⋅+⋅−= xxxxy               [2] 
 

The energy demand values for each type of building together with the annual distribution of 
occupation of parcels allow to establish energy demand scenarios with a horizon of 10 years 
and make a more realistic assessment and economic valuation of the investments required. 
 
Distribution system design has been calculated using peak demand values. DHC network is 
composed by a set of infrastructures that allow getting energy from producer to end-users. 
The design has been done considering the peak demand in year 10 because the infrastructure 
will not change during the entire period of operation thereof. The following components have 
sized: pipes, accumulation tank and pumping equipment. 
 
2.2. Generation technology alternatives 
After presenting the methodology for calculating demand, next question to ask is how the 
needed energy will be generated to cover the estimated demand. TRNSYS software will be 
used to study the different generation technologies; this will help to evaluate the efficiency 
and consumption parameters. The convergence of the models developed in TRNSYS to study 
the different technologies has been ensured by mean of energy balances. These balances 
guarantee good results from the models. 
 
Previously, different technologies have been analyzed based on the work of Cardona [13], 
Marimon [14], Ortiga [15] and Söderman [16]; this analysis has permitted to reject those 
technologies that do not properly fit for the future expansion of the PTA and to work in-depth 
analysis of those technologies that fit better. Technologies that have been discussed are: 
 
Biomass boiler.- the system includes a 20 MW biomass boiler for hot water production that 
feeds heating network, and the cooling-generating system. As support systems a 9 MW gas 
boiler and 6 MW electric chillers is selected. 
 
CHP.- cogeneration gas turbine and reciprocating internal combustion engine (ICE in 
advance) are the two types of systems that has been analysed, in both cases a 2 MW rated 
power equipment has been selected.  Sizing has been performed considering the 
recommendations made by Cardona [13], Ortiga [15] and Söderman [16], using that system 
that maximizes the area under the aggregate demand curve. Besides Spanish legislative 
frame[18] should be ensured. The 2 MW rated power guarantees both the system efficiency 
and the legislative requirements.  In both cases, use waste heat from the engine or exhaust 
gases to generate useful heat will be used to heat water that will allow, in one hand, meet the 
demand for heating and hot water, and in the other hand, feed the cooling-generating 
system. As support systems a 9 MW gas boiler and 6 MW electric chillers is selected. 
 
Waste treatment.- this technology has not been considered because there is no waste 
treatment plant close to the park that could serve as energy source to feed the DHC network. 
 
Solar thermal energy.- it has not been considered as an alternative in order to supply the 
energy required. Both, the high costs associate with this technology and the high free spaces 
required mean that technology economically unfeasible (Bruno [17]). 
 
Cooling generation technology.- double effect LiBr-water absorption chillers technology has 
been selected to cover cooling demand;  this choice has been based on the analysis of 
advantages and disadvantages conducted by Marimon [14]. In all cases, a double effect 
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absorption (BROAD 500) of 5.8 MW cooling capacity has been selected for cold water 
production. Additionally a water tank of 15,000 m3 has been selected. 
 
Finally, this paper has been focused on biomass boiler and CHP technology, these three 
technologies have been evaluated and compared with using conventional technologies, in 
which the cooling demand is satisfied by chillers and demand heating is covered by a gas 
boiler. 
 
The following ratios are considered to quantify the results of the different technologies 
modelled in this paper: 
 
For CHP technologies the following ratio will be used: ATE artificial thermal efficiency 
defined as: 
 

boiler
fuelbyinput

el

HE

E
ATE

η
−

=

__

                                                      (3) 

 
Net primary energy consumption (NPEC).- it’s defined to compare different technologies 
consumption rates. The mathematical expression for NPEC is: 
 
NPEC = (Eel_cons – Eel)· C1+(Einput_by_fuel)· Ci                                       (4) 
 
where C1 and Ci are the conversion coefficients for final energy (electric, gas and biomass) to 
primary energy in Spain; its values are 2,67, 1,06 y 1,25 respectively [19].  
 
COPinstlallation  defined as: 
 

elconsel

term
oninstallati EE

PCOP
−

=
_

                                                      (5) 

 
These ratios will allow, in one hand, ensuring that minimum standards required by Spanish 
Royal Decree 661/2007 [18] are met and, in the other hand, knowing the overall performance 
of the system. This will facilitate the subsequent economic evaluation. 
 
2.3. Economic analysis 
The economic analysis has been performed considering the following topics:  
 

• Depreciation cost for investments.  
• Maintenance cost. 
• Operating cost (energy, human resources, overall costs).  
• Revenues from energy sales.  

 
These topics have permitted to evaluate investments in terms of return on investment (ROI in 
advance), payback period and cumulative cash flow.  
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3. Results 

Results obtained in the evaluation of demand, technology and economic assessment are as 
follows: 
 
Energy demand and DHC Network design parameters.  
Hourly profiles were obtained for heating and cooling demand in all buildings under study, 
considering the evolution of demand along the time as the occupation of the parcels is 
increasing. The monthly annual evolution for heating and cooling demand in the first 6 years 
is shown in Figure 2. It has been supposed that new buildings will be operative in the first six 
years. So, for years 7 to 10, the demand does not suffer modifications. 
 
 
 
 
 
 
 
 
 

Fig 2. Cooling and heating demand evolution 
 

As we can see, the cooling demand is highly reduced in August, since has been estimated the 
vacation period in this month. 
 
In figure 3 the aggregate demand curve for heating and cooling in the year 10 is shown, this 
curve is very useful for sizing CHP equipment. 

 
 
 
 
 
 
 
 

Fig 3. Aggregated demand curve for cooling and heating 
 

As it is shown in the above figures, peak demand for year 10 has been set to 7.77 MW for 
heating and 12.22 MW for cooling. With those maximum power values and considering a 
temperature drop for heating of 30 ºC and 8 ºC for cooling, the maximum network flow is 
obtained: 61.8 kg/s for heating and 364.6 kg/s for cooling. These values along with the 
requirements of pressure loss in the network, and energy loss have led to size the diameter 
and thickness of insulation for the main pipe network and pumping system. Table 2 shows the 
design values of each of the components: 
 

Table 2. Design DHC network parameters. 
 Pipes DN (mm) Isolate thickness 

(mm) 
Power pumps 

(kW)  
Tank volumen 

(m3) 

Cooling 600 7,1 315 15.000 
Heating 350 5,6 75 - 
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Technologies evaluation 
Table 3 show the results for technologies performance ratios calculated using TRNSYS. 

Table 3. Design DHC network parameters. 

 
Net primary energy 

consumption (MWh) 
COP installation ATE 

Conventional tech 27.030,55 0,353 - 
Biomass boiler 29.117,90 0,328 - 

Gas ICE 14.332,39 0,666 0,566 
Gas Turbine 22.533,64 0,424 0,589 

 

Economic analysis 
Table 4 show the economic analysis for each of the technologies evaluated and figure 4 show 
cumulative cash flow for each technology: 
 
Table 4. Economic analysis. 

 ROI 
Payback 
(years) 

Conventional tech < 0% 12,5 
Biomass boiler < 0% 16 

Gas ICE 9,63 % 8 
Gas Turbine 1,69 % 10 

 

 

Figure 4. Cumulative cash flow analysis 
4. Conclusions 

As it could be seen in table 5, the technology that offer the minimum pay back period is the 
Gas ICE following by the Gas Turbine, this fact is consequence of the electricity production 
associate with those technologies that offer economical benefits. For Gas ICE, the benefits 
begin to be positive since year 8. It is obvious that infrastructure costs are very high in DHC. 
Economic figures are critical in the early years when buildings begin to establish in the 
technology park network and the energy demand is low. 
 
The economic results showed support the implantation of a DHC network under the 
considerations done. The limitation for the feasibility resides in the future evolution of the 
new building openings. In this case the funding model of this type of technology must go 
through a public-private hybrid model in which the government support with soft credits to be 
repaid at the rate of new companies in the PTA are incorporating to DHC network, it will help 
owner company to obtain an acceptable incomes in the early years of operation. 
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Abstract: Over the last few decades, Latin American cities have been undergoing a rapid process of population 
increasing. With scarce investments in infrastructure, they are unable to meet the demands. Some of the 
consequences of this excessive population growth include a failure of the transport system, inefficient public 
services, the formation of urban heat islands, among other consequences, all of them contributing to a steep fall 
in life quality and energy consumption increasing.  
Given the precarious conditions observed in large Latin American cities, especially in metropolitan areas, and 
the disconnection between the urban built and natural environment surrounding them, there is a call for action, 
from intervention in the territory already consolidated, to the development of future cities through sustainable 
urban criteria. 
This paper presents some parameters to guide contemporary urban design criteria in the planning of sustainable 
cities. It started from a theoretical approach guided by international authors with different views on such 
parameters. The methodology is based on a qualitative study considering urban design issues relating to 
sustainability, such as urban management, adequacy of climate and place, regionalism, physical limitations of 
the city, the mixed uses, productive city, integration between urban and rural, and no polluting mobility. 
 
Keywords: Sustainable Cities, Sustainable Parameters, Urban Design 

1. Introduction 

The environmental problem today is a much discussed subject in academic circles. However, 
this theme is not introduced in the social consciousness as a result of scientific papers, but by 
the effect of environmental disasters aggravated by the unsustainability of current cities, 
mainly, in the metropolises of South America. Furthermore, the typical living standards are 
incompatible with the process of regeneration of the environment, the wide variety of 
population’s consumption patterns of different countries and the increasing rate of social 
inequality in many of them contributes to the increased awareness of various social sectors on 
the need for new forms of intervention in the environment. 
 
The possibility of actuation in existing cities and in the formation of new cities more 
sustainable guides this work, that have the purpose of thinking about urban design 
environmental parameters. Thus, it is proposed some categories that contribute to the 
systematization of the study: limiting urban environmental management, network of cities, 
regionalism, diversity of land use and productive cities. From the analysis of these categories 
it was searched to implement environmental parameters for urban actions in small and 
medium cities, and also in the formation of new cities. 
 
The vast majority of developed countries, as much as those in development, are exploring the 
capacity of their natural resources to the limit. Depending on the level of industrialization of 
each country there are different problems. In developed countries, the migration of people 
from urban centres to the outer suburbs, which offer a natural more prosperous environment, 
has led to an increased use of automobiles, resulting in traffic jams and air pollution. Already 
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in Latin American developing countries, environmental and social problems are intensified by 
the excessive growth of cities, the result of a centralist model of urbanization without 
accompanying infrastructure to support such increase. 
 
The effects of global climate change brought environmental problems and put in focus the 
search for new solutions to the urban development process. The rational use of natural 
resources, consumer awareness, and social and environmental justice began to be treated as 
guidelines for urban planning, even if sometimes only theoretical. 
 
Urban sprawl without limitation on the territory brings disastrous consequences for the 
environment, for example the reduction of the surrounding areas for agriculture and natural 
reserves, and also the intensified and confined use of natural resources without respecting the 
carrying capacity. Without urban limitation, the disastrous effects can be observed also for the 
population, such as failure of adequate services and infrastructure of several structural 
problems such as mobility, access to health and education. 
 
Life in cities is the current preference of the vast majority of the population and cities are seen 
as centres of knowledge and culture. Thus, it is important to think about these urban 
agglomerations in a global and sustainable way, especially with regard to planning and urban 
design. It is believed that urban design can be a key ally to the possibility to plan more 
sustainable cities, besides the need for an urban management consistent with sustainable 
urban parameters. 
 
2. The aim of the paper 

The Latin American countries have experienced the swelling of their cities. This process 
guided by a centralist model of urbanization, coupled with a growing shortage of 
infrastructure and perspectives - as cities move far away from large centers, promotes the 
emergence of mega cities, full of big problems. The idea in this work is, starting from more 
sustainable principles, to seek parameters to point out the way to formation of new towns, and 
the acting in small and medium cities. 
 
3. Methodology  

From the theoretical framework relevant to the subject, from theories and information 
contained in different references on the general problems experienced by cities in the world 
today - due to lack of actions that are concerned with sustainable development - it was 
possible to define categories that deal with urban sustainability. From these categories it was 
developed a qualitative study looking for the determination of relationships among them and 
with the urban design, covering issues relevant to the development of a sustainable urban 
design for cities in Latin America. 
 
4. Results and Discussion 

It was possible to identify seven major categories that can delimitate the urban design and 
assist in their preparation. These categories are: urban management (consistent with 
sustainable development), limitation of the city, regionalism, mixed uses, productive city, 
integration between urban and rural, and mobility. 
 
4.1. Urban Management  
The first raised category was the promotion of policies and actions that might be able to 
generate a sustainability committed to social justice, focusing, therefore, on the rights and 
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basic needs of citizens. Through public policies and actions it is possible to reduce 
inequalities and ensure access to urban services. It is expected that a socio-political planning 
assures a decent income and a sustainable and balanced social and economic development 
and, in addition, combating speculation and privatization of natural resources. For this, the 
society participation in the policy making and in the oversight of government activities is 
of paramount importance. The democratic management oriented by sustainability paradigms 
requires responsible action of social actors. 
 
The planning criteria that seek for sustainable development must be considered as one of the 
main objectives of the socio-economic balance of society, besides the improvement in quality 
of life, the management responsible for environmental preservation and rational use of the 
territory (The European Chart for land management - CEOT/CEMAT, 1983). Furthermore, it 
is necessary to strengthen local autonomy for the municipal power to manage the financial 
assets of the city, gearing to investments that ensure a more just and secure city. 
 
For Rogers (1997), for the city to be sustainable the economic and sociology factors should be 
interwoven and integrated into urban planning. Moreover, the motivation of citizens and their 
participation in public decisions and policies must be guaranteed (the sense of belonging and 
democracy). In this regard, it is necessary to the actuation of technician expertise, and the 
diffusion of educational activities and the implementation of information tools to empower 
and enable the society activities with the State. 
 
It is important to promote the citizen participation in shaping the territory seeking from the 
beginning, the major motivation of actors in policy making and urban areas, allowing greater 
community awareness about its urban space and educating the population on environmental 
problems. 
 
4.2.  Urban Limitation 
It is important to call attention to that environmental impacts are interrelated and urban poor 
planning, or its lack, as well as an inadequate urban design can bring undesirable 
consequences in sequence; as, for example, public policies for urban periphery and the 
designs that emphasise the private automobile. Urban sprawl intensifies the need for 
automobile use, which increases the demand for infrastructure (roads) and fossil fuels. A lack 
of limitation may also contribute to urban deforestation, causing erosion and consequent 
siltation of rivers. 
 
To ensure good governance and a population access to political decisions it is necessary to 
limit the size of the metropolis (CORBELLA, 1998). It is believed that the city should be 
limited by legislation to control land speculation. Moreover, the government should 
encourage investment in different areas, so that from a certain size of the first city the 
construction of another city should be encouraged. This capacity of the government allows it 
to act on local issues, focusing on the common good, linking capabilities, and regional and 
global needs. If, for example, other surrounding areas are encouraged and every city has 
around it a "green belt" of protected land speculation, used for both food production and for 
environmental conservation, urban areas will be delimitated2. 
These measures cannot be applied in large cities already moulded, but can be used in small 
and medium shape cities, preventing them from growing out of control 3. The structure in 

                                                           
2 The green belt was firstly proposed in 1904 by Howard (HOWARD, 1996).  
3 A deep analysis of the unsustainability of megacities was made by NEIRA ALVA (1998). 
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smaller cities connected together in a network is much more sustainable than large cities. The 
smaller number of inhabitants, and consequently, infrastructure, facilitates the public 
administration and increases society control over political power, reducing corruption. 
 
However, it is no use limiting the city area to preserve the soil and facilitating the movement 
of pedestrian, and then densify it. It is necessary to refer both to limit the area built as well as 
the population. A small town, but still very dense, continues over-consuming and polluting 
with the same intensity. 
 
One of the “so called sustainable” principles in recent years, mostly widespread by Rogers, is 
the formation of dense cities (ROGERS, 1997). However, densification may even represent 
an attempt to soften the urban and environmental problems caused by the macro scale, but at 
the same time, it causes new problems such as intense vertical cities, affecting ventilation and 
natural lighting, and the concentration of air pollution. Furthermore, in the case of the tropical 
Latin American cities, there is the issue of high temperatures, also improved by the lack of 
ventilation, allowing heat islands (BARBOSA, DRACH and CORBELLA, 2010). 
 
It is known that large scattered cities generate big problems, but the densification of cities 
does not guarantee sustainability, although is still an attempt to avoid environmental 
problems in these cities. From the bioclimatic point of view, in the humid tropics, as stated 
above, the compact city promotes the formation of heat islands, with the consequent increase 
in electricity consumption for air conditioning and the production of pollution (BARBOSA, 
DRACH and CORBELLA, 2010). 
 
Rogers (1997) considered that the "densification" of a city can bring ecological benefits, such 
as reducing air pollution by cars, that did not need to move large distances, the greater safety 
of urban centres, the reduction of the city expansion over the natural landscape and the 
integrated planning, that optimize the use of energy resources and reduce pollution. But if this 
city offers a quality of life for its city dwellers, it will soon undergo an exponential growth 
that will take out all the benefits achieved by its promoting big density. 
 
Consequently the problem is not compactness, but the lack of physical limitation. The 
creation of limited new cities could help curb the population growth and to endorse the 
healthy migration from the unsustainable megacities. This design conception brings all the 
possible advantages of compact cities, without the problems caused by macro-scale, and it 
also promotes a better society participation in the policy decisions. A small city may be 
socially diverse, in which different social and economic activities can multiply and society 
could integrate more easily (MOORE, 1998). 
 
It is appropriate that the city to be organised through reduced nodes (districts) to form a 
circular system that enables interaction between them. Still, resources and services all over 
the city and its surrounding territory should be redistributed, decentralizing services and 
urban equipment and creating a network of activities and information to assist in the 
reduction of dislocations with cars through polycentric neighbourhoods. This organization 
contributes to solve one of the serious problems of current planning - the linear cities that 
normally follow a highway. Linear growth can be avoided if other surrounding areas are 
encouraged. In addition to the internal network of the city neighbourhoods, a network of 
cities that fosters exchange of resources and services through a polycentric system should be 
considered.  
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4.3. Regionalism 
The considerations about the natural and urban environment cannot be separated from social 
and political issues. Cities can be interpreted as parasites that absorb the region resources in 
order to survive, or can be designed to absorb the population growth and provide 
opportunities, instead of harming the region future. For this, we need to understand that the 
Earth is a system that took millions of years to accumulate resources such as fossil fuels and 
water and that these resources should be used rationally and sustainably. 
 
For many years, especially in the last hundred years, these resources have been extracted and 
consumed without any criteria and, thus, producing pollution that causes serious 
environmental problems as acid rain and global warming. Remarkable is the "circular 
metabolism”4 for cities, where consumption is reduced, improving performance and 
increasing the reuse. Cities today have a 'linear metabolism' in which there is an inflow of 
resources like energy and food, and the consumption of such materials within the city 
presents, in sequence, waste production and emission of toxic gases (Figures 1 and  2). 
 

 

Fig. 1 – Linear Metabolism.                                            Fig. 2 – Circular Metabolism. 
Source: Adopted from Rogers (1997)  
 
The proposal for a "circular metabolism" is based on materials recycling, reducing energy 
consumption, the conservation of exhaustible energy and the use of renewable energy. These 
circular processes reduce waste and pollution, and improve the use of resources enabling the 
better use of consumer goods. To achieve a circular system, the best way is environmental 
sustainable urban planning. Also, we should promote the solution of environmental problems 
at every stage of the cycle from the beginning (incomes) to the end (exit of waste). By 
focusing on the "circular metabolism" through the conservation of energy and materials and 
by encouraging recycling, urban sustainability is promoting.  
 
Environmental planning establishes a sustainable concept of integration between the built 
environment (buildings and cities) and the surrounding natural environment (climate, 
geomorphology, flora and fauna), in order to minimize the negative environmental 
consequences such as pollution of the environment and excessive production of solid and 
liquid wastes (HIGUERAS, 2006). 
 
A detailed study of environmental and climatic characteristics of each place is the active part 
of this process of decision making and concrete proposal of planning. Regionalism is vitally 
important for a successful environmental planning. It is essential to profit the place weather 
characteristics to design and build the various components of urban and architectural 
elements as bioclimatic (CORBELLA and YANNAS, 2009). It must also be considered the 
issues on the territory that is analysed, about society, about the urban environment in question 
and also about the urban plans made earlier in the region. 

                                                           
4 Concept addressed by Herbert Girardet (1993). 

3062



 
4.4.  Incentives for mixed uses  
The Zoning, heavily used by the modernists, tends to avoid the urban complexity by reducing 
the cities to simple divisions to obtain a greater ease in their management, from legally and 
politically point of view. But at the same time it prevents a healthier relationship between 
man and the environment and his fellows. 
 
The work areas are normally located in urban centres that are deserted and dangerous at 
night, and housing and leisure are situated in more distant neighbourhoods connected by 
highways to the city centre. The environmental impact caused by this zoning is much greater 
than the impact of plans in which work, leisure and residential environments come into close, 
and often shared, places.  
 
It is necessary to enhance the mixed use to mitigate energy consumption by reducing the 
distances between activities. This way of planning a city not only diminishes the excessive 
energy use and pollution, but also reduces the uncertainty in the urban centres for citizens to 
exercise control over their habitat. 
 
4.5. Productive Cities - Work and Income 
Another important category for a sustainable urban design is its conception as a productive 
city (MOORE, 1998). This condition gives characteristics of stability and sustainability to the 
city: the best way for a human being to settle down in a place is when he gets his livelihood 
from it. 
 
It is essential that the population produces part of its food and its material needs, because it 
promotes pertinence as well as lowers transport spending and brokering, and it generates 
income and employment for the local society. It is important to balance food production and 
consumption, and also the need for all the cities to produce at least the basic and essential 
food for the local population. The incentive for production activities and services geared 
towards the promotion and preservation of the natural environment is an urban strategy that 
emphasizes both human welfare and nature. In rural areas it is important to enable people to 
work with agro-ecology and eco-tourism education. 
 
It is essential the promotion of diverse manufactures of the productive cities, following the 
regional vocations in which different activities will inspire and promote a vital and dynamic 
community. The planners should understand, with the participation of citizens, the complex 
relationship between population, services, transportation policy and energy generation, as 
well as the impacts of these relationships on both the immediate surroundings and on the 
wider geographical domain. 
 
As a result of the economic restructuration produced by globalization, a reduction of jobs has 
been produced and, this way, changed the urban landscape with the rise of the informal work. 
To enable productive cities that create jobs and income it is required: 1- policies for micro 
and small enterprises; 2- the encouragement of cooperatives in all branches of the system and 
the multiplication of business incubation; 3 - the training of different actors of society; and 4 - 
the encouraging the small farmer agriculture. 
 
4.6. Integration of the natural environment, rural and urban 
Nowadays there is a dichotomy between basic conditions in the city and the countryside, not 
only for the change in quality, velocity and temperature of the air, but the expectations of 
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humans, who prefer the city and move to it. The integration of the natural, rural and urban 
environment is then proposed as an improvement of the environment by introducing natural 
vegetation and creating regional corridors, and with the same importance in urban areas, 
promoting the balance between nature and city, preserving the natural cycles and putting 
green areas into the urban fabric. Thus, it also limited processes of uncontrolled urban sprawl, 
allowing a urban regeneration ecology. 
 
The urban open spaces are very important because they serve as recreation areas and social 
use, in addition to provide more pleasant climates. These should be enlarged and properly 
designed to serve the people and to ease the negative urban environmental conditions. There 
is a necessity for properly planned urban spaces to allow the meeting and social exchange 
(VASCONCELLOS and CORBELLA, 2008). Hitherto such spaces, besides an architecture 
of quality, promote most beautiful cities. The quality of urban life can be encouraged through 
appropriate urban design, public safety and encouraging healthier environments, ensuring the 
physical and mental health of residents. 
 
4.7. Mobility 
In the traditional system of zoning, the automobile became the most important factor for 
urban planning. In the distribution of public spaces, all streets and avenues, and many times 
also parks, are designed to meet the needs of cars and not for pedestrians. The street, which 
was previously a local of exchange and social gatherings, today has been taken over by cars. 
To change this picture, besides the planning of mixed neighbourhoods it also must be 
encouraged public transportation or alternatives as cycling or walking to their own service, 
that are essential for a sustainable urban planning (CORBELLA, CORNER and BARBOSA, 
2008). 
 
The planning of smaller cities requires the end of the dominance of the automobile and the 
enhancement of pedestrian and public transport alternative. The city must grow through joint 
centres with mixt activities connected by public transportation with good quality, constituting 
an agglomeration of neighbourhoods with their own shopping areas and public parks. 
 
5. Considerations and Recommendations 

Over the past fifty years all the Latin American countries have experienced the problem of 
excessive growth of their cities. This swelling generated by similar processes and their 
problems were magnified by the growing scarcity of infrastructure and perspectives, a 
phenomenon that is incremented as cities move away from the big cities, and led, and 
continues to lead, to the formation of mega cities, full of great problems. 
 
The assessment and determination of categories for the achievement of specific cases depend 
on the physical conditions of the region, the available place and the cultural and 
socioeconomic characteristics of future inhabitants, and with their participation it will be 
possible to define the solution of many issues related to sustainable cities. Most of the 
quantitative problems to be solved for the construction of sustainable cities have no general 
answers for the fact the solutions depend on the statement of the regional characteristics: the 
particularities of the region determine the numbers of local individuals who take in each 
category of analysis. Several factors are involved in these dynamics, and every minimal 
alteration of each of them may change the whole relationship of the structure.  
 
The possibility of public power to intervene in the cities through policies and actions that 
promote the common good, paying attention to sustainability issues, makes it the greatest ally 
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in attempts to introduce strategies that are beginning to be delineated. The categories 
suggested here for the systematization of the study indicates a strong connection: limiting 
urban environmental management, network of cities, regionalism, mixed uses, productive 
cities, relationship between rural and urban mobility. Thus, by pointing out the strategies or 
environmental parameters for action in urban cities that are designed to be sustainable, the 
focus is related to finding ways for an effective public involvement. 
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Abstract: This paper presents an experimental measurement campaign of urban microclimate for a building 
complex located in London, the United Kingdom. The experiment was carried out between 19 J uly and 16 
August, 2010 at the Elephant & Castle site. The wind and solar energy distributions within the London urban 
experimental site were assessed in detail for their potential use in areas of high-rise urban building complexes. 
The climatic variables were measured at every five minutes for the air temperature, the wind speed and direction, 
the air humidity and the global solar radiation for a period of four weeks. The surface temperatures were also 
measured on the asphalt road, pavement and building walls at every hour for the first week of the campaign 
period. The effect of the building complex on the urban microclimate has been analyzed in terms of the solar 
radiation, the air temperature and velocity. The information and observation obtained from this campaign will be 
useful to the analysis of renewable energy implementations in dense urban situations.  
 
Keywords: London, Urban Climates, Measurement  

1. Introduction 

Effective urban planning and building design can have a beneficial effect on the urban climate 
and contribute towards reducing the intensity of urban heat island, improving living space, 
directly reducing the peak cooling load of a building and exploring potential implementation 
of renewable energy. Passive solar heating of houses in winters and passive cooling in 
summers provide low cost and sustainable solutions for these preferable outcomes. However, 
to achieve these solutions in high-rise and densely built urban environments are challenging 
due to the obstructions at close proximity and existing orientations of roads. Knowledge of 
microclimatic variables, particularly the urban wind and solar radiation can be used for 
developing better design options for renewable energy technologies within urban environment 
or determining their efficient operational conditions in cities. 
 
In the literature, however, the microclimate within an urban complex is reported mainly in the 
context of air circulation and temperature distribution within urban street canyons, only. In 
these studies, the geometric characteristic of the urban layout is idealized as infinite parallel 
walls of street canyons. Santamouris et al. [1] studied the thermal characteristics in a d eep 
(H/W=2.5) pedestrian canyon with a NW-SE axis, under hot weather conditions in Athens, 
during summer 1997. It has been observed a surface temperature difference of up to 19 °C, 
between opposite building walls. Air temperature difference near the two opposite facades 
varied up to 4.5 °C due to the impact of convection heat transfer from adjacent wall surfaces.  
 
Similarly, Niachou and et al. [2] also reported an experimental study of a typical street canyon 
(H/W=1.7) oriented in ESE-WNW direction in Athens, again under hot weather conditions in 
2002. The measured surface temperature difference across the street reached almost 30 °C and 
this caused the overheating of lower air levels.  The microclimate in urban street canyons is 
also investigated by numerical studies [3, 4, 5,], with emphasis on pe destrian comfort, 
pollutant dispersion and natural ventilation. For an urban district, an experimental 
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investigation for the distribution of solar energy and wind energy for a general, random city 
layout was not available in the literature. 
The present study investigates - unlike a simple layout of a street canyon, a general geometric 
characteristic of urban layout with high-rise and intensely spaced building complexes that are 
mixed with middle-rise buildings. The main objectives of this experimental investigation are: 
to quantify the temporal and spatial distribution of microclimatic variables for an urban site; 
to study the impact of the layout and orientation of buildings on these variables; and to assess 
the availability of the solar and wind energy within an urban building complex for their 
potential use, either actively or passively. 
 
For this purpose, within a London urban district of the Elephant & Castle, the accessibility to 
the renewable energies- both the solar and wind energies, was studied experimentally by a 
field measurement campaign between 19 July and 16 August, 2010. The air temperature, the 
wind speed and direction, the air humidity and the global solar radiation were measured at 
four locations within a high rise building complex at the London site. The maximum distance 
between the measurement locations was 130m. Effects of the urban building complex on the 
thermal and airflow characteristics of the resulting microclimates were analyzed in detail. The 
surface temperatures of building walls and ground were also measured at these locations. The 
observed characteristics of urban microclimate at the London experimental site and the 
findings of the present study are presented in this paper.  
 
2. Experimental method 

2.1. Experimental site  
London is located in the south of England, UK. , and has an elevation of 24m. It enjoys a 
temperate marine climate. The Elephant & Castle site has a global location of 51o 29′ N and 0o 

06′ W. Figure 1 displays the London urban experimental site and the measurement points: 3, 
4, 5 and 6. The experimental site was chosen for its high rise buildings and contrasting street 
layouts. The physical characteristics of the urban space are presented in Table 1. The London 
South Bank University Southwark campus occupies the central part of the experimental site. 
At the time of the experiments, a 32m high K2 building of the campus (Fig.1) had replaced 
previous low-rise buildings at the same location.  
 
Four automatic weather stations (WS) were installed to the street-lighting columns that are 
located at the Ontario Street (3), Keyworth Street (4), the Thomas Doyle Street (5) and the 
Borough Road (6). The Keyworth Street (4) represents an urban street canyon linking Ontario 
Street (3) and Borough Road (6), and has a length of 230 meters. The weather station 3 that 
was installed at the dead end of Ontario Street faces the back of the surrounding buildings in 
every direction.  The street level views of these four streets are displayed in Fig.2. 
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Fig. 1. London urban experimental site at Elephant & Castle (locations of weather stations: 3, 4, 5, 6) 

 
Borough Road (WS-6) 

 
Keyworth Street (WS-4) 

 
End of Ontario Street (WS-3) 

 
Thomas Doyle St. (WS-5) 

Fig. 2 Street views of the London experimental site at Elephant & Castle Borough 
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Table 1. Characteristics of four streets at the London experimental site. 
Street name 

 
Street 

orientation 
Weather 

Station No 
Traffic conditions Vegetation 

Ontario St. SSW to NNE WS-3 Access only None 
Keyworth Street SE to NW WS-4 One way, low traffic Trees at one side 

Thomas Doyle St. SW to NE WS-5 One way, low traffic None 
Borough Road WSW to ENE WS-6 Two way, main road Trees at both sides 

 
Table 2. The geometry and material information of London experimental site  

Street name 
 

W(m): 
Street width   

H/W: 
Ratios of building 
heights {H} to W  

Building 
materials 

Albedo 

Ontario St. 14 0.57  –  2.00 Bricks, concrete 0.10 – 0.35 
Keyworth Street 12 0.75  –  2.66 Bricks 0.20 – 0.35 

Thomas Doyle St. 14 0.64  –  0.87 Bricks 0.20 – 0.35 
Borough Road 22 0.45  –  0.68 Bricks 0.20 – 0.35 

 
In table 2, for each street, the spacing between buildings (W) across the street including the 
pavements and the ratio of building heights (H) to spacing between the buildings (W) are 
listed alongside the type of building materials and their albedo values. The range of H/W 
ratios at each street represents all buildings along the street. 
 
2.2. Parameters of measurements 
At each measurement location (3, 4, 5 and 6), the air temperature, the wind speed and 
direction, the air humidity and the global solar radiation were recorded by an automatic 
weather station – Davis Wireless Vantage Pro2, Fig.3, which was attached at a height of 4m 
to a s treet-lighting column. The weather station 3 ( WS-3) is located at the-dead-end of the 
Ontario Street, but, the other columns are positioned at the mid-distance of the streets. The 
accuracy of the integrated sensor suite (ISS) of the weather station for measuring each 
climatic variable is 0.56°C for air temperature, ± 5% for the wind speed, ± 7 deg for the wind 
direction, ± 3% for the air humidity and ± 5% for the solar radiation. At each street lighting-
column location, the surface temperatures were also measured on the asphalt road, pavement 
and building walls at every hour. A K-type thermocouple digital thermometer – Model 
WK026, is used for the surface measurements. 
 

 
Fig. 3 A view of the automatic weather station, positioned at 4m.  
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2.3. Duration of field measurements  
The measurement campaign was carried out between 19 July and 16 August, 2010. The 
microclimatic variables were measured at every five minutes during the campaign period. 
During the first week of the campaign: 19 – 23 July, the surface temperatures were also 
measured every hour, over a period of five days. 
 
3. Results 

The experimental observations of the microclimatic variables at the London urban site are 
presented here for the air temperature, the air speed and the solar radiation. Figure 4 displays 
the evolutions of air temperatures at four locations over a 24 hours period from the midnight 
to midnight on 24 July 2010. During the day time, the air at the dead end of the Ontario Street 
(WS-3) is generally warmer than the air at the Borough Road (WS-6). The air temperatures at 
other locations remains between these bounding values of WS-3 and WS-6 However, the air 
temperatures at all locations get closer each other’s value at the night time. The pattern in 
Fig.4 has observed also for the other days of the experimental campaign period. For example, 
Fig. 5 displays the air temperature evolutions at the locations of WS-3 and WS-6 for an 
interval of one week, between 2 and 8 A ugust 2010. The factors affecting this pattern are 
discussed in section 4, below.  

 
Fig. 4 Air temperature distributions at the London experimental site on 24 July 2010  
 

 
Fig. 5 Weekly air temperature evolutions at the dead-end of Ontario Street (WS3) and the Borough 
Road (WS6), 2 – 8 August, 2010 
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4. Discussion and conclusions 

The layout of buildings and their orientations interact with the wind and the solar radiation 
and this interaction forms the different microclimates at each location. As is observed from 
these experimental results, Figs 4 and 5, t he variation of air temperatures from location to 
location is an outcome of this interaction. Similarly, in an urban environment, the renewable 
energy use – solar or wind energy is also affected by spacing between buildings, building 
heights and their layout and orientations. For the measurement points of WS-3, WS-4, WS-5 
and WS-6, the variation of the daily solar energy received by a horizontal surface over a 
period of one week and the variation of daily windiness over the same period are displayed in 
Figs. 6 and 7. Two new derived variables are calculated for this purpose; theyare wind run 
and the solar energy received at a given location over a time period. 
 

 
Fig.6 Daily solar energy variation at the London experimental site, from 2 to 8 August 2010 

 

 
Fig. 7 Windiness of the London experimental site between 2 and 8 August 2010 
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Wind run presents the "amount" of wind passing the location of the weather station during a 
given period of time, expressed in "kilometers of wind".  It is calculated by multiplying the 
average wind speed for each archive record by the archive interval of five minutes. By taking 
into account the variation of the solar radiation arriving at a location due to the position of the 
sun in sky, the passing clouds and shade movements, the resulting solar energy received over 
a time interval is also calculated. The average value of the solar radiation (watt per square 
meter) for each archive record is multiplied by the archive interval of five minutes to calculate 
the solar energy for the archive interval. The solar energy is measured in Langley (Ly): 1 
Langley = 11.622 Watt-hours per square meter. 
 
On Friday, 6 August, the dominant wind direction above the roof of K2 Building (32m) was 
in the SE direction, which coincides with the axis of the Keyworth Street (WS-4). As a result, 
WS-4 reaches the highest daily wind run value for this week, Fig.7. During the week, the 
dead-end of Ontario Street (WS-3) was the most sheltered one, and also having high values of 
the solar energy. As a consequence, the air at the dead end of Ontario Street (WS-3) warms up 
the most among all the locations, as was observed in Figs.4 and 5.  
 
On the other hand, while the Thomas Doyle St. (WS-5) also receives a h igh value of solar 
energy due to the less obstruction against the sun light, this street also a windy one. As a 
result, the air at WS-5 does not warm up as much as like the air at Ontario Street (WS-3). The 
urban street canyon effect at the Keyworth Street (WS-4) can easily be observed from Fig.6 as 
the reduced solar energy at there. 
 
In this paper, the results of the experimental measurement campaigns for studying urban 
microclimates for high-rise building complexes in London are presented. Implications on 
using the solar and wind energy in urban environments are analyzed. It has been demonstrated 
that the layout and orientation of buildings cause the variation of microclimate from one 
location to another. While, the tree-lined road was relatively cooler, the urban street canyon 
received the direct solar radiation only for a limited period, thus also remained relatively 
cooler. Whereas, the air in the non-green area has trapped the most heat and the air 
temperature has reached its highest value.  It can be concluded that the buildings are operating 
against their own individual microclimatic variables rather than the meteorological weather 
data and that a buildings microclimate is affected by the existence of other buildings. 
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Abstract: The aim of EcoGrad, a research project conducted by VTT Technical Research Centre of Finland, was 
to develop a concept for the design of appropriate ecological neighborhoods for the city of St. Petersburg, 
Russia. A criteria list for ecological residential areas was developed together with local partners. Some differing 
aspects between Finnish and Russian criteria are pointed out in this paper. These are among others the attitude 
towards high-tech solutions, the norms regarding placement of services, and the lack of well functioning service 
concepts for operation and maintenance of facilities. Three pilot cases were also studied. A rough plan was made 
for the pilot areas including placement of buildings and services and transport solutions. Different scenarios for 
energy consumption and production systems were modeled and compared. Also emissions during the entire life 
cycle of the energy production processes were calculated with Global Emission Model for Integrated Systems 
(GEMIS). One of these pilot cases is described in this paper. During the project a questionnaire for residents in 
St. Petersburg was also made. It showed, among others, a poor willingness to pay for renewable energy and good 
indoor air. One of the major findings was a lack of policies and knowledge for certain renewable energy 
technologies and improved energy efficiency of buildings. 
 
Keywords: City planning, Russia, Energy-efficiency 

 
1. Introduction 

In Russia the ecological planning is still in the early stage of development. Energy production 
based on renewable energy sources is also a quite unknown solution. However, there are 
already some regulations that support the guidelines of ecological urban planning. One of 
these is the regulation that orders maximum allowed distance from residences to the daily 
used services, such as day care centre, school, shops and health care centre. 
 
The aim of EcoGrad, a r esearch project conducted by VTT Technical Research Centre of 
Finland, was to develop a concept for the design of appropriate ecological neighborhoods for 
the city of St. Petersburg, Russia. Local features of the areas, such us Russian regulations, 
social and culture facts as well as local environment and weather conditions, formed the base 
data for the case studies. The project started in the beginning of 2010 and lasted until the end 
of the year 2010. The research report of the EcoGrad project will be published in English in 
the publication series VTT RESEARCH NOTES [1]. The objective of this paper is to present 
the development process used in the project and highlight some specific differences in 
ecological city concepts developed for Russia compared to Finland.  
 
As partner on the Russian side was the Coordination Center for International Scientific-
Technology and Education Programmes. The most important reason for having a Russian 
partner was to develop the contacts to the local government. Another reason was to get help 
with collecting necessary basic data. In addition a student from Saint-Petersburg State 
University of Architecture and Civil Engineering made a one month visit to VTT in order to 
help with data collection. A rough examination of the Russian building norms was made.  
 
One of the guiding principles in the planning process was Globally Optimized, Locally 
Designed (GOLD) principle. Practically this means that the local conditions are taken into 
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consideration, when applying global optimized solutions into the EcoGrad concept. The aim 
was to find suitable solutions for Russia from those globally studied and applied technologies 
and concept solutions that are already approved to be sustainable, and suitable for ecocities. 
 
The project included three pilot residential areas locating in St. Petersburg. A rough city plan 
was drawn and different energy systems were modeled and calculated. These plans included 
different building types in the area (residential, services and offices), floor areas of each 
building type, number of residents, the energy consumption level of buildings, green areas, 
suitable transportation solutions, and the structure of the area.  
 
Based on the findings from the pilot studies and negotiations with the local authorities, 
a criteria list for an ecological city plan was made, presented, and iterated. It included aspects 
from the international LEED and BREEAM criteria and national Finnish criteria. The criteria 
list is divided into following sectors: energy, buildings, transportation, the structure of the 
area, land usage, landscape, waste and water solutions. There are three categories in the 
criteria list: general level criterion, details and specifications of the criterion and special 
notices from Russia. [1] 
 
2. Methodology 

2.1. Progress and collecting data 
The approach was in the beginning to collect basic data and directly create plans according 
the EcoGrad concept for pilot areas. The general data needed was the energy efficiency level 
of houses being built today, ventilation systems normally used, energy prices and tariff 
systems, building norms, city planning process description, other relevant local regulations 
(such as distances to the daily services) etc. Case specific data needed was: existing transport 
solutions, maps of the areas, the stage of the city planning in the area, expected amount of 
inhabitants, etc. However, it turned out to be very difficult to get reliable base data, because it 
is hard to get energy consumption data on a single building level. Therefore the approach was 
changed. First a basic concept, based on Finnish base data, was developed. It was presented to 
the local authorities and adjustments were made based on the feedback received. The concept 
was made in more detail by adjusting it to three different pilot cases. The detailed concepts 
were again presented to locals and adjusted. The development process could be called an 
iteration process. As a r esult, the minimum emission saving potential in Russia could be 
evaluated. However, even larger emission savings may be achieved in St. Petersburg, since it 
is probable that the current Russian buildings consume more energy than buildings in Finland.   
 
2.2. Questionnaire study for residents in Russia 
Together with Finec, the St. Petersburg state university of Economics and Finance, 
a questionnaire for residents was made. The questions were made by VTT, and the 
questionnaire was performed by Finec. The questionnaire had 750 answers, 600 per email and 
150 per telephone interview and face-to-face interviews. The survey was devoted to the living 
area conditions opinions, which included answers regarding the housing, buildings and living 
areas, transport etc.  
 
The main finding was that almost all respondents (92 %) said that it is of no value for them to 
have their house heated with renewable energy. Less than half of the respondents (40 %) are 
willing to pay extra for good indoor quality, even though 80 % answered that they consider 
good indoor quality important. Security issues could also be highlighted, 72 % said that they 
do not feel safe in their neighborhood, which can be compared to a study made in Finland that 
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showed that 81 % of Finnish people living in urban areas felt really or quite safe [2]. 
The respondents want big apartments, over 100 m2, and they want to want to see parks, green 
areas and water when they look from their window. What also can be noted was that a rather 
big part, 44 % of the respondents do not own a car, mainly due to economical reasons. 
 
2.3. Modeling of pilots 
For each pilot case, a plan of the area was done, including the structure of the area, building 
types and location of services as well as transportation solutions. Different energy systems 
were modeled and compared. At first step, the base data was collected and a plan of the area 
was done. Number of inhabitants, buildings and necessary service spaces were settled.  
 
At the second step, energy consumption of the entire area was calculated in different 
scenarios: base case scenario, low energy building and/or passive house level. The 
consumption level of base case scenario was assumed to correspond to the energy 
consumption level of Finnish building regulations in 2008, be cause reliable sources about 
Russian consumption levels were not available. Consumption level of low energy and passive 
houses were also based on Finnish definitions [3; 4]. The energy consumption of each type 
building was calculated using the WinEtana program which has been developed by VTT. 
WinEtana calculated the consumptions of different building types from the base data: the 
volume of the building, number of floors, the types, areas and U-values of ceilings, windows, 
roof and base floor, electrical equipments and their efficiency. These values for low energy 
and passive building levels are expert estimations by VTT.  
 
Different options for renewable energy production were studied. Suitable production 
technologies were recognized, and then emissions produced during the entire lifecycle of 
the energy production process were calculated using the Global Emission Model for 
Integrated Systems (GEMIS), which is developed by The Öko-Institut e.V. The distribution 
losses were also included in the calculations. Results were compared with each other. 
According to IEA electricity transmission losses are 10 % and heat distribution losses 7 % [5]. 
 
Each pilot has its own characters and special aspects. First pilot was a residential area for 
20 000 inhabitants. It was developed together with Pöyry Oy. The plan included different 
building types: one family houses, row houses and high rise buildings. The focus was on 
the factors affecting to the eco efficiency of the area (such as public transportation and 
walking and bicycling, green corridors, different building type areas, cultivation plots, 
placement of services and the entire area etc). This pilot has been presented shortly in this 
paper. 
 
The second pilot was a residential area for 10 000 inhabitants, with residential high rise 
buildings. It was developed with a local building company. One starting point was to develop 
an ecological city plan without creating any extra investment costs. Focus was therefore put 
mostly on non-technical solutions, and the best suitable heat energy production was district 
heating with woodchip boiler. The third pilot was a smaller one, including only two blocks 
and less than 2000 r esident and the focus was on t he development of public-private 
partnership business models. It locates in the coast, on t he Vasili island, in central St. 
Petersburg. Therefore, the water heat pump solution was considered interesting, since it could 
also be utilised for space cooling. The electricity could be produced with building integrated 
solar panels as well as with small building integrated wind turbines. However, most of the 
electricity demand should still be bought from the national grid. As another options solar 
collectors were also modeled.  
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3. Results 

3.1. The EcoGrad concept 
The EcoGrad concept was developed in the EcoGrad project. The target of the EcoGrad 
concept is an ecological urban planning process, which takes into account local Russian 
operational environment. A result of this process is to achieve an urban area, which is as eco 
efficient, functional and comfortable place to live, as possible. The fields included in 
the EcoGrad concept are: dense structure of the urban area, local environment and basis, 
energy efficient buildings, renewable energy production, sustainable transportation solutions, 
waste and water management and social facts. The aim is to utilize the concept also in 
the future projects in Russia.  
 
One of the key issues of EcoGrad concept is an integrated planning process. This means that 
all urban planning fields are taken into consideration together already from the beginning of 
the planning process. In other words, the continuous co-operation of experts of different fields 
is really important. Then it is possible to find the solutions that are best for the entire system 
both environmentally and economically as well as functionally. [5] 
 
In an energy system of the EcoGrad concept, the primary aim is to minimize the total energy 
consumption of the area. The main focus has to be concentrated on t he energy usage of 
buildings as well as transportation, which are the most significant energy consumers. The 
energy consumption of buildings can be remarkably reduced with low energy and passive 
building technologies. On the other hand, the energy that is really needed in the area should 
be produced mainly from renewable energy sources. The optimization of the entire energy 
system, including heating, cooling, and electricity consumption and production, is important.  
 
3.1.1. Factors affecting to the implementation of projects in Russia 
The Russian building regulations can be found from the SNiP documents. The name is in 
Russia: СНиП - Строительные Нормы и Правила, which means Construction Rules and 
Regulations. SNiP is a set of regulations in the field of construction, enacted by executive 
state authorities, which contain obligatory requirements. SNiPs set general provisions, design 
requirements, rules of carrying out works and work acceptance, cost estimate guidelines. 
There are a l arge number of SNiPs, and each of them concentrates on one specific field. 
According to the Russian partners, the building regulations are under development process, 
which aim is to develop regulations toward European standards. In Russia, it is critical for all 
operations and projects to have knowledge about building codes and operation models. 
 
Nowadays it is quite difficult to arrange the maintenances services of residential buildings in 
St. Petersburg. This is due to unclear ownership and management structures of facilities, as 
well as a poor level of the feature information of real estates and poor supply of services.  It is 
unclear who should pay for the service and that often leads to the situation that the service is 
neglected. This needs to be considered when design includes technical aspects. This is one of 
the drivers that increase the interest for various Public Private Partnership business models. 
 
Some solutions of EcoGrad concept are so multifaceted that it is necessary to have a private 
partner for maintaining and operating those. Without skilled private operator it cannot be 
assured that technical solutions operate efficient and ecologically enough, as planned. This is 
due to the fact that most of the solutions need special know-how and maintenance also after 
the construction phase. Depending on t he used public private partnership model, private 
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partner can also be responsible for financing, investing, designing, building, and owning of 
services or necessary facilities. When designing and choosing suitable business model, it is  
important to consider ownership, responsibilities of the various parties and financial control.  
 
3.2. The concept for the first pilot case 
 
As an example the energy system, calculations of the first pilot are briefly introduced below. 
The plan of the first pilot area and the volumes are presented in the Figure 1. The planned 
number of inhabitants in the area is 20 000. The residential area is 30 m2 per inhabitant, which 
means in total 600 000 m2 floor area. There are five different building type areas: dense, low 
and dense, detached houses and villas. The inhabitation is most dense in the center of the area, 
which is really close to services and railway connection to the centre of St. Petersburg.  

Fig. 1.Plan of the first pilot 
 
The energy consumption has been calculated in three different scenarios: base case, low 
energy and passive building levels. The results can be seen from the Figure 2. M ost 
significant improvements are related to decreasing the heat consumption of buildings, and 
especially the heat consumption of space heating. It is more difficult to affect to the electricity 
or hot water consumption, because they depend more on the habits of the residents.  
 
Next, different energy production options were studied. First option was quite ultimate with 
the target of using only renewable energy sources and achieving as low emission level as 
possible. That meant ground heat pumps, building integrated solar panels and wind power.  
 
Heat collection pipes could be mounted on the golf court locating close to the pilot area. It 
was assumed that the COP of the heat pumps is 3, and the heat yield is 35 kWh/m2/a. One of 
the challenges was the fact that heat pumps consume electricity, which is also supposed to be 
produced within the area. If was further assumed that the entire area of roofs could be utilized 
with building integrated solar panels. It was calculated that the yield of solar panels would be 
17 700 MWh/a. This means that there should also be a lot of wind energy: in a base case 
28 804 MWh/a (the power capacity being 14,4 M W), low energy building level 
20 200 MWh/a (with the power capacity of 10,1 MW) and passive building level 
17 796 MWh/a (with the power capacity 8,9 MW). Power levels of wind power are calculated 
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with a capacity factor 23%. In this option the target was to produce as much energy as is 
consumed in the area, but it is assumed that the area is connected to the national electricity 
grid, which smoothes the differences between the production and consumption continuously.  
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Fig. 2. Energy consumption of the pilot area in different scenarios 
 
The second option was combined heat and power production (CHP) plant that is fuelled with 
woodchips. The third option was also a CHP plant, but it was fuelled with biogas produced 
from the wastes. It was assumed that the CHP plant is operated according to the heat demand 
in the area, as usual. In addition, it was assumed that the plant produces 80 % of yearly heat 
consumption, and the rest of the heat demand is covered with reserve plants, for example 
natural gas boiler. The used CHP processes were calculated with the information of real 
existing plants from the database of the GEMIS software. The plant using wood as a fuel 
produced 2 MWh of heat per 1 MWh of electricity, with the electrical efficiency of 27,5 % 
and operating time of 6000 h/a. The biogas CHP plant produced 1,5 MWh of heat per 1 MWh 
of electricity, and the efficiency and operating time were the same as the woodchip CHP 
plant.  
 
The green house gas emissions of these different energy production options are presented in 
Fig. 3. The emission calculations include the emissions produced during the entire life cycle 
of their processes (including for example construction and transportation). These results were 
also compared to the base case, which represents the current situation in Russia. According to 
IEA, in Russia buildings are heated most commonly with district heating, in which the heat is 
produced from natural gas. The emissions of base case electricity are calculated with GEMIS 
from the base data of IEA [6]. 
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Fig. 3. Green house gas emission from different energy production options in the first pilot case. (LE 
= low energy buildings, Passive = Passive buildings, HP = heat pump, BIPV = building integrated 
solar panels, CHP, wood = CHP plant that uses woodchips, CHP, biogas =CHP plant that uses 
biogas) 
 
4. Conclusions 

After the whole project it can be concluded that ecological city planning principles can be 
applied in Russia. Ecological city plan was done for three pilot areas in St. Petersburg, and the 
energy consumption and production scenarios were modeled. One of the major findings was 
that it is  important to aim buildings’ energy consumption towards passive building level. 
Next, emissions during the entire life cycle of energy production process were calculated for 
each scenario with Global Emission Model for Integrated Systems (GEMIS). As a result 
a significant energy and emission saving potential was found. However, while modeling can 
be done, there are several issues that have to be considered in the planning process, and they 
need to be resolved before results of these modelings can be fully implemented. One of the 
most important further development steps is the actual implementation in these pilot areas.  
 
It seems that there is a lack of knowledge and policies regarding renewable energy as well as 
technologies that improve the energy efficiency of buildings. The development of renewable 
energy systems is not yet common enough in Russia. Policies need to be clarified, for 
example the buffer zones for bio energy plants were not known by Russian partners. It was 
also unclear whether local legislation allows energy wells to be drilled for heat pumps. And as 
another example, an important part of the passive house concept is the mechanical ventilation 
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with efficient heat recovery. It needs to be emphasized that buildings cannot be built airtight 
and well insulated unless proper ventilation is insured. However, this is quite unknown 
solution according to the survey for residents, and the implementation may be difficult due to 
local policies. Generally speaking, the issues related to base data issues, ownership and 
operating conditions in existing buildings have to be resolved. Future efforts should be put on 
exporting knowledge and best practices about these issues. With better knowledge the local 
norms can be developed in a sustainable way and it will also support the development of the 
city planning process.  
 
Taking the criteria developed in this project into the planning process is the next step in 
the development of new ecological areas. In contrast to similar studies conducted in Finland, 
the survey results suggested that while renewable energy is not a priority for Russians in new 
neighborhood developments, there is an interest in indoor quality and larger living spaces. 
Revealed challenges include the unwillingness to pay for improvements and low safety in 
neighborhoods, suggesting underlying economic and social issues that need to be addressed in 
addition to providing energy and environmental opportunities. Generally speaking, it seems 
that passive solutions that are not very technology dependent are valued higher in Russia. 
Technological solutions are not considered ecological. Smart metering systems for electricity 
consumption raised interest, but were still considered with skepticism. 
 
During the project it was noticed that it is very important to have an active local partner in this 
type of development project. The local partners need to have their own funding for the project 
to ensure that the work is being prioritized. In addition, the results of the questionnaire made 
for residents in St. Petersburg imply that residents should be more involved in the planning 
process. This is another possible future implementation of the EcoGrad project. 
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Abstract: Biofuels are being employed in nearly all the EU member states to fulfill the targets set up by the 
European Directive 2003/30/EC to have a 5.75% share of renewable energy in their transport sector by 2010. In 
Sweden ethanol is the leading biofuel, while biogas mainly depend on local initiatives with the city of Linköping 
as a case in point.  
Our purpose with this article is to analyze the development of biogas in Linköping within a framework of 
technological transition theory. To this we add a set of concepts from large technical systems-literature to 
address and re-analyze two earlier studies on the biogas development in Linköping to achieve a deeper 
understanding of this success story. We argue that the establishment of a development trajectory for biogas 
depended on the ability of the involved actors to establish and nurture their social network, to create learning 
processes and stimulate the articulation of expectations and visions. It was also important that these three factors 
were allowed to influence each other for the system to gain a momentum of its own. 
Furthermore, the biogas development in Linköping is found to be interesting in that the triggers for the 
development came from a variety of levels and angles. Initially, the rising fuel prices after the oil crises in the 
1970’s resulted in an increased interest in renewable fuels in general. Second, an anticipated national pipeline for 
natural gas planned through Linköping was considered a huge potential for methane exports. A part from these 
external energy incentives, the local trigger was the bad urban air quality caused by the public transport 
authority’s bus fleet. The breakthrough came when it was discovered that by-product biogas from the wastewater 
treatment facility could be used as a fuel for transport.  
When the plans for the national pipeline were rejected, a fruitful co-operation between the municipally owned 
production facility and the public transport authority was set up to meet the constructed demand from public 
transport. This cooperative pair-arrangement was the starting point for the biogas niche trajectory as other actors 
subsequently were enrolled to increase the size and agency of the network. 
Nowadays, biogas and other renewable fuels play a significant role in the supply of transport fuels for 
Linköping. In 2009, a total of 9.5% of all transport fuels used in Linköping were from renewable sources, i.e. 
biogas (4.6%), ethanol and biodiesel. This puts the city well ahead of the European target of 5.75% renewable 
fuels by 2010. 
 
Keywords: Technological transitions, niche management, biogas, renewable energy, biofuels for transportation

1. Introduction 

Our purpose with this conference paper is to analyze the process of biogas development in 
Linköping using technological transition theory. We argue that the success story was an 
example of the interplay between three technological niche processes; social networking, 
learning processes and the articulation of expectations. Our focus is mainly local, but since 
national initiatives and plans also affected the process, some of these are included in the 
description. We suggest a local Swedish “style” of technological niche development as a topic 
for further research. 
 
2. Methodology 

To create a deeper understanding of the development of biogas in Linköping, we assemble a 
new theoretical perspective to re-analyze two earlier studies on this topic. The theoretical 
perspective stem from two bodies of literature; the main framework come from technological 
transitions-theory [1], [2], to which we add key concepts from large technical systems theory 
developed by Thomas Hughes [3], as well as findings from Swedish scholars within this field 
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[4], [5]. No new empirical material has been collected and the analysis veers more towards 
theory building than generalizable conclusions. 
 
3.  Theory 

The basic conception of the paper is that technical systems are embedded in a societal context; 
they are socio-technical, which means that technical systems and societal actors both affect 
and are affected by each other [2]. This reflexivity is particularly evident in the case of 
emerging socio-technical systems, whose meaning and performance are still under negotiation 
in the process to reach a concluded design solution [6]. 
 
If successfully spread, an emerging socio-technical system may be taken up and evolve into a 
socio-technical regime, consisting of prevailing institutions and rule-sets (formal laws and 
regulations), which provide stability [7]. In a regime, relationships are since long established 
between for example suppliers, user and producer groups, research networks, public 
authorities and societal groups [2]. Different kinds of socio-technical systems often share the 
same characteristics within the same country. A typical feature of the Swedish way of 
constructing socio-technical regimes is the ”development pair”-configuration; a close, long-
term relationship between an industrial company and a state customer regarding development 
projects on new technical systems. An example of this is the cooperation between the 
Swedish Powerboard (Vattenfall) and ASEA (later ABB) [5]. 
 

       
 
Fig 1. Multiple levels as a nested hierarchy[1]        fig 2. Describing the niche trajectory[1] 
 
Regimes are located at the meso-level in a heuristic model for socio-technical systems 
developed by Frank Geels, fig 1. Most changes in socio-technical regimes are of an 
incremental nature, so for major regime changes to occur, external pressure from outside of 
the regime level is needed [7]. An example of external pressure is when the oil crises during 
the 1970’s increased the transportation regime’s interest in renewable fuels. 
 
The oil crises are examples of events in the socio-technical landscape. The landscape is 
located on a macro level in the model and is even more sturdy and hard to change than 
regimes. It contains technology-external factors such as financial fluctuations, diplomatic 
relations and international conflicts [2]. So while both the landscape and regime levels 
stabilize the incumbent practices of different socio-technical systems, they also create 
disincentives and barriers for disruptive technologies to develop [7].  
The heuristic spaces for disruptive and/or emerging technical systems are the technological 
niches, found at the bottom of the socio-technical hierarchy. Here, change can still be radical, 
as uncertainties caused by socio-technical ”child diseases” must be overcome. It is important 
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to find an organizational form and agreements between the involved actors, for example 
through the formation of joint ventures. The technology must furthermore be trustworthy, the 
operational risks low, and subcontractors with the right components must exist on the market. 
[4]. Uncertainties at the niche level can be overcome by constructing a first and large enough 
secure market outlet to lower the economic risks involved in doing research on a yet 
immature technology. This is important as ’incubation room’ where the nurturing can proceed 
without the pressures from mainstream market selection. The focus of this paper will be at the 
level of technological niches for which three crucial processes have been identified [2]: 
 
1. The building of social networks with meaningful relational connections between involved 
actors. Such networks are the arena for users, decision-makers and other interest groups to 
give feedback about the technical system to firms, engineers and researchers, and vice versa. 
 
2. The creation of learning processes is important, not only for technical aspects such as 
design and user preferences, but also from a societal point of view to understand for example 
regulation and infrastructure requirements. 
 
3. Finally, the articulation of expectations and visions around a socio-technological system is 
important both to attract attention and resources from the social network, as well as to provide 
space for learning processes. 
 
Achieving a successful interplay between the three processes is necessary to develop a 
development trajectory for a new radical socio-technical system [2]. If this is successful, the 
system can start to expand and require other systems and organizations to adapt. This is what 
Thomas Hughes calls ’momentum’, a dynamic inertia that strives to enlarge the action space 
for and increase the number of activities in the socio-technical system. Momentum thrives on 
overcoming reverse salients, i.e. anomalies and/or uneven development that constrain the 
system from expanding. Reverse salients stimulate inventive activity and are thereby also 
important drivers for learning processes [3]. 
 
All socio-technical regimes have started out as niche trajectories. Regimes are the formalized 
results of social network activities, learning processes and achievements surrounding a 
technical system, which have gained enough momentum to overcome reverse salients and 
develop into a socio-technical regime in its own right, fig 2. 
 
4. The biogas development in Linköping 

4.1. Empirical data 
The following description is in large parts collected from two reports. The first is a published 
paper by biogas researcher Magdalena Fallde [8], and the second is an unpublished report on 
the Linköping biogas development written by Undén [9], the former CEO of Svensk Biogas. 
We have taken into account that Undén have all the reasons to write a success story and have 
tried to stay away from bias in our description. The intention has been to re-frame these 
written accounts from a technological niche development perspective.  
 
4.2. Context: biofuels in Sweden 
Biofuels achieved attention on a national Swedish level after the oil crises of the 1970’s. A 
large-scale methanol initiative characterized the first years of development without achieving 
much of a break-through. While methanol always remained a strictly top-bottom initiative, 
ethanol could to a larger extent be endorsed and played out locally [10]. The same was also 
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true for biogas; which still can be seen in the fact that most of Sweden’s biogas facilities and 
the achieved competences most often remain within municipally owned companies [11]. 
 
4.3. Initial incentives 
It was in many respects lucky circumstances that made biogas the option as the fuel for 
sustainable transportation in Linköping. Following the oil crisis (a critical event in the socio-
technical landscape), the Swedish socio-technical regime discussions on environmental issues 
intensified on a national as well as local level. In Linköping, the discussion focused around 
the city center and especially the central bus stop square which was characterized by the smell 
of diesel exhaust and soot particles. Since the inner city was banned for other transportation 
vehicles than buses, the environmental problems could only be referred to them. This led to a 
joint will among the local politicians to improve the local transportation regime and the 
environment of the inner city in an economically feasible way. The local bus authority at the 
time, LITA, had problems convincing the citizens to continue using their buses, which had 
been regarded as the most sustainable transportation system in the city. The question became 
even more delicate for LITA since it coincided with both the expiration of the local authority 
monopoly for bus transportation and the widespread implementation of new catalytic exhaust 
technique in petrol driven private cars. On a deregulated market and with this technical 
alternative at hand, why would people choose their buses for transportation? LITA had only 
one choice, to change fuel in their buses [8]. All of these events in the local socio-technical 
transportation regime were influential in the biogas development process.  
 
Parallel to these local triggers, there were plans to build a national natural gas pipeline 
through the county where Linköping is situated; a great possibility for both import and export 
of methane. This national project in the socio-technical energy regime, was part of 
Linköping’s provider of regional services’, Tekniska Verken AB (TVAB), search for 
alternative burning fuels. At the time TVAB had permission problems with their waste 
incineration plant, which the local authority threatened to close down. When the plans for the 
natural gas pipeline were rejected due to economical reasons, the idea of gas driven vehicles 
had stuck in the minds of the managers at LITA. Gas to them appeared as a new and unproven 
fuel but also attractive and with existing techniques for operation [8]. This interplay between 
national and local changes in different kinds of socio-technical regimes provided the ground 
for further initiatives for biogas on the local scale. 
 
4.4. Early signs of a niche trajectory 
When the bio-methane by-product in TVAB’s wastewater treatment plant turned into a 
possibility, fuel for transportation was not at all their business idea. This was instead triggered 
by the fact that LITA was searching for new fuel for their buses. Replacing the missing 
natural gas with this existing source of bio-methane seemed obvious, even though bio-
methane was mostly produced for reserve electricity purposes in Sweden at the time [8]. 
 
The two municipality-owned companies got the permission to perform a pilot study on 
refining the bio-methane from the wastewater treatment plant. The idea was to convert five 
diesel buses into bio-methane ones and put them in operation within regular traffic. This pilot 
study established the social network around the development project and added more concrete 
ways of practice. Part of the money invested in the project was a grant from the Swedish state; 
the rest came from the municipality of Linköping, the county, the regional bus authority, 
LITA and TVAB. Setting up this network of actors around a created offset market of bio-
methane buses, proved successful as the first five rolled out in regular traffic in 1992. The 
work conducted in the pilot study was characterized by a steep learning curve. Several 
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technical issues concerning upgrading and distribution of bio-methane were solved and 
overcome during the scope of two years. The learning-by-doing process was considered 
fruitful to such an extent that the possibility of a full-scale operational project, from five to 20 
buses, was discussed during the later part of the pilot study [9]. 
 
The wastewater treatment plant could not alone provide enough bio-methane for such an 
expansion, and had thus to be complemented by production from other substrates. Studies 
were carried out on different raw materials suitable for digestion at the same time as two other 
Swedish projects with bio-methane as fuel for transportation were about to start. This created 
a greater focus on the achievements done in Linköping and according to the CEO; a general 
wish of being pioneers was spread among both the personnel and politicians [9]. 
 
The calculations for the full-scale project of 20 buses showed that a switch to bio-methane 
would cost more than continued traffic with diesel buses. Nevertheless, the politicians made 
the decision to go ahead not only with 20 but the entire bus fleet of 65 buses, since economies 
of scale made the larger project less costly per driven kilometer. On the other hand, the capital 
risked in investments would also be bigger and with the implemented technology in the whole 
bus fleet of the inner city, a failure would be critical [9]. 
 
4.5. Technological momentum catching on 
Around the same time, a new main supplier of raw material to the biogas digestion appeared 
in the form of the locally situated slaughterhouse Farmek. They had problems getting rid of 
their organic waste and biogas could be a way to secure their offset. Furthermore, the digested 
by-product from bio-methane production is a highly valuable fertilizer for farmland, so to 
secure the offset even further; LRF (the farmers association) was enrolled as an actor to take 
part in the social network surrounding the project as well. With this set-up, the bio-methane 
production system generated income at three times during the process: from receiving/treating 
the waste and the production of approved bio-fertilizer and bio-methane. Getting these actors 
to work together proved crucial, not the least since it at the same time confirmed the local 
authorities belief in the project. Successful enrollment of more actors proved that 
achievements and visions spread also outside of the established social network. This new 
setup of three stakeholders (TVAB, Farmek and LRF) started an associated company to 
TVAB with shared ownership, and a state grant was received to establish a first production 
facility for bio-methane in 1995. The plant was established during 1996 and provided a new 
space for further learning processes, so that the efforts made during the pilot study could be 
continued but on a larger scale [9]. 
 
In late December 1996, the first batch of substrate was loaded into the plant. During the first 
years of operation, experiences and breakthroughs were made about the operation of the 
whole system; from the controlling of digestion chambers, via the upgrading system and 
refilling stations to the everyday maintenance and operation of the bus fleet running in the 
inner city. Pioneering work became a part of the workforce’s everyday and a strategy to 
allocate investments in personnel and to tie competence and not only technology to the 
project, was complemented with the sharing of experiences from other projects in Sweden [9].  
 
Actors other than just the locally concerned thus shared the visions around the project, and the 
project gained a lot of attention both regionally and nationally. Between 1997 and 2008 the 
plant managed to manifold it’s production of bio-methane due to conquests in process 
techniques and managed to keep the production steady by relocation during a period of 
difficulties in substrate deliverance. The plant also had to continuously increase the 
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production of bio-methane in order to meet the launching of converted bio-methane buses [9]. 
That the project had been able to manage and overcome these hardships, can be seen a sign of 
the niche trajectory building up a momentum. This was going to be put to the test when the 
project was seriously questioned for the first time since the start in 1990. 
 
4.6. Reverse salients 
The problem stemmed from the odor from the production site and proved very hard as well as 
important to solve, not the least since its solution was important in relation to the inhabitants 
of Linköping. A costly process was initiated by boxing in the incidence and an odor panel of 
local citizens was assembled to derive the cause of the problems and thereby undertake 
necessary measures at the plant. It took several years with an odor-reducing program until 
better levels for the surroundings were achieved [9]. 
 
At the same time as this process went along, the top management was changed and a new 
CEO was installed. The bio-methane production was not profitable enough so a new business 
idea was badly needed. A face-lift into yet another expansion phase was figured out to get 
more economically beneficial through size advantage. The expansion required large 
investments in both technology and personnel, and a crucial decision was taken to expand 
regionally and into the private market. The new CEO pushed the expansion plans through, 
although the political opinion was not throughout positive. This was due to that TVAB at the 
moment generated much better profit to the municipality than their other business areas [9]. 
 
Already during 2001 and 2002, two large investments were done in new upgrading units and 
the first public filling station. The entrance to the private market was announced through a 
public statement that bio-methane should be a fuel you can rely on in Linköping also for your 
private car. LRF and Farmek was not interested in this expansion and sold their ownership to 
TVAB, which became full owner of the new company that was now formed [9]. 
 
In 2003 TVAB planned to establish filling stations for private cars in every regional city to 
create a demand for bio-methane as quick as possible with as little investments as possible. 
The change of the name to Svensk biogas (Swedish biogas) coupled with logotype change 
packaged their new business idea, and the expansion first aimed at building a new production 
facility in the neighboring city of Norrköping. At the same time, they had also showed the 
possibility to transport compressed bio-methane to newly established bio-methane markets 
without local production, which was a new business practice by then. During the period of 
2003-2006 Svensk biogas established 14 public fuelling stations regionally and grew the 
public market from 300 000 to 3 100 000 Nm3 [9]. During these later stages of niche 
trajectory development, signs of a stabilizing momentum can be seen as more and more 
reverse salients are conquered and the socio-technical system achieves an expansive dynamic. 
 
5. Results 

The Linköping biogas case provides insights of how the intertwined process of social 
networking, learning processes and the articulation of expectations and visions can be 
configured for a technological niche development. Two initially important factors can be 
highlighted: the initial pilot study and the creation of an offset market in the form of the local 
bus fleet. This constructed an “incubation room” or niche, which could act as a protected 
arena for interactions and a starting point from which a trajectory could be developed. 
 
Characterized by a steep learning curve, the pilot study years was successful enough in 
creating expectations and visions to overcome the crucial moment to further expand into a 
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second pilot study. At that point, the expectations created within the social network were 
strong enough to dare go into an even greater expansion than first planned for; 65 instead of 
20 buses. Furthermore, the visions surrounding the project seemed hopeful enough to 
successfully enroll more actors to the network to provide a larger resource base of organic 
waste needed for the expansion.  
 
The reconfigured social network and the larger second project provided yet another and 
extended arena for learning processes. New expectations and visions were in this process 
created around the project, which lead to the expansion into the private market. The dynamic 
expansion of the biogas project had begun to show signs of a technological momentum, as the 
enrolled actors had to adapt their processes to the biogas development. Furthermore, it 
conquered the first encounter with a reverse salient; the odor problems from the factory. 
 
The biogas niche trajectory in Linköping was the combined result of the three processes. The 
relationship between the actors from different socio-technical regimes created a stabilized yet 
diverse local network. Although they had different incentives, they learned and developed the 
biogas technology and created a momentum through co-operation and a shared vision.  
 
6. Discussion and Conclusions 

An interesting feature in Linköping is the way that different socio-technical regimes affected 
the development of a biogas trajectory. Initially, pressure came from landscape change 
inflicted by the oil crises. Furthermore, the national gas pipeline project (the energy regime) 
had its implications as well as the earlier attempts and projects with other biofuels (the 
transportation regime) made in Sweden. These pressures, together with the local trigger event 
of bad air quality, opened up a window of opportunity for changes to occur locally. The 
biogas niche trajectory could develop as actors from different socio-technical regimes became 
enrolled and involved in the process: the wastewater treatment plant and agricultural sector 
found offsets for their by-products, while slaughterhouse waste became a resource provided 
by the food industry. Of course, the possibility of networking across regime borders stems 
from the fact that biogas (upgraded methane) is an energy source found as organic by-product 
in many different industrial processes. Still we believe it important, both for researchers and 
practitioners interested in socio-technical niche development, to look over the regime fences 
for possible exchanges as well as useful pressure mechanisms and offset markets. 
 
The findings of this article furthermore suggest it reasonable for a slightly altered 
”development pair”-concept to describe the development of biogas in Linköping. The co-
operation between the municipally owned bus company customer on one side, and the 
municipally owned producer (TVAB) and the private actors they enroll to their network on 
the other, form the starting point for a niche trajectory. This cooperative pair-arrangement and 
their long-term collaboration form the basis of the development. It is important to stress that 
one observation alone is not enough to generalize any conclusions to be applicable also to 
other biogas cases in Sweden. Still, it is so that municipally owned companies run most 
biogas facilities and have the largest embodied competence on the subject in Sweden. We 
believe that it would be fruitful to conduct further research to seek out whether a local 
Swedish ”style” for technological niche development for biogas can be detected. 
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Abstract: The present work is intended to evaluate renewable energy potential in Northern Japan area and 
Tokyo metropolis and to reveal possibility of supplying renewable energy from Northern Japan area to Tokyo 
metropolis. This evaluation method consists of three processes with GIS. The first process is simulation of the 
meteorological parameters such as river discharge and direct solar radiation. The second process is extraction of 
potential areas with restrictions such as meteorological conditions, geographical features and social environment. 
The third process is calculation of annual energy production. The application of the new method to Northern 
Japan area shows that the sum of renewable energy potential is 185,000 GWh/year, which contains 120,374 
GWh/year of wind energy, 29,111 GWh/year of mini-micro hydropower, 986 GWh/year of solar power, 31,089 
GWh/year of geothermal energy and 3,440 GWh/year of biomass energy. The geothermal and biomass energy 
potential were quoted from earlier study. The renewable energy potential in Northern Japan area is bigger than 
the 78,519 GWh/year of electricity demand in civilian sector in Tokyo. It is possible for the renewable energy 
potential in Northern Japan area to satisfy electricity demand not only in Northern Japan area but also in Tokyo 
metropolis.  
 
Keywords: Renewable Energy Potential Estimation, GIS, Wind Energy, Hydropower, Solar Energy  

Nomenclature 

Epw Wind energy potential ................ kWh⋅year-1 
V Wind velocity ......................................  m⋅s-1 
f(V) Weibull model ............................................ - 
P(V) Power curve ........................................... kW 
Eph Mini-micro hydropower potential  kWh⋅year-1 
H Height ...................................................  m-1 
Q River discharge ..................................  kg⋅s-1 

µt Waterwheel efficiency................................ -  
µg Generation efficiency  ............................... - 
Eps  Solar energy potential  ........................ kWh 
Nh Number of household......................... family 
Cp  Capacity ................................... kW⋅family-1 
Se  System utilization ......................................  - 
 

 
1. Introduction 

The present work is intended to evaluate extensively renewable energy resources potential in 
Northern Japan area and Tokyo metropolis and to analyze locally renewable energy potential 
in Akita prefecture in order to reveal possibility of supplying renewable energy from Northern 
Japan area. In Japan, Tokyo metropolitan government and Northern Japan area, such as 
Aomori, Akita, Iwate, Yamagata and Hokkaido, have agreed on interregional cooperation for 
renewable energy use. The purpose of the agreement is to realize reducing CO2 emission in 
Tokyo metropolis and revitalization of the rural economy and expansion of job opportunities 
by supplying renewable energy from the rural area to the huge city. There are differences of 
circumstance between rural areas that have a huge renewable energy potential and a big city 
that has huge energy demand behind. 
 
In order to efficiently construct renewable energy facilities the systematic and accurate 
evaluation of renewable energy potential is important. Voivontas et al., for example, 
developed a decision support system by using GIS (Geographical Information System) for the 
evaluation of renewable energy sources potential and conducted financial analysis of 
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renewable energy investment in Crete, Greece [1]. The evaluation methods in earlier studies 
were designed locally for each specific area. In contrast, the authors intended to evaluate 
extensively renewable energy resources potential and to prove features in each area by 
comparison of evaluation results. Therefore the authors developed a new evaluation method 
by using GIS and publicly available digital spatial data in Japan [2]. 
 
2. Methodology 

2.1. Study area 
The study was carried out for Northern Japan area which includes Hokkaido and Tohoku area 
(Aomori, Akita, Iwate and Yamagata prefectures) and Tokyo metropolis in Japan. Fig. 1 
shows that Hokkaido and Tohoku area lies in the northern part of Japan. 
 

 
Fig. 1 Study area: Hokkaido, Tohoku area and Tokyo metropolis.  
 
2.2. Software and data source 
In the present work we used GRASS ver.5.3 and 6.2 as GIS software [3]. We also used GIS 
data from the database published by the Ministry of Land, Infrastructure, Transport and 
Tourism in Japan [4].We used 50 m grid elevation data, 1 km grid annual rainfall data, 100 m 
grid natural park data, 1 km grid number of family data, 100 m grid land use data and road 
vector data from the database. 
 
2.3. Concept of estimation 
In the renewable energy potential evaluation, we evaluate two kinds of potentials: “theoretical 
potential” and “practical potential.” A theoretical potential is an amount that all energy 
potential theoretically exist, for example, all solar energy and wind power. A practical 
potential is an amount that potential is evaluated with restrictions such as climate conditions, 
geographical features and social environment. In the present work we evaluate the practical 
potential with a common small number of restrictions to prove features in each area. 
 
2.4. Procedure 
This new evaluation method consists of three processes. The first process is simulation of the 
meteorological parameters such as river discharge and direct solar radiation. The second 
process is extraction of potential areas with restrictions such as meteorological conditions, 
geographical features and social environment. The third process is calculation of annual 
energy production. In this process we develop a s cenario for calculation of the power 
generation facility, annual energy production and number of introducing facilities. 
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2.4.1. Wind energy 
First, wind property was quoted from the 500 m grid simulation result by NEDO [5]. Second, 
potential areas for wind energy were extracted under the consideration of the following 
restrictions; 
 A minimum allowable wind speed of 5 m/s ( in altitude of 30m) ; 
 A maximum distance from roads of 200 m; 
 A maximum slope from the level of 20 degrees; 
 A maximum elevation of 1000 m. 
The following areas were not considered for the installation of wind turbine; 
 Construction areas for houses; 
 Natural parks and national parks. 
 
Third, in order to calculate electrical output of wind power generation, we developed a 
scenario that wind electrical output was calculated with power curve. The power curve is in 
proportion to the cubic of wind velocity and approaches 1000kW with 13m/s of wind velocity. 
Additionally, wind speed distributions were assumed as the Weibull model for calculation of 
annual energy production [5]. The number of introducing wind turbines was calculated on 
condition that wind turbines are set at 700 m interval in a potential area. The calculation for 
wind energy potential is described in Eq. (1). Wind energy potentials tend to be estimated 
bigger where extracted potential area is larger with this evaluation method. 
 

( ) ( )( ) 8760××= ∑ VpVfE pw  (1) 
 
where Epw is the wind energy potential, V is the wind velocity, f(V) is weibull model, P(V) is 
power curve and 8760 is hours in a year. 
 
2.4.2. Mini-micro hydropower 
First, the river discharge was simulated from elevation and amount of an annual rainfall data 
with GRASS r.watershed module [3]. Second, potential areas for mini-micro hydropower 
were extracted under the consideration of the restriction that a minimum allowable river 
discharge is 0.01 m 3/s. Third, in order to calculate electrical output of mini-micro hydro 
electric generation, we developed a scenario that facilities is small scale hydropower: conduit 
type and afflux type power generation. This evaluation also assumed that hydro electric 
generators were set at 50m interval in each river in the target area and that the heights of 
facilities were calculated from maximum slope data and 50 m g rid digital elevation model 
data. Additionally, we assumed that outflow rate of water from rainfall to river discharge is 
30 % and that utilization ratio of river discharge is 20 % for calculation of annual energy 
production. The calculation for mini-micro hydropower potential is described in Eq. (2). 
Mini-micro hydropower potentials tend to be estimated bigger where output per unit is huge 
with this evaluation method. 
 

1000876020.08.9 ÷××××××= gtph QHE µµ  (2) 
 
where Eph is the mini-micro hydropower potential, 9.8 is the gravity acceleration, H is height, 
Q is river discharge and 0.20 is utilization ratio of river discharge µt is waterwheel efficiency, 
µg is generation efficiency, 8760 is hours in a year and 1000 is unit conversion from W to kW. 
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2.4.3. Solar enegy 
First, the direct solar radiation was simulated from elevation data with GRASS r.sun module 
[3]. Second, potential areas for solar energy were extracted under the restriction that a 
minimum allowable direct solar radiation is 0.1 kWh/m2 a day. This restriction extracts 
almost all inhabitable areas as potential areas. Third, in order to calculate photovoltaic output, 
we developed a scenario that we introduce 1 kW photovoltaic cell to each household. 
Additionally, we assumed that PV system utilization is 12 % for calculation of annual energy 
production. The number of introducing photovoltaic cell was calculated with number of 
household in each 1 km grid. The calculation for solar energy potential is described in Eq. (3). 
Solar power potentials tend to be estimated bigger where population is huge with this 
evaluation method. 
 

8760×××= ephps SCNE  (3) 
 
where Eps is the solar energy potential, Nh is Number of household, Cp is capacity, Se is 
System utilization and 8760 is hours in a year. 
 
3. Potential evaluation result 

The results of renewable energy potential evaluation in Northern Japan area and Tokyo are 
summarized in Figs. 2 -4. These figures summarize each potential by each municipality and 
the municipalities in darker color have huge renewable energy potential. 
 
3.1. Wind energy potential evaluation 
Fig. 2 shows that each prefecture has several municipalities with huge wind power potential, 
which are over 1000 GWh/year, in Northern Japan area. These municipalities with huge wind 
potential mainly locate along the coastline and the mountains. In Tokyo metropolis, a few 
municipalities have wind energy potential, which are smaller than 30 G Wh/year. 
Municipalities with large wind energy potential locate along the coastline in Tokyo. 
 

 
Fig. 2 Evaluation result of wind energy potential in Northern Japan area and Tokyo metropolis. 
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3.2. Mini-micro hydropower potential evaluation 
Fig. 3 shows that a few municipalities with huge mini-micro hydropower potential locate in 
Hokkaido and Yamagata, which are over 800 GWh/year. Fig. 3 also indicates that many 
prefectures have large hydropower potentials, which are over 200 G Wh/year. These 
municipalities with large hydropower potential tend to be along the steep river with large river 
discharge and to have upper reach of a river. In Tokyo metropolis, municipalities with large 
mini-micro hydropower potential locate in western part of Tokyo. These municipalities have 
upper reach of a river and have mini-micro hydropower potential, which are around 100 
GWh/year. 
 

 
Fig. 3 Evaluation result of mini-micro hydropower potential in Northern Japan area and Tokyo 
metropolis. 
 
3.3. Solar energy potential evaluation 
Fig. 4 shows that a few municipalities with huge solar energy potential exist in Northern 
Japan areas, which are between 50 GWh/year and 120 GWh/year. These municipalities with 
large solar potential mainly locate along the coastline. In Tokyo metropolis, many 
municipalities have large solar energy potentials, which are over 50 GWh. Municipalities with 
large solar energy potentials locate in center area of Tokyo where populations are huge. 
 

 
Fig. 4 Evaluation result of solar energy potential in Northern Japan area and Tokyo metropolis. 
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3.4. The sum of renewable energy potential 
Table 1 shows the sums of wind, solar and hydropower potential with geothermal and 
biomass energy potential in Northern Japan area and Tokyo metropolis. The geothermal 
potential is quoted from Geothermal Potential Map in Japan [6]. The biomass potential is 
quoted from Biomass GIS Database [7]. The sum of renewable energy potential in Northern 
Japan area is 185,000 GWh/year, which contains 120,374 GWh/year of wind energy, 29,111 
GWh/year of mini-micro hydropower, 986 G Wh/year of solar power, 31,089 GWh/year of 
geothermal energy and 3,440 GWh/year of biomass energy. The sum of renewable energy 
potential in Tokyo metropolis is 8,168 G Wh/year, which contains 52 G Wh/year of wind 
energy, 391 GWh/year of mini-micro hydropower, 3,878 GWh/year of solar energy, 675 
GWh/year of geothermal energy and 3,173 GWh/year of biomass energy. On the other hand, 
Tokyo metropolis needs 78,519 G Wh/year of electricity demand in civilian sector [8]. The 
electricity demand of 78,519 GWh/year in Tokyo is almost equivalent to ten times of 8,168 
GWh/year of the renewable energy potential. It is difficult to satisfy the electricity demand in 
Tokyo with renewable energy potential in Tokyo. However, the renewable energy potential of 
185,000 GWh/year in Northern Japan area is enough to cover the electricity demand in 
civilian sector in Tokyo. It is important for Tokyo metropolis to make the most use of 
renewable energy potential in Northern Japan area in order to promote renewable energy use. 
 
Table 1 Renewable energy potential evaluation result in Northern Japan area and Tokyo. 

(GWh/year) Hokkaido Aomori Iwate Akita Yamagata Tokyo 
Wind 56608 21589 23315 13752 5111 52 

Mini-micro 
hydropower 13458 1778 5223 3398 5254 391 

Solar 598 178 53 120 37 3878 
Geothermal 20052 2330 3618 3005 2085 675 

Biomass 1510 491 532 506 401 3173 
Sum 92226 26366 32740 20780 12888 8168 

 
3.5. Discussion on extensive renewable energy potential evaluation 
The evaluation results show that extensive renewable energy practical potential evaluation 
with a common small number of restrictions proves features of each area and that renewable 
energy potential in Northern Japan area is important resource not only for Northern Japan area 
but also Tokyo metropolis. However, these evaluation results are not efficient to plan the 
specific project, because the evaluation method evaluates only one aspect of the renewable 
energy potential. Therefore, the authors conducted more detailed potential analysis for use in 
Akita prefecture in order to analyze features of the evaluated potential. 
 
4. Wind energy potential analysis for use 

4.1. Study area 
The extensive renewable energy evaluation result showed that there is huge wind energy 
potential in Northern Japan area and that the wind energy potential in Akita prefecture is one 
of most important renewable energy potential in Table 1. Therefore, we analyzed locally wind 
energy potential with potential classification in Akita prefecture. The study area is Akita 
prefecture in Northern Japan area in Fig. 1.  
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4.2. Classification methodology of wind energy potential 
We classified wind energy potential in order to analyze how to make use of wind energy 
potential. In this study, we classified wind energy potential with mean annual wind speed of 
over 6.0 m /s in altitude of 70m. The criteria for classification were decided based on 
feasibility of introducing wind energy facilities. In order to analyze feasibility of introducing 
wind energy facilities, the study area is divided into 10km square grids. We compared 
properties of grids that have installed wind energy facilities with the other grids. We focused 
attention on pr operties of average elevation and average slope. The areas with higher 
elevation or slope value are concerned about the possibility of increasing construction costs. 
Fig. 5 shows comparison of properties in grids with wind energy facilities between in grids 
with no wind energy facilities. Fig. 5 (a) is a comparison of average elevation and Fig. 5 (b) is 
a comparison of average slope in each grid. Fig. 5 (a) indicates that the grids with installed 
wind energy facilities have average elevation of lower than 500m. The relationship is 
consistent with tendency of lower elevation to be encouraged in planning introducing wind 
energy facilities. Figure 5 (b) indicates that the grids with installed wind energy facilities have 
average slope of lower than 15 degrees. The relationship is also consistent with tendency of 
lower slope to be encouraged in planning introducing wind energy facilities. Therefore, the 
areas with following properties are seen as a strong possibility of introducing wind energy 
facilities. 
 Average elevation is lower than 500 m in the grid. 
 Average slope is lower than 15 degrees in the grid. 
 

 
Fig. 5 Comparison of properties in grids with wind energy facilities between in grids with no wind 
energy facilities. 
 
4.3. Classification result of wind energy potential 
Fig. 6 shows classification result of wind energy potential in Akita prefecture. Fig. 6 (a) 
shows the potential classified according to average elevation and average slope in Akita 
prefecture. Fig. 6 (a) shows the potential is 15,028 GWh/year with a minimum allowable 
mean annual wind speed of 6.0 m/s in altitude of 70m in Akita prefecture. The wind energy 
potential of 15,028 GWh/year includes potential of 11,090 GWh/year with average elevation 
of lower than 500m and average slope of lower than 15 degrees in each grid. On the other 
hand, the wind energy potential of 15,028 GWh/year also includes potential of 1,069 
GWh/year with average elevation of higher than 500m and average slope of higher than 15 
degrees in each grid. Fig. 6 (b) shows that the distribution of classification results in Akita 
prefecture. In Fig. 6 (b) darker gray shows hopeful grid. The hopeful grids colored with 
darker gray exist in several parts of Yamamoto area, Akita area, Yurihonjo area and Kazuno 
area, which are with lower elevation and slope. In fact, a portion of the wind energy potential 
is used there. In addition the grids with light gray exist around Kazuno area. The southern part 
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of Kazuno has potential with lower elevation and higher slope. On the other hand the northern 
part of Kazuno has potential with higher elevation and lower slope. 
 
5. Conclusion 

The sum of renewable energy potential in Northern Japan area is 185,000 GWh/year, which 
contains 120,374 G Wh/year of wind energy, 29,111 GWh/year of mini-micro hydropower, 
986 GWh/year of solar power, 31,089 GWh/year of geothermal energy and 3,440 GWh/year 
of biomass energy. Tokyo has 78,519 GWh/year of electricity demand, whereas only 8,168 
GWh/year of total renewable energy potential. The renewable energy potential of 185,000 
GWh/year in Northern Japan area is enough to cover the electricity demand in civilian sector 
in Tokyo. In Akita prefecture, wind energy potential of 11,090 GWh/year is with mean annual 
wind speed of over 6.0, with average elevation of lower than 500m and average slope of 
lower than 15 degrees in each grid. The hopeful wind energy potential exists in several parts 
of Yamamoto area, Akita area, Yurihonjo area and Kazuno area. It is possible for making use 
of the huge wind energy potential extensively there.  
 

 
Fig. 6 Classification result of wind energy potential in Akita prefecture. 
 
References 

[1] D. Voivontas, D. Assimacopoulos, A. Mourelatos, J. Corominas, Evaluation of renewable 
energy potential using a GIS decision support system, Renewable Energy, 13, 1998, 
pp.333-344. 

[2] T. Wakeyama, S. Ehara, Assessment of renewable energy by using GIS― A case study 
of Unzen city ―, Journal of the Japan. Institute of Energy, 88, 2009, pp.58-69. 

[3] Grass development team, Welcome to GRASS GIS, 2010, http://grass.itc.it/ 

[4] Ministry of Land, Infrastructure, Transport and Tourism in Japan (MLIT), Digital 
national land information, 2010. 

[5] New Energy and Industrial Technology Development Organization (NEDO), Local Area 
Wind Energy Prediction System, NEDO, 2006. 

[6] Geological Survey of Japan, AIST, Geothermal Potential Map in Japan, AIST, 2009  

[7] New Energy and Industrial Technology Development Organization (NEDO), Biomass 
GIS Database, NEDO, 2010 

[8] H. Kurasaka, Sustinable Zone 2008, Research Center on Public Affairs, 2009 

3097



Evaluating the greenhouse gas impact from biomass gasification systems in 
industrial clusters – methodology and examples 

Kristina M. Holmgren1, 2,*, Thore Berntsson1, Eva Andersson3, Tomas Rydberg2 

1 Chalmers University of Technology, Inst of Energy and Environment dep. of Heat and Power Technology, 
Gothenburg, Sweden 

2 IVL Swedish Environmental Research Institute Ltd, Gothenburg, Sweden 
3CIT Industriell Energi, Gothenburg, Sweden 

* Corresponding author. Tel: +46 31772 85 37, E-mail: kristina.holmgren@chalmers.se 

Abstract Biomass gasification is identified as one of the key technologies for producing biofuels for the 
transport sector and can also produce many other types of products. Biomass gasification systems are large-scale 
industrial systems and it is  important to evaluate such systems from economic, environmental and synergetic 
perspectives before implementation. The objective of this study is to define a methodology for evaluating the 
greenhouse gas (GHG) impact of different biomass gasification systems and to exemplify the methodology. The 
ultimate purpose of the methodology is to evaluate the GHG performance of different biomass gasification 
systems integrated in industrial clusters. A life cycle perspective is applied.  
Most biomass gasification systems are multiproduct systems, simultaneously producing biofuels, heat at 
different temperatures and pressures and electricity. The value, in economic terms and in terms of GHG 
emissions, is well defined for some products (e.g. biofuels), whereas for other products (such as heat and 
electricity) it is more uncertain and in some cases dependent on time and location.  
 
Keywords: Greenhouse gas impact assessment, Biomass gasification, System analysis 

List of abbreviations 

DH district heating 
FT Fischer-Tropsch 
GHG greenhouse gas 
GWP Global Warming Potential 

MTO methanol to olefins 
PE polyethylene 
PP polypropylene 
SNG Synthetic natural gas

 
1 Introduction/background  

Biomass gasification is seen as an important technology for the future production of biofuels. 
This paper is part of the project “Advantages of regional industrial cluster formations for 
the integration of biomass gasification systems” which aims to evaluate the economic 
performance and greenhouse gas (GHG) impact of different biomass gasification systems. 
The study is performed as a cas e study in south-west Sweden, focusing on t he technical 
systems and opportunities for integration with existing industries and infrastructure. This 
paper discusses the methodology for evaluating the GHG performance of the different 
gasification systems from a life cycle perspective.  
 
Life cycle assessments of bioenergy systems available in literature were analysed by [1] 
concluding that the use of different input data, functional units, allocation methods, reference 
systems etc. contributes to a wide range of results for similar systems and complicates the 
comparison between studies. Wetterlund et al. [2] show the effects of applying system 
expansion in the well-to-wheel CO2 evaluation of biofuels. Our approach is similar to the one 
taken by [2], but we apply it to systems with a wider range of products and include non-CO2 
GHG emissions from all parts of the chain, and soil emissions from biomass production. We 
also describe how products with a longer lifetime can be handled in the evaluation.  
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2 Objective 

This paper outlines and exemplifies a methodology for evaluating the GHG impact of biomass 
gasification systems integrated with other industries and infrastructure. The methodology is 
suitable for comparing alternative configurations and could also be applied to other bioenergy 
systems. The outlined methodology has a l ife cycle perspective, addressing the potential 
climate impact in terms of GWP (global warming potential)-summarised emissions. The 
methodology does not predict absolute environmental impacts. 
 
3 The scope of the evaluation 

Depending on scope, a GHG evaluation could answer different questions. The methodology 
of this paper includes two different aspects:  

i) How much do t he biomass-based systems reduce emissions compared to the 
conventional (often fossil-based) systems? 

ii) In which applications does the biomass-utilisation result in the largest emission 
reductions? 

 
We take a co nsequential approach and marginal data should therefore be used [3] for the 
assessment, since possible changes in the production could affect the directly or indirectly 
related marginal suppliers and competing products. Further, we include global emissions of 
carbon dioxide, methane and nitrous oxide, using GWP factors 1, 25, and 298 respectively 
based on [4]. Fig. 1 shows the two systems to be compared in order to answer the first 
question above. Comparing several biomass-based systems to their reference (as in Fig. 1) can 
help answering the second question.  
 

 
Fig. 1. Comparison between reference system (B) and biomass based system (A). The same amount of 
each product is produced in each system.  
 
4 Methodological aspects 

In this section we describe how important factors in the GHG evaluation process of the 
biomass gasification system should be treated, including; system boundaries, reference system 
and life cycle data from other studies. In the next section we exemplify our methodology.  
 
4.1 System boundaries 
Fig. 2 is a s chematic view of the conceptual system and system boundaries of the biomass 
gasification system integrated with industry evaluated in this study. The geographical 
boundaries for the different parts of the system and the chosen time perspective should be 
taken into consideration [5]. The geographical boundaries could limit raw material supply, 
infrastructure for the transport and delivery of products and could also define the framework 
for the choices of reference systems. The time perspective can help to define the appropriate 
reference systems by giving a context for technology development. Even though focus is on 
the conversion system it is important to include both downstream and upstream systems. 
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Fig. 2. Schematic view of conceptual system and system boundaries of the biomass gasification system 
evaluated in this study. 
 
4.2 Functional unit 
The functional unit is g CO2eq.MJ-1 biomass input. This unit was chosen since the evaluation 
focuses on the technical conversion system and the amount of input biomass is the same in all 
systems. For further discussion on the choice of functional unit, see [1,2]. 
 
4.3 Reference system 
The reference system, Fig. 1B, is the conventional system to which the proposed biomass-
based system, Fig. 1A, is compared. In the case of the biomass gasification system (and other 
multiproduct systems) the reference is not one single system but rather separate systems for 
each product. In most cases the reference is fossil fuel-based, but not necessarily. For future 
systems, such as in this study where different configurations of new installations are 
investigated, the definition of the reference system requires significant analysis.  
 
4.3.1 Electricity 
The reference for electricity should be the future marginal production technology determined 
by build margin [2]. Energy market scenarios with consistent assumptions for future prices 
and technologies could be used for determining the likely marginal production technology. 
Axelsson et al, [6], have developed a tool (ENPAC) for generating consistent energy market 
scenarios. The inputs to the tool are fossil fuel prices, levels of policy instruments (CO2-
charge, green electricity certificates) and available technologies and technology developments 
for electricity production. The output is scenarios that include future fuel prices, energy 
carrier prices and associated CO2 emissions. The electricity price includes the cost for 
building new capacity and hence the marginal electricity production from the tool is the future 
build margin. This tool can be used in order to determine the appropriate marginal 
technologies for electricity production. 
 
4.3.2 Heat 
Prices from the ENPAC tool together with knowledge of local conditions for DH can be used 
to determine the appropriate reference for heat delivery. Infrastructure and possibilities for 
expansion are crucial for the performance (environmental and economic) of a bioenergy 
system with potentially large DH delivery [7]. Excess heat from a new biomass gasification 
unit running 8000 hour s per year will constitute a base load to the DH system and the 
corresponding production technology for this load should be used as reference. The excess 
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heat from a gasification unit can even result in significant reductions in emissions when it 
replaces biomass-based DH, since the excess heat will save biomass that can be used 
elsewhere. Excess heat can also be delivered to an adjacent industry, whereby emission 
reductions then correspond to fuel or other resource savings. 
 
4.3.3 Biomass 
GHG emissions from the biomass production system could constitute a significant part of the 
overall emissions from the bioenergy system [8,9] and should take all sources into account, 
including soil carbon losses due to management and land use change. Biomass gasification 
generally requires significant pre-treatment of the biomass and all these treatments should be 
included irrespective of where they are performed. Since the amount of biomass available for 
energy purposes is, and will continue to be, limited it is important to include an alternative use 
of the biomass in the reference system [10,2]. In a European perspective the marginal biomass 
user is identified as coal power plants with co-combustion possibilities or possibly (if strong 
policy instruments are applied) biofuel producers [6]. Other marginal users, such as biomass 
combined heat and power plants could also be feasible under certain circumstances. 
 
4.3.4 Biofuels 
The reference for biofuels could be conventional fuels: diesel, petrol or a combination of the 
two. These are appropriate references even for future scenarios with a time frame of 10-20 
years, since it is likely that these fuels will constitute a significant part of the use even in the 
coming decades. In Table 2 the chosen reference for biofuels used in this study is presented. 
 
4.3.5 Materials and chemicals 
Biosyngas can also be used for the production of chemicals and materials. The reference for 
these products should be similar products produced by the conventional route. The end use 
could be complex since there might be several uses of the product although it will be similar 
to the conventional product. In our approach we take into consideration the incineration at the 
end of life and that some products act as carbon storages due to long lifetime by applying the 
method outlined in [11,12]. The latter point means that we apply a factor that reduces the 
GWP-value. The reduction of the GWP-value will be larger the longer the lifetime of the 
product. In the calculations we have used the simplified approach as suggested by [11].  
 
4.4 Life cycle data from other studies 
Our focus is on t he technical conversion system (biomass gasification) and emission and 
energy consumption data for the other parts of the system and reference flows are taken from 
literature. However, these life cycle data need to be recalculated to ensure that assumptions 
are consistent for co-product allocation, marginal production of electricity etc.  
 
5 Examples 

In order to exemplify our methodology we show GHG emission reduction potential for three 
different types of biomass conversion systems; one biomass gasification unit producing FT-
products [13], one biomass gasification unit producing bio-SNG (synthetic natural gas) [14] 
and one biomass gasification unit producing methanol [7] with a down-stream MTO-process 
(methanol to olefin) producing PE (polyethylene) and PP (polypropylene) [15]. The input and 
output to the installations are given in Table 1 and the GHG emission reductions for different 
cases of assumptions for reference streams are shown in Fig. 3.The different cases are 
explained in Table 2. The plants have been scaled so as to have the same biomass input. In all 
cases, the input is wet (50 % wt.) forest residues that are dried using excess heat from the 
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conversion process. Emission factors for the different fuels and materials are taken from 
literature [16-23]. The assumed annual operation time is 8000 hours for all plants.  
 
Table 1. Capacity data for example installations. 
Conversion  Input (MW) Output (MW) 
Plant Biomass Electricity FT-products SNG PE/PP (kton yr-1) Heata 

FT 371 9.8 167   50 
SNG 371 -15.3  265  89 
MeOH/PE& PP 371 37   32.1/15.7 134 
a In the base case the maximum amount of deliverable DH is 300 GWh yr-1 for all biorefineries. In the case of 
heat delivery to industrial process the delivered amount is 711 GWh  
 
6 Results 

The results (Fig. 3) show that there is a significant difference between total impacts depending 
on assumptions made for the reference streams. Only one reference use of electricity is 
displayed but it constitutes a significant part of all chains. Also the GHG savings due to DH 
delivery constitute a significant part of the savings in most cases. Hence, it is  important to 
make calculations for scenarios using different possible references for these flows 
 

 
Fig. 3. GHG emissions savings for different reference systems for the different conversion systems. 
Positive values mean net savings of emissions compared to reference system. Alternative use of 
biomass is co-combustion in coal power plant.  
 
In FT 3 we show the effect of not taking into consideration that biomass is a limited resource 
and thereby could save emissions by being used elsewhere. In FT 3 the emissions savings due 
to the DH delivery is reduced to the savings of not producing and utilising the biomass. The 
chosen reference systems of other products are of some importance e.g. case SNG 3, where 
the bio-SNG replaces natural gas in industry instead of petrol in cars. Case FT 4 shows that 
CCS at the biomass conversion plants is of significant importance. Our results also show that 
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the conversion to plastics results in significant savings compared to the fossil route. The 
significant electricity production in the methanol plant is an important part of the savings in 
these cases and in addition the electricity production possible from the end use of the 
materials (incineration) is also an important part of the total savings from the material part. 
The delay of emissions due to the lifetime of products had little impact, mainly since the delay 
will also occur in the reference system and the crediting for the electricity produced at 
incineration is delayed. Further, all of the gasification systems showed lower potential for 
GHG reduction than using the biomass for co-combustion in a coal power plant. This means 
that even though the biomass gasification systems result in net savings compared to the fossil 
systems, they are not optimal solutions for GHG mitigation when biomass is a limited 
resource. 
 
Table 2. Assumptions for the different cases presented in Fig. 3.  

Case Assumptions 
FT,  

SNG and 
PE & PP 

base 

Reference electricity is produced in coal power plant. SNG replaces petrol in 
private cars. 85% of FT-products replace diesel in heavy duty vehicles and 15% 

replace petrol in private cars (based on [13]). Bio-based PE and PP replace 
fossil PE and PP based on naphtha, the end use is assumed to be short lived 

products (< 1 yr.). DH replaces biomass boiler; 300 GWh heat can be delivered 
from each of the plants. The delivery of DH leads to a reduction in biomass 
demand corresponding to the amount needed in the biomass boiler, which 

instead can be used in coal power plant. 
FT 2, SNG 

2 
DH replacing natural gas boiler in industry. Greater amount of DH can be 

delivered due to higher number of operational hours in industry. 
SNG 3 SNG replaces natural gas in industry 
FT 3 Biomass resource is not considered limited. The reduction in biomass utilisation 

due to DH delivery does not lead to increased use in coal power plant. 
FT 4 CCS is applied. 50% of coal in biomass could be stored away (based on [24])a . 

PE & PP 
50 

The lifetime of the end products is assumed to be 50 years, and the carbon 
storage in products is taken into account according to method by [11,12] 

Alt. use of 
biomass 

Alternative use of biomass. Includes emissions from the life cycle of biomass 
and reductions from the saving of coal utilisation in co-combusted power plant. 

a Assumption on electricity consumption for capture, separation and storage is based on [25]. 
 
7 Discussion 

Few studies include a r eference use of the biomass [2, 26] but our examples show that the 
biomass reference impacts results significantly. It is important to include either a r eference 
use of the biomass or a reference land use [1]. Even though our results show that using 
biomass for co-combustion in coal power plants has higher potential of reducing GHG 
emissions, there are several reasons to further investigate the gasification systems. 
Transportation biofuels constitute an alternative to the limited fossil sources, and are thereby 
not only a solution to GHG mitigation. Further, conversion and efficiency data for our 
examples were taken from literature. However, the availability of data on opt imized and 
integrated processes is limited and needs further investigation. For example, SNG processes 
with reduced or no electricity demand do exist at smaller scale and FT-processes have good 
possibilities for carbon capture. According to our results, such systems show GHG emission 
reductions comparable to the savings in a co-combustion plant. Knowledge of the methanol 
production plant with the downstream MTO process is very limited and needs to be 
investigated further. Our results show that reference electricity and DH production are 
important parameters for sensitivity analysis. A scenario approach using the tool from [6] 
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could be used for this. The LCAs of other reference products should also be adapted to the 
assumptions of the scenarios.  
 
A LCA for a biorefinery concept, producing chemicals, based on switchgrass showed that the 
biomass production chain had a significant impact on the overall result [27]. However, in our 
case, using forest residues, both land use emissions and fertilisers are of little importance and 
hence the biomass production chain constitutes only a small part of total emissions. Since 
gasification units might use different biomass feedstock it is important to state which biomass 
has been used for a specific GHG evaluation.  
 
8 Future work 

Biomass gasification systems should be studied in more detail. Increased integration and 
optimal solutions could possibly increase emissions savings to levels comparable to those of 
using the biomass for coal co-combustion in power plants.  
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Abstract: In Middle East countries like Iran, energy intensity is higher than the other regions due to low energy 
prices. One of the good motives towards energy efficiency is energy prices and because of this fact Iranian 
government wants increase the energy prices. One of the best technologies in energy efficiency is combined 
production of heat and power (CHP). In this paper the feasibility study of utilizing a CHP unit in an Iranian 
detergent factory has been described. The thermal and electrical energy uses in the factory has been measured 
According to the energy consumptions. The CHP system has been selected based on reciprocating gas engines. 
The feasibility study for the CHP system has been performed with different energy prices and environmental 
effect like reduction in CO2 emission has been analyzed. The CHP system can save 6,500 tons of CO2 per 
annum. In the feasibility studies rate of return method has been utilized. According to the energy prices 
scenarios, the rate of return would vary between 13% and 33%.   
 
Keywords: CHP, Gas engine, Energy efficiency, Carbon dioxide emission, Feasibility study  

Nomenclature

AEL annual saving of electricity bill ................ € 
ANG annual fuel cost ....................................... € 
i  rate of return 
AO&M annual operation/maintenance cost ..... € Pa 
ARH recoverable heat from intercooler/oil ... kW K 
CHP combined heat and power 
CI capital investment ..................................... € 
ASNG annual saving of natural gas bill ........... € 

E30 30,000th hour maintenance cost .................€ 
E60 60,000th hour overhaul cost .......................€ 
ELEC present worth of saving electricity 

production .................................................€ 
NGC natural gas consumption .................. m3⋅h-1 
MRH recoverable heat from water jacket ..... kW 
L percent of electrical full load 

EUF energy utilization factor........................... € 
 
1. Introduction 

After the first energy crisis in 1970s, OECD Countries decided to change their energy policies 
in order to reduce their dependence on imported energy from the Middle East. They utilized 
energy efficiency as an effective way to reach that goal. The best way to comprehend the 
presence of energy efficiency in a country or a region is to take a short look at its energy 
intensity curve. By utilizing energy efficiency in energy programming, the energy intensity 
will decrease every year (Fig.1). 
 

 
Fig. 1. World energy intensity [1]. 
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Fig. 2. Iran energy intensity [1]. 
 
On the other hand, Middle East Countries like Iran, which have rich energy resources, 
delayed utilizing the energy efficiency (Fig.2). In such countries, there is a huge obstacle on 
the path to reach an ideal energy efficiency, which is obviously the “low energy price”. Low 
energy price always turns a profitable energy efficiency project to a lowly-lucrative one. In 
order to remove this obstruction, the Iranian government has planned policies to increase 
energy price in the near future. This project has sparked so many controversies amongst 
politicians because of its influential effect on the rate of inflation. However, because of the 
above-mentioned debates, it has not been enacted yet. Such an increase in energy prices is a 
nightmare for Iranian industries who are accustomed to low energy prices. The only way the 
industries may be able to come up with is by changing this threat to an opportunity through 
energy efficiency programs. One of the good practices in energy efficiency, which has been 
achieved since 1970s, is combined production of heat and power (CHP). In addition, 
distributed CHP systems in industries will result in reduction of electrical grid losses. The 
average thermal efficiency of thermal power plants in Iran is 36% and the loss in high and 
medium voltage electrical network is 4% [2]. Most of factories in Iran receive their electrical 
power by medium voltage network. Therefore, if the industries produce their own electrical 
demand by a CHP system, the grid losses, the fuel consumption and carbon dioxide emission 
will be lower. In this paper, application of a CHP system in a detergent factory in Iran is 
studied and discussed about the ratio between natural gas (as a fuel) and electricity prices and 
feasibility of the project. This factory is one of the largest detergent producers in the Middle 
East and produces over 132,500 tons of detergents per annum. The process of this factory 
requires electrical and thermal energy simultaneously. Therefore, CHP system is a perfect 
way to utilize energy efficiency in the factory, reducing energy bills and carbon dioxide 
emission. 
 
2. Methodology  

In the following section the energy demands of the factory, utilization of gas engines CHP 
system and economical analysis are described. 
 
2.1. Energy demands of the factory  
By installing a power logger in the main electrical feeder of the factory, electrical demand of 
the factory was measured. The electrical power demand of the factory is 3600 kilowatts and 
the annual consumption of electrical energy is 28,400,000 kilowatt-hours.  
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Fig. 3. Electrical demand of the detergent factory in a typical day. 
 
The factory process consumes 244,931,438 kWh of thermal energy annually. Thermal energy 
source of the factory process is 45 tons per hour saturated steam at 1 MPa by 5 fire tube steam 
generator. The boiler’s fuel is natural gas. The feed water enters the steam plant at 15 C and it 
is heated by pegging steam in heat exchangers to 60 C . It enters the dearator to be heated to 
95 C  in order to remove incondensable gases from feed water. For preheating the feed water 
in the steam plant, the factory needs 4.6 tons of steam per hour. All the produced steam is 
consumed within the process and there is no pipeline to return the condensate and recycle it as 
boiler feed water. 
 

 
Fig. 4. Electrical and thermal energy usage in the detergent factory. 
 
2.2. The choice of gas engine CHP system  
In this case study, the authors selected a CHP system with 4 gas engine generating sets to 
cover the electrical demand. The nominal power of each gas engine is 952 kW therefore the 
overall nominal power of the plant is 3808 kW. The plant altitude is 1100 meters above the 
see level and in this site conditions the gas engines derate and actual power would be 4% and 
3655 kW respectively [3]. For heat recovery of the system 2 plate heat exchangers are 
allocated for each gas engine. One of the plate heat exchangers recovers the waste heat from 
intercooler and engine oil and the other dedicates for waste heat of engine water jacket. The 
temperature of the intercooler/oil and water jacket are 60 C and 95 C respectively. The waste 
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heat of intercooler/oil is 844 kW (4 gas engines) and it can heat the feed water from 15 C to 
31 C  [3]. After preheating in intercooler/oil heat exchanger, the feed water enters the water 
jacket heat exchanger and gains 2520 kW thermal power and reaches to 80 C . Utilizing the 
waste heat of the gas engines will saves up to 3.8 tons per hour of steam in heat exchangers 
and dearator in steam plant. The electrical and thermal efficiency in full power at actual site 
conditions are 38% and 35%. Therefore the EUF of the plant is 73% at full power. However, 
the EUF, thermal and electrical efficiencies would vary with different electrical power output. 

 
2.3. Energy analysis  
According to Fig.3 the hourly electrical demand of the factory is fluctuating and the gas 
engines have to follow these fluctuations. With changing the electrical load of a gas engine, 
its waste heat will be different. Less electrical output of a gas engine means less amount of 
heat to be recovered. However, the variation in amount of recoverable heat is not linear with 
electrical output power. The electrical demand of the factory has been measured with the 
sampling time of 1 minute for 24 hours. To calculate the amount of recoverable heat from 
intercooler/oil and water jacket, the demand is divided between 4 gas engine generators.  In 
Table 1 the thermal data sheet of the gas engine is mentioned. By interpolation between 
columns of Table 1, the correlations between the amount of recoverable heat from 
intercooler/oil and water jacket versus electrical output power have been developed. To reach 
this goal authors fitted a polynomial order 3 curves between the electrical output power versus 
the amount of recoverable heat from main and auxiliary water circuits.  

 
32 520111212165 LLLMRH ×+×−×+=   (1) 

 
32 843008176 LLLARH ×−×+×−=    (2) 

 
32 5.621255.30212 LLLNGC ×+×−×+=   (3) 

 

FuelbyHeatInputed
PowerHeatPowerElectricalEUF +

=   (4) 

 
Where L is the ratio between electrical load on each generator and maximum net actual power 
on the given site conditions for one gas engine generator. Using Eqs. (1) and (2), the amount 
of recoverable heat from intercooler/oil and water jacket is calculated every minute for 24 
hours. In order to estimate the consumption of natural gas of the gas engines versus load, a 
correlation has been developed (Equation 3). Table 1 shows fuel consumption of the engines. 
In this table, fuel consumption is mentioned as heat power in kilo Watt. To transfer the heat 
power to flow rate of natural gas, the net heating value of natural gas is needed [4]. Energy 
utilization factor (EUF) for a CHP system is the amount of electrical power plus useful 
recovered heat from the system divided by the amount of heat input from the fuel (natural 
gas) to the system. Table 2 shows the amount of recovered heat from auxiliary and main 
circuits, natural gas consumption for 24 hours period of a typical day and a year. Table 2 
reveals that the total recovered heat per year is 26,760,340 kWh, which is equivalent to 
2,804,554 3m of natural gas per year. In addition, the total heat input to the CHP system per 
year is 76,428,645 kWh. Therefore, the EUF of the CHP system is 72.14%.  
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Table 1. The gas engine thermal datasheet [3].  
Power rating Full Partial load 
load % 100 80 60 40 
Electrical power KW 952 761 571 380 
Fuel consumption KW 2386 1952 1538 1105 
Water jacket waste heat KW 630 533 447 347 
Intercooler/oil waste heat KW 211 160 117 86 

Heat in exhaust gases (120 C) KW 388 328 268 194 

 

 
Fig. 5. Energy utilization factor of CHP System in a typical day. 
 
Table 2. Energy parameters of CHP system. 
 Unit Per day Per year 

Natural gas consumption 3m  21,945 8,009,925 

Electrical energy production kWh 77,754 28,380,210 
Auxiliary circuit  kWh 17,743 6,476,195 
Main circuit kWh 55,573 20,284,145 
Total heat recovery kWh 73,316 26,760,340 
 
2.4. Economical analysis  
First step towards the economical analysis of a combined production of heat and power in the 
detergent factory is to determine the costs and benefits of the project. The costs of the project 
include the capital investment (which is 1.440.000 Euro), annual fuel cost, annual operation 
and maintenance (O&M) cost, and the 30,000th-hour maintenance and 60,000th-hour overhaul 
costs. The maintenance period of the selected gas engine is 60,000 hours, which includes 
30,000th-hour maintenance and 60,000th-hour overhaul and the same periodic maintenance 
will be carried out quite regularly. The benefits of the project include saving the electricity 
bill and saving the natural gas bill as the result of recovering heat from the engines for 
preheating the boilers feed water instead of using pegging steam. The lifetime of the gas 
engine for continuous operation assumed to be 20 years. As it is discussed, the current energy 
price in Iran is low (natural gas: 0.011 Euro/m3, Electricity: 0.014 Euro/kWh) and Iranian 
government is planning to increase it rapidly (natural gas: 0.0695 Euro/m3, electricity: 0.0348 
Euro/kWh) in the near future. Therefore, the benefits of the project need to be calculated with 
two different energy price references accordingly. Economical analysis carried out with rate 
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of return method. Rate of return method is based on time value of money. In this method, the 
net present worth of costs including capital investments, are placed to be equal to net present 
worth of benefits with a variable rate of interest (Equation 5). This variable rate of interest is 
called the rate of return.   
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3. Results  

In this section reduction in carbon dioxide emission, costs and benefits of project, economical 
analysis based on rate of return method are discussed.  

 
3.1. Environmental analysis  
As mentioned before, the average efficiency of Iranian national thermal power plants are 36% 
and energy losses in high and medium voltage grid is 4%. Currently the factory receives 
28,380,210 KWh of electrical energy per annum from medium voltage grid, which means that 
the national power plants have to generate 29,562,935 kWh annually to overcome the energy 
losses. For generation of 29,562,935 kWh of electrical energy, a typical Iranian thermal 
power plant consumes 8,606,316 3m of natural gas. On the other hand for producing the same 
amount of electrical energy in the factory, the specified CHP unit consumes 8,009,925 3m of 
natural gas with 26,760,340 kWh of useful recovered heat energy, which is equivalent to 
2,804,554 3m of natural gas. Therefore, CHP unit saves 596,391 3m of natural gas as the 
result of reducing grid losses and improving the electrical energy efficiency and 
2,804,554 3m of natural gas as the result of recovering the wasted heat from the engines, 
which are totally 3,400,945 3m . Burning each cubic meter of natural gas produces 1.91407 Kg 
of carbon dioxide [4]. Therefore, an annual saving of 3,400,945 cubic meters of natural gas 
means saving 6,509 tons of carbon dioxide emission per annum.  

 
3.2. Economical analysis  
By solving the Equation 5, rate of return of the project is revealed. In table 3, the feasibility 
study result of the project for two different energy prices has been discussed. 

 
Table.3. Annual costs and benefits of the CHP system 

Item Amount 
Current price 

(€) 
Price in near future 

(€) 

Natural gas 8,009,925 3m  88,999 556,244 
O&M - 77,250 [5] 

Maintenance at 30,000 hour - 140,000 [5] 
Overhaul at 60,000 hour - 160,000 [5] 
Saving the electricity bill 28,380,210 kWh 394,169 985,423 
Saving the natural gas bill 2,804,554 3m  31,161 194,760 

Rate of return - 12.6 % 33.3 % 
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Fig.6. The sensitivity of energy prices versus rate of return. 
 
Feasibility of the project is highly dependant to the energy prices. In the Fig.6, the effect of 
natural gas and electricity prices on the rate of return has been shown. 
 
4. Conclusion 

Application of a CHP system in the detergent factory was discussed from technical, 
economical and environmental point of views. Such a system can save 2,804,554 m3 of 
natural gas and 6,509 tons of carbon dioxide annually without interrupting in the factory 
processes. The factory needs steam for its processes and the only way for direct steam 
generation with gas engines is utilizing heat from exhaust gases. The exhaust gases can 
produce only 2 ton of steam per hour but by utilizing low temperature heat from 
intercooler/oil and water jacket in order to preheat the feed water of boilers, 3.8 tons of steam 
per hour will be saved. This method of heat recovery is more efficient, simple and cheap. The 
feasibility of the project strongly depends on the fuel and electricity prices. Government 
should increase the energy prices in a conducted way to encourage the industries to utilize 
CHP system. Finally this study encouraged the owners of the detergent factory to install gas 
engines CHP plant and now the system is under operation. 
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Abstract: The integration of distributed generations (DGs) into grid has a great importance in improving system 
reliability. Many methods were proposed in the literature for finding best locations for DG placement 
considering various criteria. Sometime, it becomes difficult for combined placement of different kinds of 
renewable based DGs, such as solar, wind and fuel cell. The criterion of minimizing total system cost was used 
previously by many researchers for locating the optimal sites for DGs using OPF formulations. In this case, three 
different cost functions are formulated for different kinds of renewable energy sources (RESs). By taking 
combined cost function of all the RESs in the OPF to identify location for each different kind of sources 
becomes very cumbersome task. It would be difficult to find the exact locations for various kinds of RESs that is 
where to place which type of RESs. In order to solve this difficulty, three different objectives have been 
considered separately for determining the optimal locations for each kind of RESs using mixed integer nonlinear 
programming (MINLP) method. Having many alternatives with these three objectives, analytic hierarchy process 
(AHP) has been used to make a decision over getting the optimal locations for these different kinds of RESs. The 
proposed method for finding the optimal locations of solar, wind and fuel cell based DG placement has been 
demonstrated on 15 node distribution systems. 
 
Keywords: Analytic hierarchical process, Distributed generation, Mixed-integer non-linear programming, 
Optimal power flow, Renewable energy sources 

1. Introduction  

The electric energy requirement has been rapidly increasing day by day throughout the global, 
Hydro and fossil fuel plants will continue to be the chief sources of electric supply for a few 
years. Electric supply authorities are likely to pay more attention to improve the generation 
technologies. Before the innovation of large generating units, small DGs were in use to supply 
electricity. But, due to economy of scale large generating systems were developed and the 
electricity is supplied at a cheaper price. However, there has been revival of interest in 
connecting DG to the distribution network. DG is often used to illustrate a small-scale 
electricity generator which can be owned and operated generally by customer to achieve 
sufficient volume of energy maintain the quality and reliability in electricity supply. It can be 
RESs, based on wind, photo-voltaic, biomass, fuel cell or hydroelectric power. RES may be 
either connected to the local electric power grid or isolated from the grid in stand-alone 
applications. RES plays an important role in providing clean energy along side reducing 
carbon foot prints, and hence a crucial constituent of future developments. The penetration of 
DGs in the network helps in achieving voltage control, reduction of power losses and 
improvement of system reliability.  
 
Optimal location for the placement of DGs with minimization of losses using gradient and 
second order methods is presented in [1]. In [2], a linear programming approach to determine 
optimal allocation of embedded generation on distribution networks is proposed. Optimal 
location and sizing of distributed generation in a distribution networks using Genetic 
Algorithm (GA) is discussed in [3]. The allocation and sizing of DGs for social welfare 
maximization and profit maximization using Locational marginal price (LMP) is proposed in 
[4]. Optimal placement of distributed generation for profit maximization, reduction of losses 
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and improvement in voltage regulation at various load buses in the distribution network is 
shown in [5]. In [6], a GA based methodology for optimal DG allocation and sizing in 
distribution systems, in order to minimize network losses, and guarantee high level of 
reliability and voltage improvement was proposed. A method to allocate and determine the 
size of DG for minimization of the active losses of the feeders using tabu search algorithm is 
presented in [7]. In [8], Analytical Hierarchical Process (AHP) is used to decide the hierarchy 
of the planning process and members constituting the hierarchy are allowed to rate each other 
and relative grading of weights is discussed. AHP method is used to solve the DG planning 
with uncertainties and a different objective in a DG planning problem is discussed in [9]. The 
application of solid oxide fuel cell (SOFC) systems to generate electric power and thermal 
energy required for residential use is discussed in [12].  
 
In this work, the planning of RESs has been carried out by using a hybrid method consisting 
of both optimization and analytic hierarchy process. Three different optimal power flow 
(OPF) problems have been formulated and solved using the mixed- integer non-linear 
programming (MINLP) method, which provides optimal bus locations for RES at various load 
serving nodes and ranking of each of the optimal bus location for the system. With numbers 
of alternative bus locations and rankings obtained from three OPF formulations, the overall 
priority indices have been obtained by using Expert Choice based on an analytic hierarchy 
process algorithm. The results of AHP clearly indicate the ranking of optimal location for 
various kinds of RESs. The effectiveness of the proposed approach has been tested on 15 
node distribution systems [15].  
 
2. Problem Formulation 

For the planning of various kinds of RESs, three different OPF formulations have been used. 
The different objectives used in these formulations consider the minimization of cost of fuel 
cell, photo-voltaic system and wind turbine generation. With each of these objectives, the 
ranking of RES source locations has been obtained. Optimal placement of RES can provide 
both economical and operational advantages. The OPF formulations are given below. 
 
2.1. Objective function 

The three objective functions can be mathematically expressed as follows.  
 
Case A: Minimizing fuel cell cost: 
 

mfcfuel CCCC                                                                                    (1)    

 
Case B: Minimizing solar system cost: 
 

CFFCRCLFCC CCMOsolar *8760/)*(*&                                             (2)   

 
Case C: Minimizing wind energy system cost: 
 

AOEAEPICCFCRC netwind  /)*(                                                           (3)    

 
where  )1)1/(())1((*  n

r
n

rrfcc iiiCC                                                (4) 

 
 /)*( dgingf PC                                                                                        (5) 
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netAEPLRCMOLLCAOE /)&(                                                         (6) 

 
[ 

2.2. Equality Constraints 

The network for the transmission of electric energy is modeled using the power balance 
equation at each node in the network. These include the usual load flow equations at each 
node and the power balance equation as given below. 
 

idigi PPP                                                                                                     (7) 

 

idigi QQQ                                                                                                   (8) 

 


j

LjPPLT                                                                                                   (9) 

 


j

LjQQLT                                                                                                 (10) 

 
2.3. Inequality Constraints 

These constraints have considered the following. 
 
Real and reactive power generation limits: 
 

maxmin
gigigi PPP                                                                                              (11) 

 
maxmin
gigigi QQQ                                                                                             (12) 

 
Voltage and angle limits: 
 

maxmin
iii VVV                                                                                                (13) 

 
maxmin
iii                                                                                                  (14) 

 
Distribution generation limits: 
 

maxmin .. dgdgdg PuPPu                                                                                    (15)             

 
where Cfuel is fuel cell cost function, Csolar is solar system cost function, Cwind is wind 
energycost function, Cc is annual investment cost, Cfc is total purchasing cost, γng is the price 
of natural gas, η is the electrical efficiency, Cm is maintenance cost expressed as 4–10% of the 
purchasing cost, Pdgi represent DG generated power at bus i, CO&M is the operating and 
maintenance cost, LF represent levelizing factor, CCC shows the capital cost, FCR is fixed 
charge rate, CF is capacity factor, ICC represents initial capital cost, AEPnet is net annual 
energy production, AOE represents annual operating expenses, LLC and LRC are land lease 
cost and levelized replacement cost, ir represents annual interest rate, n represents lifespan in 
years, Pi and Qi represents active and reactive power injection at bus i,  PLj and PLT represent 
individual real line loss and total real system loss, QLj and QLT represent individual reactive 
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line loss and total reactive system loss, Pgi, Qgi, Pdi and Qdi are real and reactive power 
generation and demand respectively, Pg

min, Pg
max, Qg

min and Qg
max represent limits on real and 

reactive power generations, Vi and δi are the voltage magnitude and angle at the i th bus, Vi
max, 

Vi
min, δi

max and δi
min are the maximum and minimum limits on voltage magnitude and angle at 

bus i, u is the binary vector {0,1} that represent the absence and presence of DGs sources at a 
bus and Pdg

max and Pdg
min are limits of generated power from DG. 

 
3. Analytic Hierarchy Process (AHP) 

AHP is introduced by Saaty in [10]. AHP is a decision-making tool, which helps in finding 
goals or objectives among alternative courses of action. It is a systematic method for 
comparing a list of objectives and the alternative solutions satisfying respective objectives. 
First, pair wise comparisons are made between the objectives and, then, between alternative 
solutions with respect to each objective. For pair wise comparison, some weights are also 
assigned according to the importance, or preference of the objectives or the alternatives. A 
comparison of objectives/alternatives i and j utilizes a value bij , defined in Table 1. 
 
Table 1. Relative importance, preference, or likelihood (bij). 
       1                  Objective i and j are of equally importance 
       3                  Objective i is weakly more important than j 
       5                  Objective i is strongly more important than j  
       7                  Objective i is very strongly more important than j 
       9                  Objective i is extremely more important than j  
       2,4,6,8          Intermediate values  
 
Further, if bij=k, then bji=1/k 
Considering a decision-making problem to prioritize m alternatives with n objectives, the 
AHP algorithm has been shown in Table 2. 
 
Table 2. Pairwise comparison matrix of objectives. 

      obj1    obj2  …  objn        Priority 
obj1     b11       b12     …  b1n              p1 
obj2      b21       b22    …  b2n              p2 
  .         .          .       .      .                 . 
  .         .          .       .      .                 .    
objn     bn1        bn2    …  bnn              pn 
 
The relative weights of objectives can be computed as normalized geometric means of the 
rows (which are very close to the eigenvector corresponding to the largest eigenvalue of the 
matrix). The geometric means are computed as 
 

 n

n

j
iji bh 




1

                                                                                                  (16) 

 
The relative weight (priority) of the i th objective is obtained as  
 





n

i
i

i
i

h

h
p

1

                                                                                                       (17) 
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Similarly, the pairwise comparison matrix can be defined for alternatives with respect to each 
objective. Therefore, with m alternatives for the kth objective, the priority of the ith alternative 
is obtained as 
 

m

m

j
kijki bh 




1

                                                                                                   (18) 

 





m

i
ki

ki
ki

h

h
p

1

                                                                                                      (19) 

 
The overall priority of the mth alternative is obtained as 
 

km

n

i

n

k
im ppp 

 


1 1

                                                                                             (20)  

 

4. Case Study 

The proposed hybrid method for RESs planning has been demonstrated and analyzed on 15 
node distribution system [15]. The MINLP method has been used to obtain the optimal 
locations of DGs for each case separately. For ranking of optimal DG locations, all of the 
available DGs are taken simultaneously. In case A, which minimizes fuel cell generation cost 
with five numbers of DGs, the optimal locations are found at buses 13, 15, 12, 11, and 10. 
Reducing the maximum available source to four, buses 13, 15, 12, and 11 are found as the 
optimal locations. Hence, it can be concluded that bus 10 was ranked last, i.e., fifth. Again, by 
reducing the available sources to three, buses 13, 15, and 12 are found as the optimal 
locations, and, hence, bus 11 is ranked as fourth. Similarly, by reducing the available DGs, the 
ranking of optimal locations are obtained. 
 
Table 3. Ranking of RESs locations based on different objective and overall locations. 

Rank Case A Case B Case C Overall 
locations 

1 13 12 15 15 
2 15 11 14 13 
3 
4 
5 

12 
11 
10 

10 
9 

13 

13 
12 
11 

14 
12 
11 

 
Considering case B, which minimizes photo-voltaic generation cost, with five numbers of 
DGs, the optimal locations are found at buses 12, 11, 10, 9, and 13. While considering case C, 
which minimizes wind turbine generation cost, with five numbers of DGs, the optimal 
locations are found to be bus 15, 14, 13, 12, and 11. Table 3 shows the ranking of DG 
locations with different objectives (cases A, B, and C) are found and overall ranking for these 
three cases obtained by using the AHP. The scheme for obtaining the optimal locations of 
DGs is given in Figure 1. It can be observed from Table 3 that, with each objective, different 
rankings of optimal locations are obtained with a few common bus locations. Thereafter, as  
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Fig. 1. Flow diagram of the hybrid method used for RESs planning. 
 
given in the flow diagram in Figure 1, AHP algorithm is used to compute the overall ranking 
of optimal bus locations for RESs placement. The ratings considered for various types of 
RESs are 5 kW, 20 kW and 50 kW for fuel cell, photo-voltaic system and wind turbine 
generation system, respectively. Figure 2 shows the performance sensitivity graph with 
respect to criteria and goal. The objectives and alternatives are represented by the vertical and 
horizontal bars, respectively. The intersection of the alternative line graphs with the vertical 
criterion lines shows the priority of the alternative for the given objective, as read from the 
right axis labeled Alt%. The objective priority is represented by the height of its bar as read 
from the left axis labeled Obj%. The overall priority of each alternative is represented on the 
OVERALL line, as read from the right axis. It is observed from the graph that the suitable 
locations for wind, solar and fuel cell are 15, 13, 14, 12, 11, 10 and 9. The highest priority has 
been given to wind energy system whereas the solar system has got the lowest priority as 
shown in Figure 2. Finally we can conclude that wind energy system is the best for bus 15, 
fuel cell system is best suited for bus 13, wind energy system is best suited for bus 14 and 
solar energy system is best suited for bus 12, 11, 10 and bus 9, respectively.  
  
Figure 3 shows the dynamic sensitivity of the different optimal bus locations, which indicates 
the priority in percentage for a particular bus. As per the Figure 3 the priority of bus 15, 14, 
13, 12, 11, 10 and 9 is 28.4% (highest), 16%, 20.5%, 15.5%, 11.3%, 5.3% and 3% (lowest), 
respectively. Figure 4 shows the percentage of location for various types of RESs in the 
system. From this figure, it can be observed that 63.7% of the location is supplied by wind 
energy sources, 10.5% by solar energy and remaining 25.8% by fuel cell energy system. 
 
 

Overall 
ranking 

Minimizing wind 
turbine 
generation cost 

Ranking of optimal 
locations with case C 

AHP method MINLP method 

Minimizing 
photo-voltaic 
system cost 

Ranking of optimal 
locations with case B 

Minimizing fuel 
cell cost Ranking of optimal 

locations with case A 
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Fig. 2. Performance sensitivity graph with respect to criteria and goal. 
 

 
Fig. 3. Dynamic Sensitivity of the nodes. 

 

 
Fig.4. Distribution of RES locations based on different objective. 

 

5. Conclusion 

This paper proposes a hybrid method for DG planning taking various kinds of RESs 
simultaneously into account. This approach consists of two steps. In first step, the ranking of 
optimal locations are obtained by using MINLP method with an objective of minimizing the 
cost of respective RES. It has been observed that some of the optimal locations found to be 
same for different kinds of RESs, and which creates confusion over the placement of various 
types of RESs. Then, in second step AHP is used to distinguish the locations for various kinds 
of RESs by identifying the exact optimal location for a particular type of RES. These 
locations also indicate the placement and type of RESs. The results clearly indicate the overall 
ranking of bus locations and the type of energy sources to be placed there. In this planning 
work, wind, solar and fuel-cell energy has been used in the ratio of 63.7%, 10.5% and 25.8%, 
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respectively. If this sharing of various RESs changes then, the locations for different kinds of 
RESs also changes. 
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Abstract: The importance and complexity of sustainability has been well recognized and a formal study of 
sustainability based on system theory approaches is imperative as many of the relationships between the various 
components of the system could be non-linear, intertwined, and non-intuitive. A mathematical model capable of 
yielding qualitative inferences can serve as an important tool for policy makers to: (1) explore various simulated 
important scenarios, and (2) evaluate different strategies and technologies. In this article, we consider a 
simplified ecological food web with an integrated macro-economic system, industrial production sector, an 
energy generation sector, and elements of a human society along with a rudimentary legal system. The energy 
sector is designed to supply energy to the other components of the system either by using a finite, non-renewable 
energy source or by a combination of a non-renewable source and biomass. Many of the components of the 
system depend directly or indirectly on the biomass used for energy production. Subsequently, this model is used 
to study the impact of using biomass for the production of energy on the sustainability of other components of 
the system under different scenarios such as population increases and per capita consumption increase. 
 
Keywords: Sustainability, Energy, Ecological Model, Scenario, Ecosystem 

1. Introduction 

Sustainability or sustainable development has been generally defined (1) as "development that 
meets the needs of the present without compromising the ability of future generations to meet 
their own needs." From this definition, it can be noted that sustainable development can be 
achieved (and sustained) only by addressing various diverse issues making the study of 
sustainability an inherently complex and highly multi-disciplinary concept. The sustained 
effort of the scientific community has led to the realization that continued exploitation of the 
Earth’s resources cannot be infinitely sustained and can severely endanger the existence of 
many of the biological species (2). This has led to a vast mobilization of efforts spanning all 
strata of human society including the scientific, political, and social. A growing body of 
research has been reported in literature (3-8). It has tried to comprehend the causes of various 
naturally occurring phenomena and attempted to predict some future consequences, along 
with suggesting remedial actions that need to be implemented over a period of time to avoid 
catastrophic events. It should be noted that sustainability is not a goal but a path or corridor 
through time, which has to be continuously followed and monitored. Sustainability is 
dependent on the interactions between the various dimensions of the system such as ecology, 
human society, economics, technology, and other aspects. Often, these interactions are 
nonlinear, intertwined, and non-intuitive in nature (7, 8). Additionally, the effects of many 
current actions manifest over a long period of time making the study of sustainability quite 
complex, requiring a systematic approach.  
 
Stable mathematical models featuring the critical components of a real system can aid in the 
formal study of sustainability. Models capable of yielding qualitative inferences about 
sustainability under various simulated scenarios can assist policymakers when evaluating 
various strategies and technologies. A comprehensive review of some of these models can be 
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obtained from Whitmore et al. (5). The model proposed by Whitmore et al. (5, 6) integrated 
an economy under imperfect competition with a twelve-cell ecological model. Despite the 
unique features of the model, it had a limiting assumption as it presumed that an infinite 
amount of energy was available without any cost to the various components of the integrated 
system. This assumption warrants a cautious approach when extending the qualitative results 
of the model to any real world system, where it has been seen that factors related to energy 
not only have geo-political ramifications but also cause enormous stress on certain 
components of the system that could jeopardize sustainability. 
 
An enhanced model, which considers various aspects, related to the production and utilization 
of energy from various types of energy sources in an integrated system has been presented in 
this article (8). This model can be used to simulate the production of energy based on a finite, 
non-renewable energy source or a combination of both a non-renewable energy source and 
biomass. The model is subsequently used to study the sustainability of different components 
of the integrated system due to the diversion of a part of biomass for the production of energy. 
Finally, we have used the model to study the sustainability of the integrated system under 
various plausible scenarios such as a population increases and an increase in the per capita 
material consumption levels of humans.  
 
2. Integrated Ecological-Economic Model 

The model consists of 14 compartments and represents a simplified ecological food web set in 
a macro-economic framework with farming, livestock raising, industrial production, energy 
generation, and a rudimentary legal system. The model shown in Fig. 1 consists of three 
primary producers (P1, P2 and P3), three herbivores (H1, H2 and H3), and two carnivores (C1 
and C2) along with human households (HH). The Resource Pool (RP) represents a generic 
finite nutrient source while the Inaccessible Resource Pool (IRP) represents mass that is not 
biologically accessible to the rest of the system. The primary producers feed on RP and use 
energy from the Sun to make this mass available to the rest of the integrated system. A small 
amount of mass from IRP is recycled back into the system by P2 and P3, which symbolizes 
degradation by the actions of microorganisms. All nine biological compartments recycle mass 
back to RP through death. The Energy source (ES) represents a finite non-renewable energy 
source. The Energy Producer (EP) is an industry that uses labor to transform the energy 
source into a usable form of energy. This energy is supplied to HH and IS. EP is also capable 
of producing energy using P1, and this would represent the production of energy using 
biomass. The IS produces products valuable to HH using P1 and RP. The use of the IS 
products does not increase the mass of HH, but it instead passes through as this is used to 
increase the mass of IRP. Similarly, the use of mass by the EP to produce energy results in the 
increase of the mass of the IRP and a corresponding decrease in the mass of ES. The 
biological compartments of the system can be aggregated as shown in Fig. 1 into 
domesticated species that have economic value and wild species that have no economic value. 
A legal system assigns property rights to domesticated biological species, the product of the 
industrial sector, and the non-renewable energy source. Grazing rights are given to H1 to 
access P2, while the access of C1 to H1 is limited. Moreover, C1 is a protected species and 
cannot be hunted or consumed by other components of the integrated system. Similarly, the 
access of P1 by H2 is limited by using capital and labor, i.e. erecting barriers or “fences.” 
 
The human workforce can choose to work in any of the four industries (P1, H1, IS or EP) and 
the wages are set by IS depending on the demand supply gap of the IS product along with the 
population, i.e. IS dominates the labor market. The demand for any product (P1, H1, and IS) 
by HH also depends on the price and demand for various other products. The demand for a 
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3. Scenario Analysis 

Model based scenario analyses are an integral part of systems theory and help in 
understanding the dynamics of systems under various simulated scenarios without disturbing 
any actual system. Such analyses have been credited with helping make informed and rational 
decisions by their ability to offer insights into ramifications of current and possible future 
actions. However, the results of the scenario analysis should not be mistaken for actual 
forecasts, projections or predictions of the future as the future need not necessarily evolve 
based on the assumptions underlying the scenario analysis. At times, the actual future may 
involve a combination of different scenarios or even witness happenings not envisioned as 
possible scenarios. There have been a number of studies, which are based on scenario analysis 
and have been discussed in the literature (7, 8). We will consider here the two scenarios of an 
increase in human population and an increase in the per capita human consumption levels. For 
the sake of brevity, profiles of only the most important compartments have been provided. 

3.1. Population Increase 

Rapid population increase is one of the scenarios commonly envisaged by many 
environmentalists. The enormous growth of the human population has already placed severe 
stress on many finite resources of the Earth and may pose serious concerns on the 
sustainability of its ecosystem. It is widely believed that the human population will double 
from its current level and peak in the next 50-100 years (9, 10). This premise is largely based 
on the fact that mortality rates will be dropping due to better health care facilities whereas the 
birth rate will also get lowered due to better education of women and increased awareness of 
birth control techniques, particularly in the under developed countries. This period will be 
followed by a steady decline in the human population due to aging and a decrease in fertility 
rates (7, 8). As in previous published studies based on this model (7), the human mortality rate 
drop is modeled in a piecewise linear manner before settling at a final value while the 
coefficients in the birth rate function are nonlinearly varied. The issue of population is 
included here to provide a complete description of the system, but addressing it is well outside 
the purview of the U.S. EPA.  This work should, therefore, not be construed as providing any 
guidance on population issues.  The following discussion describes the dynamics of the 
various compartments of the integrated system.  

From Fig. 2, it can be seen that the amount of P1 decreases faster initially when energy is 
produced using biomass. The price of P1 is initially higher for the scenario where bioenergy is 
used. Although, P1 is used for bioenergy, it does not decrease beyond a certain point because 
of market equilibrium. Due to an increased amount of resource pool mass, the amount of P3 
increases with time whereas the amount of P2 declines due to an increase in the growth of H3. 
The increase in the growth of H3 is essentially due to an increased level of P3. From Fig. 2, it 
can be seen that there is a sudden decrease in the level of H1, and H1 never recovers. This 
sudden decrease occurs at the point where population growth is highest. At this stage, the 
resources for H1 to consume became limited due to consumption of P1 by humans as well as 
for its use for bioenergy. However, the level of H2 increases because the decrease in H1 leads 
to a decrease in the levels of C1, which in turn decreases the consumption of H2, and hence 
increases the compartmental mass of H2. From the figure, it can be seen that there is a drop in 
the level of C1 if a portion of the P1 is used for producing energy. This can be attributed to a 
drop in the amount of H1 that is being transferred to the C1 compartment due to a decreased 
level of H1, because of the production of energy using biomass. The amount of C1 drops due 
to the usage of P1 for producing energy even though C1 does not directly consume P1. 
Another important thing to notice is that though C1 is a protected species, its mass drops 
significantly because of the economics of P1. Similar observations also hold for C2. However, 
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replacement. Such abnormal high consumption levels could severely affect the current 
composition of the ecosystem (11, 12). Moreover, with an increase in per capita income, the 
quality of life and disposable income have increased often leading to an increase in per capita 
consumption of both mass and energy. This continuous increase in consumption levels could 
not only exceed the capacity of the ecosystem to provide services, but endanger the longer-
term sustainability of the system. For the model under study in this article, the increase in the 
consumption level of humans is modeled by linearly varying the constant coefficients 
involved in the estimation of per capita demand for resources. This strategy of modeling 
consumption increase is similar to the previous published work on a similar model by Shastri 
et al. (13). We will now present the discussion on the dynamics of various compartments 
present in the integrated system under increased levels of per capita consumption. 

Figure 3 shows that increase in the consumption levels of humans leads to a decrease in the 
levels of P1, H1, and C1. The magnitude of decrease is more prominent when energy is 
produced using biomass. This is because a part of P1 is being used for the production of 
energy, and, thereby, is not available to the rest of the system. The increase in the price of P1 
leads to a lower consumption of P1 by the H1 compartment. The level of P2 was also seen to 
decrease whereas the level of P3 increased due to increased levels of the resource pool. These 
changes in the primary producers have cascading effects on the other components of the 
integrated system. The herbivore H1 preys on P1 and a rapid decline in the levels of P1 leads 
to a rapid decline in the levels of H1. Similarly, the level of H2 falls rapidly when P1 is used 
for producing energy, since the levels of P1 and P2 are lower. However, the level of H3 
remains the same in both the cases as it depends on the level of P3. The level of C1 and C2 in 
both cases decreases to significantly lower levels due to a decrease in the levels of H1 and H2. 
However, their decline is more rapid when P1 is used for the production of energy. For the 
case of population increase, the amount of C1 and H1 had also decreased but in the case of 
consumption increase, the mass of these two compartments not only decreases, but they  
become extinct. It should be noted that the extinction of C1 occurs despite the fact that it is a 
protected species. This is an example of the complex interaction between the various 
dimensions of sustainability, and how one or more dimensions can dominate the others. In 
this case, the economic dimension dominated the legal dimension, and this resulted in the 
extinction of the C1 species. It can  be seen that the use of P1 to produce energy in an 
increasing consumption level scenario could accelerate the extinction of some species.  

From Figure 3, it can be seen that the amount of human mass has increased substantially due 
to an increase in the consumption of P1 and H1. However, the use of P1 to produce energy 
leads to a lower increase in the mass of the human compartments. The figure shows that there 
is a drop in human population towards the end of the simulation horizon. The level of human 
population is slightly less when P1 is used as a source of energy for producing energy. This 
can be attributed to the fact that the non-availability of P1 leads to a decrease in the 
compartmental mass of the human households and subsequently manifests into a decreased 
population. The figure shows the prevailing wages as decided by the Industrial Sector (IS). 
The difference in the wage levels is a reflection of the difference in the population level for 
the two cases. Since the population is slightly lower when P1 is used for producing energy, 
the wage rates for this case are higher. The wage rates are constant for a considerable period 
of time and start to increase towards the end due to a decrease in the human population. This 
is consistent with the assumptions of the model wherein the wage rate remains constant with a 
constant population level and increases with a drop in the population. 
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some of the catastrophic events such as the extinction of protected species and human well-
being. The proposed model can be used to explore strategies, policies, and to evaluate the 
impact of alternate generic technologies on the long-term sustainability of the system. The 
inherent assumptions of the model have to be borne in mind, and a cautious and conservative 
approach should be practiced while extending these model inferences to reality.  
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Abstract: This is the New Highest Technology, 100% Venezuelan and Unique in the World, Technological 
Innovation, World Patent for Maximum Protection, Security and Zero Risk (0) to all Electrical and Power 
Generation Systems: Hydroelectric and Thermoelectric Power Plants; Wind, Nuclear and Solar Power Plants; 
others. It’s the only technology around the world that has the potential to disperse and propagate to land mass the 
enormous energies associated to the Atmospheric Discharges (Lightning), which are in the order: 200,000 to 
500,000 Amperes; 1,000 million Kilowatts and High-Level Transient Voltage of 100 million Volts. This New 
High Technology is the solution to the paradigm of Benjamin Franklin and it’s the mechanism to end the 
“Blackouts” that produces so many damages and losses of billions of dollars to both: generators and users of 
electrical service, throughout the world. 
 
Keywords: Atmospheric Discharges, Lightning, Electrical Substations, Grounding Protection. 

 
1. Introduction 
The Electrical Faults, Interruptions and “Blackouts” generated by Atmospheric Discharges 
(lightning) in Transmission Lines, Electrical Substations (High Voltage), Power Equipment 
and Electronic Equipment of High Sensitivity are the main problem in today’s Electrical 
Engineering in the world. 
 
The calculation and design of Protection Systems for Transmission Lines and Electrical 
Substations (Reticular Mesh of Grounding, Bars and others) that are currently used in 
Electrical Engineering are inefficient, because those calculations for Reticular Mesh of 
Grounding are made by taking into account only the electrophysical characteristics of Power 
Transformers and other items such as: transformers capacity, reactance, capacitance, 
inductance, secondary current, short circuit current symmetrical and asymmetrical, land 
resistivity, mesh geometry and others. In other words, Reticular Mesh of Grounding aren’t 
designed or calculated to counteract the destructive effects of lightning. 
 
The dispersion capacity of a Reticular Mesh of Grounding would be in the order of 10,000; 
20,000 or 30,000 Amperes. In that sense, the energy values associated to lightning are in the 
order of: 500,000 Amperes, 1,000 millions of Kilowatts and High-Level Transient Voltage of 
100 millions Volts that no Reticular Mesh of Grounding would be able to disperse. 
 
The only existing device to disperse and propagate this huge energy is the Natural Ionizing 
System of Electrical Protection conformed by: Lightning Rod Ionizing Natural Ionca and 
Ionic Electrode Active Trimetallic Triac of Grounding, both High Technologies, 100% 
Venezuelan. (Cabareda, 2006. Science, Technology and Innovation Award, FUNDACITE, 
Science and Technology Ministry of the Bolivarian Republic of Venezuela). Finally, the only 
definitive and total solution to avoid Interruptions and Electrical Faults in Electrical 
Substations, Power Equipment and Electronic Equipment of High Sensitivity generated by 
Atmospheric Discharges (lightning) and to end “Blackouts” is by installing these devices on 
existing Towers and Transmission Lines, Electrical Substations and for those to construct. 
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2. The New Highest Technology, 100% Venezuelan, 

2.1. Natural Ionizing Lightning Rod Ionca 
It bases its operation on its electrophysical structure and the enormous differences of existing 
potential and the electrical field in the atmosphere in conditions of storm that allow to 
generate “crown effect” or “ionizing effect” that produce billions of high ion conductivity, 
because it has electrodes to atmospheric potential (atmospheric excitatory) and electrodes to 
grounding potential isolated to each other. This “ionizing effect” is increased by “hit effect” 
between air molecules and particles (ion) accelerated by the enormous existing electric fields 
during the storm. This natural ionization generates a “grounding direct discharge” which is 
the precursory current of lightning and that jointly with the stepped currents that derive from 
the interaction of the microparticles in the clouds, indicates the way and the trajectory for the 
Atmospheric Discharge (lightning), which will be lead through Lightning Rod Ionizing 
Natural Ionca and the Ionic Electrode Active Trimetallic Triac of Grounding to the land mass, 
scattering and spreading the enormous energies associated to this phenomenon, without 
causing damages. Electrophysical Characteristics: Height: 620mm. Diameter: 470mm. 
Weight: 6.4Kg. Material: Stainless Steel 304, Polytetrafluoroethylene (400°C). Vertical 
Penetration: 50 y 100m. Warranty: 20 years. 

 
Fig. 1. Natural Ionizing Ligthning Rod Ionca. Electrophysical Basis. 

 
Fig. 2. Natural Ionizing Lightning Rod Ionca. 

One Natural Ionizing 
Lightning Rod Ionca can 
protect an area of 10,000m2 
(1 Hectare) 
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2.2. Active Trimetallic Ionic Electrode Triac of Grounding 
It bases its operation and highest efficiency on its electrophysical characteristics that allow the 
total and complete adhesion to the land mass, whose land has been dealt chemically with 
high-electrical conductivity electrolytes that decrease the enormous resistivity and allows: 
water saturation and humidity retention, total adhesion to the land mass and high indices of 
alkalinity. The volume of the treated ground is from 18m3 to 27m3 approximately and is 
united to the land mass by the electrolytic and not mechanic adhesion, facilitating the way of 
dispersion and propagation of the enormous energies associated to the atmospheric discharges 
(lightning) and electrical faults, generally. Energy Dispersal Capacity to Land Mass: 500,000 
Amperes,  1,000 million Kilowatts, Lowest Electrical Resistance R = 0.86 to 3 Ω (ohm). Land 
Characteristics: Lowest Land Resistivity, Porosity and Compaction, Maximum Humidity, 
Temperature, Station of the Year, Electrolytes, PH. 
 

 
Fig. 3. Active Trimetallic Ionic Electrode Triac of Grounding. Cross Section. 
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Fig. 4. Active Trimetallic Ionic Electrode Triac of Grounding. Electrophysical Basis. 
 

 
Fig. 5. Active Trimetallic Ionic Electrode Triac of Grounding. 
 
2.3. Energy of Lightning 
Lightning, it’s an interaction and transmission of elevated electrical charges between the 
atmosphere and the earth in conditions of storm or Atmospheric Disturbances. On Earth 
happens: 4,000 storms daily. 9,000,000 lightning daily. The Energy of Lightning is in this 
order: 200,000 to 500,000 Amperes; 1,000 million KW; 1 millions MW = 1.000.000 MW; 
100 millions Volts. 
 
The Energy generated for the biggest Hydroelectric’s Dams around the world would only 
reach 10% of the Energy of a single Lightning: Hydro Québec (Canada) 36.810MW, Guri 
(Venezuela) 10.000MW, Macagua (Venezuela) 3.140MW, Caruachi (Venezuela) 2.160MW, 

HIGH CAPACITY OF DISPERSION 
OF THE ENERGY to the land mass: 

-600,000 Amperes. 

-1,000 million of Kilowatts. 

-100 million of Volts. 

-R = 0.86 a 3 Ω (ohmios) 
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Tocoma (Venezuela) 2.160MW, Itaipu (Brazil-Paraguay) 14.000MW, Three Georges (China) 
22.500MW,  Hoover (USA) 2.080MW, Tehri (India) 2.400MW, Aswan (Egypt) 2.100MW, 
Inguri (Georgia) 1.300MW, Grand Dixence (Switzerland) 2.000MW, Nurek (Tajikistan) 
4.000MW. 
 
2.4. Consequences of Atmospheric Discharges (Lightning) 
Damages to Constructions and Electricals Equipment, Electronic, Communications, Computation and 
Cybernetic, generally: Inductive and Conductive Effects that produce High Levels of Transitory 
Overvoltages (100 millions Volts). Damages to People: Cardiac and Respiratory arrest, Cerebral 
Injuries, Burns, Plow of the Eardrum, Pulmonary and Bony Injuries, Post-traumatic Stress. Losses of 
billions of dollars to both, generators and users of electrical service around the world. 
 
2.5. Characteristics of Atmospheric Discharges (Lightning) 
30 - 100 million Volts. 200,000 – 500,000 Amperes. 100 - 1.000 million Kilowatts. Electric Field: 30 
Volt/m. Potential Gradient: 15KV. Air Impedance: 5KΩ. Atmospheric Pressure: 100 Atmosphere. 
Duration Time: 10 – 30 µseg. Energy: 3 x 109 J/m. Temperature: 15,000 to 30,000°C. Acustic Energy: 
25% (thunder) Caloric Energy: 75% (electrical discharged) 
 
2.6. The Lightning Rod 
The Lightning Rod is a device conformed by one or several metallic bars with certain geometric 
disposition united to an grounding electrode by a downpipe conductor, that facilitates the way of the 
lightning from the cloud to the Earth, allowing the dispersion and propagation of the enormous 
energies associated, without causing damages to people and/or equipment. 

 
Fig. 7. Traditional Lightning Rods and Natural Ionizing Lightning Rod Ionca comparison. 
 
2.7. Grounding Systems 
It’s a set of metallic elements directly buried that allow and facilitate the dispersion and 
propagation of energy associated to a lightning and electrical faults, without causing damage. 
The adhesion to land mass of Traditional Systems of Grounding like Bars and Reticular Mesh 
of Grounding is mechanical. The adhesion to land mass of the Active Trimetallic Ionic 
Electrode Triac of Grounding is Electrolytic. 
- It protects people and/or equipment (electrical, electronic, communication, computation). 
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- It protects against: Lightning, Transitory Overvoltages of Discharge and Low Level, 
Accidental Contact with Lines of High Tension (HT) and Low Tension (LW). 

- It stabilizes the voltage of normal operation. 
- It facilitates the switch operations. 
- Equipotentiality: Touch Voltage and Step Voltage. 
- It allows the dispersion and propagation to land of the associated energy (lightning) to 
electrical faults, leakage currents and Atmospheric Discharges.  

 
Fig. 8. Comparison of Traditionals Systems of Grounding with the Active Trimetallic 

       Ionic Electrode Triac of Grounding. 
 

2.8. Actual Electrical Substation 

 
Fig.9. Actual and Traditional Systems of Grounding (ERROR) 
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2.9. Electrical Substation: The New Highest Technology 

 
Fig. 10. Natural Ionizing System of Electrical Protection. New Concept, Design and Calculation of 

      Engineering in Electrical Substations. (CORRECT) 
 

3. Results/Conclusion 

Power generation is vital and very important, but provide protection and security to the 
energy generated is perhaps even more important. We must avoid the energy losses with an 
efficient and effective protection. The 85% of major “Blackouts” and Electrical Faults in 
power generation, Power Equipment and Electronic Equipment of High Sensitivity in the 
world are produced by the destructive effects of Atmospheric Discharges (Lightning). This 
results in loss of lives and billions of dollars each year. 
 
The New Highest Technology, 100% Venezuelan, Unique in the World, Natural Ionizing 
System of Electrical Protection conformed by the Lightning Rod Ionizing Natural Ionca and 
the Ionic Electrode Active Trimetallic Triac of Grounding of world-wide standard whose 
operation and electrophysical basis are based on phenomenon and events scientifically 
verified like: Atmospheric Discharges (lightning), “crown effect”, “hit effect”, “grounding 
direct discharge”, metallic and atmospheric ionization, electromagnetic and electric fields, 
ionizing potential and electronic affinity, electrical potential presented in the atmosphere in 
conditions of electrical storm, resistance and atmospheric pressure, tripole in the cloud, 
cosmic rays, physical state of the water (liquid, solid and gaseous), electrolytes, resistivity of 
the ground and resistance of dispersion, effects to improve the ground resistivity to give high 
degree of alkalinity), principle water humidity and retention (properties of the charcoal, 
copper sulphate, sodium chloride and the bentonite), substances, equipotential lines and 
equipotentiality of a system (properties of the steel, receives and aluminum like good 
electrical conductors), exothermic weld. 
 
This New High Technology, 100% Venezuelan is the definitive and total solution against 
Electrical Faults and Interruptions generated by Atmospheric Discharges (lightning) and 
affect Electrical Substations, Power Equipment and Electronic Equipment of High Sensitivity, 
Oil Exploration, Drills, Tanks and Stations of Fuel Provision. At the same time, avoiding “the 
burning” of Electronics Cards in Electronics Equipment of High Sensitivity (Rx, CT, MRI). 
It’s the mechanism to end the "blackouts" that produces so many damages and losses of 
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billions of dollars around the world. It´s scientifically proved and globally accepted that the 
existing Electrical Systems of Protection at the moment like: Reticular Mesh of Grounding 
and Coperweld Bars don´t have capacity to disperse and propagate to land mass the enormous 
energies associated to the Atmospheric Discharges (lightning), which are in the order: 
500,000 Amperes, 1,000 million Kilowatts and High-Level Transient Voltage of 100 million 
Volts, enormous energies that cannot be dispersed by Reticular Mesh of Grounding, which it 
has a maximum capacity between 20,000 and 30,000 Amperes. This is the principal cause of 
major Blackouts and Electrical Faults around the world. 
 
Finally remarks 

The Lightning Rod Ionizing Natural Ionca and the Ionic Electrode Active Trimetallic Triac of 
Grounding are Ecological, Natural, Don’t Contaminate the Environment and fulfill all 
Electrical Codes and Norms International and National such as: IEEE, NFPA, ANSI, BSCP, 
WMO, NFC, NEC, CODELECTRA, COVENIN; and it has received the Certification and 
Recognition by: IEEE, The Institute of Electrical and Electronics Engineers, Latin America 
and The Caribbean Region. XXI World Energy Congress, WEC 2010, Canada, Author, 
Presenter, Venezuela Delegate. The New Highest Technology Paper: The International 
Energy Technology Data Exchange (www.etde.org); US Department of Energy Office of 
Scientific and Technical Information, OSTI, Library and Archives Canada and Scientific 
Libraries Worldwide. IEEE, XV International Congress of Electrical, Electronic and Systems 
Engineer, INTERCON 2008, Peru, Author, Presenter, Venezuela Delegate. Polytechnic 
Experimental National University “Antonio Jose de Sucre” (UNEXPO), Arbitrated 
University, Venezuela. Antenor Orrego Private University (UPAO), Peru. Science, 
Technology and Innovation Award granted by Foundation for the Development of Science 
and  Technology (FUNDACITE), Ministry of Science, Technology and Intermediate 
Industries, 2006, Venezuela. General Department of Science and Technology Research, 
Ministry of Science, Technology and Intermediate Industries, Venezuela. National Center of 
Technological Innovation. CVG MINERVEN. National and Internationals Publics and 
Private Companies. Projects and Construction built: Church La Chiquinquira. CVG 
MINERVEN (Gold Mining). Promotora Minera Guayana (PMG), AGAPOV Group (Rusian) 
– Gold Mining. Corporación 80.000, C.A., AGAPOV Group (Rusian) – Gold Mining. CVG 
ALCASA (Aluminum). CVG VENALUM (Aluminum). Clinics: Medical Specialty Center, 
La Floresta, Chilemex, Maracay Medical Center. FIOR Venezuela (Iron Briquettes). CVG 
CARBONORCA (Anodes). Project: Toyota Venezuela (Toyomaya). Engineering Projects: 
Petróleos de Venezuela (PDVSA), PDVSA Boquerón, ENELBAR (Electrical Substations: 
Bárbula, Morón, Valle Seco, Chivacoa, Nirgüa, Yaritagüa), CADAFE (Electrical Substations: 
Tucupita, Temblador). 
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Abstract: An increasing number of rural municipalities want to meet their entire energy demand with biomass. 
This article gives a system analytic view on these “bioenergy villages” by balancing pros (GHG reduction 
potential) and cons (costs) using the example of a model municipality in Germany. The results indicate that a 
100 % energy supply based on biomass potentials within the boundaries of a rural municipality is technically 
possible but less reasonable with respect to land-use competition and costs of energy supply. Whereas heat and 
power demand in bioenergy villages can be covered WITH RELATIVELY LITTLE LAND and to relatively low 
costs, the production of transport fuels based on energy crops (rape seed) leads to significant negative impacts. 
For a cost-efficient decarbonization of rural areas it can therefore be recommended to particularly expand the 
utilization of biomass for heat and power production. 
 
Keywords: rural supply concepts, sustainable energy, life cycle assessment 

1. Concept and status of bioenergy villages  

Numerous bioenergy villages have been realized in rural areas of Central Europe over the last 
decade, for instance in Güssing (Austria), Jühnde (northern Germany) or Mauenheim 
(southern Germany). In Germany alone, planning and implementation of 55 additional 
bioenergy villages1 is in progress or already completed [1]. These villages aim to maximize 
coverage of energy demand with biomass and to operate the bioenergy infrastructure 
independently. The German Agency for Renewable Resources (FNR) emphasizes that using 
fossil technologies for covering peak load demand can be compatible with the concept of 
bioenergy villages and specifies that – while balancing economic and environmental impacts 
– at least 50 % of heating demand and 100 % of electricity demand2 should be met with 
biomass [2]. To fulfill the requirements of the concept, energy autarky (within the territory of 
a municipality) can be aimed but is not a mandatory goal [3]. It is rather emphasized that 
biomass provision should be „regional“ or „decentral“. 
 
Table 1 highlights some pros and cons of bioenergy villages. Looking at the realized villages, 
it is interesting to see that they do not restrict themselves to biomass utilization and some even 
underline the implementation of additional renewable energy such as solar or geothermal 
energy. Moreover, it is noticeable that despite a relatively low energy demand density all 
bioenergy villages trust in district heating systems instead of using separate technologies for 
each building (such as split log boilers). This is because district heating systems offer the 
opportunity to gain economies of scale, to switch over to renewable energy fast and 
collectively as well as to keep the added value completely within the region (by using regional 
energy sources and operating the plant by local stakeholders). Besides, the rollout of district 
heating systems in rural areas often benefits from the lack of competing grid bound systems 
(e.g. pipelines distributing natural gas) [4]. 

                                                            
1 Moreover, more than 100 regions in Germany intend to cover 100 % of their future energy demand 
with renewable energy [11]. 
2 the latter with regards to a yearly balance 
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And in fact, using renewable energy in rural areas seems to have advantages compared to 
urban areas. They have a good resource base, a case study of Baden-Württemberg for instance 
points out that in rural areas seven times more biomass (per capita) is available compared to 
large cities [5]. Moreover, market penetration is much higher, 60 % of Germany’s installed 
bioenergy capacity is located in rural areas [6]. 
 
Table 1. Pros and Cons of bioenergy villages 

pros cons 

Low fuel costs High up front costs (Investments) 

Stimulation of regional and rural 
economy 

Transport of biomass (Traffic) 

Reduction of energy related greenhouse 
gas emissions 

Increase of „local“ emissions (particulate 
emissions) 

Shifting away from finite resources 

Increase  of land use competition Reaching (to a large extent) 
independency from price development of 

fossil energy carriers 

Image building and strengthening of 
tourism 

Acceptance of residents is an important 
pre-condition for economic feasibility 

 

2. Research design 

Against the background of the rapid development of bioenergy villages, this survey 
investigates the prospects of a range of bioenergy technologies such as fermentation biogas 
plants, district heating-plants and CHP3-plants (combustion and gasification), biodiesel plants 
and BTL4 plants. The complete list of technologies is given in Table 2. The typology of 
bioenergy technologies is deduced from those technologies which are implemented in the 
cases of Güssing, Jühnde and Mauenheim. Alternative renewable energy sources such as solar 
and geothermal are not considered. 
This article draws on a previous work [7]. It presents updated information, more detailled data 
on technologies and new evaluations and illustrations. 
 
The analysis is carried out using the example of a rural “model municipality” representing an 
average German village and provides a system analysis focusing on costs and CO2-reduction. 
The methodology is inspired by the pioneer of urban ecology Abel Wolman, who applied a 
similar approach in the 1960s to analyze the material flows of an US-American City [8]. The 
demand characteristics of the village result from a comprehensive evaluation of statistics and 
a literature review [5], [9], [10]. The analyzed model village has 1,050 hectares of agricultural 
land, 400 hectares of permanent grassland and 900 hectares of forest land. The number of 
inhabitants accounts for 3,000. 
 
In a first step, a technology analysis is carried out to define the specific CO2-
emissions (g/kWh) and specific energy generation costs (EUR-cent/kWh) of biomass 
technologies as well as fossil reference technologies for the provision of heat, electricity and 
transport fuel. The analysis follows the principle of life cycle assessments (LCA) and – as 
illustrated in Fig. 1 – includes direct and indirect emissions (up- and downstream processes, 

                                                            
3 CHP = Combined Heat and Power 
4 BTL = Biomass to Liquid 
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such as transport-diesel, fertilizer or deconstruction of facilities) as well as generating 
costs [11]. 
 
Table 2. Analyzed technologies for the provision of heat, electricity and transport fuel 

Technology Capacity Fuel End energy Abbreviation 

Fermentation biogas plant 

150 kWel/200 kWth Manure heat/power BG 150 M 

150 kWel/200 kWth Corn heat/power BG 150 C 

600 kWel/700 kWth Manure heat/power BG 600 M 

600 kWel/700 kWth Corn heat/power BG 600 C 

District heating plant 

2.5 MWth Wood chips heat HP 2.5 

5 MWth Wood chips heat HP 5 

10 MWth Wood chips heat HP 10 

12.5 MWth Heating oil heat HP 12.5 HO 

CHP plant (extraction 
condensing steam turbine) 

max. 1.7 MWel 

max. 3.5 MWth 

Wood chips heat/power CHP ST 

CHP plant 
(gasification+gas engine) 

2.0 MWel/4.5 MWth Wood chips heat/power CHP gas 

Biodiesel plant 3.6 MW/2.9 Mio. l/a Rape seed Biodiesel RME 

BTL plant 3.6 MW/2.8 Mio. l/a Wood chips BIODIESEL 
AND 

GASOLINE 

BTL 

 

 
Fig. 1.  Balance boundaries and elements of the life cycle assessment (LCA) 
 
In a second step, six different combinations (BF1, BF2, BB1, BB2, BBB1 and BBB2) of the 
selected technologies are assessed. They are designed to cover the energy demand (heat, 
electricity, transport fuels) of the model village. The energy demand is considered as the 
cumulative energy demand during the period of one year. The actual coverage of the 
fluctuating energy demand during the period of a day or the four seasons is (with the 
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exception of heat supply) not considered. The six technology combinations are shown in table 
3 and represent different cases for the substitution of fossil fuels: 
 

 In BF1 and BF2 (Bio + Fossil) more than 100 % of electricity demand is provided 
by biomass technologies. At the same time, 30 % of heat demand is covered by 
fossil fuels5 (peak load). Biofuels are not produced at all.  

 In BB1 und BB2 (Bio + Bio) 100 % of heat demand and more than 100 % of 
electricity demand are covered by biomass-technologies. Biofuels are not regarded. 

 In BBB1 and BBB2 (Bio + Bio + Bio fuel) 100 % of heat and fuel demand are 
covered by biomass technologies and surplus electricty is generated. 

 
For every export and import of electricity (surplus production), an economic and 
environmental value is credited: The credits for emissions equate the electricity mix in 
Germany (576 g/kWh). The credits for costs are calculated in two ways: One credit (FIT) is 
based on the feed-in tariff of the German renewable energy law depending on the kind and 
capacity of the technology used (8.0 to 14.7 EUR-cent/kWh). The alternative credit (AVEL) 
is based on the average costs of the German electricity production (5.5 EUR-cent/kWh). 
 
Finally, the results of the biomass utilization options are compared to a fossil reference supply 
system which is defined as follows: 60 % of heating demand are covered by individual boilers 
with fuel oil (371 g CO2/kWh; 10.5 EUR-cent/kWh), 30 % by natural gas condensing boilers 
(226 g CO2/kWh; 10.4 EUR-cent/kWh) and 10 % by boilers with split logs (12 g CO2/kWh; 
8.0 EUR-cent/kWh). Moreover, the electricity mix in Germany (576 g CO2/kWh; 5.5 EUR-
cent/kWh) as well as the shares of conventional diesel and gasoline in Germany’s fuel mix 
(210 g CO2/kWh; 3.7 EUR-cent/kWh) are taken into account for the reference supply system. 
 
Table 3. Analyzed supply systems and technology combinations 

Supply 
system 

Abbr. Combination of technologies Coverage rate biomass
[% of demand] 

heat elect. fuel
Bio + 
Fossil 

BF1 BG 150 M + 3x BG 600 C + HP 5 + HP 12.5 
HO 

70 133 0 

BF2 BG 150 M + 3x BG 600 C + CHP ST + HP 
2.5 + HP 12.5 HO 

70 272 0 

Bio + Bio BB1 BG 150 M + 3x BG 600 C + HP 2.5 + HP 5 
+ HP 10 

100 133 0 

BB2 CHP ST + HP 2.5 + HP 5 + HP 10 100 116 0 
Bio + Bio 

+ 
Bio fuel 

BBB1 BG 150 M + 3x BG 600 C + HP 2.5+ HP 5 + 
HP 10 + RME 

100 133 100

BBB2 HP 5 + HP 10+ CHP gas + BTL 100 131 100
 
3. Performance of technologies and technology combinations 

Fig. 2 shows the results of the technology assessment. It contains the bioenergy technologies 
for heat, electricity and fuels without credits as well as the associated CO2-emissions. There is 
quite a huge bandwidth of results, from 10 g/kWh (BG 600 M) to 116 g/kWh (RME) or 
(looking at costs with credits) 3.2 EUR-cent/kWh (BG 150 M) to 19.4 EUR-cent/kWh (BG 
150 C). 
 
                                                            
5 In these two cases the oil heating plant covers 63 % of the total capacity demand of 19.5 MWth. 
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Fig. 2. Costs and CO2 emissions of 11 bioenergy technologies6 without credits (exergy allocation7) 
 
The results clearly indicate that: 
 

 all bioenergy technologies come along with less CO2 compared to the fossil reference 
technologies and (without feed-in tariffs) hardly achieve lower costs. 

 heat provision is the most economic form of bioenergy and the provision of transport 
fuels comes along with the highest CO2 emissions. 

 using residues (manure) is much more favorable than energy crops. This is true for 
both, environmental and economic balances. 

 
When looking at the six technology combinations in Fig. 3, the analysis furthermore proves 
that massive contributions to decarbonization of the rural energy supply can be achieved by 
implementing bioenergy villages. Even the least ambitious supply system (BF1) cuts 
emissions by 56 %, whereas the most ambitious approach (BBB2) reduces CO2 emissions by 
even 97 %. Supply systems using biomass for peak load have considerably better results than 
systems with fossil peak load. 
 

                                                            
6 The CO2 emissions of the fossil reference technologies amount to 292 g/kWh (heating), 576 g/kWh 
(electricty) and 201 g/kWh (fuels). 
7 Exergy allocation attributes costs and emissions with respect to the share of energy that can be 
converted into any other from of energy (“available work”). Thus, the weight of useful heat depends 
on its temperature: the higher the temperature, the higher its weight. Due to thermodynamics, 
however, heat is always lower than 1. In turn, electricty always equals 1 per definition. 
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Fig. 3. CO2 mitigation (compared to the reference supply system8), CO2 mitigation costs and yearly 
costs per capita (bubble size, EUR/capita/a) 
 
In contrast, under current prices for energy carriers, bioenergy villages hardly reach 
conventional supply systems without considering feed-in tariffs: the four cases BF1 (1,630 -
 2,000 EUR/capita/a), BF2 (1,290 - 1,850 EUR/capita/a), BB1 (1,670 - 2,050 EUR/capita/a) 
and BB2 (1,540 - 1,840 EUR/capita/a) show higher costs (with regards to AVEL-costs) than 
the fossil reference system. In turn, costs based on credits for feed-in tariff certainly (FIT) are 
lower in BF1, BF2, BB1 and BB2 than the reference supply system.  
 
In BB2 for instance costs are considerably lower compared to BB1 due to the utilization of 
less expensive woody biomass instead of energy crops. Comparing BB1 and BF1, only a 
small increase of costs (+2.5 %) can be seen. Therefore, it can be concluded that replacing a 
heating oil plant (peak load) with the wood chip heating plant can achieve moderate CO2-
mitigation costs. In turn, including transport fuels (BBB1 and BBB2) leads to a considerable 
increase of costs (up to 3,270 EUR/capita/a in BBB2). 
 
Fig. 4 highlights that limits for the mass role out of bioenergy villages can appear with regards 
to resource base. In rural areas a 100 % supply with biomass – even though it is technically 
possible – can only be reached with unreasonably high competition to the food, fodder 
production, goods of the pulp and paper industry, and derived timber products. From this 
point of view, the combination with other renewable energy carriers (“renewable energy 
villages”) should have good potentials to reducing the problems of spatial limits. 

 

                                                            
8 8.0 t/capita 
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Fig. 4. Consumption of existing resource base (the share of all forest- and agricultural land is shown 
without considering non-energy use of forestry or agricultural products)9 
 

4. Prospects for low carbon rural areas 

The survey clearly proves that bioenergy villages offer good opportunities for achieving low 
carbon rural areas. In addition, most supply concepts – at least under current feed-in tariffs in 
Germany (FIT) – stood the economic test and (except the ambitious supply system BBB1 and 
BBB2) show negative CO2 mitigation costs. Moreover, it demonstrates that a 100 % supply 
with heat, electricity and mobility is ‘technically feasible’ within the territory of an average 
German village. But such status can only be achieved if second generation biofuels are 
employed, which currently come along with significantly higher costs. Generally, energy 
autarky can only be reached with high competition to food- and fodder-production (conflict of 
aims). But it is possible to cover heating and electricity demand without causing significant 
land competitions. 
 
Especially those municipalities which have large forest areas within their territory offer 
excellent prospects to become a bioenergy village. This is due to the circumstance that wood 
combustion technologies are the most developed and low-cost bioenergy technologies (see 
Fig. 2). In contrast, biogas technologies are competitive only due to the feed-in tariffs even 
when residues (manure) are used. The most expensive way of CO2-mitigation is the 
production of biofuels. Therefore, the current strategy of most bioenergy villages (first 
providing heat and/or combined heat and power, then electricity and then fuels) is a wise 
approach. 
 
Whereas a large resource base is given in rural areas, implementation of renewable concepts 
is facing serious drawbacks as low settlement densities lead to higher specific costs and losses 
                                                            
9 Values < 100 % indicate that less biomass is used than can be provided within the boundaries of an average 
German rural municipality. In turn, values > 100 % imply that imports of biomass are mandatory to implement 
the respective bioenergy concept. 
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for heat distribution. Therefore, the implementation of individual technologies without heat 
distribution (e.g. pellet boilers) and the combination with other renewable energy carriers 
have good potentials to add to the concept of bioenergy villages. 
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Abstract: The purpose of this study is the contribution of photovoltaic systems to the Sustainable Development 
of the region of Thessaly in Greece. The aim is to explore both the potential for further installation of PV 
systems in the region and to record the opinions, knowledge and attitudes of residents about them. To document 
the theoretical data was carried out fieldwork using questionnaires given to a sample of 200 residents of the 
region of Thessaly. The work attempts to clarify the term "Sustainable Development" and what are the factors 
that contribute to it. The advantages and disadvantages of PV systems and the European policy that is followed 
in Greece for them, are recorded. The work focuses on solar rooftops and special attention is given to the 
advantages and disadvantages of solar roofs. The search area is studied and the general characteristics are given. 
The research, the results of statistical analysis and the X2 test for independence are described. In this way, we are 
given the possibility to approach the degree to which citizens are informed and sensitized on the issues of 
photovoltaics. In the last part of the study the results of statistical analysis are commented, the conclusions are 
recorded and proposals are formulated to improve the current situation and further spread and use of 
photovoltaic parks and solar roofs in the region of Thessaly. 
 
Keywords: Sustainable Regional Development, Photovoltaic Systems Renewable energy. 

1. Introduction 

Nowadays, it has become acceptable that sustainable development is directly linked to energy 
development. The use and evolution of renewable energy can contribute to the sustainable 
development of a place, because this will mean environmental protection, and security for the 
financial resources for this place. (Mitoula, 2006)  
 
Regarding photovoltaic systems, the photovoltaic parks made today at a regional level, 
produce electricity channeled through the Public Power Corporation (PPC) for the 
electrification of areas. (www.photovoltaicscom.gr) The same occurs with the installation of 
PV on the roofs of houses (so-called solar roofs). The advantages of such a practice are many, 
since firstly, the citizen produces his own electricity for the home and secondly, a profit 
because it is connected to the electricity network and the "excess" power is sold to it. In this 
way achieve faster depreciation of the cost of installation. (www.atlantisresearch.gr) 
(www.helapco.gr), (www.pv-home.gr) 
 
The purpose of this study is the contribution of photovoltaic systems to the Sustainable 
Development of the region of Thessaly in Greece. The aim of this study is to explore both the 
potential for further installation of PV systems in the region and to record the opinions, 
knowledge and attitudes of residents about them. To document the theoretical data was 
carried out fieldwork using questionnaires given to a sample of 200 residents of the region of 
Thessaly. The work focus on solar rooftops.  
 
In the last part of the study the results of statistical analysis are commented, the conclusions 
are recorded and proposals are formulated to improve the current situation and further spread 
and use of photovoltaic parks and solar roofs in the region of Thessaly. 
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2. Case Study: The region of Thessaly 

The region of Thessaly is the central - eastern part of mainland Greece. It consists of the 
prefectures of Karditsa, Larissa, Magnesia and Trikala and occupies a total area of 14,036 km2 
(10.6% of the total area of the country). (www.thessalia.gov.gr) (Sivignon, 1992) 
(www.el.wikipedia.org) 
 
In the region of Thessaly operates 19% of photovoltaic power plants in Greece. The greatest 
contribution of Thessaly in energy through photovoltaic systems for large power stations, 
from 150 to 2000 KWp, sector which occupies 31% of national production. 9% contribute to 
a small group to 20 K Wp and 14% in average power of 150 K Wp. Then data on t he 4 
prefectures of Thessaly are recorded.  
 
In the prefecture of Magnesia, power stations are located, of which 14% of Thessaly 
contribution to the national average production of energy is produced. (www.anaptixiaki-
anamth.gr) 
 
The first photovoltaic park double-axis, power 94,5 Kw, (6 acres) was created in Stefanovikio 
of Magnesia in 2009 a nd its operation involves several elements of originality, since the 
construction is based on a tracking system of the sun (tracker double -axis), thanks to moving 
rather than stable panels follow the sun, ensuring maximum efficiency. (www.wordpress.com, 
www.qualitynet.gr). At the same time, authorized another photovoltaic power station same 
power (2MWp), adjacent to the operating station Industrial Area of Volos.  
 
In the field of solar roofs, the Social Law Center South Pagason of Municipal Agency for 
Health and Social Affairs of the Municipality of Volos equipped with an integrated system for 
producing electricity from the sun. The PV panels are composed, produced more than 2.600 
KWH per year, offsetting 2.3 tonnes of CO2 emissions in the same period. The PV system 
that was installed in front of this building is the first building unit of a municipal building in 
Greece and the PV modules are specially designed for buildings. (www.aleo-solar.gr) This 
system is innovative and the aim of Volos is the progressive intervention on e xisting 
buildings, contributing to environmental protection and energy security for the city. Having 
such a slogan “Volos-Green Town”, the Municipal Authority has been gradually 
implementing an ambitious program to become the capital of Magnesia benchmark and a 
model “Green City”. 
 
The prefecture of Karditsa, has large areas of high sunshine, a favorable ground for 
development of this technology, which supports local development. As priority areas for 
siting installation of exploitation of solar energy are the areas that are barren or are not high 
productivity and preferably invisible from crowded places, and with opportunities of 
connectivity to the Network or System. (www.minenv.gr) 
 
Example of installation of PV parks in the prefecture of Karditsa is in the municipality of 
Campos, where 5 PV parks were constructed, which produce 20 KW / h each. The funding 
was made by the Operational Programme "Competitiveness" of the Ministry of Development 
(45% subsidy from Ministry of Development and 55% own contribution). 
(www.oikosocial.gr) The project makes the municipality electrician producer. The benefits 
from the operation of this park are numerous and significant for the local community and the 
wider region. In 2008 e stablished the "Energy Company of municipality of Campos”. The 
local company that took over the project, pledged that 50% of profits will invested in 
environmental projects and the remaining or rest of 50% in activities of cultural, sporting and 
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environmental sector, namely development projects for the benefit of the municipality. 
(www.karditsanews.gr) Also, 2.5 acres used for the installation of PV is like to have created 
200 acres of forest. This is because many would be needed to absorb 280 tones of CO2, the 
release of which prevent the PV. (www.oikosocial.gr) 
 
Also in Artesiano of Karditsa two units of 100 K Wp are built in neighboring areas of PV 
panels of high efficiency, with rated power 100 KWp each. (Www.aleo-solar.gr) 
 
Under construction is PV station in the Industrial Area of Karditsa with power 1MW.  
 
In addition has given a license installation of a power station by PV power systems 0,84 MW, in place 
of the industrial area of Karditsa, Palama Municipality of Karditsa (www.thessalia-
espa.gr/Files/espa_episimi.pdf) 
 
Regarding the prefecture of Larissa, in recent years contributes significantly to 
generating/producing electricity using not only PV parks and solar roofs. 
 
In the municipality Kranona installed PV park, thanks to the special bases of support, 
following the sun in two directions (two-axles trackers). This provides 40% more power than 
conventional – stable installations. Already by 2/4/2009 have been saved 1.616,54 kg  CO2 
emissions from the PV station rated power of 19.80 kW, which came into full production 
mode on 13/3/2008. The project was funded under the CSF by the "Competitiveness” of the 
Ministry of Development, at 55%. (www.greenproject.gr) 
 
Also, in the municipality Polydamanta was authorized in 2009 b y the Ministry of 
Development and the Region of Thessaly, the transmission of energy production license and, 
installation license of PV station, power 9,99 MW.  
 
In February 2010, in place Kritiri of the municipality Farsala of Larissa, was issued permit 
installation of PV power station, power 1.998 MWp.  
 
Finally, based on the same article, was issued another permit installation of PV power station, 
power 4.996 M Wp, in the municipality Narthakiou of Larissa. 
(www.photovoltaics.com.gr/solar-panel-pv-3.html) 
 
As for the prefecture of Trikala, there is a rapid increase in installed PV systems. 
Specifically, the Energy Regulatory Authority (RAE) approved the installation of PV systems 
with total power 95,04 KWp on the roof of the Technical Vocational High School of the city. 
This project covers not only the electricity needs of the school but the excess is sold to ΔΕΗ. 
The choice of school was for learning and energy purposes. (www.news.trikki.gr) 
 
Also, in 2008 c ompleted the installation of PV power system with power 99.30 KWp in 
Vasiliki of Trikala. Using the single-axis moving bases, frames are always oriented to the sun 
by increasing production by 32%. The whole system is supported by a metal circular track of 
12 meters in diameter, and thus the suncarrier oriented to the sun every 10 minutes.  
 
The first photovoltaic station in Trikala of “small class” (up to 20 kWp), built in 2008 in the 
municipality Paleokastro. (www.aleo-solar.gr) 
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In Pigi of Trikala a new photovoltaic park of 19,98 kW  rated power is installed and the 
connection to the electricity network was held on August 12, 2009.  
 
Also, in the prefecture of Trikala installed PV park on a flat roof of industrial building crafts 
an extent of 1500 square meters, rated power 19,80 kW. This is the first PV system in Greece 
installed in the roof using sun tracking system (tracker). Due to the limited installation space 
and to avoid shadows, preferred to use single-axis tracker, which delivers increased 
production compared to systems of stable bases (approximately 30-35%).  
 
In 2009, completed another PV park rated power 19,98 kW  in Faneromeni of Trikala. The 
project was funded under the third CSF by the program "Competitiveness” of the Ministry of 
Development, at 55%. (www.greenproject.gr) 
 
The Municipality Ichalias of Trikala converted in solar center, where completed the 
installation of two more PV parks of 19,80 kW each, reaching a total of 4 parks in the area. 
 
In 2010, another permit to construct plants producing electricity from PV systems was issued, 
with a power of 1,006 MW, in the municipality of Paliokastrou in Trikala.  
 
3. Research 

In the investigation of these issues, in region of Thessaly, a fieldwork was carried out during 
the period between February and April 2010. 280 completed questionnaires shared, while 200 
of those were returned, of which 60 relate to people of Volos, 40 of Karditsa, 60 of Larissa, 
and 40 of  Trikala (total population = 317105 residents). The number of questionnaires was 
proportional to the population of each district. Completion of the questionnaire was 
anonymous, while the sample was selected using the simple random sampling and attempted 
to cover all the scales of ages and educational levels. After the completion of questionnaires, 
were processed, followed by checking their validity, the coding of variables and their 
introduction in the statistical program Statgraphics. Using the statistical program Statgraphics 
found the percentages. The Excel has the ability to make charts of the percentages of the 
respective responses of the respondents. Of the 200 pe ople, 46% are men and 54% are 
women. The majority of respondents are aged 20-29, the rest ranging from 30-59 years old 
and only 3% are aged 60 or over, which consists of pensioners. The education level of 
respondents varied, with 52% ranging from 15.000 € t o 30.000 €, 12.5 % have an annual 
household income <15.000 €, 31% from 30.000 € to 45.000 €, and 4.5% of respondents with 
more than 45.000 €. One very important factor that could influence the views of respondents 
are professional jobs where just over half the respondents, 51.5% appears to be private and 
civil servants, 11.5% self-employed, the 20.5% students, 9% are employed in households, 
4.5% were unemployed and 3% retired.              
 

 
Fig. 1. Have you ever use PV?                              Fig. 2. Are you willing to help in reducing energy 

consumption by using solar energy through PV? 
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Fig. 3. What about the subsidy by the E.U. for    Fig. 4. Obstacles for the use of PV. 
           the use  of PV?      
 

 
Fig. 5. How PV contribute the Sustainable           Fig. 6. Would you install PV on your rooftops? 

      Development?    
 

 
Fig. 7. The others who do not agree with the installation  
           of PV on roofs. 
 
To extract the best conclusion was necessary to examine whether the realization of an event 
influences another event. To test the degree of dependence between two qualitative variables 
the X2 test is used. The X2 test of independence is a method that allows us to determine 
whether two variables are dependent. 
 

 
Fig. 8. Correlation of the variables        
"educational level" and  "install PV on roofs”                                                 
 
 
 
 

Fig. 9. “annual family income” and “help to 
reduce energy consumption by using PV 
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Fig. 10. “information" and "necessity of the 
installation        of    PV in the region of            
Thessaly”    
 
 

 
Fig. 11. The intensive use of PV contributed 
significantly to enhancing sustainable 
development in the region of  Thessaly, the 
majority agree with the installation of                                                                                         
PV on their roofs 
                                

4. Discussion 

The above survey shows that residents are aware of issues of environmental protection. 
Furthermore, they are interested in the development of their country and are willing to accept 
the further use of photovoltaic systems. 
 
97% of the sample have not used PV but are willing to shift to the use of solar energy through 
photovoltaic systems instead of conventional energy (polluting fuels). On the issue of EU 
subsidies for application of PV systems exist 2 views exist: in the one hand a subsidy is an 
important incentive, while on the other hand, a large proportion of the sample considers that 
the subsidy amount is small compared with the obstacles facing such an action. Also, in the 
opinion of the sample, there are major institutional problems (bureaucracy, etc.) problems of 
cost (design, purchase and installation). Therefore, the willingness, determination and 
environmental consciousness exists, but others are the factors that contribute to the further 
development of PV systems.  
 
The survey showed that people propose funding from the government, further and better 
information about the account issues from media and press. Generally, regular information 
and awareness of public is demonstrated by research that leads to change human behavior, 
without neglecting the education/training from an early age.  
 
Arguing that the PV systems contribute to sustainable development of the Region of Thessaly, 
the respondents indicate that the growth sectors that will most affected by the widespread 
application of PV as a renewable energy, is initially the economy. This is because new jobs, 
liquidity in the region and independence as a point of fueling are created. The impact on the 
environment will also be positive, due to reduced emissions, the friendly operation of PV on 
it, and the recyclability of construction materials. At the same time, the employment of many 
people working in research on environmentally friendly technology is enhanced. 
 
The subject of the installation of PV on roofs (so-called solar roofs), is a very important part 
of research because from the results that carried out, is concluded that the largest percentage 
of respondents who would make installation, are based on t he following reasons: they are 
environmentally friendly, provide reliability and long life, and of course the maintenance cost 
is very low. Note however that the reason why they would not install, is more economical.  
 
Then, indicated that, the better the educational level of each respondent is, the greater and the 
eagerness to help in reducing energy consumption by using solar. This happens because the 
level of education means more knowledge, not just for one particular sector, but general as 

3150



long-term benefits, impacts, even in conjunction with other sectors. Moreover, in the case of 
solar roofs, it is concluded that the higher the educational level is, the higher the percentage of 
respondents are agreeing with the installation of PV on rooftops. It seems therefore, that this 
feature reduces the hesitation, financial or otherwise, for such an installation. 
 
Another factor that contributes to the willingness of respondents to install PV is the annual 
family income, even if it undermines the protection of the environment. The higher the annual 
household income is, the percentage of people who are interested to help in the effort of 
reducing energy consumption by using PV increases. In addition the needs of one person to 
the other differ, also differ in their beliefs, willingness and interests that are directly affected 
by income. Moreover, employment, which is linked to income, is also a factor that influences 
the views of persons. The above observed from the fact that the majority of workers support 
the view that the subsidy that is given by the EU for the application of PV is an important 
incentive, unlike the pensioners, the unemployed and those employed as household who 
believe that although is a motive, they would like more subsidy. Implicitly/ Indirectly, then is 
confirmed that the higher the level of awareness of energy saving issues and renewable 
energy is, the positive attitude of respondents towards the necessity of installation of PV in 
the region of Thessaly increases, because of long-term benefits that they offer. 
 
Therefore, for the installation of photovoltaic park in the region, openness and condescension 
increaese as increasing the willingness to the effort of reducing energy consumption by using 
solar energy through PV instead of polluting fossil fuels for electricity in the region. Finally, 
it turns out that sustainable development makes/gives a 'functionality', supports the 
invulnerable and endlessly point of this development over the years, reinforce local and 
regional development in conjunction with the RES, because the higher the percentage of 
respondents who believe that the intensive use of PV contributes to reinforcement of 
sustainable development is, the possibility of installation of PV on the roofs increases.  
 
5. Conclusions 

The region of Thessaly is largely dependent on f ossil fuel, but on the potential use of 
photovoltaic systems is satisfactory level. The above study also demonstrated the positive 
attitude of the residents of Thessaly toward this type of systems. 
 
In conclusion, the use of photovoltaic systems is significantly close to the new perspectives of 
balanced development, which seeks to ensure environmental quality, economic development 
and improving social cohesion. Also emphasized that the region of Thessaly is the second in 
Greece in the frequency of using photovoltaics for electricity production, resulting in energy 
to contribute significantly to sustainable regional development.    
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Abstract: Urban emissions represent approximately 40% of Canada’s current GHG emissions and the need to 
implement Integrated Community Energy Solutions (ICES) is now broadly recognized. A more consistent 
approach for characterizing energy and emissions opportunities in communities and the provision of more 
accurate and comprehensive information to planning processes is required. Integrated Community Energy 
Models (ICEMs) employ Geographical Information Systems (GIS) to integrate spatial information on a 
community’s land use, building stock, transportation and energy systems and socio-economic characteristics. 
Using future scenarios, ICEMs support the prioritization of opportunities for energy efficiency and renewable 
and district technology integration, better enabling planning, policy development and investment decisions. 
This paper describes organizations forwarding ICES and ICEM development and selected enabling provincial 
legislation. Three case-studies are presented: the Energy Density Mapping Strategy for the cities of Guelph and 
Hamilton, Ontario, the Spatial Community Energy Carbon and Cost Characterization (SCEC3) model for the 
City of Prince George, British Columbia and the Energy Asset Mapping project in the Strait-Highlands Region, 
Nova Scotia. For each, core model aspects, required data, highlighted results and their integration into 
community planning processes are discussed. The article concludes with next steps for implementation and 
future research and development of ICEMs in Canada. 

Keywords: Integrated Community Energy Modelling, Community Energy Planning, GIS  

1. Introduction  

For several years Canadian communities have been developing Community Energy Plans 
(CEPs) and have demonstrated success in implementing actions within municipal operations. 
Preliminary studies suggest however, that targets established in plans for community-wide 
energy and emissions (E&E) reductions are not being consistently achieved. [1] To address 
this gap, there is a need for improved decision support for community-wide actions, aided by 
models flexible enough to assess the impacts of a variety of future scenarios. 

Integrated Community Energy Models (ICEMs) support the spatial characterization and 
prioritization of energy efficiency and district and renewable energy opportunities in 
communities. The models developed in Canada to date have been used largely in the 
assessment of E&E reduction targets, policies and actions in CEPs, Official Community Plans 
(OCPs), Integrated Community Sustainability Plans (ICSPs) and for the accelerated 
deployment of renewable energy technologies.  

It is hypothesized here that ICEMs used in the planning process help planning departments, 
utilities and the broader public to better comprehend energy end-use and renewable supply 
options within the built environment. Because energy-related decisions are made at various 
levels of geography [2] the spatial characterization of energy use and supply is seen as critical 
to the development of practical and effective reduction plans. The information required for 
comprehensive E&E reduction planning includes: land use zoning, the type and location of 
residential densities, employment centres and transportation networks; waste recycling 
systems and potential carbon sinks; and the capacity for renewable generation and district 
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energy systems. An integrated assessment of these landscape features enables targeted 
investment planning towards strategic energy infrastructure and E&E reduction initiatives.  

This paper describes three Canadian ICEMs, each of which explores in different levels of 
detail some of these E&E information aspects: the Energy Asset Mapping  
(EAM) project undertaken for the Strait-Highlands Region, Nova Scotia, the Spatial 
Community Energy Carbon and Cost Characterization (SCEC3) model developed for the City 
of Prince George, British Columbia and the Integrated Energy Mapping, Modelling and 
Financial Assessment (IEMMFA) strategy for the Cities of Guelph and Hamilton Ontario.  

1.1 Community energy research and development objectives of leading organizations 
Natural Resources Canada (NRCan) is a department of the federal government of Canada. 
The CanmetENERGY works with partners to develop more energy efficient and cleaner 
technologies. An objective of the Program of Energy Research and Development’s 
Communities sub-program is to develop a standardized methodology for characterizing 
energy and GHGs at the community scale. In 2009, the House of Commons Standing 
Committee confirmed NRCan’s mandate in this area, recommending that the department 
“…should continue to investigate the reliable measurement of energy in communities.” 
CanmetENERGY is the proponent of the SCEC3 model, and has supported various Canadian 
ICEMs, including IEMMFA and the Strait-Highlands EAM. 

The Canadian Urban Institute (CUI) is Canada’s applied urban policy institute dedicated to 
policy and planning solutions that enable urban regions to thrive and prosper. A Toronto-
based not-for-profit organization, the CUI encourages the application and integration of E&E 
planning into the decision-making process at the municipal level. The Institute has led a 
program of research into long-term solutions for urban transportation, waste management and 
energy supply challenges. CUI is the main proponent of the IEMMFA strategy. 

The Strait-Highlands Regional Development Agency (RDA) has facilitated economic 
development for communities and businesses since 1994. A strategic focus within its business 
plan is to foster a smart energy region. Key objectives include maintaining an energy and 
emissions inventory, conducting emissions forecasting, and partnering with municipal and 
community champions to set and achieve reduction targets. The Strait-Highlands RDA 
initiated the EAM when developing a local action plan, towards achieving Milestone 3 in the 
Federation of Canadian Municipality’s Partners for Climate Protection program. [3] 

1.2 Enabling legislation in the provinces of British Columbia, Ontario and Nova Scotia  
Within Canada, provincial governments have the jurisdiction to develop legislation on energy 
and land use planning pertaining to municipalities.  

British Columbia has passed a series of acts promoting energy efficiency and emissions 
reductions. Bill 27, the Local Government Statutes Amendment Act (2008) [4] links E&E to 
land use planning processes by requiring local governments to include GHG emissions 
targets, policies and actions in their Official Community Plans and Regional Growth 
Strategies. Bill 17, the Clean Energy Act (2010) [5], sets ambitious goals for energy 
reductions of 66% less increased demand and 93% of electricity to be derived from clean 
sources by 2020. To assist planning efforts, British Columbia has provided 27 regional 
districts and 163 local governments with their own Community Energy and Emissions 
Inventory (CEEI) reports, [6] and is fostering an emerging modelling community of practice.  
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The energy sector in Ontario is in the midst of a significant transformation, spurred on by an 
interest in an open market for energy production and distribution and the problems of an aging 
infrastructure and near brownouts. Introduced in 2008, the Green Energy and Economy Act 
(GEEA), makes it easier to bring renewable energy projects on-line and encourages a culture 
of conservation. Changes introduced with the bill include a Feed-In-Tariff (FIT), the 
establishment of conservation targets for utilities, and the requirement for public sector 
institutions to develop energy conservation plans. Municipalities and utilities have been 
assigned electrical demand reduction targets and are using energy mapping to assist with 
decision making on potential strategies to meet them.  

The province of Nova Scotia through the enactment of Bill 146, the Environmental Goals and 
Sustainable Prosperity Act (EGSPA), [7] has set an ambitious target of 25% of electricity to 
be generated from renewable sources by 2015. A second target, although not yet backed by 
law, aspires to a 40% reduction in greenhouse gas emissions for 2020. Targets established 
under the EGSPA are accelerating renewable energy planning in Nova Scotia.   

2. Core Model Aspects  

2.1 Energy Asset Mapping (EAM) 
The Strait-Highlands Region Energy Asset Mapping (EAM) identifies opportunities for the 
introduction of alternative and renewable energy sources to serve municipal, commercial and 
residential energy needs. The energy sources explored include: earth energy, wind energy, 
solar potential, waste heat from mines, geothermal, synergies between large industries, coal 
bed methane reserves and small-scale hydro potential. Existing information such as hydrology 
and wind energy profiles and newly created data including solar and waste resource 
assessments are represented geographically in map layers. These potential energy sources are 
evaluated based on annual energy output in kilowatt hours (KWh), estimated GHG reduction 
potential, and cost-effectiveness when compared with a future rise in conventional energy 
prices. Some sources, including earth energy, bio fuels and industrial synergies, are better 
represented non-spatially and were evaluated based on estimated values for the quality and 
quantity of energy available. There is an accompanying guide that provides other details on 
the technologies including installation costs and, in some cases, a simple payback analysis. 

2.2 Spatial Community Energy Carbon and Cost Characterization Model (SCEC3) 
The SCEC3 model enables the calculation and spatial characterization of present-day and 
future energy use, emissions and associated costs for residential, institutional, commercial and 
industrial buildings in the City of Prince George, British Columbia. It combines simulated 
energy information for selected housing and building archetypes with BC Assessment 
Authority (BCAA) building attribute information. The building archetype approach is 
consistent with that observed in projects internationally [8], [9]. 

Energy modelling for homes was completed in HOT2000, using ecoENERGY Retrofit Audit 
records collected in Prince George and held by NRCan. One objective of the research is to 
explore the use of existing federal government data and tools for community E&E 
characterization. Seven housing types were selected within the City of Prince George as 
representative of both the ecoENERGY Retrofit audit records and the housing stock as a 
whole. In addition to the community’s baseline energy, GHGs and operating energy costs, 
‘low cost’ and ‘low energy’ retrofit scenarios were developed. The model connects data tables 
containing energy, emissions and cost information to a GIS layer of the City’s parcel 
boundaries via parcel ID (PID) numbers. A dynamic exploration of current and future energy 
use, emissions profiles and related cost scenarios is enabled through a series of custom queries 
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developed in an MS Access database and custom scripts developed in ESRI ArcMap GIS 
software. The SCEC3 model facilitates the exploration of future energy, carbon and cost 
scenarios through the addition of new buildings in given locations and the retrofit of existing 
buildings in random locations. Retrofits can also be targeted to select neighbourhoods.  

2.3 Integrated Energy Mapping, Modelling and Financial Assessment (IEMMFA)  
The IEMMFA model, developed by the Canadian Urban Institute, works to provide 
communities with the ability to see a clear link between the energy consumption of land-use 
and transportation and renewable energy systems and utility strategies across an entire 
community. The approach begins by developing information on building by connecting 
simulated archetype or actual energy consumption information with building floor area and 
built form typologies derived from municipal building attribute information. An assessment 
for transportation follows, using information derived from local trip tables to enable an 
assessment of energy use for both private and public transit.    

The model connects a range of data tables containing information on energy, emissions, cost, 
alternative technologies and renewable fuels, transportation efficiencies, job creation and 
other information linked to different GIS layers. The GIS layers are based on parcel boundary 
information for buildings and trip zones for transportation. The model allows for the ranking 
and evaluation of current and future scenarios based on different combinations of building 
efficiency improvements, transportation demand management approaches, emission profiles, 
as well as the assessment of different built form patterns and their associated energy use.  

To assist community members to compare and strategically prioritize opportunities, 
backcasting and scenario building are central to the IEMMFA approach, as is financial cost 
sensitivity. Rate of return, and dollar per tonne ($/tonne) of GHGs reduced are key measures 
allowing identified energy strategies to be compared in their ability to achieve a community 
target for the multiple criteria including energy, energy cost, GHGs, or other objectives.  

3. Results and Implementation 

3.1 Energy Asset Mapping 
With almost 80% of Nova Scotia’s energy coming from imported coal, results from the Strait-
Highlands EAM indicate enormous potential for both GHG emission reductions and 
economic opportunities in the region. Several areas on the coast are suitable for large scale 
wind energy projects with much of the rest of the region appropriate for smaller wind projects 
of less than 2 MW. Opportunities exist for commercial scale tidal electricity generation within 
the nearby Great Bras d’Or Channel with an estimated 2.8 MW of potential tidal power. 
Potential for PV electricity generation was conservatively assessed at 22,153 MWh per 
annum, corresponding to an 18% reduction in annual electricity consumption and 22,733 
tonnes of equivalent CO2 saved per year; mass deployment of PV technologies could lead to 
more than three times higher than in the conservative scenario. Potential SWH generation was 
an estimated 23,177 MWh annually, or approximately 43% to 58% of current annual domestic 
hot water use, with potential emissions reduction of 11,342 tonnes of equivalent C02 per year. 
The passive solar heating asset is estimated at 25,381 MWh annually constituting 
approximately 15% of the current annual space heating energy budget. A number of river 
systems were assessed to have a total output capacity of 28,122 MWh per year, with full 
implementation of hydro electricity resulting in a reduction of 24,409 tonnes of equivalent 
C02 per year.  
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The Strait-Highlands EAM project concluded 
that capacity exists to supply the local clean 
energy required to meet a majority of future 
local energy needs from a number of 
different sources that could significantly 
diversify the energy mix in the region.  

A consultation session was arranged with 
renewable energy development experts to 
discuss findings of the EAM project and 
determine barriers to development of 
renewable energy opportunities in the region. 
The report and map sets were used to 
develop directives for diversifying energy 
supply and increasing energy security under 
the ICSPs of the three partner municipalities. 
Custom maps were developed for targeted 
opportunities such as identification of 
municipally-owned properties ideal for wind 
energy development. Further to integration in 
planning, the EAM project has enabled 
renewable energy projects including solar 
thermal and PV applications and one 
demonstration project for a wind turbine in 

Les Suetes, a wind regime with speeds in excess of 150 km per hour. Planning is underway to 
develop a district energy system with a power plant and paper mill, using the nearby ocean for 
heating and cooling, a project initiated as a direct result of the EAM. Public consultation has 
led to a number of small and medium-scale renewable energy projects, including a building 
project that won the region’s Grass Roots Environmental Excellence Network Award.  

3.2 Spatial Community Energy Carbon and Cost Characterization Model 
An example of the type of question that can be answered by the SCEC3 model is: Will the 
residential sector in Prince George do its part to meet its community-wide target of 2% 
reduction from 2002 by 2012? When the ‘low energy' scenario with multi-family growth for 
new construction was run, it was found that by 2018 the emissions from residential houses 
will be 112% of 2002 levels. It was only in 2028 that the residential housing stock would 
achieve 99% of 2002 levels. Even under the most aggressive scenario, it will be sometime 
after 2028 that the residential housing stock will meet a target that was to have been achieved 
by 2012. Based on these results, more widespread retrofits in residential houses, and the 
introduction of renewable energy technologies are required for the residential sector to do its 
part to achieve the community’s target of 2% reduction from 2002 levels by 2012.   

Fig. 1  Strait-Highlands RDA Solar Energy 
Asset Map 
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Fig. 2. Neighbourhood level output showing, for the residential sector, total annual energy use (GJ) 
per suite in the City of Prince George in 2038 under the low energy scenario. 
 

Development of the model began in 2008 in conjunction with the Prince George Smart 
Growth on the Ground initiative to revitalize the city’s downtown. [10] In the fall of 2009, 
Prince George City Council, city staff and community members embarked on myPG, a 
community-wide planning initiative comprising the development of an ICSP and update to the 
city’s OCP. The SCEC3 model initially developed data that was used for the baseline for the 
ICSP process, and provided a more accurate understanding of building energy consumption 
and associated GHG emissions specific to the Prince George context.  

The City of Prince George was awarded the 2010 Community Energy and Climate Action 
Award in the Community Planning and Development category; the community’s use of 
innovative energy mapping mentioned in the context of the award. At the time of writing, in 
preparation for the city’s community energy design charrette in the winter of 2011, 4 future 
land use scenarios developed by the community in the myPG process [11] are being run and 
information developed to forecast the impact of different types of policies and actions on 
E&E within the city’s housing stock.  

3.3 Integrated Energy Mapping, Modelling and Financial Assessment (IEMMFA)  
A variety of insights have been gained during the initial use of the IEMMFA model in Guelph 
and Hamilton, Ontario. For Guelph, building and transportation energy efficiency 
improvements required for the city to meet its goal of a 50% reduction in energy use per 
capita were explored. An energy baseline of the existing built environment was established 
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and energy efficiency scenarios developed to identify the most cost effective approach in 
terms of $/tonne of greenhouse gas (GHG) emissions reduced. A 50% improvement in energy 
efficiency over the Ontario building code for all new buildings and a 25% improvement 
through retrofits of existing buildings would be required for Guelph to meet its goals. Results 
are being used to understand where larger scale energy systems can be most effectively 
integrated with long range planning. The city is also considering the use of the model to more 
discretely evaluate how different built forms and associated transportation trips can be 
maximized to meet the community’s energy objectives. Resulting from the identification of 
the need to dramatically reduce transportation energy use within the existing built 
environment, policy and program options are being evaluated by the city Community Energy 
Manager for development through partnerships with the local utility and others.  
 
For the City of Hamilton, the approach taken was to evaluate the most cost effective energy 
efficiency options that would allow the city to actively address peak oil concerns. The 
IEMMFA model was run to evaluate various combinations of building improvements and the 
use of alternative technologies and renewable fuels. A key component of the evaluation was 
to identify strategies providing a reasonable internal rate of return of 6% assuming different 
future energy price scenarios. For Hamilton, it was found that the application of GeoExchange 
across the city would be an optimal strategy for maximizing fossil fuel reduction while 
promoting resilience against rising energy costs. In terms of cost effectiveness, evaluated on 
an internal rate of return of 6%, it was found that a combination of alternative technology and 
renewable fuels, and building energy efficiency improvements for existing buildings and new 
construction could achieve a 36% reduction in energy consumption. Information is being used 
to support the Hamilton Community Energy Collaborative, a group comprised of city staff, 
councillors, local community groups, utilities and others, to develop a comprehensive 
community energy plan. The local electrical utility in Hamilton is using the baseline 
electricity map to identify areas that would benefit from conservation programs.  
 
4. Summary  

The ICEMs reviewed here are among the first developed in Canada, and although they are all 
developed with the help of digital map-based models, getting stakeholders thinking spatially 
about energy and emissions in communities can begin with a hands-on, paper-based exercise. 
This ‘rough-sketch’ collaborative approach is an effective means of soliciting local 
knowledge of and preferences for efficiency and renewable energy options in a community 
and can be used to kick-start the development of an ICEM in an E & E planning process.  

The focus of the ICEMs featured here varied according to the goals of stakeholders, local 
geographical feature, land use patterns and available data. The Strait-Highlands EAM 
considered local energy assets towards achieving renewable supply targets and economic 
development. The SCEC3 model leveraged existing data and simulation tools to assess the 
energy and emissions reduction potentials within existing and new buildings, demonstrating 
the use of existing federal datasets and tools to link modelling with policy implementation in 
communities. The IEMMFA model and strategy can be described as the most holistic of the 
three approaches, and connected building technology with transportation and land use change 
to explore the relative influence of changes to the built form, population densities and 
location, demand-side management and renewable energy generation. Its ability to conduct 
financial cost sensitivity analysis will be of interest to communities, policymakers and utilities 
seeking to assess the costs of various energy technology, land use and infrastructure options. 
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5. Conclusion  

In the past few years, the development of Integrated Community Energy Models has emerged 
as an important piece of the strategic energy and emissions planning puzzle for Canadian 
communities. Lessons learned through the iterative development of these first map-based 
models have identified technical barriers and knowledge gaps around issues of data, 
modelling, visualization and communication of model outputs. Additional research is being 
initiated to mitigate these barriers and gaps. As required data becomes more accessible and 
ICEM best practices are developed, the capacity of communities and their collaborators to 
respond to new legislative requirements around energy and emissions will be enhanced. More 
importantly, the practice of developing ICEMs and the integration of their outputs into 
planning processes will assist communities in their quest for Integrated Community Energy 
Solutions. The use of ICEMs in community planning provides a promising decision support 
approach towards greater economic, environmental and social prosperity for all Canadians. 
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Abstract: This paper presents a model for carbon neutral land development as a mechanism to help drive 
innovation and emission reduction within the built environment sector. The carbon content model is comprised 
of the following: 
• The greenhouse gas (GHG) embodied in the materials of the buildings and the infrastructure; 
• The GHG emitted during the construction process with different approaches; 
• The electrical power and natural gas used in the buildings for different building types; 
• The transport fuels used in the construction and the on-going use by residents; 
• The GHG produced in the full water cycle 
• The GHG from the solid waste. 
Understanding the interactions between the six elements of the model allows better decarbonisaton options to be 
developed. Two remote settlement cases are analysed. Firstly for a mine site camp, we introduce the “Smart 
Camp” digital control and monitoring concept . This includes sustainable village design, heating and cooling 
reduction, renewable energy, water use and reuse, and landscaping. Secondly, for the remote Aboriginal 
settlement, we address the need for sustainable livelihoods, including local food production and rangelands 
forestry and management. 
 
Keywords: Carbon neutral, Life cycle analysis, Accreditation 

1. Introduction 

The built environment in Australia is currently responsible for around 20 percent of the 
nation's greenhouse gas emissions [1]). This is largely due to the energy consumed within 
buildings, as this energy predominantly comes from coal.  
 
In Australia, carbon emission assessments for buildings are limited to operational energy. The 
Building Code of Australia (BCA) requires predictive calculations of operational energy use 
based on thermal performance modelling. The National Greenhouse and Energy Reporting 
(NGER) Act, 2007 requires actual emissions to be reported for facilities when the relevant 
energy or carbon emission thresholds are met. Analysing only operational emissions is similar 
to making an investment decision by solely examining the running costs of a building and 
ignoring the capital cost of development and construction. 
 
If future construction is based on the need to reduce only the operational phase of the 
building, there is a real risk that further carbon emissions will be generated. from materials to 
increase operating efficiency. Hence, the proportion of emissions may be shifted from the 
operating phase to the ‘before’ and ‘after-use’ phases, without necessarily reducing overall 
emissions [2]. 
 
This paper is essentially a positioning paper that presents a model for carbon neutral land 
development as a mechanism to help drive innovation and emission reduction within this 
sector. The carbon content model is comprised of the following:  
 
• The GHG embodied in the materials of the buildings and the infrastructure; 
• The GHG emitted during the construction process with different approaches; 
• The electrical power and natural gas used in the buildings for different building types; 
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• The transport fuels used in the construction and the on-going use by residents; 
• The GHG produced in the full water cycle 
• The GHG from the solid waste. 

 
It is considered that these elements comprise the major sources of carbon emissions, but it is 
important to understand how each element interacts with the others in order to reduce overall 
emissions. This more inclusive and holistic approach to village design is likely to result in 
reduced carbon emissions over its life. Two cases are analysed with the model: the remote 
mine site camp and the remote Aboriginal settlement. 
 
2. Methodology 

A literature review was undertaken to determine the methodology best suited to analyse the 
proposed carbon model of settlements. This was conducted in conjunction with a review of 
available tools to assess the six elements in the model, with project partners Curtin University. 
Data collection methods to populate the model will include interviews with service providers, 
surveys with communities and mine site operators, plus an active research method with a 
remote Aboriginal community. The data collection methods are still being  refined. 
 
2.1. Carbon analysis method 
In order to fully determine the carbon emissions associated with a building or community, it is 
necessary to ensure the embodied and operating emissions are both measured in an 
appropriate calculation method. It is imperative that the method allows for comparability 
across a range of buildings and settlement types.  
 
Carbon emission calculations can be conducted by a lifecycle analysis (LCA) method as they 
are for a wide range of products and services. LCA is supported by the International Energy 
Agency as a valuable methodology for examining the carbon of settlement development and 
the special assessment needs, such as adaptability of buildings and recyclability of materials 
can be incorporated [3]. The AS/NZS ISO standard 14040:1998 Environmental Management- 
Life cycle assessment - principles and framework outlines the requirements and process for 
undertaking a lifecycle impact assessment. The standard states that the assessment is 
conducted for impacts throughout a product's life, or "cradle to grave", including raw material 
acquisition, through production, use and disposal [4].  
 
Carbon Profiling [2] is a modification of LCA that can also be applied to settlements. This 
method develops a metric that includes the energy associated with land development, such as 
embodied energy in existing buildings on site and highlights the importance of the lifespan of 
linked components within the building system. This method proposes that end-of-life aspects 
not be incorporated as they are generally not decided at the time of construction  but could be 
incorporated if the site is redeveloped in the future. 
 
On this basis it was decided that a life cycle approach was appropriate and that consideration 
should also be given to any existing carbon on site and the life spans of linked components. 
End of life aspects would not be calculated, however the recyclability of materials will be 
included in considerations. Also the adaptability and transportability of structures that have a 
longer life span than the settlement requires, such as short term mine sites, would need to be 
considered where appropriate. 
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2.2. Review of software 
An extensive review of software was undertaken to evaluate their functionality  to assess the 
six elements of the model [5]). The evaluation comprised a literature review to identify 
software designed to assess settlements, an evaluation of the software's ability to calculate 
carbon emissions related to each of the six elements and a pilot test of two to determine their 
appropriateness for mining and remote Indigenous settlements.  
 
The review found that there are only a few software tools that provide the required 
functionality and none of them fully satisfied the six elements. However it was noted that 
recognition of life cycle analysis for settlement evaluation is growing and the USGBC has 
been investigating ways to incorporate an LCA module in its LEED evaluation tool (USGBC, 
2006 [6]. The software chosen by the authors for the analysis of small-scale settlements was 
eTool, which satisfies four of the six element requirements: materials, construction process, 
operating energy and water systems. The software is currently being developed in Western 
Australia. 
 
2.3. Model design 
Based on the reviews above a model was developed to understand the interactions between 
the six key elements of settlements that generate carbon emissions. The model was then 
applied to the two remote settlement types: mine site camps and Indigenous communities. 
 
The six elements of the carbon model are all interconnected and impact on each other. For 
example the choice of energy supply can impact on transport and waste energy. Remote 
settlements that are dependent on diesel generators for electricity require regular transport of 
diesel and services for maintenance of equipment and also have fuel drum waste to dispose of 
or recycle. 
 
A schematic depiction of the key applications,is provided in Figure 1 below.  
 

3163



 

Figure 1 Carbon model with key applications of each element for both settlement types 
 
2.4. Application to Mining Camps 
Essentially a mine camp or village is a well defined organism and as such associated GHG 
emissions can be audited, monitored and controlled as a single entity. This research should, 
therefore, be able to provide a model for other types of remote community development 
where carbon reduction is an imperative. 
 
The mining industry has a range of challenges to address in reducing its carbon emissions and 
providing a sustainable environment in its mine site camps and villages where they house 
their mining staff. Two known studies have been carried out where suggestions have been 
made for modifications to these camps and villages in order to reduce their carbon footprint  
[7, 8]. The majority of emissions in the referenced case studies come from diesel fired 
generation of electricity to operate camp services. No published audited figures exist. Mining 
operations are generally set up and budgeted for a specific life. This lifespan will determine 
the longevity of the accommodation to service it during three main phases, namely: 
establishment, operation and finally the decommissioning and rehabilitation phase.  This 
research intends to apply the tools and metrics in order to optimise, from a sustainability and 
low-carbon standpoint, the form and function of mine site accommodation. This way the 
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mining companies are more likely to minimise their costs and maximise their return by 
creating the most appropriate type of accommodation to suit the prevailing circumstances. 
 
Social behaviour clearly has its influence on carbon emissions research indicates that a change 
in behaviour will directly result in a reduction in these emissions. However, the task has been 
shown to be a none-too simple one [9]. This research intends to show that by changing the 
behaviour of the mine site employee, be they engineer or kitchen hand, that there will be 
considerable flow on effect in other areas of their lives, thus taking the carbon reduction 
strategy beyond that specific to the mine site accommodation itself [10]. 
 
Anecdotal evidence indicates the profligate use of energy in mine site accommodation is well 
known in the industry – for example air conditioners being left on in unoccupied buildings 
during a rostered-off period. Monitoring and control of operational energy is therefore a 
significant area where improvements could be made to make the camps and villages more 
energy efficient. In order to develop advanced monitoring and control solutions a 
collaboration between Furtwangen University, the Digital Ecosystems Business Intelligence 
Institute (DEBII) of Curtin University and this research has been formed. The interface 
between the digital world of control and monitoring systems is well established but this 
research will focus on the connection between them and the process of sustainable practice 
and education in a manner which to date is otherwise unexplored.   
 
Stationary energy to service camp operations is generally generated using diesel as a fuel with 
high carbon polluting results. This research will also investigate the practical introduction of 
renewable energy systems to replace such fossil fuel consumption. These will include 
photovoltaic, solar thermal, geothermal, wind, and wave power (coastal only), and the 
appropriateness and sustainability of these technologies. From the mining company point of 
view a cost-benefit analysis will also need to be attached to the investigations. 
 
2.5. Application to Indigenous Communities 
In 2006 the Indigenous population of Australia was estimated to be 517,000, which is 2.5% of 
the Australian population. Of these it is estimated that 24%, approximately 124,000, live in 
remote or very remote areas as classified by the Australian Standard Geographical 
Classification (ASGC) [11]. The communities in these areas range in size from small 
outstations to town-sized populations with various amenities [12].  
 
While there is little published data on the carbon profiles of these communities, it is expected 
they are highly carbon intensive, despite their relatively low-income status. This is due to 
their general reliance on diesel-powered electricity generators, fossil-fuelled vehicles that 
need to travel vast distances and provision of public housing that is often inappropriate for the 
climate. They are also often dependent on external service providers and supply systems, all 
of which increase the transport requirements for goods and service delivery. 
 
Energy use by households in these communities can vary widely from 3 kWh to over 40 kWh 
per day. This is due to a wide variation in the number of occupants per household, which is 
often high, and the appliances being used, particularly for air-conditioning and water heating. 
A community with 100 to 150 people would use between 500 to 750 litres of diesel per day to 
generate electricity, which emits approximately 1.3 to 2 tonnes of CO2e per day. 
 
It is also reported that Indigenous communities in the north of Australia are likely to be highly 
impacted by the effects of climate change  [13]. While decarbonising mainly aims to mitigate 
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the effects of climate change, some of the proposed strategies to be employed can provide the 
twin benefit of adaptation and therefore help negate some impacts. 
 
There are certainly reasons to maintain remote communities as opposed to relocating the 
residents into urban areas. These include improved health outcomes, such as in the 
community of Utopia ([11], and opportunities for income generation through natural resource 
management and carbon offset services [14]. 
 
Given the carbon profile in communities is highly influenced by their dependency on external 
factors such as energy, housing, food and general service supplies and lack of internal 
resources it is worth investigating the effect of transitioning communities to a more self-
sufficient 'sustainable livelihood' model to address carbon emissions and also provide a suite 
of other benefits. 
 
The Sustainable Livelihoods Framework, provided in Figure 2 below, has been used by 
international development agencies in attempts to address poverty in developing countries 
[15]. It also provides a framework within which to apply carbon management programs as 
livelihood strategies.  
 

 
Figure 2 Sustainable Livelihoods Framework (source: Carney cited in [16]) 

By addressing the vulnerability factors and improving the five categories of assets (human, 
social, natural, physical and financial) a more sustainable community will develop. The 
connections to energy and carbon management are considerable. Firstly, using lifecycle 
analysis, the lifespan of a physical asset should be lengthened in order to maximise use of its 
embodied energy. The natural assets should be maintained to reduce energy use in relation to 
thermal comfort of buildings and food supplies and to generate carbon offsets, without 
upsetting the natural balance of other ecosystem services. Human and social assets are 
enhanced with skill development and network capability, which alleviate dependency on 
external goods and service provision, and therefore also transport needs. 
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3. Results 

For both remote settlement types there are clearly links between the six elements in the model 
and their impacts on carbon emissions. While the general links and possible solutions have 
been identified, further investigation and analysis is required to understand the exact 
connections and extent of impact.  
 
As the model has not yet been applied results will not be available until further investigation 
of the carbon profiles and interconnections between elements have been examined and 
quantified. 
 
4. Discussion 

The model requires verification in the form of energy and emission quantities for each 
element and the key integration points. This will be conducted using the life cycle analysis 
method discussed. Identification and quantification of the key contributors to carbon 
emissions can then be completed. Proposed strategies, including the Sustainable Livelihoods 
framework and the digital monitoring system, need further research with application in pilot 
studies at remote settlements, which is currently being arranged. The success of these 
strategies will also be evaluated using a comparative life cycle analysis. Successful 
implementation methods that are suited to varying regional circumstances will need to be 
identified. Finally an accreditation process that certifies and incentivises transition to low-
carbon settlements will be investigated with research partners CUSP. 
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Abstract: As cities have become home for 50% of the world’s population, urban systems have definitely caught 
public attention. The urban metabolism can be improved by transforming their linear behavior into a more 
circular one. This paper is based on a project initiated by the Division of Environmental Technology and 
Management at Linköping university, financed by Vinnova: Megatech. The aim is to study the megacities of 
Cairo and Mexico City in order to understand some of the problems they are facing. By improving their energy 
and material flows behavior, these megacities can benefit from the reduction of their dependence on fossil fuels 
and virgin materials; the protection of part of their social, economic and productive systems from external factors 
(e.g. political drawbacks, shortage/distribution problems, international prices); an increased effectiveness of their 
planning activities–as they would be based to a large extent on their own resources–and the reduction of their 
environmental burden. An in situ study will take place with the participation of local stakeholders. Information 
about environmental problems will be collected and potential solutions will be analyzed and suggested. A 
tentative model is presented, showing how the reinsertion of the outflows into the urban system could benefit 
these cities’ overall environmental performance. 
 
Keywords: Flows analysis, Urban metabolism, Urban sustainability, Megacities. 

1. Introduction 

Cities seem to be the future’s structure for social and economic activities. Today, 50% of the 
world’s population has moved into cities [1] and their uncontrolled growth has brought along 
problems and challenges. Some of these cities have reached once-unthinkable population 
levels and have been called ‘megacities’, after the Greek word ‘mega’ (μέγας – great). 
 
These highly urbanized agglomerations concentrate people, materials, money, information 
and knowledge and continue to grow as more people are being attracted by the apparently 
endless possibilities of wealth and comfort that they offer. However, in a planet constrained 
by finite resources, unlimited growth is not possible [2]. Under today’s circumstances, and 
especially given the technological and economical lock-in [3] that our societies are suffering 
from, most of these resources are facing short-term depletion. Nevertheless, from an industrial 
ecology perspective, urban agglomerations are not lacking resources–i.e. energy and 
materials; the problem is that important sources are being ignored or mismanaged. 
 
Industrial ecology studies material and energy flows through different systems, with the 
intention of optimizing their cycles; considering them as an ecosystem, part of the biosphere 
surrounding it [4]. An analysis of these flows makes it possible to find options for their 
reinsertion into the social and economic system, while reducing the impact on t he 
environment and helping creating more sustainable urban settlements, where these three 
aspects are considered. The aim is then to propose a model describing how a better behavior 
of these flows–i.e. their circularization and reinsertion–reduces the environmental burden and 
contributes to building more sustainable societies. A description of common urban 
environmental challenges in two selected megacities is made, followed by a depiction of how 
industrial ecology can address some of them. Last, some potential results regarding energy 
use and CO2 emissions reduction are shown and discussed. 
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2. Methodology 

The Megatech project is an explorative research of sustainable business and clean technology 
markets in the megacities of Cairo and Mexico City. By using a bottom-up approach, the 
project’s team studies these cities’ dynamics from a holistic perspective, considering the 
social, economical and environmental spheres and analyzing their urban metabolism, aiming 
at detecting potential niches for Swedish CleanTech offerings. 
 
The selection of the cities of Cairo and Mexico City was based on three criterions. The first 
one–as the definition of megacity suggests–was the population size; i.e. more than ten million 
inhabitants. The second criterion was the access to information, due to concerns of sufficiency 
and reliability. For this, strategic partners were looked at in each town in areas of interest to 
the project’s objectives. Last, the socio-economic conditions were important for the selection, 
as important business opportunities can result from them. Specifically, emerging markets 
were of interest for the project’s team, i.e. developing countries. 
 
A case-study methodology was selected as appropriate for the analysis and understanding of 
the issues intended to be addressed by the project. By consulting official reports and publicly 
accessible information from, e.g. governmental and supra-governmental organizations, 
municipalities, environmental and economic councils/agencies, independent studies and local 
newspapers, an initial description of these settlements was developed, depicting problems and 
challenges from a sustainability/environmental perspective. With this information in hand, an 
initial identification of stakeholders gave the team an insight of the groups of interest and the 
indications for a first set of interviews, in order to confirm the previously acquired 
information, and especially in order to have the possibility of understanding these concerns 
from the perspective of those directly involved and affected by them. The latter would help 
the team build the desired bottom-up approach. 
 
Once this information was collected and confirmed, an industrial ecology approach was used 
in order to analyze possible solutions for the circularization of waste flows. A tentative 
analysis was made by identifying sources, directions and disposal activities. Two types of 
results were obtained: the identification of specific problems in each town and the discussion 
of the benefits that could be obtained through a flow analysis and the application of the proper 
technologies and possible barriers and drivers for their implementation. 
 
3. Current situation 

Uncontrolled growth, both in the residential and in the industrial sector, is a big problem for 
megacities in developing countries. The available technical systems are not able to cope with 
this expansion and the increased demand of energy and waste treatment technologies are 
common challenges faced by their citizens and governments. More specifically, the problems 
detected in Cairo and Mexico City are as follows: 
 
Cairo 
Cairo has always been an important cultural, economic and commercial center of the Arab 
world. Such an important role has meant several challenges, embedded in the need of 
developing and giving its citizens a better quality of life, at the same time that it struggles to 
survive under the demands of a growth-addicted, competitive economic system. 
 
The most representative environmental problems detected so far by the team are: 
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• Water supply/quality. The Egyptian culture flourished around the waters of the great 
Nile. However, a growing population and the political and economic demands of 
modern times have posed a lot of stress on this resource. Several countries share its 
waters and have their own development programs, which in one way or another affect 
Cairo–and Egypt in general, being located at the very end of its trajectory. Moreover, 
the high pressure on irrigation water for the production of wheat–the biggest source of 
protein in poor countries, thus very sensitive social-wise–is a big problem when the 
demand cannot be met by local resources and international prices skyrocket (see e.g. 
[5]). Also, wastewater treatment is not very effective, especially when more and more 
slum dwellers increase the burden due to their illegal and unplanned nature (see e.g. 
[6]). 
 

• Urban waste. Solid waste is a huge problem in Cairo. The collection of waste in some 
areas has been outsourced to e.g. Spanish or Italian companies, who have had several 
problems [7, 8, 9]. Moreover, the traditional Zabbaleen people’s activities–who make 
a living out of recycling or from recoverable items and by feeding their animals with 
the organic fraction–have been affected by the recent swine-flu paranoia, resulting in 
an overload of unpicked organic material on the streets [7, 10]. Despite of several 
efforts by the city’s administration, 19 500 tons of waste produced everyday in Greater 
Cairo represent a huge challenge [11]. 

 
• Traffic. Uncontrolled traffic and air pollution are a big problem in Cairo. An average 

speed as low as 10 k m/h [12] reflects on higher fuel consumption and reduced 
productivity. In addition, industrial pollution and the natural characteristics of the 
region–i.e. sand blowing from the desert–add to the problems of the air’s quality and 
public health. 

 
• Energy. Fossil fuel dependency is not only a problem for the transportation and 

production sectors, as many families depend on them for cooking and heating 
purposes. It is mainly butane being distributed to households in pipes, highly 
subsidized by the government [13]. Shortages of this gas have caused discontent 
among the poorest sectors, unable to pay for higher prices [14]. 

 
• Population. As stated above, urban population has grown uncontrolled, especially 

during the last century. The last census (2006) counted around 13.5 million living in 
Greater Cairo [15]. Such an amount poses an enormous pressure on resources, food, 
housing and infrastructure in general. 

 
Mexico City 
The ancient city of Tenochtitlán was already an important place back in the 15th century. 
Today, this city lies hidden under the colossal Mexico City, which under an undoubtedly 
changed context, struggles to maintain its citizens’ quality of life. 
 
Today, Mexico City must face the following environmental challenges: 
 

• Water supply. The level of overexploitation is estimated to be 35% [16], making the 
replenishment rate to be lower than needed [17] and requiring solutions that demand 
enormous amounts of energy, like pumping water from a 1 100-meters lower region, 
located 127 km away from the city [18]. In addition, the mentioned extraction has 
caused the underground layers to collapse, sinking infrastructure up to 40 cm in some 
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areas [16]. Finally, several sources of pollution, both natural and artificial, harm the 
liquid’s quality [16], causing the citizens’ distrust on the quality/quantity of the water 
they receive [20]. 
 

• Air. Road transport contributes to 50% of the emissions that cause air pollution. 
Industry and landfills 24% and 14% respectively, followed by combustion practices in 
residential areas with 10% [16]. In addition, the geographic characteristics of the 
Valley hinder the natural dilution of these emissions. Although Mexico City has a low 
average PM10 value–around 52 µ g/m3 [19]–compared to Cairo (roughly 150 µg/m3 

[21]) or Shanghai (around 110 µg/m3 [21]), levels have reached figures as high as 164 
µg/m3 in some areas in recent years [19].  

 
• Mobility. Around 4.5 million vehicles were registered in the city by 2010 [22], with a 

big share of privately owned cars. In the metropolitan area, there are 397 cars/1000 
people, compared to, e.g. 38 in Shanghai [23]. Speed figures are as low as 3 km/h in 
some places during peak hours, with an average of 21 km/h [24]. Around 20 million 
work-hours/day are estimated to be lost in traffic or commuting [25], due to an 
average daily commute time of 2.5 hours–compared to e.g. 1.4 in London [23]. 

 
• Solid waste. An average of 12 500 tons/day are generated in the Federal District only 

[16]. The landfill used has already exceeded its capacity but has not been closed due to 
the lack of a good alternative. Although the administration has several campaigns–e.g. 
waste oil collection and organic waste-sorting/handling–activities like composting or 
recycling are still relatively small [26]. 
 

• Energy. As most of the cities around the globe, Mexico City suffers from fossil fuel 
dependency. Mexico was the 7th oil producer in the world in 2008 [27] and petrol is 
cheaper than mineral water [23]. 

 
• Population. The Metropolitan Area of Mexico City is one of the most populated urban 

areas in the world, with an estimated 19.9 million inhabitants in 2009 [28], 60% of 
them living in illegal and informal housing [23], which means gigantic challenges for 
public services like drinking water, sewage and electricity. 

 
3.1. Bending the arrows: improving the city’s metabolism and finding new energy 

sources. 
Industrial ecology looks at the conversion of linear flows into circular flows, by studying both 
energy and materials in a system. Urban flows are of special interest here, given the important 
weight that cities have on the overall environmental crisis. Although the study has not reached 
a mature stage yet where specific figures are available, some insights (as describe above) can 
help building an initial model of what is happening and how a better flows’ behavior can 
contribute to the goal of reaching more sustainable and independent societies. 
 
Cities are very dependent on e xternal resources for their everyday’s functioning and are 
normally net consumers–energy and material-wise, meaning that they have a passive role in 
the whole material and energetic cycle (as shown in Fig. 1). 
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Fig. 1. All urban flows are linear and end up in natural sinks (i.e. water, air and soil). 

 
However, environmental technology and sustainable practices have found innovative and 
effective solutions for most of these problems, “bending the arrows” and turning cities into 
more active actors, whilst reducing their environmental burden. Some examples of these 
solutions are: 
 

• Urban gardening: vegetables production in green areas, roofs and urban greenhouses. 
• Biogas from sewage sludge and organic waste: besides cleaning wastewater, reducing 

sludge volume and producing energy in the form of biogas are additional benefits. An 
organic fertilizer is a by-product, useful for both urban and rural agriculture. 

• Waste incineration: with the proper technology, waste can be used for electrical and 
thermal energy production, reducing the need of landfilling and the volume of waste 
as much as 98%. Ashes can be used as a construction material. 

• Methane capture in landfills: Landfills are a big source of methane, useful as a fuel. 
• Biodiesel from used cooking oil: The collection and further processing of used oils 

helps reducing the pollution of water sources and the city’s dependence on fossil fuels. 
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waste (Biogas production)

CO2, NOx, SOx

Organic portion
(Biogas production) CH4

(Upgrading)

Combustible portion
(Electricity or

heating/cooling)
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(Urban agriculture)

Liquid fossil fuels

Food

Ashes from incineration
(Construction material)

Construction materials

Gaseous fossil fuels

Used cooking oil
(Biodiesel production)

 
Fig. 2. By closing loops, cities improve their environmental performance. 

 
As Fig. 2 intends to illustrate, flows entering the urban areas can be reduced, diminishing to 
some extent the city’s necessity of external sources and protecting it against i.e. international 
prices, political drawbacks or unhealthy dependences. At the same time, the surrounding 
ecosystem is harmed to a lesser degree, manifested in the improvement of the air and water’s 
quality and the remediation of soil. 
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4. Potential renewable sources and CO2 emissions reductions 

An indication of how a circularization of the urban flows could contribute partially to the 
solution of the energy and environmental crisis can be shown in the Mexico City’s case, 
whilst data from Cairo is still to be collected. 

A back-of-the-envelope estimation can be done regarding the potential production of biogas 
in the federal district, given the biological oxygen demand (BOD) content of its wastewater. 
Out of 118 m3/s that were treated in 2008 in Mexico, 3.5 m3/s (3%) are treated in the federal 
district [29]. Assuming that the BOD content is equally distributed all over the country (very 
likely to be higher given the industrial and economical activities and the population in the 
area), 270 300 tons BOD would be generated every year both by households and industry–out 
of 9 million nation-wide [29]. Each ton BOD can potentially generate 500 normal cubic 
meters (Nm3) of methane by anaerobic digestion [30], meaning that around 135 MNm3 could 
be produced annually only from wastewater, with an energy content of roughly 1.3 TWh/year. 
This is equal to the amount of energy needed by the Cutzamala system, which provides 18% 
of the potable water to the Valley of Mexico [29] and consumed 0.56% of the electricity 
produced in Mexico in 2008 [29], contributing roughly 630 000 tons CO2 [31]. An important 
challenge arises considering that only 13% of Mexico City’s wastewater is treated [32]. 

Other important sources of raw materials could back up these activities. For instance, 700 tons 
of organic waste are generated every day at Central de Abastos (wholesale market) [33], with 
a potential production of around 20 MNm3 of methane/year, an energy content of 200 GWh 
[30] and an estimated reduction of 170 500 tons CO2/year [33], not to mention the availability 
of a high-quality organic fertilizer. On the other hand, the government has plans to extract and 
take advantage of the methane emitted by the Bordo Poniente landfill, with a reduction on 
CO2 emissions of roughly 1.4 million tons [33]. 

5. Discussion 

There are technological solutions available for several of the problems that megacities suffer 
from, including the ones described above. However, the specific context plays a very 
important role if the actual feasibility of implementation was to be discussed. Social, 
economic and environmental factors are very variable depending on cultural, geographic and 
specific current conditions of the city being analyzed, reflected on ba rriers and drivers, 
enablers and challenges. For example, the importance of the informal economy both in Cairo 
and Mexico can become a ch allenge, especially when approaching the problem of waste 
management. Hundreds of people rely on the picking of sellable material from the collected 
waste both in official and parallel markets (e.g. Zabbaleen in Cairo and Pepenadores in 
Mexico City). Some powerful unions have been created, influencing greatly political 
decisions. Any attempt to modify the current situation would affect a lot of people if they are 
not taken into account in an integral plan that considers actions in order to keep–at least–the 
current income level of those doing the job and confront in an effective way the problem of 
illegal activities in the sector. 

Another big barrier faced regarding waste management is sorting. In Mexico, for example, 
43% [16] of the waste landfilled is organic and the situation in Cairo has gotten worse since 
pigs are not there anymore to take care of this fraction. Although there are some plans for the 
proper treatment of this type of waste, no significant activities are taking place currently. 
Regarding fuels, for example, the low prices of fossil fuels–due to subsidies–and the widely 
spread use of private transportation, creates a lot of economic disincentives for the production 
of biofuels from wastewater, used oil or organic waste. The high subsidies that governments 

3174



pose on these energy carriers and the important position that oil has on t heir respective 
country’s economy put concerns on a very low level in the ladder of priorities. 

Last, the socio-economic situation of developing countries represents a very big barrier for a 
lot of these technologies. Some of them require huge investments–unreachable for most of 
them–and long pay-back periods, thus long-term commitments: sometimes too long to be 
considered. 

Nevertheless, governments are conscious of their role in creating a b etter environment for 
their citizens and the generations to come. They are aware of the huge opportunities that all 
these challenges represent and how much international interest they attract. Programs 
encouraging the use of solar power for heating purposes, landfill gas capture and use and 
energy efficiency measures in Mexico and the construction of concentrated solar thermal 
power plants and wind farms in Egypt are a proof of their commitment. 
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Abstract: Increasing negative effects of fossil fuel in addition to limited stock have forced many countries to 
switch to environmental friendly alternatives that are renewable and can sustain the increasing energy demand. 
In order to tap the potential of various renewable energy sources, there is a need to assess the availability of the 
resources spatially. Mapping potential sites for tapping renewable energy is the focus of this study. The study 
employs the Geographical Information System (GIS) to map various renewable energy sources. A case study of 
Indian state Maharashtra has been taken. Open source software, Quantum GIS (QGIS) is used to analyze the 
variability of renewable energy considering the spatial aspect. Maps of installed capacity have been prepared. 
Solar insolation data and wind speed data available for few sites in the state are mapped and then interpolated for 
the entire state. A macro survey is done to estimate the renewable energy potential available in the state. Spatial 
interpolation has been done for micro analysis to define the usefulness of such a system. 
 
Keywords: renewable energy, geographical information system, spatial mapping  

1. Introduction 

Energy is one of the most important inputs for economic growth and human development. 
The sustainability of future energy systems is critical for sustainable development. Renewable 
energy is a key element for any sustainable solution. One of the first steps for the exploitation 
of any energy source is its estimation and mapping to identify the most suitable areas in terms 
of energy potential. To understand the current trend of the renewable energy, it is important to 
analyse the spatial variation of resources and their deployment.  

A Geographical Information System (GIS) is a system that can handle and process location 
and attribute data of spatial features. Nguyen and Pearce [1] have used an open domain 
approach to compute insolation including temporal and spatial variation of albedo and solar 
photovoltaic yield. Ramachandra and Shruthi [2] have estimated the wind energy potential of 
Karnataka using GIS technology. Celik [3] has estimated monthly wind energy production 
using Weibull representative wind data for a total of 96 months from five different locations 
in the world (Cardiff, Canberra, Davos, Athens, Ankara). Sen [4] has used CSV (Cumulative 
Semi-Variogram) approach to predict the solar irradiation at any point from a given set of 
known data points. This paper provides a framework for analysing the status of renewable 
energy situation using GIS and illustrates this for Maharashtra state of India. 

Maharashtra is situated in western part of India and covers the entire Deccan region. (Area 
1,19,000 square miles, population 97 million as per 2001 census [5]) There are 35 districts in 
Maharashtra [5]. A district is an administrative division of an Indian state or territory. 
Maharashtra is the largest power generating state in India with an installed capacity of 22,435 
MW [6]. The total renewable energy installed capacity in the State till March 2010 was 2,601 
MW [7]. Open domain Quantum GIS (QGIS) is used to represent the spatial data.  

2. Methodology  

The general methodology for analysis of renewable energy framework using GIS approach is 
summarised in Fig. 1. Distribution of renewable resources; wind and solar, in terms of wind 
power density and hourly insolation values respectively is spatially interpolated for the state 
and maps are created for the same. Current installed sites of various renewable resources, viz. 
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wind power generation, bagasse co-generation and small hydro power plants are identified 
and represented on the map. Each site is linked to its corresponding database of location and 
installed capacity. 

Fig. 1. General methodology to develop renewable energy framework 

District shape file for Maharashtra state is taken as the first input to QGIS interface. This 
shape file may be created in C++ environment or may be directly downloaded. The shape file 
contains location attributes and area of these 35 districts. Database is obtained for currently 
installed renewable power generation sites, with their rated power output (MW) and location 
attributes. The meteorological stations for wind and solar are identified and the corresponding 
database of instantaneous values of parameters like wind speed, wind power density, Weibull 
parameters, etc. and global solar radiation are obtained. A summary of database for renewable 
power generation analysis in the state is organized in Table 1. Various input parameters used 
to create maps in reference to renewable resources and shape files are summarized in Table 2. 

Current renewable power 
generation map of state 

Regional assessment of the 
state 
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Table 1. Summary of database of renewable power generation in Maharashtra 

Renewable 
energy source 

Number of 
meteorological 

stations 

Estimated 
potential (MW) 

Installed 
capacity (GW) 

(2009-10+) 

Number of 
installed power 
generation sites 

Wind 7 4.58 2.01 31 

Solar 3 - - - 

Bagasse co-
generation 

- 1.25 0.35 39 

Small hydro 
power 

- 7.5 0.2 28 

 

Table 2. Summary of input parameters used in QGIS interface 

Input parameter Information available 

District shape file 35 districts; location attributes; area 

Wind meteorological stations 7 stations, location attributes; hourly wind 
speed, hourly wind power density; Weibull 
parameters 

Solar meteorological stations 3 stations; location attributes; hourly global, 
diffuse and direct solar irradiation for each 
month 

Wind installed sites 31 sites; location attributes; installed capacity 

Bagasse co generation installed sites 39 sites; location attributes; installed 
capacity; location of sugar factories 

Small hydro power installed sites 28 sites; location attributes; installed capacity 

 

Monthly average values of wind speed, wind power density and solar insolation for the 
unknown locations are predicted using interpolation techniques and empirical relations from 
the set of known values of meteorological stations. Predicted values are used to create raster 
maps in QGIS showing the distribution of wind power density and solar intensity over the 
state.  

Currently installed renewable energy sites are mapped on the spatial layer of Maharashtra 
state to create point layer for each site in QGIS framework. Each point representing a 
renewable energy site is linked to its corresponding database of geographical coordinates and 
installed MW capacity. The Point layer of current installed renewable power generation sites 
is integrated with the resource distribution raster maps to get the current renewable scenario 
map for the state.  
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Usability of the system is defined in terms of future planning and siting of renewable power 
generation, micro modeling through regional assessment and district wise analysis of the state 
and what-if analysis to explore some major issues involved in integrating renewable energy 
framework with conventional electricity transmission network. 

3. Renewable energy resource mapping 

Distribution of wind power density and solar insolation is estimated for the state and 
represented as raster maps. Spatial interpolation technique, Kriging interpolation is used for 
predicting wind power density for unknown locations while Inverse Distance Weigthing 
(IDW) interpolation is used for predicting hourly solar insolation values for unknown 
locations. 

3.1. Spatial interpolation for wind 
Wind energy is the most explored renewable energy in Maharashtra. Out of an estimated 
potential of 4584 MW, almost 1990 MW has been achieved with an estimated capacity factor 
of 14% [7]. Seven meteorological stations are identified where actual measurement of various 
wind parameters (hourly wind velocity, Weibull parameters and average wind power density) 
are done. These stations are Lonavala, Malwan, Vijaydurga, Panchgani, Deogad, Vengurla 
and Chalkewadi. The database for the seven stations is obtained from the wind energy 
resource survey in India by Anna and Mani [8]. There are currently 31 wind power generation 
sites with their known installed capacities.  

Map showing the distribution of wind power density over the state is created to aid in the 
selection of suitable region for wind turbine installation. Raster map showing the distribution 
of wind power density over the state is shown in Fig. 2. Current wind power generation sites 
are mapped to estimate the capacity target. The seven meteorological stations are also mapped 
and each station is linked to its corresponding data base of geographical coordinates and 
monthly instantaneous wind speed values. Quantum GIS (QGIS) is used to integrate the 
conventional database of the seven meteorological stations and 31 wind power generation 
sites with spatial features to get a complete pictorial representation of current wind power 
generation scenario.  

Monthly average wind power density is predicted for all the districts in the state using the 
sampled values of seven meteorological stations. The seven stations are represented by  and 
31 installed sites are represented by in Fig. 2. Raster map of wind power density 
distribution are created using these predicted values. Kriging interpolation is used for 
predicting wind power density values. 

This is done by generating the experimental semi-variogram of the data set and choosing a 
mathematical model which best approximates the shape of the function from sample 
Cumulative Semi Variance (CSV) values [9]. Weights are obtained by converting CSV values 
into dimensionless values and subtracting from the maximum value, i.e. 1. This appears as a 
non-increasing function of dimensionless distance and is known as Standard Weighing 
Function (SWF)[9] 

Dimensionless distance of each un-sampled location from each of the seven sampled locations 
is estimated using the distance tool in QGIS. The distance values are based upon the centroid 
values of latitude and longitude of locations. For each dimensionless distance; the value of 
weighing function is estimated from the plot of SWF [9]. Weighted average of the 
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corresponding value of wind power density, weights being the estimated values of weighing 
function, gives the predicted value of wind power density for unknown locations.  
  

Fig. 2. Wind power density distribution over Maharashtra state  

3.2. Spatial interpolation for solar resource mapping 
For solar energy, three meteorological stations are identified, viz. Pune, Nagpur and Mumbai. 
Hourly values of global and diffuse solar radiation for the three stations are taken from solar 
energy resource survey in India by Anna and Mani [8]. Inverse Distance Weighting (IDW) 
interpolation [10] technique is used to predict hourly insolation values for un-sampled 
locations.  

In IDW interpolation, weights are proportional to the inverse distance value between un-
sampled location and sampled location. This proportionality varies with the power to which 
the distance is raised and is known as distance coefficient. Distance coefficient of two is taken 
here.  

Raster map showing the distribution of solar energy resource is created using the IDW 
interpolation plugin in QGIS platform. Hourly global solar radiation estimated for the state 
are in the order of magnitude of 2000 kWh/m2year which signifies a relatively low value. The 
variation of solar intensity over the state is also low. Variation of global solar insolation over 
a year for Mumbai station is shown in Fig. 3. The raster map showing the distribution of solar 
energy resource is not shown here although the three meteorological stations are represented 
by  in Fig. 4. 

Since the IDW interpolation technique is based on the distance value between the un-sampled 
location and the sampled location, the uncertainty in the predicted value increases with the 
increasing distance value. The three sampled locations for solar energy are at a considerable 

Wind power density (W/m2) scale 
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distance from each other. Therefore using local correlations model for estimating the hourly 
insolation values would give better accuracy.  

 
Fig. 3 Variation of global solar insolation for Mumbai 

4. Renewable installed capacity mapping 

In the field of green energy, the major renewable energy sources in Maharashtra are wind 
energy, small hydro power plants and bagasse co-generation plants with a small contribution 
of waste to energy power plants and biomass [6]. 31 sites of wind power generation, 39 sites 
of bagasse co-generation plants and 28 sites of small hydro power plants are identified and 
represented spatially [7]. A vector map showing the current installed sites of renewable power 
generation in Maharashtra is shown in Fig. 4. 

Each station mapped is linked to its corresponding data base of geographical coordinates and 
monthly instantaneous parametric values. A complete database of hourly wind speed data of 
each month for seven wind meteorological stations (Lonavala, Malwan, Vijaydurga, 
Panchgani, Deogad, Vengurla and Chalkewadi) is linked with the corresponding location. 
Similarly database of hourly global solar radiation data of each month for three solar energy 
meteorological stations (Mumbai, Pune and Nagpur) is linked with the corresponding 
location. Maps are created representing the spatial data of current installed sites of wind 
power, bagasse co-generation and small hydro power plants (Fig. 4). Each site is linked with 
its corresponding database. Every district in the state is also linked to the database of district 
name, location attributes, i.e. longitude and latitude of the location and predicted values of 
monthly average wind power density, and monthly average solar insolation. One such 
database for Satara district in Maharashtra state is shown in Fig. 4.  

Monthly average wind power density of seven wind sampled locations and monthly average 
solar insolation data of three solar sampled locations is used to predicts wind power density 
distribution and solar intensity distribution over the state respectively.  
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Fig. 4 Current status of major renewable power generation sources in Maharashtra and 
sample database for Satara district 

The GIS approach used is helpful in estimating the renewable energy potential available in the 
state. Such a system could be useful in future planning and siting of wind power and solar 
power generation. It helps in analysing the potential areas where wind and solar energy 
resources can be used exhaustively. Regional assessment of state is also possible as can be 
seen from Fig. 4 that central region of the state is the major site of wind turbines installation 
and also the region of high wind capacity (Fig. 2). Satara district in the central region of the 
state is the site of maximum wind turbine installation with total installed capacity of 
approximately 450 MW. Eastern part of central region also has high wind potential and hence 
can be explored more. Similarly southern part of the state was found to be the region of high 
solar intensity. Bagasse co-generation power plants are distributed all over the state which is 
in accordance with the distribution of sugar factories in the state [11]. 

5. Conclusion  

A framework is developed for mapping renewable energy resources using an open domain 
GIS (QGIS) and linking this with the databases for individual stations. Using this framework, 
it is possible to determine average wind and solar energy densities in selected regions.  This is 
illustrated for Maharashtra state in India.  

The QGIS platform is also used to represent the spatial distribution of installed capacities of 
different renewables. This permits determination of installed capacities for selected regions 
and renewable energy generation based on estimated capacity factors using the renewable 
energy resource data for the region. 

The framework developed can be used to assist siting decisions. For any site selected, it is 
possible to determine through Kriging interpolation or empirical correlations the availability 
(and monthly variation) of wind and solar resource. This can enable determination of the 
annual capacity factor and the cost-effectiveness of new installed capacities.  

Name: Satara 

Longitude: 74.28° 

Latitude: 17.48° 

Wind power density: 142.46 
W/m2 

Total installed capacity: 450 
MW 

No. of installed sites: 11 
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Since the method is simple it will be useful, in general, for engineers, architects and solar 
system designers. The system is also helpful in what-if analysis: if certain percentage of 
electricity to be achieved through renewable only, is fixed, then what would it imply in terms 
of capacity of different renewable required to be installed, hybrid scenario of renewable 
power system, impact on conventional power system, operational and economic implications 
and capacity savings achieved with penetration of renewable power in the grid.  

QGIS being open domain software, the framework can be extended to other states and 
countries as well and hence can be used extensively for renewable power generation siting 
and planning for any region. 
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Abstract: Applying innovative energy solutions (IES) in dense residential areas in the Netherlands is a 
challenge. This paper presents a typology that supports the analysis and understanding of policy implementation 
processes to encourage the adoption of innovative energy solutions in urban residential areas. The typology uses 
theoretical concepts from the social sciences, more specifically the disciplines of public administration and 
policy studies. The two main hypotheses in the paper are that: (a) a high degree of process management will lead 
to an increasing likelihood that such a policy will be successful implemented, whereas: (b) a high degree of 
institutionalized interest from other policy areas – especially urban renewal - will lead to failure to implement 
policy strategies aimed at the adoption of innovative energy solutions. The hypotheses are empirically tested by 
presenting four case studies in which fitting innovative energy solutions in domestic housing was on the 
residential site refurbishment project agenda. The paper adds further insights in the fields of environmental 
energy policy implementation, sustainable cities and energy transition. 
 
Keywords: Environmental energy policy implementation, Urban renewal, Sustainable cities, Housing, Case 
studies. 

1. Introduction 

Larger energy efficiency can nowadays be achieved in existing dwellings, thanks to longer equipment 
lifecycles, slow replacement rates, and emerging technical innovations. Opportunities for 
large-scale energy conservation can thus now be found in neighbourhood revitalization 
projects [1]. These projects aim at improving the social and physical structure of post-War 
housing estates in which the houses and their environments are characterized by poor-quality, 
obsolete physical construction. An additional characteristic is that the poor-quality buildings 
are accompanied by a poor social structure, as indicated by high unemployment, above-
average crime rates and a large proportion of ageing residents. To cope with those problems, 
neighbourhood revitalization projects are meant to improve both social and physical 
(construction) structures. 
 
A national government (climate) policy that seeks to link into existing neighbourhood 
revitalization projects, offers advantages. Such sites contain a large number of dwellings 
owned by central actors (housing associations) and renovating them will be a major operation 
in any case, so there will be a low threshold for the house owners to adopt energy 
conservation measures. Local governments encourage the setting of ambitious goals as a 
stepping stone to realize high energy efficiency goals [1]. Improving energy efficiency proves 
to be a difficult task, though. Due to the absence of legal governmental instruments there is a 
need to rely on communicative and economic policy instruments to convince house owners 
and stakeholders. Moreover, only ‘soft instruments’ are used, such as information campaigns, 
covenants and subsidy schemes [2]. This means that governments are dependent on the 
willingness of their target groups. Although the description applied to the Dutch situation, it is 
similar to those encountered in other Western European countries [3].  
 
Local governments are able to exercise influence and encourage the uptake of energy 
conservation appliances by making trade-offs with housing associations, with a strategic use 
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of urban renewal subsidies and legal permits. However, the local authorities remain firmly 
dependent on the willingness of housing associations and other property owners to cooperate. 
Lengthy and complex decision-making is unavoidable when a large-scale neighbourhood or 
building block renovation plan is being scheduled. In short, many institutional barriers exist 
that prevent the large-scale adoption of technical appliances to stimulate energy efficiency in 
existing housing [2]. 
 
The analytical focus in this paper is on the adoption of energy innovations in projects in 
which family dwellings are refurbished. The central question of the paper is how to 
understand and overcome the difficulties that adoption of energy innovations encounters in 
neighbourhood revitalization projects in urban residential areas. A typology based on theore-
tical insights derives from network governance and institutional complexity is introduced to 
support further comprehension. The typology is designed to improve analysis of complex 
contexts in which energy innovations - especially renewable energy systems - are adopted in 
highly institutionalized contexts, such as large-scale refurbishment projects in post-War urban 
residential areas.  
 
2. Theoretical framework 

Here we discuss the need to design a new typology to better understand the adoption of 
energy systems in a highly institutionalized context. The theoretical literature on 
environmental policy integration is presented as well as governance mechanisms to deal with 
complexity in similar contexts, drawn from the literature in the disciplines of public 
administration and policy studies of the management of complex networks, the aim being to 
achieve collective policy objectives in multi-stakeholder settings. The section ends with the 
introduction of a typology that covers two dimensions: (1) institutional complexity (as a lack 
of policy integration) and (2) project management of complex situations.  
 
2.1. Institutional complexity 
Environmental policies and energy efficiency goals are not prioritized in major urban settings. 
Moreover, social and economic aspects of the living environment and the climate for 
attracting business enterprises are often considered more important. Furthermore, 
environmental energy objectives may not be fully integrated or coordinated with other policy 
domains’ objectives which also need to be fulfilled in such projects. This is no wonder since 
problems related to climate change – an environmental problem “at large” [4] – are not 
limited to a single sector or policy domain and hence are not coordinated optimally. This calls 
for environmental policy integration [5] - balancing the interests, concerns and priorities of 
the so-called three pillars: social, economic and environmental dimensions [6] - or arenas in 
which policy sectors are not competing for attention on the agenda, but which rather converge 
[7]. In many domains this is not yet the case [5, 8], such as revitalization of post-War 
neighbourhoods, a domain subject to urban renewal policy. These neighbourhoods are 
characterized by factors that hamper effective decision-making, such as distributed ownership 
rights, high ‘social infrastructure’, and hence complex regulations. For instance, regulation 
which requires tenants’ approval to the project plans in large scale refurbishment projects. To 
deal with these complex issues many local revitalization projects receive earmarked financial 
support from government. In turn, local stakeholders are requested to ensure that the project 
meets urban renewal performance targets. Energy efficiency is no longer considered a 
significant target in urban renewal practice, at least not in the Netherlands.    
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2.2.  Project management 
Realizing the installation of innovative energy systems in local neighbourhood revitalization 
projects meets complexity in decision-making as multiple actors are involved who have 
interests and are mutual dependent. Actor-networks dominate negotiations and bargain about 
how to meet public goals. From a governmental perspective ‘steering’ towards the 
achievement of public goals, such as reductions in greenhouse gas emissions, then becomes a 
difficult task. In this regard, management of decision-making in a multi-actor setting becomes 
important. Due to the presence of multiple interconnected actors this can be perceived as 
‘governance of complex networks’ [9]. Management of such public-private networks cannot 
be perceived as just a form of governmental ‘steering’ which has a broader meaning than 
strict, administrative control. Given the context, it may be better to define it more accurately 
as “directed influence” rather than steering [9]. The challenge, rather, is to realize policy in 
interaction with those other actors, which can engage social support, withstand the test of 
criticism, and connect other actors to policy efforts. Public agencies therefore fulfil the role of 
safeguarding that under-represented goals – such as environmental ones - and interests can 
participate in games. In a multi-actor, decision-making game this requires a balancing act if 
the actors involved are to achieve the goal(s) successfully and simultaneously [9]. It enables 
their perceptions to be aligned, visions to be converged, expectations to be discussed, mutual 
trust to be created, sharing of experiences (especially tacit knowledge), with reflection on how 
to achieve goals in a feasible manner, and keep environmental goals on the decision-making 
agenda. This requires a custom approach which fits the particular setting and its actors, for 
instance by gathering support from stakeholders to facilitate effective decision-making. In 
such settings, public actors may function as ‘network managers’: they may act as a ‘faci-
litator’ or ‘process manager’ by facilitating dialogues between actors and employ techniques 
such as workshops and brainstorming sessions to promote consensus building. By doing this 
they may attract skilled participants, and gather external resources (such as subsidies or 
loans), which enables professional leadership and favours learning conditions. Other game 
management strategies are: covenanting, influencing actor’s perceptions, bargaining, 
introduction of ideas in furtherance of reflection, selective activating of actors (usually not 
present in the arena), furtherance of facilitation, brokerage, and mediation [9]. In the domain 
environmental energy ‘change agents’ [10] aim to have multiple actors adopt green energy 
technologies [11].  
 
2.3. A typology  
Based on the two dimensions introduced in the previous sections, a two-dimensional typology 
is adduced. The matrix has four quadrants, allowing predictions to be made concerning the 
outcome of the project’s objectives on the adoption of energy innovations. A graphical 
presentation of the typology is presented in figure 1. The dimension “institutional 
complexity” is presented on the vertical axis, with the dimension “project management” on 
the horizontal one. In this study the unit of observation of the typology relates to 
neighbourhood refurbishment projects in urban residential areas. Besides application to the 
issue discussed here, the typology may also be applicable to other types of projects with 
multiple actors, interdependent actors that seek to achieve (collective) goal(s). 
 
The two hypotheses relevant to the dimensions in the typology are that: (a) a high degree of 
process management will lead to an increasing likelihood of successful adoption of energy 
innovations by project stakeholders: whereas (b) a high degree of institutionalized complexity 
- from other policy domains, especially urban renewal - will lead to failure in the 
implementation of policy strategies aimed at the adoption of innovative energy systems. 
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The main hypothesis of this paper concerns a combination of these two hypotheses. On the 
basis of these propositions expectations can be formulated about the influence of the 
dimensions in terms of four possible outcomes. This is shown in figure 1. Whereas the 
optimum outcome can be expected in quadrant 4 (Q4; low institutional complexity and a high 
degree of project management), the worst outcome can be expected in quadrant 1 (Q1; high 
institutional complexity and low degree of project management). The outcomes in quadrants 2 
and 3 will lie between the extreme outcomes in quadrants 1 and 4.     
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Fig. 1. Graphical representation of the typology. 
 
3. Methodology 

The empirical study comprised four case studies concerning residential district renovation 
projects that featured family housing. The cases were selected from an existing project set that 
provides information on urban renewal projects and ambitions for energy affairs [12]. The 
four case study projects all comprise domestic housing built in the late 1960’s and early 
1970’s.   
 
Different types of data were collected, both qualitative and quantitative. Among other things, 
27 semi-structured interviews were conducted. Additional documentation on the cases was 
traced both before and after the interviews were conducted. The project documents retrieved 
included formal policy documents, advisory reports, annual reports, other informative papers, 
websites, feasibility study reports and geographical maps of project locations. Data were 
collected between October 2007 and April 2008.  
 
In this study, a cross-case (comparative) research design was applied. The analysis was 
conducted in order to test the predictions based on the main hypothesis following the typology 
in the previous section. The dimensions ‘project management’ and ‘institutional complexity 
were operationalized as ‘ten-point-Lickert-scales. For the analysis the scores-per-case were 
assigned to the scales on the two dimensions. Next, the positions of the cases were plotted in a 
graphical display on the basis of the two-dimensional typology. 
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4. Results 

In table 1 key data on the cases studies are presented. The table presents information on the 
initial objective (ambition) during the early stages of the project and actual outcome (in terms 
of innovative energy systems being applied). As it turns out, in three out of four cases no 
innovative energy systems were applied. 
  
Table 1. Key data on four case studies. 

Name of site Name of 
town 

IES (ambition) IES (actually 
implemented) 

 
Atol- en Zuiderzeewijk 

 
Lelystad 

 
None 

 
None; only 
conventional 
measures 

 
Bijvank en het Lang 

 
Enschede 

 
Solar thermal system 

 
None; only 
conventional 
measures 

 
Nieuwstad 

 
Culemborg 

 
Solar thermal 
systems or district 
heating from an 
industrial plant  

 
None; only 
conventional 
measures 

 
Groot Kroeven 

 
Roosendaal 

 
Collective biomass 
installations and heat 
pumps 

 
Passive renovation 

 
Figure 2 presents the result of the comparative analysis of the case studies. The positions of 
the cases in the figure relate to the scores on both dimensions ‘institutional complexity’ and 
‘process management’, presented in a scatter plot. As can be seen, the cases in which a high 
degree of project management and a low degree of institutional complexity are present, 
innovative energy systems have been applied in existing apartment buildings. This is to say 
that the case in quadrant 4 (Groot Kroeven) has a positive outcome, as was predicted by the 
main hypothesis in section 2.3. The other cases, situated in quadrants 1 (Atol- en Zuiderzee-
wijk), 2 (Bijvank en het Lang) and 3 (Nieuwstad) have negative outcomes. 
 
4.1. Discussion  
The results of the analysis allow lessons to be drawn. First, in all four cases innovative energy 
systems were not applied, and in the cases in which innovative energy systems were initially 
considered the initial objectives were not met. During the project trajectories plans were 
changed for different reasons. Only the refurbishment project in the Groot Kroeven case may 
be considered successful. Although the institutional complexity conditions favoured success – 
the local government did not own property near the site and no serious urban renewal 
performance targets focused on the project - the outcome was to a large extent due to clever 
project management. This resulted from a combination of professional leadership, an actor-
network of motivated and skilled participants, a high level of trust between the stakeholders, 
the use of subsidies, and learning capacity. This last point was revealed as initial barriers were 
overcome. This came at a high price, though, as expertise and personnel capacity had to be 
hired from abroad, new construction measures had to be designed and tested – in fact 
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experimental houses were established and monitored -, and a difficult decision-making 
process had to be undertaken to convince tenants and thus to meet the legal ‘70 percent 
tenant-approval standard’ for large-scale refurbishment projects. All these matters led to delay 
in the project schedule. Hence, additional costs were incurred. Nonetheless, the infrequently 
used concept of “passive renovation” was applied successfully in 134 houses. The initiative to 
adopt this innovative concept had its origin in the housing association (or actually the project 
manager in situ), not the local authority.  

 
Fig. 2. Results of the case study analysis. 
 
Second, if one’s aim is to fit innovative energy solutions in renovation projects with a high 
degree of complexity, one is prone to encounter problems. When the housing property owner 
does not have the financial means to invest, on-site housing ownership rights are distributed 
among many different actors, and urban renewal objectives are given priority, the chances of 
successfully applying energy innovations are poor. The cases Atol- en Zuiderzeewijk and 
Bijvank en het Lang provide evidence that non-energy related urban renewal issues are 
assigned greater importance in the projects. When considered during the initial stages, the 
innovative energy appliance became an ‘end of the bill’ objective and was dropped from the 
agenda when cost estimations were done, and tenants feared monthly rent increases and 
delays to the project. The latter also applies to the Nieuwstad case. 
 
Third, the cases revealed mistrust between the actors involved. Local authorities initiated a 
process to have energy innovations applied in local housing projects. They managed to have 
an energy audit report drafted by an external consultancy agency (paid for with a subsidy 
from national government). The advice in the audit report considered several options for on-
site improvements to energy-efficiency. However, they were met with scepticism by the 
project stakeholders, especially the housing associations. To a large extent this related to the 
credibility of the energy audit reports. A difficulty, when the energy audit advice was taken 
into consideration, was that it remained on the decision-making agenda, especially when the 
actual costs of installing the systems were looked at. When the actual calculations were done 
it turned out that the audit report advices left out significant cost aspects, such as the installing 
costs and the replacement of energy-infrastructure (pipelines), as shown by Bijvank en het 
Lang and Nieuwstad cases.  
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In two cases (Bijvank en het Lang, and Nieuwstad) the housing associations complained 
about the unequal distribution of costs between stakeholders in the revitalization project in 
respect of the use of innovative energy solutions. Whereas the local authority aimed at having 
renewable energy systems, it did not participate in sharing in the costs. As a consequence, the 
housing associations were to bear the costs single-handedly, which was considered de-
motivating. These two cases show that it is very important that local government and housing 
associations discuss a project plan seriously in the project’s initial stages. In both cases the 
housing associations blamed the local governments for their high ambitions but their 
unwillingness to share in the additional costs, which bred mistrust. In that sense, it was no 
surprise that the ambitious energy objectives failed as the housing associations were 
confronted with the high costs of installing the systems, once they were seriously considered 
and calculated. Ergo, due to non-specific negotiations between the two parties in the initial 
stages of the projects, the financial feasibility of the objective was never discussed in detail.  
 
Fourth, it may be stated that the cases show that energy innovations are preferably installed in 
projects that feature newly constructed houses rather than the renovation of existing houses 
(which means that one needs to cope with social and institutional ‘infrastructure’). 
Theoretically speaking, new construction is favoured by the opportunity to make high 
investments for the long term, which needs to be done anyway, plus the absence of an existing 
energy infrastructure. This may also be the reason why the municipality of Lelystad – a 
national renewable energy frontrunner – did not formulate an ambition for the renovation of 
the existing neighbourhood Atol- en Zuidzeewijk, whereas there were many recently built 
residential sites nearby with innovative energy systems (wind power and district heating). 
 
Finally, the cases also provide evidence that tenants fear innovative energy solutions. When 
requested in a vote, tenants did not accept an increase in their monthly rents as compensation 
for having a solar thermal system installed in their houses. The outcome of the vote was a 
reason for housing association to renounce the option of having the renewable energy system 
used in the project. The tenants’ fear may have a background in their unfamiliarity to 
innovative systems, but may also be related to mistrust between the tenants and the housing 
association. 
 
5. Conclusion 

The installation of innovative energy solutions in urban areas is difficult, as local 
neighbourhood revitalization projects are highly complex. This paper has introduced a 
typology to support the analysis and understanding of local projects in which energy 
innovations are to be fitted. We used a comparative case study research design to test the 
predictions empirically against the typology. The research design comprised four case studies 
of local neighbourhood revitalization projects in the Netherlands, concerning refurbishment of 
domestic housing. The main hypothesis was confirmed as success as predicted only 
concerned a local project where a low degree of institutional complexity was combined with a 
high degree of project management.   
 
This case, the Groot Kroeven project, shows that due to a combination of clever project 
management, professional leadership, learning capacity, an actor-network of motivated and 
skilled participants, the use of subsidies, and the absence of highly demanding urban renewal 
context and –project plans, barriers were overcome and positive project outcomes can be 
realized.  
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The external validity of the results is limited due to the few amounts of cases we were able to 
investigate. A case study design – with only four cases - was necessary, though, due to the 
need to analyse detailed data, which are difficult to collect and require many efforts. More 
research is necessary to apply our typology and to test its main hypothesis in research designs 
that feature more observations. This could very well be possible in other contexts, such as 
different types of buildings, neighbourhoods or geographical entities. One may consider 
applying the typology to challenges that impede the achievement of ‘sustainable cities’. 
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Abstract: Management of municipal solid waste is an efficient method to increase resource efficiency as well as 
to replace fossil fuels with renewable energy sources. This is due to that (1) waste to a large extent is renewable 
in itself as it contains food waste, paper, wood etc. and (2) when energy and materials are recovered from waste 
treatment, fossil fuels can be substituted. In this paper some of the results from a comprehensive system study of 
future waste management in the Gothenburg and Borås regions are presented. Emphasis is put on biological 
treatment of easy degradable waste such as food waste, by-products from food industry and sewage sludge. The 
project has been performed in cooperation between Kretsloppskontoret (The municipal office for waste and 
water management), Göteborg Energi (The energy company in the city of Gothenburg), Renova (The waste 
management company in the Gothenburg region), Gryaab (A water management company in Gothenburg) and 
researchers from Profu (Environmental and Energy Consultancy).  
Several treatment options for the organic waste have been investigated. Different collection and separation 
systems for food waste in households have been applied as well as technical improvements of the biogas process 
as to reduce environmental impact. The biogas replaces fossil fuels and the solid residue is pelletised and either 
used as fertiliser or as fuel. The method used is computer modelling with the ORWARE (Organic Waste 
Research) model for the waste management system. Deliverables from the model are environmental impact 
categories as developed within life cycle assessment and financial costs and revenues. 
The results show that central sorting of a mixed fraction into recyclables, combustibles, biowaste and inert is a 
competitive option compared to source separation. The result is however based on several crucial assumptions. 
Separation and utilisation of nitrogen in the wet part of the digestion residue is made possible with a number of 
technologies which decreases environmental impact drastically, however to a s ubstantial cost in some cases. 
There are several advantages with pelletisation of the solid digestion reside. Use of pellets is beneficial compared 
to direct spreading as fertiliser. Fuel pellets seem to be the most favourable option, which to a large extent 
depends on the circumstances in the energy system. Waste management integrated with local energy supply, 
wastewater treatment, agriculture and vehicle fuel supply is thus a cost efficient method to decrease greenhouse 
gases and promote the use of waste as a renewable fuel. 
 
Keywords: LCA, ORWARE, Biogas, Costs 

1. Introduction 

In Sweden, biogas has been produced at municipal waste water treatment plants since the 
1960’s. The primary incentive was to reduce sludge volumes. However, the oil crises of the 
1970’s rang alarm bells, leading to research and development of biogas techniques, and 
construction of new plants in order to reduce environmental problems and dependency on oil. 
During the 1980’s, several landfill plants started to collect and utilise biogas produced in their 
treatment areas, an activity that expanded quickly during the 1990’s. Several new biogas 
plants have been constructed since the mid-1990’s to digest food industry and slaughterhouse 
wastes, and kitchen wastes from households and restaurants. [1] 
 
Statistics for 2009 from Swedish Energy Agency [2] shows that biogas to an increasing extent 
is produced in co-digestion plants and in farm facilities and then used as vehicle fuel. The 
major biogas production emanates from different types of waste such as sewage sludge, 
source separated food waste and waste from food industry. In all the production was 1363 
GWh in 2009, a pproximately the same level as in 2008. In Sweden there are in total 230 
biogas plants of which 136 are wastewater treatment plants, 57 are landfills, 21 are co-
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digestion plants, 4 are placed on industries and 12 are farm facilities. The number of 
upgrading plants is 38 and biogas is injected to the natural gas grid at 7 places. The biogas 
production is predominantly present in the metropolitan areas. Compared to previous years a 
larger share of the produced biogas was utilised in 2009. Torching of biogas is decreasing and 
vehicle fuel production is increasing. The major use was for heat generation purposes (49 %) 
followed by vehicle fuel (36 %), electricity generation (5 %) and gas flame (torch) (10 %). 
Gasfuelled cars still constitute a minor share of the total vehicle fleet in Sweden, but the 
number of gas cars is increasing and more car producers offer more car models as gas cars. 
Vehicle gas is on average 60 % biogas in Sweden. 
 
In order to illustrate the offset for biogas in Europe figures from 2005 [3] have been used. In 
2005 recovered biogas was used for electricity (13 TWh), heat (8 TWh) and vehicle fuel (0.1 
TWh). The majority of the heat- and power generation comes from Germany and Great 
Britain whereas almost all vehicle fuel was generated in Sweden. Figure 1 illustrates the 
distribution of energy from biogas production in each European country.  
 

 
Fig. 1 Distribution for the generation of electricity, heat and vehicle fuel from landfill gas and biogas 
in each country in 2005. Sources: Switzerland [4], Sweden [5], others [6] 
 
The biogas market is however not saturated. In a report from AvfallSverige (Swedish Waste 
Management) [7] the total biogas potential from domestic raw products, excl. raw products 
from forestry, amounts to 15.2 TWh/year, of which the total potential with limitations due to 
technical and economic reasons is assessed to 10.6 TWh/year. By-products from forestry 
represent a substantial potential for future bio methane production. Residues from forestry are 
estimated to 59 TWh/year. The total potential from food waste is 1346 GWh/year, of which 
60 % is included above. Residues from industry and agriculture have a potential of 8-11 
TWh/year depending on limitations. Digestion of sewage sludge is 7 % of the practically 
feasible potential. 
 
In a waste management perspective, anaerobic digestion is a preferably immature technology 
in comparison to landfill disposal and waste incineration in terms of waste amounts treated, 
when the method entered the waste management market and also environmental and technical 
standards. That, in combination with high investment costs for biogas plants in comparison to 
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composting and also a historically low demand for vehicle gas (and thus willingness-to-pay), 
has pushed waste to enter the vehicle fuel market. The transport sector is however tightly 
bound to fossil fuels, to a higher extent than e.g. the residential sector, and the willingness-to-
pay is high in this sector. In a future where the oil price will continue to increase, the 
incitements for bio-vehicle-fuels, including biogas, will grow. In fact the raw product - the 
substrate – may switch from waste (a cost for the waste owner) to a commodity (revenue to 
the supplier). The demands from society on environmental standards and resource efficiency 
in biogas systems will probably increase during this evolvement. That is why it is interesting 
to study what improvements can be achieved in such systems. For the interested reader other 
relevant studies on biogas in a systems perspective are reported in [8-10]. 
 
2. Methodology 

The method used is life cycle assessment (LCA) [11] and financial cost calculation facilitated 
by computer modelling with the ORWARE (Organic Waste Research) model [12]. In this study 
only waste streams suitable for anaerobic digestion are included. ORWARE is a computer 
based tool for environmental and economic systems analysis of waste management. It was 
first developed for systems analysis of organic waste management, hence the acronym 
ORWARE (Organic Waste Research). The model is designed for strategic long-term planning 
of recycling and waste management and based upon s tatic conditions and on l inear 
programming (LP). The ORWARE model has been developed since the early 1990s in close 
cooperation between four different research institutions in Sweden (Royal Institute of 
Technology, Swedish Environmental Research Institute, Swedish Institute of Agricultural and 
Environmental Engineering and Swedish University for Agricultural Sciences). The waste 
management is followed from cradle (waste sources) via collection and transport to treatment 
plants and further to grave (utilisation of products from waste treatment). Treatment facilities 
included are incineration with energy recovery, composting, landfill, anaerobic digestion with 
biogas utilisation, spreading of organic fertiliser on arable land, sewage treatment, material 
recycling of plastic and paper packages, and some additional technologies. The model 
delivers substance flows, distributed to emissions to air and water, left in growing crops and 
in recycled material. Energy flows such as energy use and recovered energy is also provided. 
Single substances such as carbon dioxide or substances to water leading to eutrophication can 
be tracked, as well as the amount of plant-available nutrients and emissions of different heavy 
metals. Emissions are also characterised and weighted using Life Cycle Impact Assessment. 
At the same time, financial costs (investment and operational costs) and environmental costs 
and revenues including savings in the surrounding system can be calculated for the whole 
management chain. 
 
In this particular study, treatment of biodegradable waste by anaerobic digestion producing 
biogas for vehicle purposes and solid and wet fertiliser is the system in focus. The goal of the 
project is to conduct a system analysis from economic and environmental perspectives to 
investigate (1) what is the best alternative for collection of substrate and (2) what is the best 
alternative for dealing with digestate and reject water. The plants used as the point of 
departure for the study are a planned biogas plant in Gothenburg and an existing biogas plant 
in Borås. The plant in Borås is planned to be included in an energy combine with ethanol 
production. 
 
Upstream to the biogas plant two different collection and separation systems for food waste in 
households have been applied for the Gothenburg case: 
A Kerb-side collection with source separation of food waste 
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B Co-mingled fraction of combustible and organic fraction which is thereafter mechanically 
separated 
 
Case A refers to the most common method in Swedish municipalities to achieve source 
separation of food waste. Data on vehicles, costs etc. has been provided by members of the 
project group as to reflect existing plans on extended schemes for source separation and 
collection. 
 
Case B comprises a technical solution present in Ludvika in Sweden [13]. A facility for 
central sorting of food waste, also called homogenisation plant, has been investigated and data 
adjusted to the Gothenburg waste management system. The plant is fed with residual waste 
from households (the remaining waste after sorting out newspapers and packages made of 
glass, plastic, metal and cardboard). After a sequence of sorting steps (drums) different 
materials are sorted out, leaving raw compost left to biological treatment. Concerning 
collection this alternative does not require vehicles with multiple trays. 
 
Downstream to the biogas plant one method for refinement of the solid residue (bio fertiliser) 
and five methods for refinement of the wet residue have been applied for the Gothenburg case 
and to some extent also in Borås, see below: 
C Drying and pelletisation of the solid digestion reside with application as fuel- or nutrient 
pellet 
D Separation and utilisation of nitrogen in the wet part of the digestion residue 
 
Case C contains different treatment options for the dewatered sludge from an anaerobic 
digester. There are several potential options for the digestate: 
C1 Drying and pelletisation, then used as fuel in a waste incinerator constructed for RDF-fuel  
C2 Incineration in a waste CHP without further drying 
C3 Spread directly on arable land without further drying and pelletisation 
C4 Drying and pelletisation and then spread on arable land as soil fertiliser 
In the systems there are two types of sludge available for which the above methods have been 
applied: one from digestion of dewatered sewage sludge (C1-4) and one from co-digestion of 
food waste from households and business facilities (C3-4). The sludge dryer applied uses hot 
water from the district heating system as energy source, and data is taken from design plans.  
 
Finally, in case D different methods for reducing ammonia in the wet part of the digestate are 
applied. In the reference scenario wet digestate (no dewatering) is spread on arable land. In all 
other scenarios the sludge is dewatered and the dry digestate is spread on arable land. 
Following technologies for treatment of the wet part have then been compared to this 
reference: 
D1 The reject water is treated in a wastewater treatment plant (WWTP) (just Gothenburg) 
D2 The reject water is first treated in a Sequencing Batch reactor (SBR) and then treated in a 
WWTP (just Borås) 
D3 The reject water is first treated by deammonification in a Moving-Bed Biofilm Reactor 
(DeAmmon) and then treated in a WWTP (just Gothenburg) 
D4 The reject water is first treated by air desorption and then treated in a WWTP 
D5 The reject water is first treated by steam desorption and then treated in a WWTP 
D6 The reject water is first treated in a membrane facility and then treated in a WWTP 
 
More details on t he different technologies are found in [13]. The environmental impact 
assessment uses CML 2001 baseline [15]. 
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3. Results 

Results for CO2 emissions and costs are presented for the A-D cases. More detailed results 
(e.g. acidification and eutrophication) for A-C are found in [13] and for D in [14]. 
 
When central sorting of food waste (case B) is compared to conventional source separation 
(case A) there are only minor changes in environmental impact. This is due to that there are 
small changes in the actual waste treatment, which dominates over collection and transport in 
terms of environmental impact. The environmental impact is somewhat higher (+400 tonnes 
CO2) when central mechanical sorting is applied due to decreased net electricity generation as 
the sorting facility uses some electricity. The lost electricity generation is compensated for by 
marginal electricity production (725 kg CO2/MWh el) mainly consisting of coal condense 
power. This negative effect is to some extent (-200 tonnes CO2) compensated for by increased 
heat and power generation from waste incineration due to a higher heat value of the supplied 
waste fuel. Hereby marginal electricity and other fuels for district heating are substituted. The 
higher heat value is explained by that in the sorting facility metals, landfill residue (grovel, 
sand and other incombustibles) and moisture are removed from the combustible fraction. The 
result for CO2-emissions is a slight increase by 162 tonnes which is infinitesimal in relation to 
the 249 ktonnes of CO2 from the whole waste- and district heating system. In an economic 
comparison the net costs are decreased by almost 20 MSEK/year (1 EUR ≈ 10 SEK). The 
sorting facility costs 16 MSEK/year, but 23 M SEK/year is avoided for the kerb-side 
collection system. Costs are also lower for waste incineration (11 MSEK/year) which together 
with some other minor savings adds up to -19 MSEK/year.  
 
In the systems analysis of different treatment of the digested and dewatered sewage sludge 
and co-digestion sludge the options have been compared to C1 for sewage sludge and C3 for 
co-digestion sludge. The result is depicted in Table 1. 
 
Table 1 CO2-emissions and costs for different sludge treatments 
GHG (kton CO2 
eq./year) 

Sewage 
sludge C4 

Sewage 
sludge C2 

Sewage 
sludge C3 

Sewage sludge & 
co-digestion 
sludge C4 

Waste management system 0.0 -0.1 0.3 0.0 
District heating system 2.3 -1.0 0.0 2.8 
Background system 1.4 0.8 -1.5 2.5 
Sum 3.6 -0.4 -1.2 5.3 
Costs (MSEK/year)     
Waste management system -18 -25 -18 -15 
District heating system 7 -5 -1 9 
Sum -11 -30 -19 -6 

 
Eventually the result for case D is presented in Table 2. 
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Table 2 Climate impact and net costs from system analysis of digestate treatment 
Technology Climate impact 

(tonnes CO2 
eq./year) 

Net costs 
(MSEK/year) 

Gothenburg Borås Gothenburg Borås 
D0: Un-dewatered biofertiliser for soil 
improvement 

-940 -690 5.0 8.1 

D1: Dewatering and WWTP 1340 - 24.8 - 
D2: Dewatering and SBR - 1270 - 6.1 
D3: Dewatering and DeAmmon 750 - 5.2 - 
D4: Dewatering and air desorption 620 580 7.0 7.5 
D5: Dewatering and steam desorption 250 190 8.1 7.5 
D6: Dewatering and membrane 590 610 6.6 7.7 

 
The results of the system analysis of digestate treatment (Table 2) show that the best 
alternative for Gothenburg, both from an economical point of view (column 4) and when 
considering the climate impact (column 2), is to transport and spread the un-dewatered 
digestate directly onto arable land (D0). From the economic perspective, the best alternative 
for Borås (column 5) is to continue with the treatment method used today at the plant, that is, 
SBR (D2). From the perspective of climate impact (column 3), the best alternative is to spread 
the un-dewatered digestate directly onto arable land (D0). Now, these methods are aimed at 
reducing emissions of ammonia affecting eutrophication and acidification. On the basis of 
acidification and eutrophication potentials, the best alternative for Gothenburg is to treat the 
reject water with the DeAmmon process and for Borås the best alternative is to treat the reject 
water with some form of stripping method, or SBR.  
 
4. Discussion and Conclusions 

Organic waste (biowaste, food waste) is a renewable resource that should be used in order to 
avoid as much negative environmental impact as possible. A large benefit of anaerobic 
digestion of food waste is that the biogas substitutes other fossil vehicle fuels. Therefore, 
when analysing different methods for improvement of a biogas system, it could be expected 
that these improvements should reduce potential global warming. This is however not the case 
for the improvements studied, cf. Table 3 
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Table 3 Climate impact, costs and CO2-cost in the studied scenarios 
 CO2 eq. 

(tonnes) 
Costs 
(MSEK) 

B-A: Central sorting +162 -19 
C4-C1: Sewage sludge as nutrient pellets +3600 -11 
C2-C1: Sewage sludge incinerated in CHP -400 -30 
C3-C1: Sewage sludge spread direct -1200 -19 
C4-C1: Sewage sludge & co-digestion sludge +5300 -6 
D1-D0: Dewatering and WWTP +2280 20 
D2-D0: Dewatering and SBR +1960 -2 
D3-D0: Dewatering and DeAmmon +1690 0.2 
D4-D0: Dewatering and air stripper 1560 G 

1270 B 
2 G 

-0.6 B 
D5-D0: Dewatering and steam stripper 1190 G 

880 B 
3.1 G 

-0.6 B 
D6-D0: Dewatering and membrane 1530 G 

1300 B 
1.6 G 

-0.4 B 
 
In most cases the emissions of CO2 increases compared to the reference system. Costs are 
both increasing and decreasing in an interval of 50 M SEK. There are only two scenarios 
where the CO2 emissions decreases, resulting in a decreased net cost! When assessing climate 
impact sludge should not be dried and pelletised, regardless of use as fuel pellet or nutrient 
pellet. This comes from that ammonia in the sludge is lost in the drying process and this loss 
has to be compensated for by conventional fertiliser that uses fossil resources. Other 
conclusions are drawn when looking at eutrophication and acidification. 
 
An important conclusion from this comparison is that CO2 cannot be used as the only 
indicator of which biogas system design is the most environmentally feasible. As the carbon 
in food waste is of biological origin, also other impact categories such as eutrophication and 
acidification have to be addressed to fully evaluate the environmental performance of these 
systems. 
 
Another comment of concern is that it would be politically difficult to introduce mechanical 
pre-sorting (often called material recovery facility - MRF) on large scale in Sweden due to 
that source separation is a well established method. It can however be a cost efficient method 
in countries where source separation is not as well developed and implemented. It may also 
work as a co mplementary system, e.g. in remote areas where the marginal cost for 
introduction of kerb-side collection is high and for an additional sorting of waste from areas 
with poor sorting quality. 
 
It should also be mentioned that upstream and downstream improvements of course can be 
combined. Future studies will focus on pre-treatment of waste (e.g. hydrolysis) as to increase 
the gas yield as well as new techniques for upgrading raw gas to vehicle gas. Other points for 
improvement that have been identified are dry conservation of waste, the performance of 
biofilters and also the use of sludge pellets in forestry. 
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Abstract: Urban comfort is becoming increasingly important due to climate change, increasing population and 
urbanization.  Greater use of mechanical cooling is not reasonable due to consuming more energy, discharging 
anthropogenic heat and CO2 emissions which all can be minimized by passive strategies. As part of the EPSRC 
funded project Urban River Corridors and Sustainable Living Agendas, URSULA, two radically different urban 
regenerations for a site in Sheffield were passively designed and had to be microclimatically assessed upon their 
thermal impacts. Passive design strategy for the first is wind tunneling and solar shelter effects owed to compact 
form that provides river bank access by perpendicular streets.  The second, park option, offers space for the river 
to flood into a green channel which provides evaporative cooling.  Simulations using ENVI-met BETA4 applied 
four receptors to record different meteorology and the pedestrian comfort in terms of Predicted Mean Vote, 
PMV.  The increased green coverage showed horizontal shifting of about 0.2 with 2h of urban time lag in PMV 
records from 14.00-16.00LST in some places. Results give advantage for the park option design but needs more 
emphasize on indoor performance.  
 
Keywords: Thermal impact assessment, urban thermal mass, urban time lag, urban regeneration 

1. Introduction 

Temperature increases due to climate change are further exasperated within urban areas due to 
hard urban surfaces, reduced porosity, and deep canyons preventing radiation release and 
ventilation [1-4]. Careful design of urban form and the use of green infrastructure can 
mitigate this effect [5]; many studies showed the benefits of vegetation such as trees [6-9] and 
Parks [10-13]. However there are often many other, sometimes competing, drivers which 
affect the design of our urban forms. Urban forms are the fabric of a site along with its 
network and vegetation.  From these standing points, a statistical study in Sheffield presented 
the distances to the nearest green node which is followed by the biometeorological green 
structure study, GreenSect, to confine UHI effects [14] by the application of park cooling 
island effect, PCI [15]. In this study, microclimate effects of two radically different urban 
form designs for one site in Sheffield took place as part of URSULA project. Site is located 
near the centre of Sheffield, in the temperate UK climate. Although the city is having high 
levels of vegetation it showed an UHI of 2C on a spring day [16]; with the potential for 
greater, and more frequent heat waves. Site is approximately 1.2 hectares (c.300mx400m) 
adjacent to the river Don.  The riverside location offers recreational benefits, but also presents 
a high risk of flooding and the rationales for two urban form designs for this site have been 
developed in relation with these two issues. The first design alternative has been developed to 
facilitate and enhance access to the river, through the use of streets running perpendicular to 
the bank. On the river front the buildings have been stepped back from the river to create new 
urban squares looking onto the river, and also to reduce the risk of high wind speeds [17]. The 
streets are designed to a similar scale to the surrounding existing infrastructure and the open 
spaces have an urban character with hard landscape treatment and urban trees.  In the second 
design the main objective is to make space for water as an adaptation method for present day 
climate change symptoms.  As the risk of flooding was the initial driver, a channel for flood 
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water has been created through the middle of the site. In order to avoid obstruction when it 
floods, the channel is treated as a meadow planted with only grass and reeds. This long 
continuous open space is expected to provide cooling effect according to the principle that 
park land provides cooling up to approximately 300m from the park [7, 18- 20]. The two 
radically different proposals are designed also differently from passive strategies’ point of 
view. Passive urban form design is believed to affect indoor energy consumption and thermal 
performance so that energy supplies can be minimized [3, 4, 7, 9]. As the main objective of 
passive design is to minimize indoor heat gain/loss so that energy is saved, first design case, 
C1 provide cooling/heating by compact form tunneling and thermal mass effects. The second 
design case, C2 provide evaporative cooling in summer by the more vegetated area.  With 
respect to URSULA concerns about heat waves and floods in summer, the study was then to 
find which of both alternatives have the better thermal impact in comparison to their existing 
urban form. 
 
2. Methodology 

Methodology is composed of two steps; first, urban climate conditions of each case is 
simulated to have meteorological plots at same certain points in each case. Second, average 
outdoor meteorology for each case is calculated to ensure results from receptors as well as 
validating the averaging methodology and tool. 

 
2.1. Method 
Numerical simulations using ENVI-met were applied for its easy and few data entries as well 
as the understanding of urban climate it gives [21].  ENVI-met simulates the surface-plant-air 
interactions with a resolution of 0.5 to 10 m in space and 10 sec in time from microclimate to 
local climate scale using the fundamentals of thermodynamics and heat transfer as a CFD 
package [22, 23].  The model formatted on a number of on sub-models to model and analyze 
surface-plant-soil-air relations, its 3.1 version is validated for radiation and RH and still have 
limitations [9, 21].  The software is relevant to this study as it assesses the outdoor thermal 
performance in terms of different meteorological outputs along with pedestrian comfort levels 
using the modified Predicted Mean Vote, PMV following the work of Jendritzky [24-26].  
ENVI-met gives results in terms of thematic maps extracted from results by the Leonardo tool 
or numerically in terms of meteorological records corresponding to each grid in the simulated 
urban form [22].  In order to ensure results of the receptors along with having a complete idea 
about whole outdoor spaces performance rather than only single receptor points, PolygonPlus 
has been used. PolygonPlus is a visual basic tool used after ENVI-met to generate reference 
averaged neighborhood meteorology rather than records at single non-representative points 
[13]. Moreover, comparisons of different urban designs upon their urban spaces 
meteorological averages can take place against receptors’ outputs to validate PolygonPlus.   
 
2.2. 6BParameterization 
Table 1 shows the simulation input data for the 27 P

th
P of July which is the extreme summer day 

for Sheffield, UK (Lat; 53.38, Long; -1.46), fig. 1 [28]. Two methods of recording outdoor 
meteorological data were used, snapshot receptors of ENVI-met and the averaging tool 
PolygonPlus.  Four snapshot receptors were located at the boundaries and the middle of the 
site to record air temperature TRaR, Relative Humidity RH, wind Velocity V, and PMV at 1.5m 
above ground level, fig. 1/b, c, d.  The hypothesis assumes that pedestrian PMV of both cases 
will be different as the fabric, network and vegetation elements of the built environment are 
varying. Output were then compared with the whole site averaged records calculated by 
PolygonPlus tool developed by Fahmy [29] to represent a whole local scale urban spaces’ 
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climate condition rather than single points, fig. 2. Due to no modeling measurements for trees 
foliage, urban trees, U1, U2 and U3, used in simulations were modeled after Fahmy [9] by the 
application of the value LAI=1, table 1.  
 
Table 1: Inputs  used in simulations based on [22, 30, 31]. 
Parameter  Value  
Outdoor Ta 295.45 K  
RH 60%  
V  3.4 m/s at 10m height 
Indoor Ta 293.15 K 
Ground temperature 288.15 K from 0-0.5m and 286.35 K from 0.5-2m 
Ground humidity 40% from 0-0.5m and 50% from 0.5-2m 
U value Walls             1.0 for all buildings walls 
U value Roofs  2.0 for all buildings roofs 
Albedo Walls                                    0.475 for all buildings walls 
Albedo Roofs 0.45 for all buildings roofs 
Albedo Pavement 0.67 
Albedo Asphalt 0.20  
Human walking speed 1.1 m/s 
Pedestrian Clo. 0.50 
U1; Alunas cordota 10m total height – 1.8m height to canopy – 3 height of max diameter 
U2; Alunas cordota 7m total height – 1.8m height to canopy – 3 height of max diameter 
U3; London plane 20m total height – 2m height to canopy – 10 height of max diameter 

 

 

 

R3 

R4 

R1 

R2 

Fig.1/b: ENVI-met Graphical user 
interface; Modeling the urban form 
alternative 1 for the case area, R is 
abbreviation for the receptor placed 
at points 1-4. 

Fig.1/a: Google maps capture for the 
site area and the existing fabric. 
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3. Simulation course 

3.1. Results 
Fig. 3 illustrates the comparison for Ta, RH, V and PMV extracted from the receptors plotted 
along with the averaged reference local climate condition calculated by PolygonPlus for 12h 
except the base case which simulation encountered a numerical flow error at the last 
simulated hour. However, it didn't affect the comparisons and the concluded remarks as there 
was 11 common hours from 8-18LST.  Good agreement appeared between records from the 
individual receptors and the averaged values for Ta and RH, whereas considerable difference 
found between the receptors and the average value for V and PMV, demonstrating a 
microclimate manipulation on the local scale.  All Ta and RH records show the same trend in 
all cases with reductions in C2 Ta due to the more vegetated area used in comparison to both 
C1 and BC. The opposite trend in RH occurred attributed also to the different vegetated area 
used. The sudden drop in PMV record of some cases like C1 at the receptor point R2 indicates 
the effect of shading.  Wind speeds are much higher in C2 than both C1 and BC owed to open 
fabric used that removed the blockage effect might occur by the fabric in C1. And in 
combination with the reduced Ta in C2, and resulted more acceptable PMV records at 
receptors microclimate regardless the reduced PMV of the averaged local records of C2 than 
PMV at C2R3 as the averaged records is a reference for the whole neighborhood rather than 
for a single point. The effect of urban thermal mass firstly found by Fahmy [13] has been also 
found in this study despite the different climatic region.  Regardless the close PMV trend of 
both alternatives' averaged values; increasing green coverage in the park option showed a 
minor urban thermal mass effect represented by a difference in PMV of 0.1-0.3 at peak time 
almost with no urban time lag. Receptor, R, no.1 and no.2 showed similar PMV horizontal 
shifting on the curve of about 0.2 with 2h of urban time lag from 14.00LST to 16.00LST.  R3 

R2 

R1 
R4 

R3 

R3 

R1 
R4 

R2 

Fig.1/c: ENVI-met Graphical user 
interface; Modeling the urban form 
alternative 2 for the case area. 

Fig.1/d: ENVI-met Graphical user 
interface; Modeling the urban form 
base case. 
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showed vertical shifting indicating reductions due to the more vegetation in C2. R4 also 
showed vertical shifting but with increased PMV value at peak time due to the less trees in 
comparison to C1.  
 

 

 

 

Fig.3/a: Comparison of averaged Ta  

and the receptors outputs for 
different cases. 

Fig.3/b: Comparison of averaged 
RH and the receptors outputs for 
different cases. 

Fig.3/c: Comparison of averaged V 
and the receptors outputs for 
different cases. 
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Fig.3/d: Comparison of averaged PMV and the receptors outputs for different cases. 
 
3.2. Discussion and conclusion  
This study aimed to assess the thermal performance of two radically different urban 
regeneration alternatives with their existing case in Sheffield in order to give on of the 
alternatives an advantage for execution. Methodology composed of two steps; first, urban 
climate conditions of each case is simulated to have meteorological plots at same certain 
points in each case. Second, average outdoor meteorology for each case is calculated to 
ensure results from receptors as well as validating the averaging tool, PolygonPlus.  All 
averages’ records occurred between the maxima and minima of receptors outputs of each case 
which validates PolygonPlus.  The more vegetated alternative revealed reductions in the 
whole neighborhood pedestrian comfort records. This is owed to the open form that allowed 
more wind speed averages as well as more park cooling effect. On the other hand, an urban 
thermal mass effect has been noticed. It can be said that the whole C2 urban green structure 
turned the neighborhood form into urban thermal mass that shifted PMV curves from C1 as 
shown in fig.3 and agrees with Fahmy [13], p-138, regardless the different climate 
classification of Sheffield’s case in this study.  After all, outdoor climate assessment suggests 
that the second urban form design is probably more sustainable with reference to urban spaces 
simulated in the two alternatives in comparison to the existing site urban form, but further 
indoor analysis is required to study the impact of each urban form on the energy demand and 
the green house gases emissions; i.e. coupling whole neighborhood buildings’ indoor thermal 
performances with their outdoors.  
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Abstract: Two fundamental design strategies should be taken into consideration when designing a residential 
building in desert climates, they are as follows: minimizing solar heat gain through shading and proper building 
envelope and maximizing passive cooling through natural ventilation. By introducing extensive vegetation yet 
carefully distributed, shading of building’s facades or roofs will directly mitigate heat gain through building 
envelope. An eco-house was designed in Abu Dhabi with special attention to greenery. In this study, landscape 
elements were intensively analyzed with the aim of reducing heat gain and improving overall building energy 
performance. Landscape elements such as green roofs, grass ground cover and greenery next to external walls 
were simulated in order to achieve optimum energy performance. The use of outdoor landscape (grass ground 
cover and shade trees) has made a 9% improvement of performance over the reference case regarding the 
electrical energy use and greenhouse gas emissions. The energy use of the house dropped down by 16% for 
cooling and 18% for fan operation. With regards to the green roof scenario, a performance improvement of 19% 
over the base case has been achieved. The energy use of the house dropped down by 24% for cooling and 27% 
for fan operation.   
 
Keywords: Heat gain, Green roof, Grass ground cover, Energy performance 

1. Introduction 

Cooling and air conditioning of buildings in Abu Dhabi accounts for 75% of electricity 
consumption in the summer months and are considered the major consumer of electricity [1]. 
This leads to very high levels of CO2 and other greenhouse emissions. Landscape effect on 
heat gain mitigation on buildings has not been studied in the UAE. With the new policies in 
the UAE calling for green building such as Estidama guidelines and other codes, the 
consideration of landscape strategies to improve building environmental performance has 
become significant. Landscaping is considered as a challenging part due to its high water 
consumption and the scarcity of water resources especially in arid regions such as Abu Dhabi. 
In this study, the focus is on how landscape design contributes directly in enhancing the 
building energy performance; and thus lowering the overall energy consumption. Landscape 
elements such as green roofs, grass ground cover and greenery next to external walls were 
simulated to evaluate how it will integrate with other passive systems for an Eco-house design 
in order to achieve optimum energy performance. Where plants normally take a huge amount 
of water resources, the suitable plants type was carefully selected to consume least amount of 
water. 
 
2. Background 

Vegetation can reduce the heat reaching the building and penetrating its envelope by 
increasing the reflection of solar radiation and by providing shading. They can achieve 
evaporative cooling and taking the heat away through the process of transpiration. In this 
study, the effect of conventional landscape elements (i.e.; grass cover with shade trees) 
combined with green roof was investigated in terms of their thermal behavior.  
 
2.1. Green roof  
The term “green roof” generally represents vegetation and growing medium planted on the 
building rooftop. There are several environmental benefits associated with green roofs such as 
energy savings through building envelope thermal regulation, roof membrane protection and 
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thus prolonged building’s life cycle, sound insulation as green roofs act as an acoustic barrier 
and finally other benefits at the urban level such as mitigating urban heat island effect and 
storm water retention. With introducing circular no. 171, green roofs and vertical landscaping 
by Dubai Municipality (DM) that became effective since July 2009 [2], both buildings 
consultants and contractors have to integrate green roofs into their new buildings design 
taking into consideration the selection of proper vegetation type, irrigation system, insulation 
materials and roof structural membrane system. Estidama also encourages applying the 
concept of green roofs and external landscaping in order to mitigate heat island effects [1]. 
NRC-IRC constructed a field roofing facility at its Ottawa campus to study the performance 
of garden roofs [3]. This energy demand was reduced from 6.5–7.0 to less than 1.0 kWh/day 
in the garden roof, a reduction of over 75%. The garden roof was more effective in controlling 
heat gain than in reducing heat loss because of the various thermal mechanisms involved, 
shading, insulation, evapotranspiration and thermal mass. It reduced heat gain by 95% and 
heat loss by 26%. The study also predicted that in warmer regions where cooling rather than 
heating is the main concern, the results could be more significant. The study also showed how 
garden roofs can lower the temperature and modify the temperature fluctuations experienced 
by the roofing membrane, which results in greater durability and an extended service life for 
the roof membrane. Another study [4] evaluated the life cycle environmental impacts of an 
eight story residential building, including the addition of a green roof (only 16% of the 
building’s exposed surface area) located in downtown Madrid, Spain using computer 
simulation. Due to a lower absorption of solar radiation and lower thermal conductance, the 
addition of a green roof was estimated to reduce annual energy consumption by 1.2%.  This 
was primarily due to summer cooling load reductions of over 6%. For the upper floors, the 
peak hour cooling load was reduced by as much as 25% relative to the common flat roof. 
  
2.2. Shade Trees 
Akbari et al. [5] quantified the effect of shade trees on the cooling costs of two similar houses 
in Sacramento, California and the results showed that the trees reduced seasonal cooling costs 
by between 26% and 47%. The same study modeled the effect of the trees on both houses 
using the DOE-2.1E3 simulation program and found that the model underestimated the 
energy savings of the trees by as much as twofold. Another study by Akbari and Taha [6], 
used simulation to study the effect of trees on energy use in four Canadian cities, concluded 
that increasing the vegetative cover of a neighborhood by 30% and increasing the albedo of 
houses by 20% would decrease heating costs by 10–20% and decrease cooling costs 30–
100%. A simulation study by Simpson and McPherson [7] found that trees shading the west 
side of houses in California had the biggest effect on cooling costs and that adding shade trees 
to a house on the west side and east sides reduced annual cooling costs by 10–50%. Another 
study by McPherson and Simpson [8] used simulation modeling and aerial photography to 
estimate the energy savings of existing urban trees and new plantings in California indicated 
that existing trees could reduce peak energy load by 10% resulting in annual savings of $779 
million. They estimated that planting an additional 50 million trees on the east and west sides 
of houses would further reduce peak load by an average of 4.5% over the next 15 years, 
which would result in total savings for consumers of $3.6 billion or $71 per tree. In a recent 
study Donovan and Butry [9] estimated the effect of shade trees on the summertime electricity 
use of 460 single-family homes in Sacramento, California. Results showed that trees on the 
west and south sides of a house reduced summertime electricity use by 185 kWh (5.2%), 
whereas trees on the north side of a house increased summertime electricity use by 55 kWh 
(1.5%). Results also showed that a London plane tree, planted on the west side of a house, can 
reduce carbon emissions from summertime electricity use by an average of 31% over 100 
years. 
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2.3. Grass ground cover  
Vegetation surfaces and pavement materials heavily influence outdoor thermal environments. 
Field measurements performed in Singapore revealed there were clear effects of hard versus 
vegetation surfaces on globe temperature and mean radiant temperature (MRT) [10]. The 
characteristics of heat and water transfer processes in porous block pavement, asphalt, grass 
and ceramic porous pavement was analyzed using numerical modeling. The model revealed 
that the surface temperature of permeable pavement is appreciably lower than that of 
impermeable pavement [11]. A filed experiment conducted in Eastern Saudi Arabia found a 
good correlation between pavement temperature and air temperature [12]. Other experiments 
in Singapore showed that granite slab, terracotta bricks and concrete interlocking blocks 
provide lower surface temperatures and heat output than conventional asphalt concrete 
pavements [13]. An empirical study was performed on five pavements in three areas of 
Taiwan to study the seasonal influence of pavement on outdoor thermal environments [14]. 
The study found that asphalt concrete and concrete have higher temperature than interlocking 
blocks or interlocking blocks with grass infilling, and grass always has the lowest air 
temperature. The surface temperature of artificial pavements was 10°C higher than that of 
vegetation surface at noon in the summer, but the difference among the various pavement 
types were not significant in winter. 
 
3. Methodology 

One of the most important and challenging architectural targets in this design exercise was the 
proper landscaping. Landscape design went hand in hand with other passive and active design 
components of the eco-house. Grass ground cover and greenery next to external walls (LS 
case) was simulated and considered as the first scenario. The effect of the green roof element 
was simulated in a separate scenario (GR case) and the results of both cases were compared 
against the reference house (REF case). All three cases were simulated using Enerwin-EC 
software [15]. The window to wall ratio (WWR) as 0.20, 0.15, 0.20, and 0.10 for North, East, 
South, and West facades, respectively, was used in all three cases.  
 
Landscape design and location (whether horizontally or vertically) tend to maximize shading 
around the house especially near the windows, and minimize the load due to ground reflected 
solar radiation by using appropriate ground cover such as grass. The impact of the grass 
ground cover along with the shade trees on energy was evaluated in this eco-house. The 
exterior shade trees were set to provide only 50% shading on walls and windows. Where 
plants normally take a huge amount of water resources, the suitable plants type was carefully 
selected. Palm trees, ornamental trees and aqueous plants such as Yucca Filamentosa and 
Yucca Aloifolia were recommended [2]. These desert plants are suitable for intensive 
greening, yet consume least water. They are normally watered by drip irrigation and consume 
from 50-60 liters/day for palm and ornamental trees, and as little as 15-20 liters/m2/day for the 
aqueous plants. According to Estidama credit (PW-2.1: Exterior Water Use Reduction: 
Landscaping) in areas with low rainfall or seasonal droughts, up to 60% of total seasonal 
water usage can be attributed to irrigation [16]. As mentioned earlier, the main system used of 
plants irrigation is drip irrigation (mainly for roof gardens) besides a bioswale for the house 
central courtyard. A bioswale is a densely vegetated open channel designed to attenuate and 
treat storm water runoff. It has gentle slopes to allow runoff to be filtered by vegetation 
planted on the bottom and sides of the swale (see Fig.1). 

As for the green roof structure [17, 18], the whole roof area was 150 mm solid concrete slab, 
lined with a waterproof membrane insulated with Polyfoam Roofboard 200 mm thick 
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(2x100mm), covered with Polyfoam Slimline membrane. The Slimline membrane was 
overlaid with a root barrier/ moisture reservoir as specified ensuring there were no gaps and 
edges were overlapped. That was covered with a filtration layer, and growing matter as 
specified by Estidama [16] in order to match desert plants. That typical green roof section (see 
Fig. 2) has a U-value of 0.15 W/m2K without considering the insulation value of the soil 
which varies with the water content. 
 

  
Fig. 1.  Landscape elements distribution in the 
Eco-House 

Fig. 2.  Green roof structural elements, adapted 
from [17]. 

 
4. Results and Discussion 

Typically at the UAE latitude (24⁰ N), the heat gain through the roof component is usually the 
highest; then comes heat gain through the windows and walls; other building components 
have usually smaller effect compared to these main components.  Thus, before improving the 
house performance by proper design of the greenery, it was necessary to optimize its form 
design so that distribution of load becomes a bit more uniform with smaller magnitude at each 
component, and thus easier to solve. That was done in a previous stage in which the courtyard 
form was tested and evaluated against a typical Emirati house [19].  The typical house yielded 
load distribution as follows: 25% for roof, 23.5% windows solar, walls 20%, and 30% for 
other components. The courtyard configuration (referred to as the reference house or REF 
case in this study) helped to distribute the cooling loads as follows: 24.3% for roof, 18.1% for 
windows solar, 27.4% for walls, and 30% for other components; this helped to decrease the 
windows solar and roof loads’ contributions. 
 
4.1. Landscaping results 
The first decision was to minimize direct and reflected solar heat gain by maximizing shading 
on walls and windows and improve ground cover. This would help to reduce the walls and 
windows-solar loads. Landscaping has great potential to provide these benefits and in the 
meantime attain other Estidama credits such as LV-R1: Urban Systems Assessment, LV-R2: 
Outdoor Thermal Comfort, RE-1: Improved Energy Performance [16]. This resulted in great 
reduction of the windows-solar (63.7%), windows transmission (22.1%), walls loads (20.7%), 
and mass effect (16.9%); and 21.5% reduction in the total annual cooling load, compared to 
the base case. The energy use of the house (compared to the REF case) dropped down by 16% 
for cooling and 18% for fan operation. It also helped to reduce the greenhouse gas emissions 
and the electrical energy use by 9%.  
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4.2. Green Roof 
The second decision scenario was to improve thermal resistance for the roof heat gain. This 
resulted in great reduction of the heat gain through roof (99.6%), compared to the reference 
case. The energy use of the house (compared to the reference case) dropped down by 24% for 
cooling and 27% for fan operation. It also helped to reduce the greenhouse gas emissions and 
the electrical energy use by 19%. See figures 3, 4, and 5. 
 

 
Fig. 3.  Annual heat gain by component for the tested cases. 

 

  
Fig. 4.  Cooling energy of the tested cases. Fig. 5. CO2 emissions of the tested cases.. 
 
5. Conclusion 

In a hot climate such as Abu Dhabi for an envelope dominated building, most of the heat gain 
comes through the roof, the windows and the walls (approximately 70%). This indicated the 
critical need to minimize solar gain and improve the thermal conservation level of the 
building envelope. Using greenery to improve the building thermal performance can also 
result in other benefits such as improved air quality, visual comfort via daylight uniform 
distribution, noise reduction, prolonged building structure (as green roof), outdoor and indoor 
thermal comfort, and aesthetics. The use of outdoor landscape (grass ground cover and shade 
trees) has made a 9% improvement of performance over the base case regarding the electrical 
energy use and greenhouse gas emissions. The energy use of the house (compared to the 
reference case) dropped down by 16% for cooling and 18% for fan operation. With regards to 
the green roof scenario, a performance improvement of 19% over the base case has been 
achieved. The energy use of the house dropped down by 24% for cooling and 27% for fan 
operation.  Such strategies and improvement of performance would eventually help to earn 
several points in Estidama Pearl Rating System for Villas such as: LV-R1: Urban systems 
assessment, LV-R2: Outdoor thermal comfort, LV-9: Indoor noise, IP-1: Innovative cultural 
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& regional practices, IP-2: Innovating Practice, IDP-R1: Integrated Development Strategy, 
IDP-1: Life Cycle Costing, NS-R1: Natural systems assessment & protection, NS-1: 
Landscape design & management plan, NS-2: Landscape enhancement, PW-2.1: Exterior 
water use reduction: Landscaping, PW-3: Stormwater management, and RE-1: Improved 
Energy Performance. 
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Abstract: Lehen is the largest district of City of Salzburg, close to the city centre and with high quality of 
infrastructure of public transport. Since the last decades the district was confronted with essential changes. The 
use of the area of the former utility means a huge potential for further development of the district. High share of 
renewable energy should be the main focus of the project, considering existing heat supply with district heating. 
High standards of buildings and large-scale solar system are the main elements of the energy concept. The use of 
a heat pump ensures an efficient increase of solar gains and leads to low primary energy demand resp. CO2-
emissions. The new building area was also seen as a chance for modernization activities in existing building 
stock around. Energy efficient pumps and lightning as well as PV modules in the facades will ensure high share 
of renewable energy also for electricity demand. First results show the way for further projects – concerning 
effective steering of complex processes and technologies to achieve total CO2-reductions in urban areas. 
 
Keywords: General development plan, Urban communities, Process of energy planning, Solar optimization 

1. Introduction 

The district of Salzburg-Lehen is situated quite close to the city centre of Salzburg. The 
appearance of Lehen was for long years dominated by residential buildings from 1950 to 
1970, high amount of school buildings, the main soccer stadium of Salzburg, the head-quarter 
of the utility and a main traffic road. Obviously caused by the living situation in mostly not 
renovated buildings and the traffic situation the district was endangered to get more and more 
social problems. Considering the very attractive location the potential for establishing a new 
and attractive district in Salzburg was seen. With the opening of a new train station Lehen is 
now connected to the new city train which means another improvement of living quality of 
the district. The movement of the utility and the football stadium to other sites mean new 
chances for further development. Meanwhile the main city library was established on the site 
of the former soccer stadium.  
 
On the site of the former utility a new residential and commercial area was initiated. In a 
competition a master plan of the launched project "Stadtwerk Lehen" was developed. 
Residential buildings with apartments and commercial areas, a kindergarten, a student's hostel 
and a "Competence park" with four live science buildings, a hotel and the renovation of the 
former office building are foreseen. Besides that, there is an existing building stock around 
the areas of the utility with residential buildings from 1950 – 1960, most of them without any 
thermal renovation and equipped with individual heating system with oil or gas. So the new-
built area was seen as a chance also for the surrounding retrofit areas. Energy efficiency of the 
buildings and the integration in the energy supply concept of the new buildings of "Stadtwerk 
Lehen" became a concrete perspective for city planners. This causes an over-all renovation as 
a requirement for the further project development. 
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Table 1.  Key figures 
Total area 155.000 m² 
Owners Social and commercial housing associations,  

city of Salzburg 
Existing buildings 50.000 m² 
Number of dwelling 623 
Average age of existing buildings  60 – 70 years 
Type of buildings 85% residential, 15% commercial 
New buildings 105.000 m² 
Number of dwellings  550 
Type of buildings  80% residential, 20% commercial 

 
Table 1 shows the key-figures of the area. Besides the goals of urban development and 
motivated by the discussion of a new communal development plan which fulfils criteria of 
sustainability the project of "Stadtwerk Lehen" was created as a pilot project for sustainable 
urban development. Main performance criteria concerning energy were defined as: 
  

• Low energy standard for buildings 
• Energy efficient pumps and lightning of public areas 
• High rate of renewable energy for energy supply 

 
In addition to that energy supply system and integration of renewable energy should also be 
optimized related to existing district heating system, since district heating is based on high 
shares of available industrial waste heat resources. Thus the main focus of project 
development was the optimization of the energy supply concept. As there are different 
approaches for new buildings and renovation, a couple of involved partners and clear targets 
defined by funding programs the definition of an optimized methodology for the realization 
process became an important issue. Project realization is scheduled for 2005 – 2013, Table 2 
shows the concrete time-table. 
 
Table 2.  Time Table 
Preparation phase 2005 – 2007 
Planning phase 2007 – 2010 
Construction phase 2009 – 2011 (for housing, commercial buildings will be finished later) 
Completion 2013 (for housing, commercial buildings, renovation will be ongoing) 
 
2. Methodology 

Successful realization of the project has to be built on two main focuses. On the one hand the 
steering of the realization process with involvement of many institutions and stakeholders is 
essential for project success. On the other hand the optimization of technologies on energy 
efficiency and renewable energy is crucial for achieving performance criteria.  
 
2.1. Realization process 
Effective steering of the realization process needs first identification of the relevant players 
and their roles. Furthermore binding instruments for realization and effective monitoring of 
the process itself are essential.  
 
Partners and their roles: Besides the City of Salzburg several social housing associations / 
project developers and the former utility that is/was owner of the area involved. This needs 
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clear identification of their roles in the project, because partly the partners have different roles 
in the project. 
 
Quality agreement: A quality agreement was worked out and signed by all partners. This 
agreement includes a commitment to the performance criteria, minimum requirements of 
building standards and the obligatory fulfillment of the energy supply concept. 
 
Steering group / Working groups: A monthly steering group of leaders of key actors was 
installed to monitor fulfillment of quality agreement. The steering group is chaired by the city 
of Salzburg. In addition to the steering group working groups were established.  
 
Fig. 1 shows the different involvement of partners depending on their specific roles. 
 

 
Fig. 1. Process organization 
 
2.2. Building standards 
Focus of Stadtwerk Lehen was put on high share of renewable energy, both for heat and 
electricity demand. Ambitious energy performance of the buildings was seen as the basis for 
achieving the targets. On the other hand there are existing rules of funding schemes which are 
limiting the investment costs for social housing. Thus low-energy standard was required as 
minimum instead of more ambitious passive house standard. Table 3 shows the targets for 
new buildings and renovation. Based on this target minimum U-values for new buildings and 
retrofit were defined. 
 
Table 3. Minimum requirements of building standards 
 Specific heat demand 

(kWh/m².a) 
New buildings < 20 
Renovation < 30 

 

Optimization, 
coordination of planning 

Steering group 

Goals, project 
coordination, monitoring 

Realization  

Working group 
Renovation 

Working group 
Energy supply concept 

3 Social housing associations 

Commercial housing association 

City of Salzburg 

Salzburg AG (utility) 

Several architects 

Several planners 

SIR 
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For new buildings required standards were contracted with involved housing associations and 
included in the calls-for-tender. For existing buildings project had to start with increasing 
motivation for renovation since there was no instant need for overall renovation within the 
tenants. Thus a detailed study on chances of modernization was done in one part of the 
existing area called "Strubergassensiedlung". This study was explicitly performed by an 
external expert, who has also no fear on possible conflicts and who has no expectation of 
further planning jobs. Goal of this study was to show the chances of renovation – concerning 
improvements in energy consumption but also related to issues of quality of life (quality of 
apartments, quality of public space …) and economic benefits. Based on detailed analyses of 
the buildings and concerned to energy standards several variants were analysed: 
 

• Standard-renovation 
• Factor 10- renovation 
• Passive-house-standard-renovation resp. for addition of another storeys 

 
Table 4 shows needed standards of main components of renovation.  
 
Table 4. Thermal standards of main components of renovation 

 
Building 

Component 

Stock Variant 1 
Standard 

Variant 2 
Factor 10 

Variant 3 
Passive-house 

U-value Insulation U-value Insulation U-value Insulation U-value 
W/(m2K) cm W/(m2K) cm W/(m2K) cm W/(m2K) 

Outer wall 1,015 16 0,180 20 0,138 25 0,114 
Basement ceiling 1,111 12 0,231 20 0,151 25 0,124 
Ceiling above upper floor 0,812 20 0,143 25 0,119 30 0,101 
Pitch of the roof 1,127 27 0,154 30 0,131 35 0,113 
TH-wall to cellar 1,722 16 0,194 20 0,146 25 0,119 
TH-wall to attic 1,722 16 0,194 20 0,146 25 0,119 
Outside door 2,800  1,250  1,250  0,800 
Interior door to unheated 2,800  1,250  1,250  0,800 
Window   0,9  0,85  0,8 
Outer wall to soil 1,596 16 0,192 20 0,158 25 0,129 

 
Considering the different standard of each building of the "Strubergassensiedlung" and 
individual approaches concerned to actual standards a renovation plan for the whole area was 
elaborated. For buildings where criteria like quality of apartments are already high standard 
renovation is suggested. Other buildings where there will be total renovation necessary are 
suggested to be in passive house-standard. 
 
2.3. Energy supply concept 
The challenge to integrate renewable energy in existing supply system of the city was solved 
by following a strategy based on solar energy and district heating system. But there are 
additional improvements necessary to meet the goal of high share of renewable energy. 
Increase of solar fraction is achieved by installation of a heat pump in order to increase 
efficiency of solar collector fields. In addition to that also an own micro-net for heat supply of 
the whole area is foreseen. This micro-net in combination with planning directives for all of 
the housing projects allows low temperatures and thus higher solar gains. Fig. 2 shows the 
hydraulic scheme including the main components solar collector, storage tank, heat pump and 
micro-net. 
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Fig. 2. Hydraulic scheme 
 
Based on the heat-supply concept detailed simulation were done in order to optimize the 
whole system. Different scenarios were calculated: 
 

• Assumptions of heat-demand because of different time-tables of planning (new 
residential buildings 

• New commercial buildings, existing residential buildings 
• Size of collector field 
• Size of storage tank 
• Size of heat-pump 
• Return temperature of micro-net 
• Type of heat pump (electricity, gas) 

 
As an example Fig. 3 shows the influence of the return temperature of the micro-net on the 
collector yield. It is evident, that return temperature has generally a high influence on 
efficiency of the district heating system (high temperatures mean lower efficiency of solar 
system and lower capacity of storage tank). By using a heat pump the influence of return 
temperature on solar yield can be reduced. Simulation shows that there is a higher solar yield 
in case of 50°C return temperature and heat pump in comparison to solution with 30°C return 
temperature without heat pump. 
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Fig. 3. Influence of return temperature 
 
 
3. Results 

Yet new buildings are under construction, required building standards will be achieved. 
Optimized energy supply concept is based on 2.000 m² solar collector fields and 2.000 m² of 
storage tank in combination with a heat pump and an own low-temperature-micro-net for heat 
distribution. The calculation of primary energy demand for several variation of energy 
concept (Fig. 4) showed, that system with solar collectors in combination with electric heat 
pump leads to the maximum reduction of non-renewable primary energy demand, compared 
to energy supply based on district heating and solar energy. But it is essential, that the result 
depends very much on the primary energy figures of the electricity. 
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Fig. 4. Primary energy figures 
 
At least, a reduced electricity demand for public areas will be achieved with efficient 
lightning systems and pumps. Demand will be covered with PV-modules on the several 
buildings.  
 
4. Discussion and Conclusion 

Driving forces 
For project of "Stadtwerk Lehen" funding programs were the main driving forces at the 
beginning. Without this opportunity there would be no discussion on development of an 
ambitious project like it is now neither a development of an energy concept for new building 
areas and existing community. So for further projects driving forces have to be identified. 
 
Clear roles 
In addition to that funding-programs have led to a signed partnership of relevant institutions 
and persons. Furthermore roles of partners are defined; in particular there is the defined 
mission for developing an overall energy concept for the whole area and with defined 
interfaces to the several planners of the buildings.  
Thus further projects which have do be developed need to have clarified before  

• who will define the overall energy concept, 
• purchased by whom, 
• financed by whom, 
• at which time of project development? 

These questions can become an important issue for development departments of local 
administrations, although they may not understand as being responsible for energy planning.  
 
Process design for successful renovation projects 
Decision making for renovation of existing building stocks is a complex process if there are a 
couple of stakeholders with each with his own interest addressed. The implementation of a 
detailed showcase-study was very helpful to show the possibilities of total renovation and its 
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options for the overall refurbishment of the district. Thus renovation does not only include 
insulation of buildings. In fact modernization means more than renovation and offers more 
possibilities to address the expectations of the tenants. Furthermore it is important that 
specific interests of tenants are addressed with modernization activities, although they might 
not be energy-related. This helps to get tenants support for renovation process. 
 
Ambition versus market situation 
Renovation of multi-storey building is planned to achieve high energy standards. In opposite 
to social housing sector commercial buildings are highly depending on market situation. If 
there is less interest on commercial areas with high energy standards (and thus also higher 
rents) it is very difficult to implement ambitious projects.  
 
Optimized energy concept for whole community 
Energy concept for new buildings can be planned and optimized since relevant figures and 
stakeholders are known. Integration of building stock causes several further questions such 
like: 

• Figures about actual heat demand  
• Figures about expected heat demand after renovations / modernizations 
• Schedule of renovation process 

 
Thus optimization has to consider several uncertainties respectively planning has to be 
modular. Further it has to be discussed who has to take the risk for additional costs. 
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Abstract: In 2004 the Council of the Federal Polytechnics of Switzerland proposed that the country’s per capita 
primary energy demand should be reduced by a factor of three from its current average of around 6kW to 2kW – 
the current global average – by 2150. During the past six years the semantics of this proposition have been much 
debated, but the concept has won overall favour, with several cities voicing their support. Indeed in November 
2009 the inhabitants of the city of Zürich voted in favour of applying the 2kW city concept to their city, but 
targeting the year 2050. Thus, the city of Zürich is now committed to understanding which strategies should be 
employed and when, to achieve 2kW city status. But the city is not naïve, it fully appreciates that this target is 
ambitious and will only be realised through commitment and a multiplicity of transition strategies; some of 
which have already been implemented. But to understand, which are the most promising future strategies will 
require some form of predictive model. In this paper we describe one such model, which is currently under 
development, and the strategies that may be tested by it as well as outlining the already implemented strategies.  

Keywords: Urban sustainability, Environmental politics, Micro-simulation  

1. Introduction 

In 2009, the total end energy use in Switzerland amounted to about 878 PJ [1] of which 55.1% 
are covered by petroleum products and 23.6% by electricity. Approximately 55.8% (cf. Fig. 1) 
of Switzerland's overall electricity conversion comes from hydropower, which forms the main 
part (96.5%) of electricity produced by renewables [2; 3]. Nuclear power plants account for 
39.3% of domestic conversion and conventional thermal energy/other renewable energy 
plants for approximately 5% (Fig. 1). And while hydropower has been, historically, 
Switzerland's longest-serving and most important source of renewable energy, other 
renewables including solar, wood, biomass, wind, geothermal and ambient heat are starting to 
play an increasingly important role in Switzerland’s energy supply [1; 2]. Private households, 
industry, services and the transportation sector account for almost 29, 19, 16 and 35% of 
Switzerland's energy use, respectively (Fig. 1). 

 

Fig. 1. Electricity conversion (left) and total energy use (right) by sector in Switzerland for 2009 [1; 
2] 

Ten years ago, the Swiss Federal Institute of Technology (ETH) in Zürich developed the 
vision of a "2000-Watt Society" which represents Switzerland’s approach to tackling climate 
change and the upcoming conflict of resources.  It is based on the idea that the Swiss citizens 
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limit their energy use to the global average value of 2000 watts by the year 2150. Should 
other developed countries follow suit, this would enable the per capita energy demands of 
developing countries to increase, to meet their inhabitants’ aspirations for improved living 
standards, without further increasing the global average. Furthermore, renewable energies 
should be used to satisfy at least 75% of these 2000 Watts, so that on an annual basis only one 
tonne of carbon dioxide equivalent is emitted per capita and year. The use of nuclear energy 
should also be completely phased out [4]. The implications of this approach are summarised 
in Fig. 2. 

By closely analysing the unexploited efficiency and substitution potentials in Switzerland, 
scientists of the Swiss Federal Institutes of Technology (ETH) and other institutions have 
shown that the vision of a 2000-watt society is indeed feasible. They concluded that a period 
of between 50 and 100 years would be needed for this to become a reality [4]. 

Following from this, the citizens of Zürich participated in a referendum in November 2009, 
with around three quarters voting in favour of committing to achieving the 2000 Watt society 
status, but by 2050 [4]. This follows from a long standing commitment in Zürich to reducing 
the city’s energy use. Indeed in 2000 the city acquired the label “Energiestadt®”, which has 
since become a Europe-wide initiative, the “European Energy Award®”. Four years on, the 
city was recertified and obtained the label “Energiestadt® Gold” [5].  

 

Fig. 2 The strategic plan to achieve a 2 kW-City-of-Zürich (original figure taken from [6]) 

2. 2 kW City of Zürich 

2.1 Current energy breakdown: magnitude of improvements required 
Private households and transportation are together responsible for around 60% of energy use 
in Zürich, with the remaining 40% being used by industry, commerce, services and retail 
sectors (economy and administration) (Fig. 3). Of these latter the non-industrial uses are 
dominant in Zürich. As such the city’s efforts should be focussed upon transport, housing and 
other non-industrial building uses.  
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Fig. 3. Energy use by sector for the city of Zürich for the year 2006 [7] 

The city has identified that, amongst the required improvements is reducing the energy use 
through better conservation and improving energy efficiency, while developing and exploiting 
innovative technical solutions. Thus, it is important to encourage the intelligent and efficient 
use of eco-friendly resources and materials, the utilization of waste heat and renewable 
energy, but also to promote social learning processes, new life styles and management 
concepts [8; 9].  

Following from the above observations, the city is currently focusing on the following 
strategies to achieve its 2kW status: 

• Building Sector: Implementation strategies regarding the use of better insulating 
construction methods and energy-efficient technologies. The target here is to demonstrate 
the feasibility by renovating and constructing “demonstration” buildings with low initial, 
running and maintenance costs, while ensuring a high quality of living [10]. 

• Mobility: Promotion of a more expansive and energy-efficient public transportation 
system whilst facilitating pedestrian and bike traffic. The city, in collaboration with the 
Canton of Zürich, has also proposed to launch a road pricing initiative to encourage the 
switch to more sustainable transport modes [10].  

2.2 Initiatives under way since 2004 
As part of its commitment to the European Energy Award the city has already established 
several initiatives which may be further reinforced during the coming years. And while Zürich 
promotes energy-efficient measures, companies and individuals can benefit from a vast 
variety of information and advice, including: 

• Advising/educating/energy coaching: for eco-friendly lifestyle/behaviour in buildings and 
the induced mobility by various departments of the city to different actors (constructors, 
investors, operators and users) [11; 12; 13]. 

• Assessing existing buildings/construction projects: A methodology has been designed 
which makes use of the comprehensive international Life Cycle Inventory database 
“ecoinvent” [14]. This database contains indices relating to embodied energy and gaseous 
emissions (e.g. CO2-equivalent) for a broad range of composite materials and their 
constituent parts [15]. 

• Environmental policy guidelines/regulations: Defining specific thresholds of energy use to 
assess the progress of energy savings in the building sector as well as its induced mobility 
[22]. The City Council also uses this document to formulate environmental policy 
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guidelines. For the construction sector, specific guidelines have been conducted regarding 
HVAC systems, electrical appliances and sanitary fittings [11]. 

• Financial Support: 

To promote and support the required transition strategies several incentive schemes have 
been established for energy-efficient investments. This includes subsidies provided to 
private citizens, firms as well as institutions, on a communal, cantonal and federal level: 

− Cantonal support program: Information and financial support (also for expertise of 
impartial consultants) of energy-efficient refurbishments [16]. 

− Electricity Savings Fund of the City of Zurich: Subsidises investments for the efficient 
use of energy and the integration of renewables [17]. 

− Subsidies from CO2 tax on heating oil [18]: At the federal level, insulation 
improvement measures of the building envelope are subsidized for buildings which 
have been constructed before 2000. Furthermore, in the Canton of Zürich the use of 
renewable energy, modern building technology and the use of waste heat is supported 
[19]. 

− Reduction of interest rates on credits for investments in energy-efficient measures: 
Environmental reductions up to 0.8% for new construction and renovation according 
to the MINERGIE® standard, investment in renewable energies, energetic 
refurbishments and other ecological projects [20]. 

− Tax deductions: Investments in energy-saving renovation of old buildings can be 
partially deducted from tax [21]. 

3. A bottom-up model of urban energy flows 

As noted above, the city of Zürich is very aware of the need for some rational basis to guide 
their decision making processes with respect to the choice and implementation of strategies 
for making the transition from the current per capita energy use of around 5kW to just 2kW 
within the next forty years. Ideally, this should be some form of model with which alternative 
hypotheses may be tested. Now, since the principle uses of energy within Zürich are to 
condition buildings, support the activities accommodated within buildings and to transport 
goods and people between buildings (see section 2.1), it follows that our decision making 
model should represent buildings and transport systems. Such a model may be spatially 
aggregated (or macroscopic), treating the city as an ensemble in which we model the stocks 
and flows of resources between compartments of this ensemble. Or we may have a spatially 
disaggregated model, in which we explicitly model individual buildings in their spatial 
context as well as individual transport journeys between these buildings. Or we may opt for 
some compromise between these two: for example grouping buildings into clusters and 
explicitly modelling an example from within each cluster and extrapolating to the remainder.  

As part of a project funded by the Swiss National Science Foundation, we have elected to 
develop a spatially explicit or micro-simulation program, which combines the modelling 
capabilities of two complementary tools: CitySim for buildings and MATSim for 
transportation.  

CitySim [22] is a detailed simulation program for predicting the energy demands of buildings 
as well as the supply of energy to them, whether using building-embedded or district scale 
energy conversion systems. It takes as input a 3D description of the scene to be simulated, in 
which each building is attributed according to the thermal and optical properties of its 
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construction, characteristics describing its occupants as well as the heating, ventilating and 
energy conversion systems. Either the buildings, or the district to which they belong, are then 
associated with characteristics describing their energy conversion systems. This scene 
description is parsed to an integrated dynamic model which simulates energy demands for 
heating, hot water, lighting, ventilating and cooling as well as for electrical appliances. These 
simulations account for the stochastic nature of occupants’ presence and their interactions 
with the building envelope and its active systems as well as the effects of adjacent 
obstructions on surface radiation exchanges (accounting for occlusions to sun and sky as well 
as reflections from these occlusions). CitySim is thus a comprehensive and detailed program 
for simulating building-related energy flows at the urban scale. 

In complement to CitySim, MATSim [23] simulates the sub-hourly transport of individual 
people within our urban scene. For this a geometric description of the scene is required, 
consisting primarily of the transport network nodes and the links between them as well as the 
locations of activities (work, home, education etc) located at or adjacent to these nodes / links. 
Using geo-coordinated census data a population of households may then be created. The 
members of this population are then associated with activity chains such as home-work-
leisure-work-home and the locations and preferred timing of these activities. With this 
initialisation complete the scene may be simulated. Following from an initial shortest route 
finding algorithm, an optimisation algorithm is employed to optimise travellers travel plans: 
identifying departure times following each activity which maximise travellers utility, based on 
minimising travel time and maximising the time spent performing the required activities. With 
agents’ daily travel plans chosen, their final journeys may be simulated and the associated fuel 
consumption calculated, using empirical performance data. 

The means for coupling CitySim and MATSim is via the exchange of people. Upon launching 
a simulation a population of agents is generated, with each agent being associated with socio-
economic characteristics, travel plans, building locations (e.g. residential and workplace) 
corresponding to these plans, environmental comfort preferences to be applied whilst within 
these buildings etc. MATSim is then launched to simulate agents’ arrival and departure times 
at the geo-referenced buildings. These agent IDs and their arrival and departure times are then 
parsed to CitySim which simulates each buildings’ energy demands as well as the supply of 
energy to them. Thus we have a comprehensive platform in which we are able to test a range 
of strategies, including: 

• Inhabitants’ investments in: building renovation measures, more efficient vehicles, public 
transport season tickets etc.  

• Energy service company investments in distributed heating, cooling and power systems.  

• Uptake of subsidies to encourage more widespread uptake of building-embedded 
renewable energy conversion systems. 

• Changes in buildings’ use to reduce transport energy demands and improve the match 
between energy demand and distributed energy supply system etc. 

And of course the energy implications of the above measures. 

Having now developed a first prototype of this coupled building-transport modelling platform 
we are currently in the process of testing this in conjunction with a district of the City. Our 
next step will then be to prepare and calibrate a whole city model and to test hypotheses for 
improving its energy performance; strategies that we will define in liaison with the City 
stakeholders.  
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4. Conclusions 

Following from a longstanding commitment to reduce its use of energy and associated 
adverse environmental impacts, the citizens of the city of Zürich recently voted in favour of 
reducing its per capita primary energy use from its current level of more than 5kW to just 
2kW within the next forty years. Other complementary commitments are to reduce per capita 
greenhouse emissions to below 1t CO2 equivalent per Capita and to eliminate the use of 
electricity derived from nuclear sources. In pursuance of these objectives the city has already 
implemented a range of programs to contribute towards the required transformations, but so 
far these are relatively modest in their ambitions. The city understands that to achieve its 
ambitious objectives, will require serious commitment and a multiplicity of initiatives. To 
assist in this process the two Swiss Federal Institutes of Technology (Lausanne and Zürich) 
are collaborating in the development of a new urban energy modelling platform, integrating 
micro-simulation programs of buildings, distributed energy conversion and storage systems 
and transport systems.  

A first prototype of this new modelling platform has been developed and is being applied to a 
sample district of the city. Following from this initial application a full scale city model will 
be prepared and a range of scenarios defined and tested, with the solicited contributions of 
key city stakeholders. It is also intended that a working model of the city will be handed over 
to the city, to support its continued updating and application to test future strategies. 
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Abstract: The mechanical heat treatment (MHT) is one of the pre-treatment alternatives for conditioning the 
municipal solid waste (MSW) before its further separation, recovery and reuse. The MHT would result in the 
change of properties of constituents of MSW, making it suitable for separation.  For example, the plastics may be 
softened and shrunken.  Therefore, the MSW via the pre-MHT can be more easily separated into various 
fractions of resources such as metals, plastics, compost-like and primary refuse derived fuel (RDF) or bio-char 
for further re-utilization. 
 
The objective of this study was to examine the efficiency and effective of energy recovery and volume downsize 
of plastics via MHT process. The commonly used plastic, high-density polyethylene (HDPE) was tested.  The 
changes of weight, triple components, true density and calorific value of target plastic before and after the MHT 
with saturated steam at 100, 150 and 180 oC were examined.  The effects of temperature on the performance of 
MHT were assessed.  The results indicated that an increase of MHT temperature induces more significant 
shrinkage and higher volume density, enhancing its feasibility for the separation from non-plastic materials. The 
information obtained in this study is useful for the rational design and proper operation of MHT system for 
treating the used plastics in the MSW and separating it for the re-utilization as energy resource. 
 
Keywords: Energy resource, Mechanical heat treatment, MHT, Municipal solid waste, MSW. 

1. Introduction 

The ultimate goal of the waste management aims at the complete collection of the garbage, 
proper treatment for the thorough energy recovery and material reuse targeting at a 
sustainable utilization of all resources. Traditional waste treatments processes include landfill, 
incineration and recycling. Incineration is a process which directly combust or incinerate the 
waste to generate heat and then recycle the energy through the production of steam or hot 
water with the help of heat recovering facilities. The incineration residues including sand, 
ceramic, glass, metal and little incomplete combustion of organic matter are sent to landfill. 
The process of incineration not only wastes a significant amount of reusable energy, but also 
produces secondary pollutants such as ash dregs or fly ash [1-3]. Further, if the plastics are 
directly recycled without any pretreatment, it will cause the lack of storage space and the 
consumption of transportation expense. Therefore, the new generation of energy recovery 
technique of the waste to replace incineration must take into consideration all kinds of factors 
such as the complex varieties and properties of the waste, the availability of waste as a 
resource, the technique for its transportation and storage, the constrain of economics and 
relevant regulations and the energy or environmental benefit for the whole systems. 
Thereafter, in addition to the enhancement of performance and the reduction of the cost, it has 
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become a trend converting the waste into energy of different forms. According to a report of 
Environmental Protection Administration of Taiwan (TEPA) in 2008 for the Municipal solid 
waste (MSW) composition, there are 44.54% of paper, 2.63% of fibrous cloth, 1.99% of 
wood, bamboo and fallen leaves, 30.56% of kitchen waste, 17.28% of plastics, 0.36% of 
leather and rubber, 0.33% of ferric metals, 0.33% of non-ferric metals, 1.11% of glass, 0.5% 
of ceramic sands and 0.48% of other combustible materials [4].  These data reveals that there 
is a high content of plastics in the MSW.  With certain kinds of pretreatment techniques, the 
separation of MSW and the followed resources recovery and reutilization may become more 
complete and efficient. The so called cooking assorting or mechanical heat treatment (MHT) 
is one of the techniques that are worthwhile to be evaluated [5,6]. The MHT would result in 
the change of properties of constituents of MSW, making it suitable for separation.  For 
example, the mass of non-plastics decreases while the volume density increases.  The 
cellulose and hemi-cellulose of biomass in MSW are decomposed for easy torrefaction. The 
plastics may be softened and shrunken. Thus, the objective of this study was to examine the 
efficiency and effective of energy recovery and volume downsize of plastics via MHT 
process. In this research, we investigated over the changes of weight, triple components, true 
density and calorific value of high density polyethylene (HDPE) before and after the cooking 
process for the reference need in plastic recycling from MSW via cooking separation process. 
 
2. Methodology 

2.1. Devices 

Cooking apparatus used for this experiment is illustrated in Fig. 1. This apparatus includes a 
steam generator that can produce saturated steam and a high temperature (398-593 K) and 
high pressure (5-205 kg cm-2) autoclave equipped with stirring accessory. The autoclave is 
made by stainless steel 316 with inner volume of 1.5 L. The stirring axes are composed by 
outer and inner axes. The inner axis is enclosed in the outer axis and driven by the outer axis 
with magnetic force. The bearing is cooled by cooling water. The outer axis is connected to 
0.25 hp motor. The upper cap has six holes with three for thermal couple, pressure gauge and 
release valve, while three for spare port. The steam generator is constructed by an autoclave 
and an oven. The heating wire of oven is made of nichrome. The oven temperature is 
controlled by a proportional-integral-differential (PID) controller with K-type thermal couple 
in the vessel.  
 
2.2. Experimental conditions 

HDPE, the most common plastic that can be found in MSW for the experiment, was selected. 
Then the cooking experiments was performed 60 minutes with 100, 150 (Pg = 5.15-5.4 kg cm-

2) and 180 oC (Pg = 8.05-10.25 kg cm-2) saturated high temperature steams via cooking 
apparatus. The dry weight changes, triple components (including water, ash and combustible 
components), true density and calorific value for the HDPE before and after the cooking 
process were examined.  
 
2.3. Analytical methods 

The thermal stability of HDPE was analyzed by the thermal gravity analysis (TGA) (model 
TGA51, Shimadzu Co., Kyoto, Japan).   The calorific value was measured by a calorimeter 
(model 6775, Parr Instrument Company, Moline, Illinois, USA). The triple components were 
analyzed by a high-temperature oven (model muffle furnace DF 40, Deng Yng Co., Taipei, 
Taiwan).   
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Fig. 1. Mechanical heat treatment (MHT) apparatus used for the recovery of plastics as energy 
resource. 
 
3. Results  

3.1. TGA of HDPE 

TGA has proven to be a useful and efficient technique of the estimation of thermal stabilities 
of plastics. TGA is also widely used in studying pyrolytic processes. In this research, we 
investigated over the TGA to observe the degradation point and thermal behavior of HDPE. 
Fig. 2 is the TGA result generated on the HDPE at an applied heating rate of 10 oC min-1 
before cooking process. As displayed in Fig. 2, weight loss curve is smooth, with one 
inflection point during reaction under nitrogen atmosphere. Figure 2 also shows that the 
decomposed point of HDPE is about 377 oC. Decomposition reactions for the heating rate of 
occurred at the temperature range from 630 K to 850 K.  
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Fig. 2. The TGA curves for high density polyethylene (HDPE). 
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3.2. Dry weight changes after cooking 

We can roughly speculate the thermal characteristics of the HDPE samples by the observation 
of weight changes in samples. As shown in Fig. 3, there is no significant dry weight change 
before and after cooking process in a steaming condition of 100, 150 and 180 oC. As HDPE 
has a melting point of 130-140 oC and a degradation point of 350-380 oC [7], the results 
indicate that the melting of HDPE at 150 and 180 oC has negligible effect on dry weight 
reduction.  
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Fig. 3. Dry weight changes for HDPE before and after the MHT with saturated steam at 100, 150 and 
180 oC. w: Dry weight. 
 
3.3. Triple component analysis 

With the analysis of triple components (including water, ash and combustible components), 
we can know if there’s any change in the organic components of the samples. Moreover, a 
high quality of RDF would possess a higher value for the combustible component, and lower 
values for moisture and ash contents. Thus, the triple components analysis is also an 
important index to assess MSW if it is suitable to be utilized as RDF. The results of Fig. 4 
show there is little change in the amount of combustible component existed in HDPE after 
cooking. The combustible component content is 99.62% before cooking and 99.02, 98.98, 
98.21% after being cooked in saturated steam condition of 100, 150 and 180 oC, respectively. 
Therefore, we can conclude that the organic component does not reduce in those steaming 
conditions of 100, 150 and 180 oC. The results also indicate that the combustible component 
(> 98%) of HDPE is very high, which is larger than that of the unprocessed MSW (30-40%). 
Thus, if we recycle the plastics as energy resource or RDF via MHT process, the energy 
utilization of MHT will be more efficient and effective than that of direct incineration 
treatment of MSW. 
 

3234



 

 

0%

20%

40%

60%

80%

100%
w

t. 
(%

)

Before MHT 100 150 180

T (℃)

water

ash

combustible
component

 
Fig. 4. Triple component analysis before and after the MHT with saturated steam at 100, 150 and 180 
oC. wt.: Weight percentage. 
 
3.4. True density changes 

Figure 5 indicates that with an increase of temperature of steam introduced, the true density 
after cooking offers increases, reaching a value of 0.983 g cm-3 at 180 oC. This is due to that 
thermoplastic material fluidizes and swells after being heated. It then solidifies and shrinks 
from the melt status during cooling. Taking advantage of this characteristic, cooking process 
offers a very promising volume reduction effect for thermoplastics and can reduce the storage 
space and transportation expense drastically. Moreover, plastics soften and shrink into pellet 
shape with an increasing density and thus can be easily separated from other components 
existed in the MSW and enhancing recovery of plastics for utilization.  
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Fig. 5. True density changes before and after the MHT with saturated steam at 100, 150 and 180 oC. 
dS: True density. 
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3.5. Calorific value changes 

As shown in Fig. 6, the heating values (HV) of HDPE before and after MHT are higher than 
that of coal of about 7000-8000 kcal kg-1 [8]. It has a value of 10654 kcal kg-1 before cooking 
and 10834, 10680 and 10669 kcal kg-1 after cooking in saturated steam condition of 100, 150 
and 180 oC, respectively. We observed that HV did not have a big change for the said cooking 
conditions. We can therefore conclude that the cooking process does not cause the 
degradation or other chemical changes of HDPE which may further influence its heating 
value. As contrasted with the Hv of 1889 kcal kg-1 of unprocessed MSW [4], it is clear that the 
separation of non-combustibles in the waste (glass and metals) can increase heating value and 
energy generation. From the point of view of maximization of energy recovery of MSW, 
MHT is a good pretreatment process for the separation of non-combustibles and energy 
recovery in MSW. 
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Fig. 6. Changes of heating value before and after the MHT with saturated steam at 100, 150 and 180 
oC. HV: Heating value. 
 
4. Discussion and conclusion 

In accordance with the theme of sustainable material management (SMM), the waste is 
viewed as the used material. The ultimate goal of SMM is targeted at total recycling and reuse 
without discharge of waste.  To follow the appeal of SMM, this study applied the MHT for 
the recovery of waste plastics from waste stream, aiming at the feasibility of its recovery for 
the re-utilization as energy resource. As shown in Fig. 7, the recovered plastics can be directly 
utilized as RDF. The ferric materials and gravels can be separated via magnetic or gravity 
separations. The MSW containing cellulose (including organic fiber (fiber) and cotton (floc)) 
can partially hydrolyze after cooking to form bulk powder materials, which can help the 
decomposed cellulose granulation to produce renewable fuels. The treated MSW containing 
cellulose can be torrefied together with other agricultural and forestry materials to produce 
biocoal, or use as an agricultural soil improvement materials. Therefore, we can summarize 
that MHT has the following advantages including the disinfection, deodorization of the waste, 
ease of sorting and recycling and effective utilization of resources especially for energy use. 
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Fig. 7. The flow chart of Mechanical heat treatment (MHT) used for municipal solid waste (MSW). 
 
Among these resources, the treated plastics can be easily separated, stored and transported,   
because the plastics are deformed and shrank into pellet shape with an increasing density after 
MHT. Further, the chemical characteristics, such as dry weight, combustible component and 
HV, do not have significant changes for the said cooking conditions, which can be concluded 
that MHT is a good and interesting process to completely recycle the plastics as energy 
resource if compared to incineration treatment. The information obtained in this study is 
useful for the rational design and proper operation of MHT system for treating the used 
plastics in the MSW and separating it for the re-utilization as energy resource. 
 
We can draw the following critical conclusions through the experimental results cited above. 
(1)  With the cooking technique, it can achieve a volume and size reduction of HDPE. 
(2)  The true density of HDPE reaches a high value of 0.983 g cm-3 with a 180 oC saturated 
steam condition. 
(3)  HDPE has a very high calorific value and exhibits no significant changes in dry weight, 
triple component composition and calorific value after MHT. It is very suitable to be used as 
RDF. 
(4) As compared with the calorific value and combustible component of HDPE and 
unprocessed MSW, the energy utilization of MHT will be more efficient and effective than 
that of direct incineration treatment of MSW. 
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Abstract: Management of municipal solid waste is an efficient method to both increase resource efficiency 
(material and energy recovery instead of landfill disposal) and to replace fossil fuels with renewable energy 
sources (waste is renewable in itself to a large extent as it contains paper, wood, food waste etc.). The paper 
presents the general outline and results from a comprehensive system study of future waste management. In the 
study a multifunctional waste management system integrated with local energy systems for district heating and 
electricity, wastewater treatment, agriculture and vehicle fuel production is investigated with respect to 
environmental impact and financial economy. Different waste technologies as well as management strategies 
have been tested. The treatment is facilitated through advanced sorting, efficient treatment facilities and 
upgrading of output products. Tools used are the ORWARE model for the waste management system and the 
MARTES model for the district heating system. The results for potential global warming are used as an indicator 
for renewable energy. In all future scenarios and for all management strategies net savings of CO2 is 
accomplished. Compared to a future reference the financial costs will be higher or lower depending on 
management strategy.  
 
Keywords: LCA, Waste management, ORWARE, Martes, Costs 

1. Introduction 

Management of municipal solid waste is an efficient method to both increase resource 
efficiency (material and energy recovery instead of landfill disposal) and to replace fossil 
fuels with renewable energy sources (waste is renewable in itself to a large extent as it 
contains paper, wood, food waste etc.). 
 
In this paper the general outline and results from a comprehensive system study of future 
waste management in the Gothenburg region is presented. The purpose of the system study 
was to evaluate new waste treatment options for municipal and industrial waste from a system 
perspective. In the study a multifunctional waste management system integrated with local 
energy systems for district heating and electricity, wastewater treatment, agriculture and 
vehicle fuel production is investigated with respect to environmental impact and financial 
economy. Different waste technologies as well as management strategies have been tested. 
The treatment is facilitated through advanced sorting (source separation of recyclable 
materials and MRFs (Material Recovery Facility) for both bulky waste and source separated 
household waste), efficient treatment facilities (thermal and biological treatment) and 
upgrading of output products (biogas as vehicle fuel and pelletisation of digestion sludge for 
use as fuel or as fertiliser in fields or forestry). The future district heating system comprises 
waste CHP and waste heat (excess heat) as base load and bio-CHP, natural gas-CHP and heat 
pumps as intermediate load while oil is peak-load. Thermal and biological treatment of waste 
is included and several scenarios of future waste management have been developed 
comprising a number of parameters for the background system and different waste amount 
growth rates. 
 
The project has been carried out as a part of the project Thermal and biological waste 
treatment in a systems perspective – WR21 [1]. The focus has been set to the waste and 
district heating system in Gothenburg. The project has been running for 2.5 years with an 
active group consisting of persons from Renova, Kretsloppskontoret, Göteborg Energi, 
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Gryaab and Profu. The work on development of models and of methods of handling strategic 
questions within the field has gone back and forth within the group. 
 
2. Methodology 

The method used is life cycle assessment (LCA) [2] and financial cost calculation facilitated 
by computer modelling with the ORWARE (Organic Waste Research) model [3] for the waste 
management system and the MARTES model [4] for the district heating system including 
CHPs (Combined Heat and Power). In this study waste streams suitable for thermal and/or 
biological treatment (including waste water treatment sludge) are included whereas fractions 
for material recycling are excluded. 
 
ORWARE is a computer based tool for environmental and economic systems analysis of waste 
management. It was first developed for systems analysis of organic waste management, hence 
the acronym ORWARE (Organic Waste Research). The model is designed for strategic long-
term planning of recycling and waste management and based upon static conditions and on 
linear programming (LP). The ORWARE model has been developed since the early 1990s in 
close cooperation between four different research institutions in Sweden (Royal Institute of 
Technology, Swedish Environmental Research Institute, Swedish Institute of Agricultural and 
Environmental Engineering and Swedish University for Agricultural Sciences). The waste 
management is followed from cradle (waste sources) via collection and transport to treatment 
plants and further to grave (utilisation of products from waste treatment). Treatment facilities 
included are incineration with energy recovery, composting, landfill, anaerobic digestion with 
biogas utilisation, spreading of organic fertiliser on arable land, sewage treatment, material 
recycling of plastic and paper packages, and some additional technologies. The model 
delivers substance flows, distributed to emissions to air and water, left in growing crops and 
in recycled material. Energy flows such as energy use and recovered energy is also provided. 
Single substances such as carbon dioxide or eutrophication substances to water can be 
tracked, as well as the amount of plant-available nutrients and emissions of different heavy 
metals. Emissions are also characterised and weighted using Life Cycle Impact Assessment. 
At the same time financial costs (investment and operational costs) and environmental costs 
and revenues including savings in the surrounding system can be calculated for the whole 
management chain. 
 
MARTES is a model for district heating systems with production of heat, steam and electricity. 
The model simulates the use of different plants to satisfy the demand for district heating 
during a year. As a result the effects on costs and emissions are calculated, based on the 
energy conversion in the district heating system. The development of MARTES started on a 
mainframe computer at the Department of Energy Conversion in 1983. It has been 
commercially available on personal computer since 1990. Today it is the most widely used 
tool for strategic planning of district heating systems in Sweden, since it covers nearly 70 % 
of the produced heat [5]. The MARTES model captures operation of all facilities for district 
heating generation, given a exogenously given total need for heat. The heat demand is based 
on a load curve and described with a detailed time slice division into day and night periods. 
The model includes fuel and electricity prices and policy tools. The simulated plants are 
modelled with efficiencies (and with part load performance for CHP plants), minimum load 
for operation, availability, emissions of carbon dioxide, sulphur and nitrogen oxides. Annual 
fixed costs for equipment purchase and installation as well as variable and annual fixed costs 
for operation and maintenance are also included in the model. The output from the model is 
heat generation for all plants, power generation in CHPs, use of electricity in heat pumps and 
electrical boilers, fuel consumption and emissions to air. 
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As mentioned above the focus in the study has been the waste treatment and district heating 
system in Gothenburg. However, to generate a fully system analysis one also has to consider 
effects that occur in surrounding systems, such as the transport sector (biogas from waste 
substitutes petrol and diesel oil), the electricity production system (electric power from waste 
incineration with energy recovery replaces electricity generation from fossil fuels), the 
agricultural sector (nutrients from anaerobic digestion of waste and sludge are used instead of 
mineral fertiliser) etc. In this study; two different types of scenarios that reflects the situation 
of year 2030 has been set up: local scenarios and external scenarios [6]. In a local scenario we 
define the waste treatment processes that are assumed to be in operation in Gothenburg’s 
waste treatment system in year 2030 (e.g. waste incineration, anaerobic treatment). 
Furthermore, an external scenario reflects the situation in the surrounding systems (e.g. price 
of electricity, fuels and CO2-allowances). The local scenarios thereby describe developments 
that the actors in Gothenburg can influence, while the external scenarios describe 
developments that the actors have to adapt to. The main principles of the local scenarios that 
have been set up are as follows: 
 
-Business-as-usual: This local scenario is characterized of a traditional development of the 
waste treatment system in Gothenburg, i.e. a significant share of waste incineration. The 
capacities in existing facilities are adapt to the amount of waste that are assumed to arise in 
year 2030. Today’s central composting is still used for treatment of biological degradable 
waste from households. Sludge from the wastewater treatment plant is first treated in an 
anaerobic treatment facility, thereafter composted and finally sold as a soil product. 
 
- Maximized return of nutrients: In this local scenario more of the arising waste is treated in 
biological treatment facilities, compared to “Business-as-usual”. The capacity of the source 
separation system in Gothenburg is expanded and an anaerobic treatment facility is built that 
replaces the central composting. The capacity of the anaerobic treatment facility is set to 60 
000 tonnes/year. The capacity of waste incineration is thereby decreased in comparison to the 
case in the local scenario “Business-as-usual”. Sludge from the wastewater treatment plant is 
treated in an anaerobic treatment facility and thereafter used as fertilizer in the agricultural 
sector. 
 
- Maximized electricity production: the source separation system is expanded and an 
anaerobic treatment facility is being built, similarly to the local scenario “Maximized return of 
nutrients”. Furthermore a part of the combustible waste is going through a mechanical 
treatment process to create a refuse derived fuel. This fuel is used in a new waste incineration 
facility with a slightly higher electrical efficiency than the existing ones. Sludge from the 
wastewater treatment plant is treated in an anaerobic treatment facility. Thereafter the sludge 
is dehydrated and turned into pellets that are used as fuel in the new waste incineration 
facility. 
 
Within the project a number of external scenarios capturing several parameters that describe 
the state in the economy, the energy system, the waste system (such as waste amounts etc.) 
etc. were discussed. Eventually three of these were selected for a more careful analysis. 
 
- Reference: is a scenario that reflects a conservative development in the surrounding 
environment. The background system is changed but mainly the same impact and policy as of 
today prevails. The Reference scenario is not to be interpreted as the most likely scenario. 
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There is no valuation of which of the three external scenarios is the most likely one. All three 
projects constitute a “window of development” which is assessed as possible and realistic. 
 
- Material lean growth: is a scenario that reflects a development where the society in general 
puts a lot effort in reducing environmental impact on a long term and evident environmental 
improvements are achieved compared to the system of today by policy measures and a change 
in values. The most important change in this study is that the trend of increasing waste 
amounts is broken and a decoupling effect (i.e. the waste amounts are no longer increasing at 
the same rate as economic growth) is present. This effect means that waste amounts follows 
the population trend in the region. This scenario also captures savings in energy use and more 
ambitious environmental targets which in turn affect the results of the system study. The 
magnitude of the economic growth is assumed to be on the same level as in the Reference 
scenario. 
 
- Material intense growth: this scenario is characterized by an economic growth in society 
which exceeds the one in the other external scenarios, and a continuously increased 
consumption of material based products resulting in a higher growth rate for waste amounts 
than for the economy. This external scenario should not be looked upon as an opposite of 
material lean growth, also in this scenario there are assumptions on a development where the 
society is directed towards a decreased environmental impact. 
 
A vast number of parameters have been studied and varied in the different external scenarios. 
A vital part that has been kept constant is however the tax system. Present levels of taxes on 
petrol, diesel, and natural gas to CHP etc. are used also in 2030. In reality these will probably 
change several times during the period to 2030. These changes are however very hard to 
predict, thus this conservative assumption. 
 
3. Results 

In table 1-2 aggregated results of the analysis for the three local scenarios is presented. Each 
local scenario has been evaluated from four different aspects: economy, climate, acidification 
and eutrophication of which the two latter is not presented here. The results are shown in 
scoreboards where the three scenarios have been given a gold, silver or bronze medal. The 
local scenario with the best result receives a gold medal while the worst result receives a 
bronze. The interval between these two results is then split into three. If the result for the local 
scenario not yet given a medal is placed in the upper third of the interval, the scenario 
receives a gold medal, a result in the middle interval return silver, while a result in the lover 
third gives a bronze medal. Each scoreboard is followed by a text that describes the results. 
 
Table 1. Scoreboard for the economic results from the systems study. The choices for development of 
the waste management system (the local scenarios) are compared to each other and scored by gold 
(G) silver (S) and bronze (B) bullets. 
Economy 
External scenario/  
Internal scenario 

Reference Material 
lean 
growth 

Material 
intensive 
growth 

Business-as-usual S S B 
Maximized return of nutrients G G G 
Maximized electricity production B B B 

 
From the economic aspect, the local scenario “Maximized return of nutrients” present the best 
result irrespective of which external scenario that is being studied. Factors that contribute to 
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this result are revenues for biogas to the transport sector and avoided costs for expanding the 
waste incineration capacity. It’s important to remember that we’ve been studying a situation 
around year 2030, which means that new investments in waste treatment capacity must come 
in place in order to meet a rise in waste amounts. This is another situation compared to today 
where existing treatment capacity is enough to meet the demand in the region. 
 
The result is sensitive to some input data, where of one can mention the price of biogas, the 
investment costs for anaerobic treatment and waste incineration, the transport costs for 
wastewater sludge and sludge from anaerobic treatment to the agricultural sector and the costs 
for the source separation system. 
 
Table 2. Scoreboard for the results of emissions of climate gases from the systems study. The choices 
for development of the waste management system (the local scenarios) are compared to each other 
and scored by gold (G) silver (S) and bronze (B) bullets. 
Climate gases 
External scenario/  
Internal scenario 

Reference Material 
lean 
growth 

Material 
intensive 
growth 

Business-as-usual B B B 
Maximized return of nutrients S G G 
Maximized electricity production G G G 

 
Table 2 shows that the local scenario ”Maximized electricity production” receives the best 
results for emissions of climate gases. Also ”Maximized return of nutrients” receives good 
results. The local scenario “Maximized return of nutrients” receives better results compared to 
“Business-as-usual” partly because this scenario includes production of biogas that keep out 
the use of fossil fuels in the transport sector. A second reason is that more electricity is 
generated within the system that keeps out electricity production outside the system with 
higher emissions of climate gases. The reason for the increased electricity production is that 
new waste treatment capacity partly consists of a facility for anaerobic digestion, which 
decreases the need for investments in waste incineration. With less waste incineration, more 
district heat will be produced from other combined heat and power plants within the district 
heating system. These units have a higher electrical efficiency compared to waste 
incineration, thus more electricity will be produced within the system. The local scenario 
“Maximized electricity production” receives even better results for emissions of climate 
gases. The reason for this is that in this scenario the electricity production from the system 
increases even further. This is partly because we in this scenario study the effects of investing 
in a waste incineration facility with higher electrical efficiency compared to existing. This is 
also because this scenario includes investments in a sludge dryer, heated by district heat. This 
causes an increase in the heat demand, thereby combined heat and power plants within the 
district heating system may run during a longer period of time. 
 
The local scenarios “Maximized return of nutrients” and “Maximized electricity production” 
reduces the emissions of greenhouse gases by 4 -7 % (17 000 – 29 000 tonnes CO2-eq./year) 
compared to “Business-as-usual”. Another figure to relate to is the total emissions of CO2 
from Göteborg Energi, which in 2009 amounted to 545 000 tonnes CO2 [7]. As seen before, 
the local scenario “Maximized return of nutrients” yield a decrease in the system cost, in other 
words the cost for reducing the emissions of greenhouse gases by choosing this path is 
negative. In contrast the system cost increases by the local scenario “Maximized electricity 
production”, hence the cost for reducing greenhouse gases by the measures stapled in this 
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scenario can be calculated to between 80 and 550 SEK/tonne CO2 (depending on which 
external scenario you choose to study). 
 
4. Discussion and Conclusions 

The following ten conclusions have been drawn from the project. 
 
I. From an economic point of view, new waste treatment technologies have difficulties in the 
competition with the type of treatment options that already exists in Gothenburg today. The 
conclusion holds even when comparing new investments in new or existing technologies. 
 
II. Having said so, we can consider that the only new technology found to be economically 
competitive to existing treatment options are anaerobic digestion of food waste. The 
conclusion holds for a situation when the treatment capacity has to increase in order to meet 
the demand in the region. This is not the situation of today, but it is most likely that the 
situation will arise in future because of increased demand for waste treatment or because the 
existing treatment facilities become too old. 
 
III. Increasing the share of electricity generated from waste incineration is a clear advantage 
in order to realize a decrease of emissions of climate gases. This is partly because the fact that 
the electricity produced from the incinerator keep out other electricity production with higher 
emissions of climate gases. A second positive factor is that a higher share of electricity 
production results in a minor share of district heat production, which in turn results in 
increased production in other combined heat and power plants in the district heating system. 
Thereby even more electricity is being produced within the system, keeping out other 
electricity production with higher emissions of climate gases. 
 
IV. Another good way to reduce climate gases is to produce biogas from waste and use it 
within the transport sector. The reason for this is partly that the biogas is used as a substitute 
for fossil fuels, but it is also because of the fact that the need for waste is decreased. As 
described above, this lead to increased use of other combined heat and power plants within 
the district heating system, resulting in more electricity produced from the system. 
 
V. Results from the project show that today’s composting of food waste and anaerobic 
digested sludge from wastewater treatment result in emissions of acidifying substances. A 
better option for treatment of food waste is anaerobic digestion followed by spreading of the 
digestate on agricultural land as fertilizer. The sludge should also be utilised as fertilizer, or 
alternatively used as fuel in waste incineration. 
 
VI. In a comparison between source separation and central sorting of food waste, the latter 
turns out to be a better choice when regarding economic aspects. The main reason for this is 
that the capital costs related to central sorting are lower compared to the costs for a system 
with sources separation of the food waste. Regarding the environmental aspects, the two 
systems are almost equal. Uncertainties within the results primarily concern the performance 
of a central sorting system. Even though it’s not evident, the assumption made is that the 
sorted fractions from the central sorting facility hold an equal quality with the one from a 
source separation system. 
 
VII. When comparing waste incineration with gasification of waste the latter turns out to be in 
favour regarding emissions of climate gases. On the other hand, waste incineration is by far 
the best choice when regarding economy. The reason for the good result for gasification of 
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waste when comparing emissions of climate gases is first of all that the district heat output 
from the technique is much lower than the output from waste incineration. As described 
earlier, this results in increased electricity production within the district heating system, 
keeping out other electricity production with higher emissions of climate gases. Secondly, 
gasification of waste by itself has a higher output of electricity compared to waste 
incineration. 
 
VIII. In the analysis we’ve blocked the possibility of importing waste to the system in study. 
This restriction has been evaluated in a sensitive analysis, which shows that import of waste 
for treatment in waste incineration within the system give positive effects on the emissions of 
climate gases. The main reason for this is that the import of waste results in a decrease of the 
amount of waste going to landfills outside the system. Since landfilling of organic waste 
result in high emissions of climate gases it is highly desired to decrease this activity. 
 
IX. Composting of food waste and anaerobic digested sludge from wastewater treatment also 
result in emissions of substances that leads to eutrophication. However, spreading digested 
sludge and digestate from anaerobic digestion of food waste on agricultural land will also lead 
till eutrophication. From this perspective, it is better to use the digestate as fuel in waste 
incineration. 
 
X. In a sensitive analysis regarding handling of anaerobic digested sludge the result shows 
that the best treatment method from an economic point of view is to spread the sludge on 
agricultural land. As discussed above (in conclusion IX), when considering eutrophication it 
is better to use the sludge as fuel in waste incineration. The different treatment options studied 
for sludge gives equal results when concerning acidification and emissions of climate gases. 
 
In general we can conclude that the results are almost equal irrespective of which external 
scenario we choose to study. This means that the results hold even though changes occur in 
the surrounding systems. The external scenarios differ significantly and create varied 
prerequisites for the waste treatment system; nevertheless the results show that the same 
treatment methods should be chosen. 
 
Having said so, we also have to be aware of the uncertainties that exist in the analysis. For 
example we’ve not studied how the economic results would react from a change in 
competitiveness for the waste treatment facilities. It is also important to notice that this, first 
of all, is a scientific project which points out interesting future waste treatment technologies. 
This means that the result should not be seen as a comprehensive material for an investment 
decision. Furthermore, the analysis is based on today’s tax system, which of course is a 
simplified description of the situation of year 2030. It should also be noticed that it’s difficult 
to find valuated data for new techniques. The data can both be overestimated, caused by to 
ambitious thoughts regarding the technique, and underestimated as further developments of 
the technique can result in decreased costs and increased performance.  
 
Regarding the results for the aspect of climate change the assumptions for the development of 
the electricity production system plays a significant role. If the electricity production in 
northern Europe will transform into a system with less emissions of carbon dioxide the worth 
of electricity production in Gothenburg will decrease, and vice versa. Furthermore the results 
for acidification and eutrophication are difficult to interpret as these environmental problems 
are regional and not global. Therefore the question of where the emissions are made becomes 
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essential. This fact has not been taken into consideration in the main results, however an 
alternative analysis has been made that describes this factor in more detail. 
 
We will emphasise that many but not all aspects have been analysed for the waste treatment 
and district heating system. For example we have not included toxic effects or the consumer 
perspective. Furthermore, we have not included effects from the fact that some natural 
resources used within the system may be limited on a global scale; this is for example the case 
for phosphor and biofuels. 
 
Finally we conclude that the three external scenarios that have been created within the project 
reflect three very different outcomes of the situation in 2030. Most significant we see large 
differences in the amount of waste that arise and needs treatment. The increase of waste differ 
from + 24% up to + 80%, compared to the situation of today. This results in large differences 
in the costs and environmental effects for the waste treatment system. A conclusion from this 
is that minimization of the increase of waste is essential for a more sustainable development 
of the society. However, in this project the focus was set on different waste treatment options 
and regardless of the amount of waste the choice of waste treatment method is solid. 
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Abstract: Today, the district heating (DH) is often based on cogeneration power plants with steam turbines for 
combined heat and power production (CHP turbines and plants). As the heat is supplied as steam with the given 
parameters, so CHP steam turbines are realized with controlled steam extractions. In case of stage-wise heating 
of the district heating system water the entire heating is realized in a number of successively connected water 
heaters by steam extracted from the turbine. The aim of stage-wise heating is additional production of electricity, 
because the heating steam extracted for the first stage in the direction of system water flow has lower pressure 
than for the second stage. In this paper the results of determination of heat-supply operating regime with two-
stage heating of the system water for CHP turbine of 120 M W power (T-100-110/130-3) installed in 
Cogeneration Power Plants Zagreb (TE-TO Zagreb), obtained by means of original developed computer 
program, will be presented both in analytic form (by equations) and by means of diagrams. 
 
Keywords: Cogeneration, CHP turbine and power plants, Operating regimes, District heating (DH), Stage-wise 
heating 

Nomenclature  

c specific heat….………………….. J·kg-1·K-1 

1E  specific production of electricity by heat-
supply flow rate at one-stage 
heating……………………….........MWe·MWto

-1 

1zvvh  enthalpy of condensate of the upper 
heating extraction ............................. kJ·kg-1 

1zvvh  enthalpy of condensate of the lower 
heating extraction ............................. kJ·kg-1 

q  flow rate .............................................. kg·s-1 

mg .η  electrical and mechanical efficiency ........  - 

ϑ  temperature………………………………... 0C 
 
Subscripts 
m measured data obtained on the actual 

turbine during operation 
prog calculation results obtained by the 

program or equation 
v.z. ambient air 
w system water 
 

 
1. Introduction 

District heating is a system for distributing heat generated in a centralized location for 
residential, public and industrial heating requirements such as space heating and water heating 
in a large area. The heat is obtained from a cogeneration power plant burning fossil fuels (but 
now increasingly from renewable energy sources such as biomass, as well as nuclear power). 
District Heating (DH) based on cogeneration power plants with simultaneous production of 
heat and electricity (also called Combined Heat and Power – CHP) provides high system 
efficiency, low emissions and higher degree of fuel flexibility than single-purpose energy 
systems (e.g. localized boilers). 
 
The number of DH systems associated with CHP plants has been increasing in the last decade 
due to their energy savings (up to 30%), environmental improvements and reduction of life 
cycle costs [1]. New CHP plants have a power-to-heat ratio of about 1.0 compared with 0.4-
0.5 for traditional condensing steam turbines. However, only 13% of electricity generated in 
EU today is based on CHP; however, it is regarded by the European Commission as a 
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possible way to improve energy efficiency and reduce the environmental impact. DH plays a 
minor role in the overall European energy system today, but it is significant in Denmark, 
Finland and Sweden [2]. 
 
Therefore, this paper pays special attention to DH based on C HP turbines (plants). The 
advantages of stage-wise heating of the district heating system water over one-stage will be 
presented. With the aim of studying further the possibilities of energy efficiency increase, first 
of all, by improvement of an operating regime in specific conditions of simultaneous 
production of power and heat, an original computational program for determination of the 
operating regime diagrams for different types of CHP turbines has been developed [3]. The 
program is based on operating regime diagrams (i.e. of energy characteristics), manufacturers’ 
data, results of normative measurements and data obtained during exploitation. The results of 
calculation by means of the developed program will be presented for CHP turbine of 120 MW 
power installed in the Cogeneration Plant Zagreb (TE-TO Zagreb) for the heat-supply regime 
with two-stage heating of district heating system water. 
 
2. Characteristics of CHP turbines and CHP plants  

CHP steam turbines are characterized by a diversity of probable operating regimes which can 
be divided into two groups depending on t he heating load: condensing regimes and heat-
supply regimes. In a condensing regime, the steam flow rate to controlled extraction is equal 
to zero. This regime is identical to the operation of a condensing turbine. Heat-supply regimes 
are characterized by a certain heating load carried by the turbine. A heat-supply regime may 
be carried out by either heating or electric schedule depending on the nature of the heating 
load. In operation by heating schedule, the electric power is determined by the heating load 
and cannot be changed without changing accordingly the heat consumption. Under such 
conditions, a certain (minimal) quantity of steam is however passed through the low-pressure 
part of the turbine in order to absorb the heat of friction of the rotating elements. In operation 
by an electric schedule it is typical that turbine carries a certain heating load which limits the 
possibility of reducing the electric power blow to a certain minimum, but it is  possible to 
increase the electric power up to the maximum by passing more steam to the condenser.  
 
Thermodynamic characteristics, design, techno-economic indicators and other characteristics 
of CHP turbines and plants are described in more detail in [3-9]. 
 
The heating load is characterized by significant changes during the year and its value changes 
depending on the temperature of the ambient air. The maximum output of heat is at the 
minimal calculation temperature of ambient air which is determined on the basis of climatic 
conditions. During the summer period there will be only the heating load for the heating of 
hot water, which accounts for on the average two thirds of the mean value in winter [3-4]. 
 
The heating load and parameters of the district heating system water are connected by the 
equation 
 

)( povpolww
TE
to cqQ ϑϑ −=   (1) 

 
where TE

toQ  is the heating load of the cogeneration power plant, polϑ  and povϑ  are the starting 
and the returned temperature of the system water. 
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The change in the starting and returned temperature of the system water in dependence on the 
ambient air temperature is called a t emperature diagram. Fig. 1 shows the temperature 
diagram constructed for the climate conditions in the city of Zagreb [3]. 
 
The steam of heat-supply turbine extractions is used for covering the heating load. Uniformity 
of load of turbine heat-supply extraction can be achieved if the extraction is used only for 
covering the base part of the diagram, and its peak is covered e.g. by peak hot-water boilers, 
Fig. 1 [3]. 
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Fig. 1. Temperature diagram of the district heating system: VK3, 4, 5, 6 - peak hot-water boilers; 
-- -- -- --  - using the heat of steam leaving the condenser [3] 
 
The ratio of heat load of the turbine heat-supply extractions and the total heating load of the 
cogeneration plant at minimal calculation temperature of ambient air is called the coefficient 
of heating TEα [3-4]. With 1<TEα  part of the heating load is covered for example, by peak 
hot-water boilers, and in a thermal power plant with cogeneration also separate production of 
heat appears. 
 
The temperature diagram of the district heating system and accepted coefficient of heating 
determine the starting temperature of the system water after regenerative heaters w2ϑ which 
are fed with steam from the turbine heat-supply extractions. At the minimal temperature of 
the ambient air, the value is determined from the equation 
 

TEpovpolpovw αϑϑϑϑ )(2 −+=   (2) 
 
For any given ambient air temperature is 
 

ww

TE
to

povw cq
Q

+=ϑϑ2   (3) 

 
For the heat-supply period, when the peak boiler is switched off and the entire heat load is 
covered by turbine heat-supply extraction 
 

polw ϑϑ =2   (4) 
 
In case of turbines with controlled extractions of steam, efficiency increase can be achieved 
by using heat of the steam leaving the condenser [3-6]. 
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3. Stage-wise heating of district heating system water 

In case of stage-wise heating of district heating system water (Fig. 2) the whole heating is 
realised in a n umber of successively connected water heaters by steam extracted from the 
turbine. The required pressure of the extracted steam is determined by the temperature of 
water at the exit from each heating stage. The steam, extracted for the first stage in the 
direction of the system water flow, has lower pressure than for the second stage, which 
ensures additional production of electricity in comparison with one-stage heating, when the 
whole steam is extracted at a pressure which is determined by the final heating temperature of 
the system water. Therefore, the aim of stage-wise heating is additional production of 
electricity by means of the heating steam [3-4]. 
 
Effectiveness of stage-wise heating of the system water is determined by a large number of 
factors, including the primary ones: the number of heating stages and the distribution of the 
heating load between stages; heating load values, flow rate and temperatures of system water 
and their change during the year; dimensions, design and temperature diagram of district 
heating system, climatic conditions and coefficient of heating, parameters of fresh steam, 
design of turbine and auxiliary plant, etc. [3-6].  
 
Fig. 2 presents the stage-wise heating of the system water (two-stage) which corresponds to 
the type scheme of the modern CHP turbines with the following characteristics: 
• System water heaters are supplied by steam from extractions of one turbine.  
• There are no governing valves on the steam pipelines of extractions. 
• The flow rate of the system water through all heating stages is equal. 
• Condensate from single heaters of stage-wise heating by pumps is carried into the line 

of regenerative heating of feed water. 
 

 
Fig. 2. Principal diagram of a CHP turbine with two heating steam extractions: 1- the lower heating 
extraction; 2- the upper heating extraction; 3- regenerative heaters; 4- turbine, 5- generator; Dto1, pt1, 
hto1 - flow rate, pressure and enthalpy of the upper heating extraction; Dto2, pt2, hto2 - flow rate, 
pressure and enthalpy of the lower heating extraction; wwpov 21 ,, ϑϑϑ - temperatures of the returned 
system water, and after the lower and upper heating extractions 
 
At transition from one-stage on two-stage heating of district heating system water, with 
unchanged heating load, the additional production of electricity P∆  is 
 

[ ])()( 121.212 zvvzvvmgtototo hhEhhDP −+−=∆ η   (5) 
 
and the additional specific production of electricity 2E∆  by means of the heating steam 
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[ ])()( 121.21
2

2 zvvzvvmgtotoTE
to

to hhEhh
Q
DE −+−=∆  η  (6) 

 
At a two-stage heating of district heating system water by scheme shown in Fig. 2 the 
optimum increase of water enthalpy is equal in both stages of heating [3-4]. 
 
4. Heat-supply operating regime of T-100-110/130-3 CHP turbine: two-stage heating of 

district heating system water  

For T-100-110/130-3 CHP turbine on t he basis of theoretical principles, the design data 
obtained from the manufacturer of the UTMZ-Russia turbine, the data of normative and 
remaining measurements performed in the Cogeneration Plant Zagreb and on the basis of data 
obtained during exploitation, the uniform operating regime diagram has been designed in the 
graphical form in which all turbine working regimes are presented [3]. After that, the obtained 
operating regime diagram in graphical form is completely translated into the analytic form, 
i.e. described by analytic dependences in the form of energy characteristics. The energy 
characteristics are built into the algorithm of original computer program, by means of which it 
is possible to calculate all the operating regimes of T-100-110/130-3 CHP turbine [3]. These 
are the condensing operating regime and the heat-supply regimes with one-stage, two-stage 
and three-stage heating of district heating system water. 
 
As in this paper the object of investigation is stage-wise heating of district heating system 
water, only the results for the heat-supply operating regimes with two-stage heating will be 
presented: both in analytic form (by equations) and by means of diagrams [3]. The heat-
supply regime with two-stage heating is used when the need for heat is minimally 120 MW, 
and when the daily temperature is below 50C. The functional dependences are obtained on the 
basis of results from the region of CHP turbine heat-supply operating regimes with two-stage 
heating [3]. 
 

Two-stage heating of district heating system water
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Fig. 3. Heat-supply operating regime of the T-100-110/130-3 CHP turbine - dependence of heat-
supply flow rate on heat and on the pressure in the upper heating extraction at two-stage heating of 
system water [3] 

3251



The dependence of heat-supply flow rate t
turdvo

D on heat dvo
toQ and on the pressure in the upper 

heating extraction at two-stage heating (index dvo in the following equations) of system water 
is presented in Fig. 3, and can be described by the following equation 
 

dvo
D

dvo
to

dvo
D

dvo
to

dvo
D

t
tur cQbQaD

dvo
++= 2)(   (7) 

 
The dependences of increasing parameters of the heat-supply flow rate dvo

D
dvo
D

dvo
D cba ,, on the 

pressure in the upper heating extraction 1tp  at two-stage heating of the system water can be 
described by the following equations [3] 
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The dependence of electricity produced by heat-supply flow t

edvo
P on the heat dvo

toQ  and on the 
pressure in the upper heating extraction at two-stage heating of the system water is presented 
in Fig. 4, and can be described by the following equation 
 

dvo
P

dvo
to

dvo
P

dvo
to

dvo
P

t
e cQbQaP

dvo
++= 2)(  (8) 

 
The dependences of increasing parameters of the electricity produced by heat-supply flow rate 

dvo
P

dvo
P

dvo
P cba ,,  on the pressure in the upper heating extraction 1tp  at two-stage heating of the 

system water can be described by the following equations for the pressure range 0.6-1.4 bar 
[3] 
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and for the pressure range 1.4-2.5 bar by the following equations [3] 
 

44428702081391287444167316701728620017460 1
2
1

3
1

4
1

5
1 .p.p.p.p.p.a ttttt

dvo
P −+−+−=  

 (8.d) 
 

8511715614618422015894485725323384859034716 1
2
1

3
1

4
1

5
1 .p.p.p.p.p.b ttttt

dvo
P +−+−+−=

 (8.e) 
 

43274.105600162.2845754742.3015788113.1568605631.40061153.402 1
2
1

3
1

4
1

5
1 −+−+−= ttttt

dvo
P pppppc

 (8.f) 
 

3252



Two-stage heating of district heating system water

Pt
e(0.6 bar) = 0.000966Qto

2 + 0.478402Qto - 11.303727

Pt
e(1,0 bar) = 0.000782Qto

2 + 0.499227Qto - 12.040761

Pt
e(1,4 bar) = 0.000735Qto

2 + 0.487912Qto - 11.349286

Pt
e(1,8 bar) = 0.000226Qto

2 + 0.602088Qto - 18.585329

Pt
e(2,2 bar) = 0.000730Qto

2 + 0.410979Qto - 3.866574

Pt
e(2,5 bar) = 0.000431Qto

2 + 0.498144Qto - 12.399366

50

60

70

80

90

100

110

120

120 130 140 150 160 170 180 190

Heat, Qto,    MW

E
le

ct
ri

ci
ty

 p
ro

du
ce

d 
by

 h
ea

tin
g 

flo
w

 r
at

e,
  P

t e 
,  

M
W

 
Fig. 4. Heat-supply operating regime of the T-100-110/130-3 CHP turbine - dependence of electricity 
produced by heat-supply flow on heat and on the pressure in the upper heating extraction at two-stage 
heating of system water [3] 
 
5. The equations reliability 

Equations given in the paper are checked by comparing the results of the calculation obtained 
by the program using the measured data obtained on the actual turbine during operation for 
the same ambient air temperatures. The results of comparisons for the regime with two-stage 
heating of the returned system water are given in Table 1. 
 
Table 1. Comparison of the calculation results obtained by the program with the measured data 
obtained on the actual turbine during operation for the same ambient air temperatures for the regime 
with two-stage heating of the district heating system water [3] 
Ambient air 
temperature, 

..zvϑ  

Program Measured data obtained 
during operation 

Electricity 
deviation 

(Pe)prog ( )progdvo
t
turD  ( )

prog
t
kondvo

D  (Dtur)m (pt1)m (Pe)m eP∆  
40C 84 MW 278 t/h 62 t/h 340 t/h 1.0 bar 82 MW +2.4% 
20C 92 MW 317 t/h 83 t/h 400 t/h 1.4 bar 91 MW +1.1% 
00C 94 MW 352 t/h 68 t/h 420 t/h 1.6 bar 93 MW +1.1% 
-20C 96 MW 387 t/h 53 t/h 440 t/h 1.8 bar 95 MW +1.0% 
-40C 98 MW 423 t/h 37 t/h 460 t/h 2.0 bar 97 MW +1.0% 
-60C 101 MW  458 t/h 32 t/h 490 t/h 2.2 bar 99 MW +2.0% 
-80C 100 MW 461 t/h 29 t/h 490 t/h 2.4 bar 98 MW +2.0% 
-100C 99 MW 472 t/h 18 t/h 490 t/h 2.4 bar 97 MW +2.0% 
-120C 99 MW 472 t/h 18 t/h 490 t/h 2.4 bar 97 MW +2.0% 
-140C 99 MW 472 t/h 18 t/h 490 t/h 2.4 bar 97 MW +2.0% 
 
Since in case of heat-supply operation regime on the turbine it is not possible to measure only 
the electricity obtained on the basis of heat-supply steam extractions but rather the total 
electricity, in this case the electricity obtained on the basis of the total steam flow through a 
turbine is compared with total electricity that is given by the program. As can be seen from 
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Table 1, t he results obtained by using the program provide a good match with the 
measurement data obtained on the actual turbine: the deviation is in the range of +1.0% to 
+2.4%. It can also be seen that the sum of computed steam flow of heat extraction and 
computed steam flow to the condenser fully agree with the measured steam flow at the entry 
into the turbine. Therefore, it can be concluded that the results of the calculations provided by 
the program are reliable, including therefore also the equations based on these results. 
 
Single equations are valid only for a specific turbine, but by taking into consideration single 
specific characteristics similar equations can be obtained for different CHP turbines. 
 
6. Conclusion  

The paper presents some results of the original computational program by means of which it 
is possible to calculate all the operating regimes of T-100-110/130-3 CHP turbine. The energy 
characteristics, which are obtained by translating the previously designed uniform operating 
regime diagram from graphical to analytic form, are built in the algorithm of the program. 
The computational program is successfully used in the Cogeneration Plant Zagreb (TE-TO 
Zagreb) for the prediction of the relevant parameters of single operating regimes with the aim 
of work optimization of the CHP turbine. Simultaneously it makes possible to investigate the 
different operating regimes with the aim of improving their economy (e.g. the introduction of 
stage-wise heating of system water of district heating). The algorithm is also applicable for 
other types of CHP turbines, and by taking into consideration single specific characteristics, a 
program for calculating the operating regimes of the concrete turbine is obtained (condensing 
turbines with one or two controlled steam extractions; turbines with back-pressure, including 
the turbines with back-pressure and controlled steam extraction). The comparison of the 
results of the calculations provided by the program with the measured data obtained on the 
actual turbine during operation indicates that the equations presented in the paper are reliable, 
i.e. their accuracy is acceptable for the engineering application. 
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Abstract: Thermal power plant (TPP) 'Bitola' is the largest electricity producer in the Republic of Macedonia 
with installed capacity of 3x225 M W. It is a lignite fired power plant, in operation since 1982. Most of the 
installed equipment is of Russian (former Soviet) origin. Power plant's cold end consists of a condenser, pump 
station and cooling tower. The power plant was built without considerations regarding energy efficiency and 
usage of waste heat energy. 
A possibility to increase energy efficiency through low-temperature heat usage from the power plant’s cold end 
is shown in this work. The system includes connection of heat pump to the power plant’s cold end for heating of 
greenhouse (orangery) complex located close to power plant’s cooling towers. An analysis presenting economic 
feasibility of the concept for two different refrigerants used in the heat pump is also presented. 
Comparison between separate production of heat energy in a boiler - house and combined – merged system 
consisting of three heat pumps working in parallel proves the applicability of the heat pumps concept in terms of 
increased energy efficiency and pay-back period of investment. 
 
Keywords: Power plant, Heat pump, Energy efficiency 

1. Introduction 
Orangery or greenhouse is a building with microclimate quite different from the external, 
meaning its internal temperature is substantially different from the external air temperature. 
Part of the solar energy is absorbed by plants and soil, part is transformed to heat energy, 
hence heating up the internal air. That is the reason, depending on local climate conditions, 
heat radiation covers 30 to 60 % of the total heat energy needs of the orangery. 
 
Greenhouse complexes built so far in Macedonia are supplied with heat mainly by boilers 
using heavy oil as a fuel. At the moment, price of oil on the world market has negative impact 
on the price of end product. Price of the fuel, for some products, contributes to as much as 
70% in the total price of the product, [1]. That does not mean that the rate of growth of 
orangeries should decrease. It is necessary to substitute the oil with fuel available in the 
country, especially in the Bitola region. 
 
2. Low temperature heat energy from the cooling towers 
One of the possible ways to raise the efficiency of orangery production is by using part of the 
low temperature waste heat from cooling towers of lignite fired power plant "Bitola".  
A complex (combined) system is proposed, comprised of low temperature system (heat 
pumps) and system with boilers. 
 
One, two or more (up to 10) parallel systems can be located next to the cooling tower of TPP 
"Bitola". Each system should consist of 21 module, each with 1,5 ha  of greenhouses with 
dimensions: length 21x35 = 735 m and width of 428,6 m. Total area covered by one system is 
21x15 000 = 315 000 m2 or 31,5 ha. 
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Techno economic analysis presented in the article refers to one orangery complex comprised 
of 21 module with an area of 1,5 ha in each module. Creation of other parallel systems results 
in equal economic results. 
 
According to [2], the required installed heat energy for heating of the complex, (for 1,5 ha, 
required heat energy is 3 457 kW), for total area of 31,5 ha are: 

QOC = AOC⋅qOC = 31,5⋅2 305 = 72 600 kW   (1) 

Two systems, with three heat pumps in each system, should be installed in combination with 
boiler house for back-up heating of the medium (running on hot water 75/35 °C). 
Cooling tower of one of the blocks of thermal power plant "Bitola" works with following 
design parameters of cooling water: 
 - volume flow of water through cooling tower qw = 30 000 m3/h; 
 - temperature of hot water entering cooling tower tw1 = 33 °C; 
 - temperature of cold water exiting cooling tower tw2 = 25 °C. 
 
Low temperature system of heat pumps is supplied with water from the cooling tower's basin, 
e.g. Fig. 1. Basin has a volume of 10 100 m3, [3]. Water with temperature of 33 °C enters in 
parallel in every evaporator of the heat pumps where it is cooled down to a temperature of 25 
°C and through a common pipeline brought back into cooling tower's basin. 
 

 
Fig. 1.  Heat pumps connected to Thermal Power Plant’s cold-end; 1 – cooling tower; 2 – circulation 
pump station; 3 – condenser; 4 – heat pumps 
 
Mass flow of water from the cooling tower to the heat pumps is 3x359 = 1 077 kg/s, or 12,9% 
of designed flow of water in the system cooling tower – condenser. 
 
In evaporator of every heat pump, the quantity of heat transferred from the water to the 
refrigerant is: 

( )2111 wwpw ttcmQ −⋅⋅=   = 359⋅4,186⋅(33-25) = 12 022,192 kW 
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Total transferred heat for one system (made of 3 heat pumps):  

Qtotal = 3⋅Q1 = 3⋅12 022,192 = 36 066,576 kW   (2) 

Evaporators of all three heat pumps are connected in parallel (in respect to circulating water 
from cooling towers), while corresponding condenser units are connected in series (in respect 
to orangery’s’ heating medium 75/35 °C), e.g. Fig. 2. 
 

 
Fig. 2. Combined heating system: heat pumps and back-up boiler house 
 
Although calculations for two refrigerants (HFC-134a and R410A) and two different 
condensation temperatures (3 K and 5 K) were performed, due to limited space for the article 
only an example of calculation for one medium and one condensation temperature will be 
presented completely. Results from other calculations, a review of the operating 
characteristics of heat pumps for different working fluids, [4], [5] and [6], and condensation 
temperature of ∆tc = 3 K, is given on Table 1. 
 
Parameters from techno-economic analysis are shown hereafter, [7]. 
 
Total annual consumption of fuel for separate production of heat energy (boilers running on 
lignite with efficiency 90%) is: 

Qtot,yr = 132,5 GWh/year  ;  Byr = 69 920,844 tons of lignite/year  (3) 

where Qtot,yr is the total demand for heat energy per year and Byr is the total annual 
consumption of fuel if separated system is used. 
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Table 1. Review of operating characteristics of heat pumps for different cooling fluids 

Refrigerant HP 
No. ∆tc , K li , kJ/kg qc , kJ/kg mf , kg/s Ne , kW COPavg 

HFC-134a 1 5 21,91 168,27 53,93 1 312,84 6,220 
HFC-134a 2 5 29,82 164,68 77,15 2 501,76 4,565 
HFC-134a 3 5 31,39 154,05 94,25 3 287,23 3,975 
HFC-134a 1 3 22,36 171,82 52,82 1 341,63 6,088 
HFC-134a 2 3 27,44 166,10 76,49 2 332,10 4,903 
HFC-134a 3 3 35,49 161,45 89,93 3 546,24 3,685 

R410A 1 5 24,01 178,63 50,80 1 355,23 6,026 
R410A 2 5 32,46 184,08 69,02 2 489,31 4,593 
R410A 3 5 47,06 168,08 86,38 4 516,70 3,900 
R410A 1 3 27,41 185,93 48,81 1 486,53 5,494 
R410A 2 3 28,64 173,06 73,41 2 336,10 4,895 
R410A 3 3 36,56 162,78 89,20 3 623,50 3,606 

 
Combined system (comparison for heat pumps with HFC-134a and R-410A and ∆tc = 5 K): 

HFC-134a ; ∆tc = 5 K R-410A ; ∆tc = 5 K 
QBH,yr =33,13 GWh/year 

QTOT,HP = 99,37 GWh/year 
BTOT,yr = 17 482,85 t /year 

COPavg = 4,92 COPavg = 4,84 
ECOMP = 20,197 GWh/year ECOMP = 20,531 

GWh/year 
BCOMP,yr = 12 150,17 t/year BCOMP,yr=12 351,10 t/year 

B = 29 633,02 t/year B = 29 833,95 t/year 
∆B = 40 287,82 t/year ∆B = 40 086,89 t/year 

where QBH,yr is the total annual production of heat energy of the boiler house, QTOT,yr is the 
total annual production of heat from heat pumps, BTOT,yr is the total annual consumption of 
fuel of the boilers, COPavg is the average value of the coefficient of performance for a heat 
pump system, ECOMP is the total annual energy consumed by heat pump’s compressors, 
BCOMP,yr is the total annual consumption of lignite for heat pump’s compressors, B is the total 
consumption of fuel of a combined system and ∆B is the annual savings of fuel if a combined 
system instead of separated system is used. 

3. Economic efficiency 
Values for specific investment costs, maintenance costs and average price of coal for year 
2006, [8] and [9]: 
 - Lignite price   0,0556 EUR/kg 
 - Heat pump investment   142 907,5 EUR/1 MW 
 - Hot water boiler house investment  43 125 EUR/1 MW 
 
3.1. Investment costs 
А. For separate production of heat in a boiler-house:  

72,6⋅43 125 = 3,130875⋅106   EUR 
 

B. Combined system  
 - heat pumps:  36,3⋅142 907,5 = 5,187542⋅106   EUR 
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 - hot water boiler house:  36,3⋅43 125 = 1,565437⋅106   EUR 
 
 
3.2. Exploatation costs 
3.2.1. Cooling fluid HFC-134a and ∆tc = 5°C 

- Fuel 
А.   69 920 844⋅0,0556 = 3,8876⋅106   EUR/year 
B.   (17 482 850 + 12 150 174)⋅0,0556 = 1,647596⋅106   EUR/year 

- Maintenance costs 
А.   0,06⋅3,8876⋅106 = 0,233256⋅106   EUR/year 
B.   0,06⋅1,6476⋅106 = 0,100476⋅106   EUR/year 
 

3.3. Total annual costs 
3.3.1. Cooling fluid HFC-134a and ∆tc = 5°C 
А. Total annual costs for purely boiler system are equal regardless of the cooling medium 
used, 

ΣTA = (
8

10130875,3 6⋅ +3,8876+0,233276)·106 = 4,512216·106   EUR/year 

B. Investment costs  
8

10)674596,1187542,5( 6⋅+ = 0, 8577673⋅106  EUR/year 

- Fuel  (17 482 850 + 12 150 174)⋅0,0556 = 1,674596⋅106   EUR/year 
- Maintenance costs 0,06⋅1,674596⋅106 = 0,100476⋅106   EUR/year 

 
Total annual costs for the combined system are: 

ΣTB,com = (0,8577673+1,674596+0,100476)·106 = 2,632839⋅106   EUR/year 

Energy unit (specific) price: 

CA = 
3

6

105,132
10512216,4

⋅
⋅ = 34,055   EUR/MWh 

CB = 
3

6

105,132
10632839,2

⋅
⋅  = 19,87   EUR/MWh 

The rest or ‘the savings' are: 

ΣTA - ΣTB,com = (4,512216 – 2,632839)⋅106 = 1,879377⋅106   EUR/year 

Investment payback period: 

τ  = ( )
6

6

6

6

10879377,1
10752979,6

10879377,1
10565437,1187542,5

⋅
⋅

=
⋅

⋅+ = 3,59 years 
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4. Conclusion 
For the defined optimal orangerie's complex comprised of 21 modules, each having 1,5 ha or 
31,5 ha in total, and needed heat energy of 72,6 MW for heating up the complex, two systems 
are proposed: 
А. Separate system, comprised of boilerhouse for production of hot water which meets the 
total requirements for heating of the complex (72,6 MW, system 75/35 °C), and 
B. Combined (merged) system, comprised of low-temperature system with heat pumps 
(capacity of the pumps 36,3 MW) that will cover around 75% of the total annual heat energy 
requirements, and boilerhouse with capacity of 36,3 MW that will cover the remaining 25% 
of the annual heat energy needs. Calculations are done for two cooling fluids, HFC-134a and 
R410A and at two condensation temperatures (∆tc = 3 K and ∆tc = 5 K). 
 
Fuel used in the boilerhouse is lignite from the “Suvodol” basin (fuel used by the TPP) with 
lower calorific value of Hd = 7 580 kJ/kg. 
 
Techno economic analysis is performed under equal energetic efficiencies of both systems. 
Total annual costs for both systems are compared and results are shown on Table 2: 
 
Table 2. Comparison table for total annual costs for both systems 

System type 
Energy unit price Total annual costs Savings Investment 

return period 

(EUR/MWh) (EUR/year) 
(in millions) 

(EUR/year) 
(in millions) (in years) 

System A 34,055 4 512 216 / / 
System B 

HFC-
134a;∆tc=5K 

19,87 2 632 839 1 879 377 3,59 

System B 
HFC-

134a;∆tc=3K 
19,90 2 636 624 1 875 592 3,60 

System B 
R410A ; ∆tc=5K 20,33 2 693 458 1 818 758 3,70 

System B 
R410A ; ∆tc=3K 20,88 2 766 522 1 745 694 3,84 

 
From the analysis presented in the article, one can conclude that the combined (merged) 
system, that is the system that uses HFC-134a as a cooling fluid and ∆tc = 5 K is the most 
applicable in the turns of savings and investment payback period. 
 
Despite all the benefits of such a system, only basic structure for one greenhouse module was 
built near one of the cooling towers of above mentioned power plant. Unfortunately, neither 
pipelines nor other elements of the proposed system were ever built or installed.  
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Abstract: Optimum selection of prime movers in combined heat and power (CHP) systems is of crucial 
importance due to the fact that inappropriate choices reduce the benefits of CHP systems considerably. In the 
selection procedure the performance characteristics of prime movers as well as economic parameters should be 
considered. The aim of this paper is to present a thermo-economic approach to selecting the optimum nominal 
power and planning the operational strategy of internal combustion engines in a medium scale combined heat 
and power system is presented using the Net Annual Cost (NAC) criterion. Three modes of operation have been 
considered, namely one-way connection (OWC) mode, two-way connection (TWC) mode, and heat demand 
following (HDF) mode. The proposed method has been used for a case study. It has been observed that the 
optimum nominal powers in the case of using gas engines are 3.3 MW, 3.2 MW, and 1.2 MW and in the case of 
using diesel engines are 3.4 MW, 3.4 MW, and 1.4 MW for TWC, OWC, and HDF modes respectively. The 
proposed method may be also used for other types of prime movers as well as various sizes of combined heat 
and power systems. 
 
Keywords: Combined Heat and Power System, Internal Combustion Engines. 

Nomenclature  

ACT    annual carbon tax .......................... $/year 
C    cost ................................................. $/kWh 
CC    capital cost ............................................. $ 
COF  cost of fuel per hour ........................... $/hr  
𝐻̇   heat rate ............................................... kW 
HRB  heat recovery boiler 
i   interest rate ............................................ % 
k        number of equipment 

LT   lifetime ............................................... year 
MC   maintenance cost per hour ................. $/hr 
N   number of time intervals 
NAC  Net Annual Cost ............................. $/year 
P   electric power ...................................... kW 
SV     salvage value...........................................$ 
τm        time interval of demand profile................h

 
Subscripts  

b    buying electricity 
el   electricity 
f   fuel 
h       heat 
r       required 
s       selling electricity  
 
1. Introduction 

Combined heat and power (CHP) systems are considered to be one of the most important 
ways to consume the fossil fuels efficiently. These systems emit less pollution compared to 
the separate production of the same amount of electricity and heat. This paper presents a 
thermo-economic method for optimum sizing of internal combustion engines to serve as the 
prime movers of medium scale (500 kW-5,000 kW) combined heat and power systems. Three 
modes of operation: one-way connection (OWC) mode, two-way connection (TWC) mode, 
and heat demand following (HDF) mode are examined. In all three modes, buying electricity 
from the grid is possible while selling electricity to the grid is allowable in TWC and HDF 
modes. The objective of HDF mode is to minimize the waste of energy; therefore the engines 
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work in a condition at which the excess generated heat is minimal. A backup boiler can be 
installed to supply heat in all three modes.  

 
2. Methodology 

The applied method is one of the standard engineering economy approaches which is called 
annual cash flow (ACF) analysis. In ACF method, all costs and benefits are converted to 
equivalent uniform annual cost (EUAC) and equivalent uniform annual benefit (EUAB). To 
compare the various options, the difference of EUAC and EUAB (EUAC-EUAB) is 
calculated and the one which results in the minimum value is the most economical choice [1]. 
Based on the annual cash flow method, the proposed objective function (Net Annual Cost 
(NAC) $/year) is defined as: 
 

NAC=�∑ (𝐶𝐶𝑗 − 𝑆𝑉𝑗( 1
(1+𝑖)𝐿𝑇

𝑘
𝑗=1 ))� ( 𝑖(1+𝑖)𝐿𝑇

(1+𝑖)𝐿𝑇−1
)+ACT+∑ [𝑁

𝑚=1 ∑ �𝑀𝐶𝑗 + 𝐶𝑂𝐹𝑗� + 𝑃𝑏 ×𝑘
𝑗=1

𝐶𝑒𝑙,𝑏 − 𝑃𝐶𝐻𝑃,𝑟 ×𝐶𝑒𝑙 − 𝐻̇𝐶𝐻𝑃,𝑟 × 𝐶ℎ − 𝑃𝐶𝐻𝑃,𝑠 × 𝐶𝑒𝑙,𝑠]𝑚 × 𝜏𝑚                                                  (1) 
 
2.1. Selection and planning of operational strategy 
To determine the optimum nominal power and the operational strategy of internal combustion 
engines as prime movers of CHP systems based on the specific electricity and heat demand 
profile, the following procedure is adopted: 
 For nominal powers from 500 kW to 5,000 kW and for each time interval of demand 

profile (𝜏𝑚) with changing of partial load from 20% to 100%.  
 Calculating NAC for a given partial load (this is represented by NACm). 
 Comparing the calculated NACm values and choosing and saving the minimum value 

(NACm, min) and its associated partial load. 
 Calculating NAC by adding up the NACm, min values for all time intervals. 
 Choosing the nominal power which results in the minimum NAC as the prime 

mover’s nominal power of the CHP system. 
 For the selected nominal power and for each time interval the partial load at which the 

NACm, min is obtained is the operational strategy of CHP system. 
  
3. Results 

To illustrate the Net Annual Cost method, we have chosen a case study. It is noted that 
adoption of the specific operational mode directly depends on the method of connection to the 
grid which determines the possibility of selling electricity. Fig. 1 shows the electricity and 
heat demand profile for the case study based on operational data of a local educational 
institute [2]. 
 

 
Fig 1. Demand profile for the case study 
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Table 1 lists the costs of natural gas, diesel fuel, and electricity as well as the value of 
generated electricity and heat [3-5].  A nominal Carbon tax of $30 per emitted tonne of CO2 
equivalent is assumed [6]. 
 
Table 1. Price list 

Items Price ($/kWh) 

Buying electricity (Cel,b) 0.18 
Natural gas 0.045 
Diesel fuel 0.117 
Selling electricity (Cel,s) 0.15 
Generated electricity (Cel) 0.18 
Generated heat ( gas engine) (Ch) 0.05 
Generated heat ( diesel engine) (Ch) 0.138 
 
Figs. 2-4 illustrate the variation of Net Annual Cost versus nominal power of gas engine in 
three modes of operation. In TWC mode a 3.3 MW gas engine, in OWC mode a 3.2 MW gas 
engine, and in HDF mode a 1.2 MW gas engine have resulted in the minimum NAC values. 
Fig. 2 Variation of Net Annual Cost versus gas engine nominal power in TWC mode 

Fig. 3 Variation of Net Annual Cost versus gas engine nominal power in OWC mode 
 

Fig. 4 Variation of Net Annual Cost versus gas engine nominal power in HDF mode 

The variation of NAC with nominal power of diesel engine for three modes of operation is 
shown in Figs. 5-7. The optimum nominal powers in TWC, OWC, and HDF modes are 3.4 
MW, 3.4 MW, and 1.4 MW, respectively. 
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Fig. 5 Variation of Net Annual Cost versus diesel engine nominal power in TWC mode 
 

 
Fig. 6 Variation of Net Annual Cost versus diesel engine nominal power in OWC mode 
 

 
Fig. 7 Variation of Net Annual Cost versus diesel engine nominal power in HDF mode 

The operational strategy of selected gas engines and diesel engines in the three modes of 
operation is shown in Figs. 8-13. 
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Fig. 8 The operational strategy of selected gas engine in TWC mode of operation 
 

 
Fig. 9 The operational strategy of selected gas engine in OWC mode of operation 
 

 

Fig. 10 The operational strategy of selected gas engine in HDF mode of operation 
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Fig. 11 The operational strategy of selected diesel engine in TWC mode of operation 
 

 
Fig. 12 The operational strategy of selected diesel engine in OWC mode of operation 
 

 
Fig. 13 The operational strategy of selected diesel engine in HDF mode of operation 
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4. Discussion 

The figures for the operational strategy of selected gas engines show that in TWC mode, in 
which selling the excess electricity is allowed, the prime mover works at full load condition 
during the year. In OWC mode, the prime mover follows the electricity demand profile and 
produces as much electricity as required. In HDF mode, a large amount of electricity should 
be bought due to the fact that to produce as much less heat as possible the prime mover works 
in low load conditions. 
 
It is noted that because of high price of diesel fuel, in TWC mode of operation the diesel 
engine follows the electricity demand profile and there is no excess electricity to be sold. 
Therefore, the values of NAC and consequently the operational strategy results are the same 
for TWC and OWC modes. Similar to gas engine, the prime mover works in low load 
condition in HDF mode. 
 
5. Concluding remarks 

In this paper, a thermo-economic method for the optimum sizing and planning the operational 
strategy of internal combustion engines in a medium scale combined heat and power system is 
presented introducing the Net Annual Cost (NAC) criterion. The methodology has been 
adopted for an operational case study and the proposed method can be used for all types of 
prime movers as well as various sizes of the system. 
 
References 

[1] D. G. Newnan, T. G. Eschenbach, J. P. Lavelle, Engineering Economic Analysis, Oxford 
University Press, 9th Edition, 2004. 

[2] www.uow.edu.au/about/environment/energy/ planning 

[3] www.integral.com.au 

[4] www.originenergy.com.au 

[5] www.aip.com.au 

[6]  J. Humphreys, Exploring a Carbon Tax for Australia, The Centre for Independent 
Studies, 2007, Available from: http://www.cis.org.au. 

3268

http://www.uow.edu.au/about/environment/energy/%20planning/
http://www.integral.com.au/
http://www.originenergy.com.au/
http://www.aip.com.au/
http://www.cis.org.au/


Air gasification of palm empty fruit bunch in a fluidized bed gasifier using 
various bed materials 

Pooya Lahijani1, Ghasem D. Najafpour2,*, Zainal Alimuddin Zainal1, Maedeh Mohammadi2 
1 School of Mechanical Engineering, Engineering Campus, Universiti Sains Malaysia, 14300 Nibong Tebal, 

Penang, Malaysia 
2 Faculty of Chemical Engineering, Noushirvani University of technology, 47147 Babol, Iran 

 Corresponding author: Fax: +98 111 321 0975, E-mail address: Najafpour@nit.ac.ir ٭

Abstract: 0TUse of lignocellulosic biomass as an alternative, renewable and sustainable source of energy has 
fulfilled part of the growing demand for energy in developed countries. Amongst various technologies applied to 
convert biomass wastes to biofuel and bioenergy, biomass gasification has attracted considerable attention. In 
this work, gasification of palm empty fruit bunch as a potential lignocellulosic waste was investigated in a pilot 
scale air-blown fluidized bed. Silica sand and dolomite were used as bed material. The bed temperature was 
varied in the range of 650 to 1050 P

o
PC. The quality of the producer gas (HR2R, CO, COR2R and CHR4R) and gasification 

performance was assessed in terms of heating value, 0Tcarbon conversion efficiency, dry gas yield and cold gas 
efficiency. 0TIt was concluded 0Tthat high temperatures improved the quality of producer gas; 0Tmaximum heating 
value of 5.3 and 0T5.5 MJ/NmP

3
P0T were achieved using silica sand and dolomite. Maximum dry gas yield of 1.84 and 

1.79 (NmP

3
Pgas/kg biomass), carbon conversion of 91 a nd 85% and cold gas efficiency 0Tof 69 a nd 65%0T were 

obtained for silica sand and dolomite, respectively. Although the quality of the produced gas was considerably 
improved at high temperatures, however formation of the bed agglomerates was the major concern at 
temperatures above 800 and 850 P

o
PC for silica sand and sawdust. 

 
Keywords: 0TBiomass gasification, Fluidized bed, Gas producer, Palm empty fruit bunch 

1. 0BIntroduction 

0TIn recent years, rapid development of modern industry has greatly increased the demand for 
energy. 0TToday, fossil fuels are the most common energy sources in the world. Most countries 
which use such conventional fuels are facing major air pollution problems as it has been 
estimated that the world’s oil reserves will get depleted by 2050 [1]. Besides, significant 
amount of pollutants including COR2R, NORxR and SORxR are emitted from fossil fuels into the 
atmosphere. Meanwhile, the cost of fossil fuel is globally increasing [1, 2]. 0TConsidering theses 
issues, boosts the importance of finding and exploring alternative, renewable and sustainable 
energy resources. 
 
0TLignocellulosic biomass is one of the potential renewable energy resources which is receiving 
great worldwide attentions. Malaysia as the largest producer of palm oil generates a large 
amount of lignocellulosic residues including palm empty fruit bunch (EFB), palm shell and 
mesocarp [3]. These lignocellulosic biomass feedstocks 0Tcan be efficiently utilized in various 
thermo-chemical conversion processes to yield energy and fuels. Among various biomass 
conversion technologies, special attention has been paid to biomass gasification due to its high 
conversion efficiency [4-6]. 
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A survey of literature reveals successful application of lignocellulosic biomass in various 
types of gasifiers including fixed beds [7], entrained flow [8] and fluidized beds [9-13]. 
However, amongst different categories of gasifiers, fluidized beds have offered advantages 
such as efficient mixing of gas and solid, improved reaction rate and conversion, and low tar 
content of the producer gas. Various gasifying agents including air, steam, oxygen-steam, air-
steam, O2-enriched air and oxygen-air-steam have been utilized in fluidized beds [6, 8, 14,  
15]. Although a very high quality producer gas is not attainable through air gasification, 
however is boosts the feasibility of the biomass gasification for industrial application. 
 
Although various biomass feedstocks have been gasified in fluidized beds, little data has been 
published on g asification of EFB in catalytic fluidized beds. Current research aims to 
investigate the gasification of EFB in a pilot-scale air blown bubbling fluidized bed. Calcined 
dolomite and silica sand were used as bed material and their effect on the quality of the 
producer gas was investigated.     
 
2. Methodology 

2.1.  Biomass feedstock and its characterization 
The biomass used in the current study was palm empty fruit bunch which was obtained from a 
local palm oil mill factory. The raw feed containing high amount of moisture was air dried for 
2 days.  The dried feed was then crashed and ground to the fibers with the mean length of 2-6 
mm.  
 
Ultimate and proximate analysis was conducted on a  sample of EFB to determine the 
elemental composition of the biomass. The heating value of EFB was measured by a bomb 
calorimeter. The obtained results and data analysis are presented in Table 1. 
 
Table 1. Ultimate and proximate analysis of EFB 

Ultimate analysis (wt %)  
Carbon 43.52 
Hydrogen 5.72 
Oxygen 48.90 
Nitrogen 1.20 
Sulfur 0.66 
Proximate analysis (wt %)  
Moisture 7.80 
Volatiles 79.34 
Ash 4.50 
Fixed carbon 8.36 
HHV, MJ/kg (dry basis) 15.22 

 

 

2.2. 5BSystem description and operation 
An air blown bubbling fluidized bed gasifier with the height of 1050 mm and internal 
diameter of 150 mm was operated for EFB gasification. Air was introduced into the gasifier 
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using a 0.75kW blower. Silica sand and calcined dolomite with mean size of 600 µm were 
used as bed material. The biomass was continuously fed into the reactor through a screw 
feeder conveyer equipped with an inverter. The temperature of different operating zones of 
the gasifier was monitored by several type K thermocouples. The operated experimental setup 
is represented in Fig. 1. 

 
At start up, t he system was heated up t o the desired temperature of 500 oC. There was a 
heating chamber supplied by LPG below the distributer plate to provide the necessary heat. 
As the temperature of reactor reached to 500 oC, air was introduced and the biomass feeding 
was started. To avoid the pyrolysis of biomass inside the screw feeder, there was a cooling 
jacket surrounding the conveyor and cooling water always passed during the process.  
 

 

Fig. 1. Schematic representation of the pilot-scale BFB gasifier:  
1. Mass flow controller; 2. Blower; 3. Variable frequency driver; 4. Feeding hopper; 5. Water cooled 

screw feeding system; 6. Fluidized bed reactor; 7. Particle holder; 8. Cyclone; 9. Temperature 
monitoring unit; 10. Condensers; 11. Fiber filter; 12. Silica gel; 13. Gas chromatograph 

 
2.3. Gas sampling and analysis 
The gasifier was operated at atmospheric pressure. The gasifier was equipped with a cyclone 
and the dirty outlet gas containing ash, char, tar and dust particles entered the cyclone 
separator. The cyclone removed ash and chars from the hot gas and derived them into the bin 
connected to the cyclone. Producer gas was exited from the cyclone to the incinerating device 
while a part of it was sent to the gas sampling unit. The gas samples were collected in several 
gas sampling Tedlar bags for further analysis using Gas Chromatograph (GC). The GC 
(Agilent Technology, 4890) was equipped with a thermal conductivity detector (TCD). A 
packed Carboxene 1000 (Supelco, USA) column (15 ft ×  1/8 in, 80/100 mesh) was used to 
measure the mole fraction of permanent gases. External standard method obtained from 6 
tanks of simulation gas was used to calculate the composition of the producer gas. 
Temperature programmed GC analysis was carried out with initial oven temperature set at 35 
°C, then it was gradually increased to 210 °C at a rate of 20 °C/min. The injector and detector 
temperatures were 150 and 220 °C, respectively. Helium was applied as carrier gas at a rate of 
35 ml/min. 
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3. Results and Discussions 

3.1. Producer gas composition 
In order to investigate the effect of temperature and bed material on the composition of 
producer gas, the bed temperature was varied in the range of 650 to1050 oC. The results are 
depicted in Fig. 2 (a) to (d). As observed in Fig. 2 (a) increasing the bed temperature from 650 
to 1050 oC improved the H2 content of the producer gas from 7.3 to 12.4% and 11.1 to 16.8% 
for silica sand and dolomite, respectively. Such increase in the H2 level of the producer gas 
was due to the improvement of the endothermic reactions (1-3) involved in the gasification 
process:  
 
CH4 + H2O ↔ CO + 3H2            ∆H= +206 kJ/mol      (1) 
 
CH4 + 2H2O ↔ CO2 + 4H2        ∆H= +165 kJ/mol      (2) 
 
CH4 + CO2 ↔ 2CO + 2H2          ∆H= +247 kJ/mol      (3) 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 2. Effect of bed temperature and bed material on producer gas composition 
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Beside the contribution of the endothermic reforming reactions in increasing the H2 
concentration, the remarkable higher H2 concentration obtained using dolomite in comparison 
to sand was confidently related to the improved tar cracking reactions (4-6): 
 
CnHm (tar) + nH2O ↔ (n + m/2) H2 + nCO         ∆H > 0     (4)   
                  
CnHm (tar) + nCO2 ↔ (m/2) H2 + 2nCO             ∆H > 0      (5)   
  
CnHm (tar) ↔ (m/2) H2 + nC                              ∆H > 0      (6) 
 
The variation of CO level of the producer gas with respect to the bed temperature is presented 
in Fig. 2 (b). The obtained result revealed the positive effect of the bed temperature on CO 
content. As the bed temperature was raised from 650 to 1050 oC, the CO level increased from 
11.5 to 19.8% and 16.2 to 18.7 for silica sand and dolomite, respectively. It was inferred that 
improved char gasification reactions (7 and 8) as well as methane reforming reactions (1-3) 
were the main cause of such increase at high temperatures [12]:  
 
C + H2O ↔ CO + H2         ∆H= +131 kJ/mol           (7) 
 
 C + CO2 ↔ 2CO               ∆H= +172 kJ/mol           (8) 
 
Fig. 2 (C) shows the CH4 level of the producer gas at various applied bed temperatures. The 
maximum CH4 level of 3.8 and 3.6% was obtained at 750 oC for silica sand and 650 oC for 
dolomite, respectively. The results showed that the CH4 content of the producer gas follows a 
reducing trend for both silica sand and dolomite at high gasification temperatures. High 
temperature favors endothermic methane reforming reactions, thus reducing the CH4 content 
of the producer gas.  
 
The variation of CO2 level of the producer gas with respect to the bed temperature is 
presented in Fig. 2 (d).The high concentration of CO2 was observed at low temperatures and 
then a drastic decrease at temperatures above 850 oC was experienced for both sand and 
dolomite. At low temperatures, CO2 is produced through water-gas shift reaction (9) but high 
temperature promoted its evolution via methane reforming (2). However, the generated CO2 
was consumed through methane dry reforming (3), tar cracking (5) and Boudouard reaction 
(8) to yield more H2 and CO and lead to a decrease in CO2 level at temperatures above 850 
oC. The lowest CO2 content of 17.4  was achieved at 1050 oC for both sand and dolomite. 
 
CO + H2O ↔ CO2 + H2     ∆H= - 41.98 kJ/mol        (9) 
 
3.2. Gasification performance 
Fig. 3 (a) illustrates the effect of bed temperature on high heating value (HHV) of the 
producer gas for sand and dolomite. As explained earlier, high temperatures enhanced the 
evolution of combustible gases especially H2 and CO which in turn resulted in an increase in 
HHV of the producer gas. The HHV of the producer gas increased from 3.3 to 5.3 MJ/Nm3 
and 4.9 t o 5.5 M J/Nm3 for silica sand and dolomite, as the bed temperature was increased 
from 650 to 1050 oC.    
 
Variations of dry gas yield with respect to bed temperature are shown in Fig. 3 (b) for silica 
sand and dolomite. Increase of the bed temperature improved the dry gas yield from 1.3 to 1.8 
Nm3/kg and 1.5 to 1.8 Nm3/kg for dolomite, respectively. Increase in dry gas yield may be 
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originated from the promotion of initial pyrolysis rate at high temperatures which increased 
the gas production as well as steam cracking and reforming of tars at high temperatures. In 
addition, endothermic reactions of char gasification at elevated temperature (7 and 8) 
improved the dry gas yield [11]. 
 
The result of carbon conversion calculation is presented in Fig. 3(c) for sand and dolomite. As 
expected, high temperatures enhanced carbon conversion efficiency due to the improvement 
of water-gas and Boudouard reactions (7 and 8) through which more carbon is converted to 
gaseous products. However, increase of the bed temperature beyond to 850 oC did not 
enhance carbon conversion due to the reduction of CO2 content despite CO production.  
 
Improvement of cold gas efficiency with increasing the bed temperature for EFB and sawdust 
is depicted in Fig. 4 (d). The highest cold gas efficiency of 69 and 65% was achieved at 1050 
oC for sand and dolomite due to the high dry gas yield and heating value.  
 

 
(a) 

 
(b) 

 

(c) 

 

(d) 

Fig 3. Effect of bed temperature and bed material on gasification performance 

 
Agglomeration of the bed material was observed as the major concern in EFB fluidized bed 
gasification, especially at high temperatures. Such undesired phenomenon originated from the 
high K2O content of EFB (44%) which deteriorates the sintering and agglomeration tendency 
of the bed materials to form low melting eutectics [16]. Increase of the bed temperature 
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beyond to 800 and 850 oC for silica sand and dolomite, resulted in the growth of bed particle. 
However, agglomeration with dolomite was not severe and the size of agglomerates was not 
considerable in comparison to silica sand agglomerates. 
 
4. Conclusions 

Gasification of EFB as an abundant lignocellulosic waste was studied in an air blown pilot-
scale bubbling fluidized bed gasifier. The effect of bed temperature and catalytic bed material 
on the quality of the producer gas was assessed. The achieved results proved the potential of 
this biomass to generate energy as the HHV of 5.5 M J/Nm3 was obtained with dolomite. 
However, the agglomeration evolved at high temperatures was the main concern in EFB 
gasification. Thus, the EFB gasification experiments should be performed at temperatures 
below 850 oC to ensure the avoidance of any agglomeration. 
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Abstract: This paper investigates sustainable building and low energy housing at a neighbourhood or city 
district scale. In particular, it examines how futures thinking on the energy performance can be integrated into 
the selection of building components, materials and low or zero carbon technologies. A multiple case study is 
undertaken in European housing developments that represent sustainable communities of ‘best practice’. A 
literature review on the need for long-term thinking in the built environment research is followed by the 
definition of ‘future-proofed design’ and its application to the energy performance of housing developments. The 
extent to which building strategies in selected urban settlements have been ‘future-proofed’ is assessed. The 
analysis of the case studies includes a set of identified trends and drivers affecting the energy performance of 
buildings by 2050. The building strategies that explicitly accommodate these future aspects in these projects are 
also examined. Results suggest that the vast majority of building decisions focus predominantly on cost-effective 
solutions, such as energy efficiency measures. The use of renewable energy technologies, low embodied energy 
components, and new methods of construction relate to a demonstration project or any specific regulatory 
requirements. It is shown that ‘best practices’ accommodate predictable trends and drivers rather than exploring 
a wider spectrum of plausible futures. This reveals the tendency to neglect long-term thinking due to the 
complexity of dealing with uncertainty and the short-term mindset of the building industry. It is concluded that 
building strategies need to be more flexible to adapt to climate change, accommodate future changes and follow 
the increasingly stringent building regulations. A new generation of decision-support tools that combine futures 
techniques with mainstream sustainability assessment methods should also be developed.  
 
Keywords: Sustainability, Housing developments, Energy performance, Future-proofing, Building strategies. 

1. Introduction 

The building sector has the greatest potential to deliver long-term, significant and cost-
effective Greenhouse Gas (GHG) emissions compared to other major emitting sectors, such as 
transport and industry [1]. It is estimated that 64% of the world’s economic production, 
consumption and environmental pollution is associated with the urban built environment in 
developed countries, where people spend around 80-90% of their time indoors [2-3]. At 
present, the building sector accounts for around 40% of total energy consumption worldwide, 
which translates to about 30% of global carbon dioxide emissions [4].   
 
Sustainable development is ‘development that meets the needs of the present without 
compromising the ability of future generations to meet their own needs’ [5]. Sustainable 
building has emerged as an integrated approach to urban design with the evaluation of social, 
economic and environmental aspects surrounding the use of natural resources, energy 
consumption, environmental performance, functional quality, and the consideration of future 
values [6]. The latter entails the concept of ‘future-proofing’, which refers to an explicit and 
systematic appraisal of future possible options. In practice, however, little research has been 
conducted into the issue of how to design and construct buildings considering long-term 
implications of the energy performance and carbon footprint, due to the dominant short-term 
mindset that prevails in much of the property and construction sectors [7].  
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This paper introduces the concept of ‘future-proofed design’ and presents its application to 
the energy performance of European housing developments of ‘best practice’. It seeks to 
assess the extent to which exemplary projects integrate futures thinking into the selection of 
materials, building components and low or zero carbon technologies. The objective is to 
uncover building strategies that can ‘future-proof’ the energy performance of residential 
buildings against long-term impacts of climate change, technological innovation, 
demographics, energy behaviours and market forces. The term ‘energy performance’ refers to 
energy efficiency, on-site renewable energy generation, and the embodied energy1 of 
materials and building components. There is a growing trend towards ‘sustainable 
communities’, which refer to eco-developments of various scales, such as eco-
neighbourhoods, eco-towns or eco-cities. In this paper, the term relates to urban settlements at 
the neighbourhood or city district scales that demonstrate pioneer thinking, political 
leadership, a whole systems approach, innovative financial solutions, low carbon innovation, 
multi-stakeholder collaboration, and community engagement [8]. Unlike individual buildings, 
community-led processes offer greater opportunities for a step change in sustainability 
through the integration of community energy networks and better economies-of-scale for 
novel Renewable Energy Technologies (RET) [9].  
 
2. Methodology: Case study approach 

The research adopts a ‘real-life’ perspective to understand the opportunities, practical 
constraints, and trade-offs in the selection of materials, building components and RET. The 
literature review focuses on the justification and conceptualisation of ‘future-proofing’. A 
multiple case study method is employed in turn and ‘best practice’ European housing 
developments from 200 to 11,000 residences are selected. Table 1 provides a list of the case 
studies, along with a short project description. These projects are expected to provide the best 
platform for planning and design techniques from which to develop any improvements with 
regard to ‘future-proofing’. Case studies entail both desk-based research and fieldwork. An 
ongoing survey via a structured questionnaire in parallel to expert interviews and focus 
groups via a semi-structured questionnaire are carried out since October 2010. The target 
audience includes planners, developers and local authorities involved in these projects.  

 
3. The concept of future-proofed design in urban settlements 

3.1. The need for futures thinking  
An underlying reason to ‘future-proof’ buildings is that design choices cannot be easily 
revised and that the cost of inaction significantly outweighs the cost of timely action [14-15]. 
Futures thinking should be systematically integrated into the early planning and design stages, 
thus avoiding social, economic, and environmental costs associated with modifying 
settlements once they have been built. ‘Although upfront design and construction costs may 
represent only a fraction of the lifecycle costs, when just 1% of a project’s upfront costs are 
spent, up to 70% of its lifecycle costs may already be committed […] that first 1% is critical 
because, as the design adage has it, all the really important mistakes are made on the first day’ 
[16].  

                                                           
1 Embodied energy is the energy used to extract, process, manufacture and transport building materials and components. 
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Table 1: Selected ‘Best-Practice’ Housing Developments in Europe. 
Project Description  

Hammarby Sjöstad, 
Stockholm, 
Sweden [8]  

The 2010 European Green Capital. A mixed-use development of 
11,000 apartments with energy, waste, and water following a unique 
eco-cycle. The City’s long-term goal is to be fossil fuel-free by 2050. 

Malmö,  
Sweden [10] 

Bo01 and Västra Hamnen are two ‘green’ neighbourhoods (around 
600 homes). By 2020, the City aims to be climate neutral and by 
2030 the whole municipality will run on 100% renewable energy. 

Freiburg, Germany 
[8] 

Vauban (5,000 homes) and Rieselfield (4,200) homes are two district 
demonstrating pioneer thinking in solar energy.  

Hanham Hall, 
Bristol, UK [9] 

The first development of around 185 homes to meet zero carbon 
standards (Code for Sustainable Homes Level 6) in the UK. 

 
Another key motivation for future-proofing is the slow turnover of the stock. Buildings have 
generally an economic life of 50 to 60 years and a design life of 40 to 100 years [17-18]. Long 
lifecycles are due to high upfront costs of retrofitting, practical difficulties associated with 
deconstruction or demolition, and social attachments due to historical or cultural reasons, 
even if this was not explicitly the intention [19]. However, change is inevitable and caused by 
operational and maintenance processes, which determine refurbishment, deconstruction or 
demolition. It is estimated that 70% of the existing stock will be standing in 2050, thus each 
new building constructed in an energy-wasting manner or retrofitted to a suboptimal level will 
lock us into a high carbon-footprint future.  
 
3.2. Definition of future-proofed design 
Future-proofing is defined as ‘designing something that can be resilient to future 
developments including both mitigation of negative impacts and taking advantage of future 
opportunities’ [20]. This concept is promoted implicitly within the increasingly stringent 
environmental legislation, building standards and regulations at European and national levels, 
such as the recast of the European Performance Building Directive and the UK Climate 
Change Bill [21-22]. When applied to the context of energy and buildings, future-proofing 
refers to building strategies made at early stages which can be connected to long-term energy 
solutions, such as ability to accommodate new technologies or space for energy storage, thus 
achieving optimum energy performance throughout the lifecycle [23].  
 

Northstowe, 
Cambridgeshire, 

UK [11] 

A new carbon neutral town of approximately 9,500 new homes, a 
town centre, offices and schools at a pre-design stage. 

First wave of the 
Eco-town 

Programme 
UK [9,12] 

Four new mixed-use developments of around 5,500 zero carbon 
homes and 40% of affordable housing at a pre-design stage:  
- Whitehill Bordon, East Hampshire 
- China Clay Country, St.Austell, Cornwall 
- Rackheath, Norfolk 
- Northwest Bicester, Oxfordshire 

One Planet 
Communities 

UK [13] 

- BedZED, London Borough of Sutton: around 100 zero carbon 
homes and 50% affordable housing. 
- One Brighton: a new mixed-use development of around 175 zero 
carbon apartments, office units and community facilities.  
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A future-proofed design strategy entails ‘stress-testing’ against a range of possible futures to 
ensure that building decision remain robust of the lifecycle and simultaneously ensuring 
effective management of future energy requirements. There are two key characteristics that 
underline this concept:  
- The level of uncertainty surrounding the trends and drivers that could influence the energy 
performance of buildings, which can vary between predictable trends and unknown aspects 
that cannot be anticipated based on present forecasts. 
- The level of availability in product and process innovation; i.e. technical solutions and 
decision processes to accommodate future aspects of the energy performance. 
 
Future-proofed building strategies should manage both uncertainty and the need for 
innovation. This will aid the selection of materials, building components and low or zero 
carbon technologies that will be cost-effective and flexible in accommodating future changes 
or requirements. The benefits of sustainable building can only be realised over the long-term 
and, therefore, failure to incorporate futures thinking may result in poor levels of energy 
performance for decades.  
 
4. Results 

A review of policy documents and consultation reports for the identified case studies, along 
with data gathered via the ongoing survey and interviews, have revealed the extent to which 
‘best practice’ urban settlements accommodate futures thinking in energy-related decisions.  
 
4.1. Trends and drivers affecting the energy performance of urban settlements  
Figure 1 reveals that the investigated housing developments acknowledge predominantly four 
trends and drivers from a broad spectrum of issues affecting buildings by 2050. These 
include: i) demographic changes due to increase in urban populations and social changes in 
housing unit and tenure types, ii) the increasingly stringent environmental legislation, 
building standards and regulations, iii) innovative economic incentives and funding 
mechanisms for energy efficiency, RET, and community energy networks, and iv) the launch 
of new technical solutions.  
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Fig.1. Trends and drivers affecting the energy performance of urban settlements by 2050. 
 
Higher energy prices and lifestyle changes are considered to some extent. The latter refers to 
the energy-intensive behaviours associated with higher energy consumption, such as the 
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purchase of more appliances, higher preferred lighting levels or room temperatures, and the 
occupancy of larger living spaces per person. Nonetheless, it is shown that ‘best practices’ do 
not fully consider adaptation to a changing climate change, as this trend is not considered or 
even overlooked in about two thirds of the survey data. Many future impacts of the energy 
performance of housing developments are already ‘locked-in’, as result of past GHG 
emissions. Figure 1 shows that adaptation to a changing climate is not yet a priority at the 
design stage, as building strategies have mainly focused on mitigation; i.e. reducing GHG 
emissions via energy efficiency measures and the use of RET. 
 
4.2. Future-proofed building strategies  
This section includes a list of building strategies adopted in the selected case studies as shown 
in Table 2, along with observed limitations and directions for future research. These future-
proofed building strategies aim to accommodate the trends and drivers affecting the energy 
performance of buildings by 2050 (see Figure 1). In addition, Table 2 provides an 
understanding of the decision-making process behind them. Survey data reveals that the 
majority of the building strategies are selected due to the commonly used and cost-effective 
environmental design techniques; i.e. strategies to mitigate GHG emissions with energy 
efficiency measures.  
 
Table 2: Future-proofed building strategies used in the case studies. 

Building strategies Main reason for selection 
Energy efficiency of the building fabric: 
• Passive systems: location and orientation, natural 

daylighting, external shading, natural ventilation 
• Active systems: optimum insulation, thermal mass, and 

advanced glazing 
• Low energy lighting 
• Low energy appliances 
• Control systems: building management systems and smart 

metering 

Standard practice,  
cost-effective 

Low and zero carbon technologies:  
• Individual buildings: solar thermal panels, photovoltaic 

(PV) panels, micro-wind, heat pumps 
• Local energy networks 

- Gas-fired and biomass-fuelled Combined Heat and 
Power (CHP) plants  

- District heating and/or cooling systems 
- Large wind turbines outside built-up areas  

Demonstration project 

Low embodied energy materials and building components 
Demonstration project, 
regulatory requirement 

New methods of construction (e.g. prefabricated solutions, 
green roofs and walls, cool roofs, phase change materials, smart 
facades) 

Demonstration project, 
regulatory requirement, 

marketing or ‘green’ 
image 

   
Apart from the abovementioned environmental design features, the analysis of the case 
studies shows that ‘best practices’ integrate economic aspects of sustainability to enhance 
long-term affordability in the building layouts, functions, materials, building components and 
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energy systems. This is achieved by process innovation in business models for the 
commercialisation of new technologies or the establishment of energy partnerships and 
community trusts. An example can be the establishment of an Energy Service Company 
(ESCO), which engages in a long-term arrangement with a developer to cover both the 
financing and management of the energy-related costs over the development’s upfront and 
running costs. Furthermore, ‘best practices’ demonstrate social aspects of sustainability, by 
ensuring buildings for all types of occupants with a variety in housing unit and tenure types 
and by enhancing health and well-being. Social acceptability of low or zero carbon 
technologies is also achieved via community engagement and public participation.  
 
Nevertheless, Table 2 reveals a lack of adaptation strategies that could bring flexibility into 
the building design and enhance the ability to undergo the impacts of future changes. The case 
studies do not fully demonstrate a diversified mix of energy sources and the ability to 
accommodate future changes or mandatory requirements regarding new technologies, such as 
PV-ready roofs or space for energy storage. Adaptable building strategies that address 
socioeconomic issues, such as internal space flexibility to support new behavioural patterns 
(e.g. home-based working) should also be incorporated in the building design. Another issue 
that is not considered in detail is a specific strategy for the decommissioning stages at the 
early lifecycle stages. Demolition should be avoided and designers should opt for materials 
and building components that can be disassembled for re-use and recycling. Improvements in 
energy efficiency have led in reduced energy consumption at the operational stage, and 
therefore the relative significance of embodied energy has increased, as it forms a higher 
proportion of the total amount of energy used during the lifecycle [24]. The findings, 
however, reveal that embodied energy is not integrated systematically, as this choice is related 
to a demonstration project and the establishment of any mandatory or prescriptive 
requirements for such calculations.  
 
5. Concluding discussion 

Future-proofed building strategies aim to ensure the delivery of resilient and flexible 
buildings that foster low carbon development and have potential for cost savings, lower 
running costs, and added-value in the future. To date, the case study research demonstrates 
that a starting point to future-proof a housing development is to be one step ahead of the 
building regulations with high energy efficiency measures and installation of cost-effective 
RET. It also highlights the importance of stakeholder engagement and the need for a step 
change from short-term mindsets to long-term strategic thinking and full lifecycle 
considerations, since it is the early decisions that determine whether a project will be 
sustainable and future-oriented or not. Nonetheless, when ‘best practices’ think about future-
proofing, they focus predominantly on mainstream and cost-effective building strategies, such 
as energy efficiency, low energy lighting, and control systems. More innovative features, such 
as novel RET, local energy networks, embodied energy considerations, and new methods of 
construction, are still not mainstream solutions and are mainly considered due to a 
demonstration character, regulatory requirements, marketing or ‘green’ image purposes of a 
project, when testing novel energy solutions. 
 
At present, it is challenging to deal with uncertainty and long-term decision-making on the 
building design.  Interviewees agree that there is still no single, truly holistic sustainability 
assessment method that can integrate futures thinking into the evaluation of the energy 
performance, thus bringing flexibility to the building design. The case studies reveal that 
futures techniques have only been applied to a limited fashion in urban settlements. Futures 
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techniques can help identify both anticipated and uncertain outcomes, bring together different 
perspectives, challenge current thinking, and aid robust decision-making. They are a family of 
tools that have not been developed with sustainability in mind but their orientation is of direct 
relevance to future-proofing. For instance, Scenario Planning is one commonly used 
technique, which has become increasingly dominant in business strategy and long-term 
planning of products, processes and industrial sectors [25]. 
 
The case studies have revealed the lack of a comprehensive technique to integrate futures 
thinking into ex ante sustainability assessment methods. At present, mainstream techniques 
and tools, such as Environmental Impact Assessment (EIA) or building rating tools (e.g. 
BREEAM, Code for Sustainable Homes, LEED, etc.), give emphasis to particular 
environmental themes rather than social and economic and focus predominantly on 
predictable energy trends and drivers. Therefore, they tend to overlook reasonably foreseeable 
or unknown dimensions of the energy outlook. A new generation of decision-support tools 
should be developed, which will adopt a hybrid approach combining mainstream 
sustainability assessment methods (e.g. EIA) with futures techniques (e.g. Scenario Planning) 
for the appraisal of the energy performance of housing developments. 
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Abstract: Renewable energy is based on using a direct route from solar radiation to consumption, as an 
efficiency improvement from  a long term route via fossils. However, both routes put a claim on space/land and 
the time of use of that land/space to intercept and convert it to useful forms. However, the same solar radiation is 
needed, to produce materials in a similar change from fossil materials to renewable materials,  and materials are 
needed as well to produce the conversion devices for renewable energy. Similar processes take place in the 
realizing sustainable buildings, especially 0-energy buildings: : there is space time involved to generate the 
renewable energy, but also to generate for instance the renewable material based insulation materials, or the 
wooden construction.  
These insights lead to the notion that looking to production of renewable energy only is sub- optimization of 
systems, and could in fact be counterproductive. This has defined our  r esearch to explore  ne w ways of 
evaluation of activities, and in our case buildings. We have developed a indicator called Embodied Land, to 
evaluate the time and space occupied by generating both renewable energy and renewable materials. This has 
been tested in two cases, and runs out to be a interesting approach, showing clearly how the optimization of land 
and space use over a cer tain time period relates to choices in materials and energy together, and makes it 
possible to optimise from both resources together, using an minimum of land occupation. 
 
 
Keywords: Exergy , Exergetic space, Embodied land, Primary energy, Maxergy, Space time evaulation, Building 
assessment,  

1. Introduction and research questions 

In reducing the impact of Buildings and built environments, what we want in the end  is to 
measure whether we are really moving towards a more balanced use of materials and energy 
at a fundamental level and to see whether this can provide a approach and strategy that will 
transform the activities in a way to be maintained for many generations to come. It is however 
not the absolute use or burden we are interested in but whether the use within a certain space 
(system) and time (frame) can be continuous , with regeneration of quality  i nstead of net 
depletion of systems potentials over the time of use. Studying the different possibilities of 
such a approach creates an inconvenient feeling with current calculation methods, 
performance indicators and assessment Tools . These exist in many forms however seldom 
measure real improvement of the global impact or resource situation. Nearly all tools use 
relative or subjective weighting, historic  benchmarks and more, including even LCA (Life 
Cycle Assessment) tools . Other studies have provided similar conclusions: “Many research 
studies show the vulnerability of tools when accumulating indicators are used to reach a sole 
value”. [1] [2] Lowe has attempted to see if we could define absolute environmental limits for 
the built environment. Lowe concluded that there are also many uncertainties and problems 
when applying. [3] Another issue is that, for practical use, most tools and assessment methods 
are not very convenient, and provide too much detail according to the influences of the 
specific stakeholders’ position as has also been experienced in practice and concluded in 
research: “the non-transparency of tools for use in practice”. [1,2]  
We will have to see if we can find new ways of calculating and accompanying tools and 
approaches that overcome these disadvantages..  
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A first step to improve from 
looking at energy alone has been 
made in  research on how to define 
a closing cycles approach, firstly 
focussing at materials. [4,5,6] . 
Materials are under threats of 
scarcity as well, and are a m ain 
cause of CO2 emissions in 
production. Materials should 
therefore , similar to energy, after 
centuries of growing depletion, 
start to  fit  in to a closed cycle 
approach. The logic step is to 
define a material neutral building 
as one that is been made of 
renewable materials. There are still resources involved, but only ones that ca be regenerated 
over the time of their use. It’s a similar approach as for  E nergy, when applying solar 
radiation . The difference is that the renewable energy is  i nstantaneously regenerated, for 
renewable materials the time span is much longer. ( but so is their application) 
At that point a few questions were phrased:  
A)  If a 0-energy building is created, (fossil-) energy for operations and CO2 emissions are no 
issue anymore ( besides in production of devices)[ 7 ]  However, the embodied (fossil) energy 
of construction materials have become the major cause of the resource depletion and CO2 
emissions related to erect and construct a building…!  This poses questions like: Should we  
add more insulation ( with still energy and CO2 impacts) or remain a higher heating load ( 
requiring more –renewable-energy), what is best? [8] In other  w ords: looking only into 
operational energy has become obsolete and  is sub-optimisation, . But and how to combine 
both energy and materials  in a evaluation? 1 
B) renewable materials are only renewable if they are renewed, and how would that work out 
in defining a 0-materials building, one that regenerates the resources on site? 
C ) both energy approach and materials approach , be fore  de scribed, is still a quantitative 
approach. How would this change if we look at specific qualities needed? ( heat, structural 
materials etc).  
This paper further explores answers to these questions, introduces a approach and a 
exploration of two cases to test the approach. 
 
2. MAXergy 

One of the main question to address, in order to get answers, is to explore how energy and 
materials can be combined in a closed cycle approach , what would be a common 
denominator, one that automatically requires that different qualities are integrative 
addressed2. 
This forces us to look more in-depth at an overarching approach, that of exergy, which 
explores the quality potentials in a system. Energy can not be depleted, however its exergy , 
                                                           
1 The production of materials requires enormous amounts of energy, ( cement production alone is responsible for 7 pct of all 
worldwide CO2 emissions, and growing [9] the total burden on fossil fuels is due to materials use! [10] 

 
2 This link between materials and energy has been explored in research on exergy, among others in The SREX programme in 
The Netherlands {http://www.exergieplanning.nl/} [11] 

 

Figure 1 Distance to 0 for materials in several buildings 
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the qualities of energy ( to provide work) that can get lost . The approach is mainly to see how 
decrease of the quality can be reduced. The usual approach is that a system is trying to be 
optimised from the inside: re-use of waste heat for instance ( get more out of the same energy 
flow). More important however, the analyses is usually based on a “fossil” notion of exergy: 
that of oil and gas of high exergetic quality , available in a system.  These  however have only 
a high exergy/quality, since they are ‘available’. It is seldom asked how they became 
available… These notions  require a redefinition of quality in a system and how to maintain it. 
The following observations and arguing help redefine this. 
 
2.1. Ecosystems, quality and humans 
Natural ecosystems generate the highest quality. However one can argue if the word quality is 
the right word to use. Nature in fact has no q uality, nature just is. Physically its  about 
thermodynamic stored potential, however only quality in terms of human use if made 
available to do “work”. Its humans that value qualities since they make use of it. To explore 
the human valued  quality, in different forms, we will explore in how far humans can make a 
potential available , and to have maximum use of it, maximum in the sense of  lowest exergy 
loss ( or better: to balance exergy consumption with exergy growth in time and space in a 
human managed system. ) 
 
2.2. Systems 
the system addressed is usually limited ie a part of the earth. If quality is a main evaluating 
criterion for mankind’s inhabiting of the earth, then its no use looking at a limited system: the 
largest system that is bordering human influence is the earth. There is no neighbouring system 
that can provide resources3. There is only one connection outside that system: that of solar 
radiation, the driver of our whole system, and the only source capable of preventing 
equilibrium( total decrease of quality). ( besides a little gravity) 
 
2.3. Redefining the oil route: solar radiation 
Following this argument, the origin of Oil in fact is solar radiation ( from outside the largest 
human addressed system) , converted to biomass, ending up as sediments and under heat and 
pressure changed in Oil ( or gas or coal) This reveals that oil is in fact not the ultimate source 
for (100%) exergy calculations but just a specific state into a process of using/decreasing 
quality in the system as a w hole. . If we calculate this, (total known oil stocks, 65 m illion 
years process, over total earth surface)  ,   w e can find that oil is renewably generated at a 
speed of approximately 14000 liter per day globally!. One step further we can derive the 
relation of oil gas and coal  with space and time: the speed of generation and the earth surface  
use over time ( for the biomass involved) . In fact electricity via the fossil fuel route (average 
of oil gas and coal) comes out at ~0,0017  kWh per ha per year. As comparison :  electricity 
from solar panels provides  ~1.000.000 kWh per ha per year  . Its two different routes from 
solar radiation to electricity, with different impacts in land use and time. This creates a direct 
link to the use of a source and the space- time involved. And directly from that, the space time 
occupied by the use of it. Or in other words: if we do not use more oil as regenerated it’s a 
lasting process, a sustainable operation. Based on the input of land and time to convert solar 
radiation. Via a different route Tran and Vale come to the same question of involving land in 
measuring sustainability and renewable energy production.. [12] 
                                                           
3  Many of our system analyses are based on looking at a limited system, with imported resources un quantified, however 
having a burden on a neighbouring system loosing quality. This is only acceptable is the neighbouring system is also a well 
managed system. In the end its at the scale of the earth it all comes together, and no neighbouring system is available anymore.  
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2.4. And what about mass? 
Energy and mass are two of the same, as Einstein already concluded and both share 
thermodynamic laws.  In modern ecosystem approach its even mainly mass recognised as the 
main potential and process for capturing quality ( as was biomass for oil…) [13, 14] Connect 
this to the fact that a shift to a  renewable materials approach  i s based on solar energy as 
well, for materials to  be (re-)generated on land, in a certain time period, and we  have our 
first direct relation to evaluate energy and materials in one assessment.  : the land use over 
time to produce the ( human valued) quality. For food and water similar approaches apply. 
 
Ultimately it is the solar radiation that decides on 
the quality in a system that directly translates into 
forming of mass and energy  out of solar 
radiation, and both have direct effect on the land-
use to make these conversions take place. In a 
change for a r enewable sources based society-
(closed cycles) there is in fact 1 principle  basic to 
both, which is the ability to convert solar radiation  

into useful forms of exergy: quality in the form of 
mass and/or energy. (and food and water, 
however is not the scope of this paper) 
Important aspect of this approach is the relation with space needed to produce these resources 
and the time aspect in which they will regrow. 
 
The questions we posed before can now be answered .   
Ad A1 how can energy and materials be evaluated in a common system, is to explore the time 
space use that is involved in maintaining a closed cycle management, based on r enewable 
resources. the question on energy and materials sub optimisation can be answered by using a 
common nominator for their impact: m2 solar radiation access over time to (re-)generate the 
demand ( and the different qualities).:( or restore quality) 
 
Ad B What is a 0-materials building, can be answered as one that re-generates the resources 
on site: it has to include space over a certain time to be able to regrow the resources used to 
construct the building, and the time relates to do so before their end of use.: In other words:  
the land to be appointed for their regrow should be included in the building site ( similar to 
roof surface for PV for example)  
 
Ad C The issue of qualities in stead of quantities has become obsolete in this approach: Its not 
an issue, it’s the production potential to fulfil a function, with least time space occupation that 
is decisive for our possibilities , staying within closed cycle limits. Its all a matter of m2 solar 
access, which helps makes choices, also in qualities.  
 
3. The Exergetic Space approach 

Mass and energy , in a closed cycle operated society, have become one and the same, and can 
be only optimised in a combined way, in relation to their claim on solar radiation access via 
land/space over time. This can be phrased as The Exergetic Space , required for some 
function: The space-time needed to produces certain qualities over the time of use of a 
function fulfilled.  

Figure 2 solar radiation access as the 
main structuring value 
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And the only real value to address this quality, or better the prevention of decrease in 
potential quality, is the m2, and our capability to create quality ( convert solar radiation into 
human valued resources) in ( at least) the same pace as it is consumed.  
 
Or to turn it around: any system, no m atter what size defined, has a maximum capacity to 
generate quality. If activities inside the system uses more quality then generated, it depletes 
resources and will face collapse in the end. Or in other words: one can determine the 
maximum activities in a system, to be maintained for ever by incoming potential and 
converted to useful forms. 
Optimising for space-time, on t he basis of converting energy/mass into useful carriers for 
human used value, leads to a complete different approach as so far. It requires reserving areas 
of space for generating a meaningful volume of the the most wanted quality.  
And preserving the highest quality in a system, is not established by starting from cascading 
inside sources, but by starting from the system entering solar radiation   a nd capture and 
convert in the highest valued mix of needed qualities 
 
3.1. New indicator: Embodied land 
Going back to our fist exploration into kg’s of material involved in construction - the distance 
to 0 where all materials required were provided on a renewable basis - we can now quantify 
the impacts of the need to regrow these resources, without depleting a system: it’s the land 
over a certain time involved : or the Embodied Land (EL).  
 
4. Pilot cases 

The approach developed can be used in two different ways. One is to evaluate the 
performance of different buildings ( “the exergetic space need” or Embodied Land,  f or 
providing the building m2’s) . 
 
The other way is to explore in how far an existing and consuming urban environment can be 
re-developed into a 0-impact area, using the time space need as structuring element. This has 
been explored in a parallel case in which we develop the Urban Harvest + approach, and 
tested in a pilot Kerkrade West, a district in the south of The Netherlands. Its described in 
detail in other papers { 15} 
 
4.1. The methodology 
The methodology is structured as in 
the illustration (fig 3): first to explore 
the space need involved with 
generating the renewable materials. A 
database has to be developed to record 
yields for different resources. The 
results will be part of another 
publication, the illustration shows 
some basic findings ( these are  
climate related of course). Next step is 
to include the embodied energy of the materials, and translate this into Embodied land.  
For Embodied Energy figures, this research bases itself on the Inventory of Carbon & Energy 
(ICE) from the University of Bath version 1.6a . 
As an example we both re-calculated the land use for fossil energy as well as with renewable 
energy. The third step is to add the operational energy to the calculation, giving a total land 

Figure 3 the methodology 
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need over a certain period of time to compensate for the exergy load/ quality loss in the 
system. In a further research also water will be added as well as secondary resource use and 
maybe food.  
 
4.2. The cases and  results 
One case was a 5 level prefab Timber frame and straw bale house, designed for Amsterdam’s 
new canal house district Ijburg.. Its based on 43 % of renewable materials 
The materials use and energy related data were brought together and the embodied land was 
calculated for the above mentioned fractions. 
 
Materials embodied land 
In the case of Ijburg , the production of (43% renewable) materials require  916 m 2-year to 
produce , per m2 of living area. This can be produced in 1 year on 916 m2, or , if we take the 
lifecycle of a house as 50 years, on 18.3 m2 for the continuous period of 50 years. The space 
time occupation of embodied land significantly drops when lifetime of the house increases.  
 
Energy embodied land 
This has been recalculated for both fossil based energy and renewable based energy. To 
produce the energy for materials production by fossils, a land use of 43 million m2 per m2 of 
living area is involved ( on a 50 year regeneration basis…!) . A huge amount, of course. To 
do so with modern  biomass energy generation 2,16 m2 is needed, and via PV panels 0,06 
m2.( both in 50 years)  ( only direct energy, not including yet indirect energy, for storage for 
instance) But it shows already the immense difference in effectivity whether fossils or 
renewables are used. For operational energy similar calculations are made: for Ijburg-3  0,08 
m2 per m2 living area is needed. (solar generated, or 57 million m2 when fossils are used) 
  
From this point on its 
already clear that in the case 
of a ch ange to renewable 
materials , with still using 
fossil fuels as energy source, 
the last one is by far the 
most devastating to our land 
use : A 100 m illion m2 for 
EE and OE per m2 living 
area, compared to 18.33 m2 
for materials ( t he 43%, 
maybe twice as much for a 
100 pct renewable materials 
house). However, if we include the fact that we have to change for 100% renewable energy, 
the picture is completely turned upside down: 0,14 m2 for EE and OE compared to 18,33 m2 
for the materials fraction ( on a 50 year calculation, but the relation remains the same)  This 
already shows that decisions regarding materials have  far more impact then those related to 
energy, in a renewable resources based world. As we will see later more in detail. In a second 
case study we started at the other side: that of an existing district which consumes more 
energy and mass as is produced in the area, or in other words, has huge embodied land 
occupied outside its own “jurisdiction”, providing its own water and materials as well.  This 
will require strong reduction of demand, and maximise production. This has been done 
following a 5 step model ( the Urban Harvest plus approach [Rovers 2010] .For example: The 
energy plan assumes all houses are renovated towards passive house standards, requiring 

Figuur 4: Embodied land for reference house and house from 
Straw and wood: for materials generation(EL) and for three energy 
sources providing Operational energy (OE) and embodied energy 
(EE) 
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large amounts of insulation materials and a n ew structural façade. However from materials 
point of view these are not available, and require a large extra amount of land. A calculation 
shows that there is need for 135 ha of extra land to supply all materials for the whole district 
over a period of 20 years. On the other side it only requires 17 ha of Solar collector “land” to 
supply the heat for un-insulated houses. The choice is clear: no insulation and extra heating is 
the most effective choice.  T he finding were surprising even for the researchers, and even 
when expecting that materials might be more important then energy in a cl osed cycle and 
renewable source based society. It should be noted that only direct energy and mass has been 
calculated: materials for collectors, or process energy for materials have not been included 
yet. A follow up s tudy should detail this issue, and probably find an optimum between 
insulation and heating. Both  examples show that it is possible to combine energy and mass in 
one objective approach and relate directly to the sole sources for both qualities in the earthen 
system: m2 access to solar radiation, or “Embodied Land” .  T he model developed proved 
useful, and shows no un beatable barriers. Nevertheless some issues still have to be specified: 
The land relation for non renewable materials, as far as they are still used, the valuing of 
recycled materials ( 16), the detailing of choices, using indirect energy and materials, and 
other issues.  
 
5. Conclusions and Consequences: 

First of all the attempt to combine both energy and materials in one objective calculation has 
been proven possible though details still have to be settled. It turns out that direct solar access 
and the space time involved is the real value to relate decisions of environmental effectively 
and operation within a closed cycle process. Even food can be included in this evaluation ( 
though not explored here) since it is in the same way depending on solar access. A second 
conclusion is that materials are as expected more influential in the environmental performance 
as (renewable) energy , though even far more as expected by the researchers.  
Further findings and conclusions are: 
 
- Quality is not a direct issue anymore: Since the evaluation starts from the potential 
available( in a given district) or the potential needed and the land to be included, in case of a 
new development qualities are to a certain extent given facts, and not directly structuring.  
- Embodied Land seems a very good and understandable indicator to judge the impact of any 
activity . 
- Optimising space and time in capturing the needed qualities, is what has to be valued , in 
order to establish a h ighest level of materialised welfare  .  How high is depending on our 
pattern of consumption of qualities, and the amount of individuals striving for that level of 
welfare, ie acquiring the useful functionalities.  
- Optimising for space time, on the basis of converting energy/mass into useful carriers for 
human use, leads to a complete different approach as so far. It requires reserving areas of 
space for generating a meaningful volume of the most wanted quality.  
- Preserving the highest quality in a system, is not established by starting from cascading 
inside sources, but by starting from the system entering energy  and capture and convert in the 
highest valued mix of needed qualities 
 
There is a few consequences to this approach. First of all: The notion  “ primary Energy “ has 
become a historic artefact and thrown in the rubbish bin, since a historic relic from a  fossil 
fuel driven society.  When real values and impacts are calculated, the reference has become 
the sun, and the time space involved to generate quality from its radiation, and the capability 
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to convert that in useful forms for humanity4. It also shows that trying to optimise the energy 
cycle, looking at ( renewable) energy alone, , i s sub optimising. The role of materials is far 
more important . S o far the exploration has only involved a 2 D approach, in m2 land 
available for a specific amount in time. However in fact we face a  3D problem: How to deal 
with shading, how to deal with excavations, quarries in this approach? Think of a troglodyte 
house: The underground houses found in dry climates, like Tunisia, and including some 
underground villas by the Romans. They in fact produce materials, in stead of consuming by 
way of excavating soil to create living space. Or to include height in the form of hydropower 
potential  . A more general approach for this has to be explored, in relation to the study of the 
use of non renewable materials .  
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Abstract: Residential and commercial buildings consume a considerable amount of the energy produced in 
Turkey. 82% of that consumed energy is heating related. A reduction to 25% to 50% of energy consumption is 
possible with only proper insulation of these buildings. Fossil fuels such as coal and petroleum produce CO2. 
Tests have shown that CO2 levels have reached 360 ppm in Turkey. In this context, buildings that are efficiently 
designed and configured will provide energy savings. Energy efficiency in buildings in Turkey, has gained 
prominence recently with the adoption of the Directive on Energy Performance of Buildings in 2008. The object 
of this study is to convert a building, located in the 3rd climatic region in Turkey, to an energy efficient one. 
Analysis of the building has revealed that it does not accommodate the TS 825 s tandards.  New thermal 
insulation design has cut energy consumption estimates to 37,09 kWh/m3, which is within the limits of 
regulation codes.  
 
Keywords: Energy Efficient Building, TS 825, Energy Performance of Building. 

1. Introduction 

Fossil fuel reserves that provide a significant amount of world’s energy requirement are 
rapidly coming to an end. Using energy resources efficiently is significant. It has been 
emphasized in several studies that only by using energy efficiently provide savings on energy 
consumption at the rate of 30% annually.   
 
In Turkey, 82% of energy is used for heating. It is possible to provide 25% to 50% fuel 
savings only by building insulation. It is seen that the released CO2 level as a result of fosil 
fuel burning is 360 ppm nowadays. Carbondioxyde is relatively 55% more efficient than other 
greenhouse gas on c ausing global warming. Therefore it is required that the living 
environments must be designed and configured to provide energy savings and efficient energy 
usage. In this study, by taking into consideration the requirements mentioned above, it has 
been intended to turn a building which is in Ankara, Gölbaşı in the third region, on the 
lakeside of Lake Mogan, away from the tall buildings, frontal to highway, having its own 
garden, independently oriented; consisted of a ground floor, one normal floor and a penthouse 
to an “Energy Efficient Building”. 
 
2. Heat insulation project 

2.1. Heat insulation project for the current building 
Considering the indoor temperature as 19°C in accordance with TS 825 Heat Insulation 
Regulations, conformity to standard has been reviewed by designing heat insulation project 
for the current non-insulated building. In the analysis for the current building, while the 
limited energy requirement is 33,77 kWh/m3, calculated energy requirement for the building 
was 86,40  kW h/m3. As it stands the building is not confirmed to TS Standard no 825 on 
Rules of Heat Insulation in Buildings in Turkey. 
 
2.2. Variations on the architectural project and insulation application  
To provide the building’s conformity to TS 825 and reduce the energy consumption, various 
variations on external structure and roof has been proposed. Changes has been occured on the 
walls, windows and roof of the building as a result of the reconsiderations mentioned below 
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and the analysis has been repeated in accordance with TS 825. Reconsiderations for the 
building were: 
 
Window space has been increased on t he south frontage of the building. 62% of window 
space increase on south frontage and 45% on total has been provided.  
 
Roof gardening has been applied on the South and North frontages of the roof.  
 
As a result of roof gardening application, the South frontage space of the building and the 
penthouse window space have been increased. 
 
As a result of roof gardening application, “open air roof space” has been emerged. 
 
Shadowing has been done on the North side of the building by planning evergreen plantation. 
 
As a result of the studies made to provide conformity to TS 825 for the building, rockwool of 
6 cm thickness for outdoor air contacted areas and 8 cm thickness for unheated inside walls 
have been used. 12 cm thick glaswool on the roof areas of the ceiling and 10 cm foamboard 
on open air roof because of the roof gardening application have been used in accordance with 
the fire code. Thickness of insulating material on flor has been calculated, considering the 
energy balance of the building, as 10 cm of foamboard. 10 cm floating floor boards have been 
used on floors next to unheated areas.  
 
Instead of double-glass used in current situation, Low-E plated heat insulation bridged 
aluminum windows which has an Up value of  2,4 W/m2K have been used. 3 cm thick cement 
mortar has been used on the external wall in current situation. In the new insulated condition 
of the building; 7 mm thick anorganic based palstering made of lightweight aggregates has 
been applied on insulation instead of cement mortar because of the nonconformity to structure 
physics. 
 
2.3. Heat insulation project for the new condition 
As the heat insulation done in accordance with TS 825 Heat Insulation Regulations energy 
requirement for the building has been reduced from 86,35 kW h/m3 for current condition to 
37,09 kWh/m3. Therefore energy requirement for the building has been reduced from 
37,12 kWh/m3 as presented in the standard and confirmed to TS 825 standard. Annual energy 
requirement of non-insulated building has been reduced from 71544 kWh to 28572 kWh, 
provided energy savings of 60% and reduced CO2 release with the insulation. 
 
The comparison of heat loss values for construction element before and after insulation can be 
seen in Figure 1.  
 
3. Alternate energy sources 

Troubles, affecting whole world such as global warming, climate change and greenhouse 
effect caused by the usage of increasing amount of fossil fuel and so energy usage, prompts 
communities to develop new and clean alternate energy sources. Accordingly, new solution 
offers for active and passive systems to reduce the energy consumption in the current building 
are as follows.  
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Fig.1. Heat loss for insulated and non-insulated conditions 
 
3.1. Ground source heat pump application 
To do heat insulation in accordance with TS 825 standard and to provide the annual building 
heating and cooling requirements which are reduced to minimum in virtue of passive methods 
applied, vertical type ground source heat pump application has been approved.     
 
Energy requirement for the building has been calculated in accordance with TS 825 as 
mentioned above and distributions by months have been determined. As this distribution is 
reviewed it is seen that in January at the value of 20.497.178 kJ  (7,9 kW) maximum energy 
requirement is occurred. Heat pump with 14,6 k W heating and 2,4 kW  (EER=5,1) cooling 
capacity has been selected according to heating load. By calculating the cooling load of the 
building, solar collector has not been applied because in the system designed to be used both 
in heating and cooling seasons the heat pump will provide the required energy for both 
heating and cooling water usage. Analysis results for this design are presented in Table 1. 
Payback period for the planned system has been calculated as 11 years and 11 months.  
 
When geological structure in Lake Mogan surrounding in Ankara-Gölbaşı region has been 
investigated, it has been understood that after a significant boring depth underground water is 
reachable [1]. Accordingly, specific thermal contraction capacity of stratas with underground 
water has been determined as 70-90 W/m [2]. It has been seen that 102 m borehole is required 
as a r esult of calculations below based on the peak load a h eat contraction capacity. 
Investment cost (device, pipe, boring and labor cost included) for this system is determined as 
8472 TL. Fuel requirement is removed the heat pump will completely provide the energy 
needed for heating the house and generating hot water.  
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3.1.1.  Economic analysis of active systems 
Investment calculations, fuel savings and other additional cost (electricity consumption) 
belong to above mentioned active systems have been calculated and economically reviewed. 
Interest rate for the economic analysis has been considered 10% and “payback period” of the 
system has been calculated also considering the time value of Money.  
 
The results obtained are presented below on Table 1. By considering interest rate as i =  10% 
and also considering the time value of Money, it has been seen that the system will return to 
profitability in 11 years and 11 months. 
 
Table 1. Energy audit of the new investment and monetary values 
 Heating Domestic 

Hot Water 
Cooling Investment Saving Additiona

l Cost 
 (m3 N.Gas) (m3 N.Gas) (kW) (TL) (TL) (TL) (TL) 
Current situation  7647 340  12,3 1004    
Insulation -4592    13722 2572  
Heat pump 
(heating) 

-3395    10500 1901 -1356 

Heat Pump 
(cooling) 

  -12,4 -393    +611 

PV       1090   
TOTAL 0  0 +611 25312   -745 
     Net Utility (NU) = 3728 
 
Payback period (PP) is calculated   according the equation below:      
 

)i1ln(
InvestmentiNetUtility

NetUtilityln
PP

+









∗−

=   (1) 

 

 
)10.01ln(
2531210.03728

3728ln
PP

+









∗−=  =11 years 11 months 

 
3.2. Heat storage in greenhouse, water wall and bedrock 
Thermal storage is significant in direct solar energy recovery systems. Thermal masses allow 
storage and later usage of solar energy.  
 
3.2.1. Greenhouse application 
As one of passive heating systems greenhouse application has been applied on the building 
(Fig.1, Fig.2). Greenhouse is a structure which is on t he South frontage, adjacent to the 
building. It has one-way inclined roof and its all areas are consisted of glass. Roof pitch is 
designed as 50° in accordance with incidence angle of sun beams for Ankara in winter.  
Therefore heat gain occurs in the areas next to the greenhouse. Glass used on greenhouse is a 
Standard insulation glass with a U value of 2,6 W/m2K. By using this glass sun radiation has 
been utilized more effectively. At the same time heat loss from the glass has been tried to 
minimize. In virtue of the vents that positioned on t he upside and underside of the 
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greenhouse, it has been targeted to reduce the negative contribution to cooling load of the 
greenhouse by providing an air stream in hot summer days.  Also with the help of shadowing 
components (jalousie) that will be placed on glass surface of the greenhouse and deciduous 
trees, it has been provided to reduce sun radiation that affect the greenhouse surface. As a 
result of thermal analysis of the design the total heat gain provided from the greenhouse has 
been calculated as 17,444 kW.  
 

 
Fig. 1. Greenhouse, summer application Fig. 2. Greenhouse, winter application 
         (jalousie closed, went open)   (jalousie open, went closed) 
 
3.2.2. Water wall application 
Both to store thermal energy and to reduce light transmittance the wall that separates the 
greenhouse from the site has been transformed to a thermal mass by using two plane plexiglas 
board. In this application, by using water, which is a supply that has one of the highest 
thermal capacity (4160.103 kJ/m3K), more heat has been stored and also it has been provided 
to increase the amount of sun beams entering the site because of the transparent surface [3]. 
With this thermal mass that is placed on south frontage sun radiation affecting the surface will 
be stored to able to be used in hours that we can not utilize the sun enough or none.   
 
3.2.3. Heat storage application on bedrock 
Bedrock has been formed as a thermal mass on the greenhouse or house floor to support 
passive heating of the house. It has been anticipated that by means of this thermal mass 
storing of excess heat accumulates in the greenhouse during the insulation and  utilizing this 
energy when insulation is not enough [4,5,6].  
 
It is provided to transform heat to rocks by sending the hot air which is drafted from between 
the water columns with a glass panel placed on front side of water columns, by means of the 
fan that is placed on t he intersection point of the greenhouse floor and water columns. In 
virtue of two sensors, one is placed inside the greenhouse and the other on rock surface, fan 
only will work when the temperature in greenhouse is higher than rock heat. By this means, it 
is provided to prevent this cool air to reduce the heat of the bedrock. It has been targeted to 
rise apparent ambient temperature in virtue of the heat stored on r ocks which cause a 
temperature rise on floor heat.  
 
3.3. Other passive system applications 
Window spaces on the south frontage of the building have been increased to utilize incident 
rays in winter. Window space increase has been provided at the rate of 62% on south frontage 
and a total of 45%. 
 

3297



To prevent living spaces from extreme heating in summer because of new windows which 
have been placed to utilize the sun beams more effectively in winter, window shades in 
specific sizes have been placed on t op of the windows. These components let the light in 
which comes with oblique angle in winter but reflect the light out which comes with right 
angle in summer. 
 
Two lines forestation has been done on north to protect the building from north winds. No 
forestation has been done on South frontage of the building.  
 
Natural air conditioning – vents have been place on N orth frontage to provide natural air 
conditioning in the building. These vents have been placed on s tairs column, penthouse 
bedroom and living room walls. Pressure difference required for these vents to work will be 
occurred when the Windows on South frontage are open and by that air circulation will be 
provided. 
 
Light shelf systems – Light shelf is a component which is designed to prevent the sun light 
entering and direct it to the ceiling and placed horizontal or almost horizontal on inner surface 
or exterior surface of the window. These components will be added to top sides of the 
windows afterwards.  
 
Two-leaf glass frontage application – Glass frontage cladding has been applied on first floor 
bedroom and first floor living room to utilize the sun beams on south frontage and two vents 
are used on the walls. These vents have been placed on top corners and bottom corners of the 
wall as enter and exit. 
 
Power generation with Photovoltaic panels (PV) – It has been seen that payback period for 
the system will be too long as a result of feasibility study on whether all energy requirement 
of the building that becomes independent on heating and providing hot water can be provided 
with renewable energy or not. In that case, it has been designed to provide electricity 
requirement for fire exit way illumination and smoke sensors with PV panels instead of entire 
energy requirement of the house. For this purpose a package unit that consists of 180 W solar 
battery, 1 charge regulator and control unit, 1 solar accumulator and 4 light bulbs (11 W, 12 
V) has been selected to be placed on roof.  Investment cost for this unit is 1090 TL and it is 
presented in economical analysis tables mentioned above.   
 
Heat insulated garden roof terrace – Besides looking beautiful, roof gardening, which is very 
common in western Europe, also provides substantial economical and ecological benefits if it 
is applied with a safe water insulation and well planning [7,8,9]. Considering the draught in 
Ankara, water has become significant and roof gardening application has been decided. 
Water saving and r ecycling – To reduce the utility water usage in the house it has been 
suggested to use type-A water saving sinks and double stage reservoir in bathrooms and to 
store the rain water handled in gutter and roof gardening to use in both toilet flush tank and 
watering the garden.  
 
Chimney flue – No change has been made in the chimney which is on the North side of the 
current house. It has been thought that using the chimney in winter will provide heat gain on 
the colder north side of the house and also to utilize flue gas heat. Discharge shaft has been 
designed as a heat transformer to do that. In that design, by placing a second layer on flue gas 
brick it is targeted to heat the flowing air in between and return it to the environment. 
Therefore reduced heat requirement for the environment has been provided. 

3298



 
Phototubes (Cold light in hot day) – Sun light has the top quality light among lighting 
devices. Day light for first floor North bathroom, garage, mechanical room and the penthouse 
which has been made by roof gardening application has been provided by this system. 
Therefore there will be electricity saving at the rate of 30%-70%.  
 
4. Conclusion 

It is a fact that a significant part of energy consumption is occurred at our living 
environments, houses and working places. Therefore designing and configuring the living 
environments to provide energy saving and efficient energy use is a necessity.  
 
In this study in virtue of heat insulation, active and passive methods applied to the building 
both energy saving and economical benefits has been provided. Energy generated, 
transmissioned and commercialized in our country has been used without squandering. When 
the applied methods are considered as a whole, 7987 m 3 natural gas and 10320 kg  CO2 
release saving has been provided. In the second system that also the cooling load of the 
building is considered as well as the heating requirement 7987 m 3 natural gas saving and 
reduced electricity consumption has been provided. In that case CO2 release saving has been 
11847 kg.  
 
Current building has been transformed into an “Energy Efficient Building” by applying heat 
insulation as well as other several active and passive systems and its ecological footprint has 
been reduced. 
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Urban materials for comfortable open spaces 
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Abstract: All the elements present in open areas contribute to define the microclimate and they have to be 
designed to mitigate the microclimate. In particular urban materials have to be selected on the basis of the urban 
space use and its thermal behavior. 
This paper shows the influence of urban pavements and building facades materials on the open spaces 
environmental performance and on thermal comfort conditions. In order to evaluate the contribution of the 
materials thermal simulations in dynamic regime were carried out of simplified configurations (corner of squares 
and streets.  The paper shows how the urban space thermal performances change when only one or two walls are 
considered and if differences occur when the analyzed area is near or far from the wall, as well as when building 
height changes. This first part of analysis considers the open space as reference case and evaluates how the 
thermal performances change according to the changing context (from open space to the corner of the square). 
The second part points out the differences among the materials due to the physical properties, like albedo, 
thermal capacity and density. The last analysis concerns the evaluation of these configurations in terms of 
thermal comfort. 
 
Keywords: Microclimate mitigation, urban materials,  thermal comfort, open spaces. 

1. Introduction 

Pavement and building facades represent the recognizable support of urban space, i.e. the 
scenario of collective memory and social life built by movements, trading, meetings and 
communication. These spaces should represent more than the possibility to cross or reach 
destinations: they should satisfy the users need dealing with the  perception of the space [1] 
[2]. Pavements and facades have another role. Urban space materials, as well as urban 
morphology, define the urban heat island. Nowadays the insufficient attention to physical 
properties of materials and the free development of the built environment induce to increase 
this phenomenon. It affects the unpleasant microclimate in contemporary cities, especially 
during the summer. It is important to know natural materials properties in order to classify 
them on the basis of  energy performances. 
 
To understand the energy behaviour of materials in urban space an analysis was done 
comparing energy performance of some urban configurations by changing pavements and 
facades materials. Thermal simulations in dynamic regime were carried out with the software 
Solene [3] in order to define the role of materials and observe their behaviour in particular 
urban contexts. Simulations were done for a latitude of 45° ( Milan, Italy) in a sunny day 
(clear sky). The microclimate is determined also by the materials’ thermal properties and can 
be  evaluated in order to foresee suitable environmental performance and acceptable thermal 
comfort conditions of urban space, in case of new project or urban renewal. 
 
2. Methodology 

Thermal simulations in dynamic regime have the advantage of highlighting each element 
contribute one by one. For this reason it is possible to evaluate the pavement colour impact on 
energy performance of the urban space as well as the heat capacity. In other words it allows to 
understand if it is better to pave a square with red granite or wood,  with clear or dark stone. 
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Cases simulated with Solene and reported in the paper describe the thermal behaviour of 
specific locations in a urban space (centre of a square, the corner or areas differently oriented) 
by varying paving and facades materials.  
 
Nevertheless before analysing thermal performance of materials in specific urban 
configurations, the most common paving materials should be analyzed to better understand 
differences [4]. To reach this goal we use a u rban space not surrounded by buildings. This 
situation will be next considered as reference case. 
 
Table. 1. Pavements materials  used for the simulations. (A is albedo) 
 No Material  cm Conductivity 

(W/m°C) 
Specific 
heat 
(J/kg°C) 

Density 
(Kg/m3) 

ASPHALT   A= 0.2 

 

1 Wear layer -
asphalt 

2.5 0.7 920 2100 

2 Tout venant – 
(gravel) 

7 1.2 840 1700 

       
STONE   A= 0.5 

 

1 Red granite slab  
A= 0.5* 

≥3 4.1 840 3000 

2 Mortar 3-4 0,58 840 1200 
3 Hot flush 15 0.94 880 1800 
4 Road-metal 20/40 0.6 840 1700 

* alternative coating 1 Marble   A=  0.8 ≥3 3 840 2700 
 1 Lime     A= 0.7 ≥3 1.5 840 1900 
       

PORPHYRY  A= 
0.3 

 

1 Cubes of 
porphyry 

5 2.9 880 2200 

2 Sand and 
concrete layer  

10 0,35 840 1800 

3 Road-metal 20/40 0.6 840 1700 
       

BRICK  A= 0.4 

 

1 Sestini di 
laterizio 

6 1.7 840 2400 

2 Mortar 2,5 0,58 840 1200 
3 Hot flush  15 0.94 880 1800 
4 Road-metal 20/40 0.6 840 1700 

       
COLORED CLS A= 

0.5 

 

1 Slurry 8 1.2 880 1800 
3 Hot flush 7 0.94 880 1800 
4 Road-metal 20-

40 
0.6 840 1700 

       
WOOD (LARIX) 
A= 0.6 

 

1 Larix stave* 4/5 0.12 2700 550 
2 Joist transverse      
4 Road-metal     

* alternative coating  Cedrum stave 4/5 0.19 2390 700 
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It’s important to keep in mind that with solar radiation, the characteristic with highest impact 
on thermal behavior is the solar reflection coefficient, the albedo (A), which depends on color 
and texture [5] . Material surface temperatures on horizontal plan are more close to the solar 
radiation trend then the air temperature. 
 
A first assessment was done on several stone materials – granite, porphyry, lime stone and 
marble. Specific heat in stone materials is quite similar, while conductivity and density can be 
quite different. A second study was done on other urban materials (asphalt, concrete, wood).   
The analysis will be completed after evaluating the previous simulations into a urban context. 
Each urban space, i.e. a square, a road or a courtyard is a distinct system that should be 
analyzed every time. In this work just parts of urban spaces were considered, like a position 
close to a w all (dihedral) or the niche (trihedral) representing the corner in a s quare. 
Simulation results were compared with the reference case (pavement in open space, i.e. 
without facing buildings). 
 
In order to include geometrical and material aspects in the same analysis the mean radiant 
temperature MRT was considered, i.e. the all surfaces temperature multiplied by the view 
factors of buildings and pavement. 
 
The urban space is usually considered “closed”, i.e. the sum of view factors is equal to 1. In 
this analysis only pavement and facades were considered, (dihedral and trihedral 
configuration) (fig.1).  

                
Fig.1: Dihedral and trihedral sections with angles  representation for view factors calculations.  
BVF= building view factor; GVF= ground view factor; SVF= sky view factor (1- BVF-GVF). 
 
Table. 2.  Physical characteristics of façade materials used for the simulation 

 No Material  cm Conductivity 
(W/m°C) 

Specific heat 
(J/kg°C) 

Density 
(Kg/m3) 

“LIGHT” 

 

1 wooden floor 2 0.15 2500 560 
2 polystyrene 20 0.04 1000 25 
3 wooden floor 2 0.15 2500 560 

       
MASSIVE  

 

1 plaster 1.5 0.9 840 1800 
2 bricks 20 0.8 840 2000 
3 plaster 1.5 0.9 840 1800 

       
GLASS WALL 

     

1 Double glass 2.2 1 837 3500 
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The two configurations in the four orientations were analysed and observations were made to 
understand what happens when the point is near or far from the wall and what happens if the 
wall is 4 or 20 metres high. It is possible to investigate the role of vertical surfaces, it means 
to understand what happens when the wall is a glass’ one, brickwork (heavy) or highly 
insulated (light) one, associate to a paving with albedo A = 0.5. 
 
3. Results 

3.1. Materials’ energy behaviour in open space 
The comparison among stone materials shows that the porphyry is the stone with the worst 
environmental performance because of the high conductivity and relative low density. If we 
consider only density and conductivity e not the albedo parameter, marble and granite would 
be quite similar and with best environmental performance (fig.2). During the day surface 
temperatures would arise over the air temperature (>10°C) while in the night it would go 
under air temperature, to about 4-5 °C.  

Comparison among stones for pavements and air temperature  
 Albedo= 0.5
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Fig.2: air temperature and  stone pavements surface temperature. All stone materials are considered 
with the same albedo  
 
Lime stone with relative low density and low conductivity has the surface temperature higher 
than the marble’s and granite’s ones and during the night it is the coolest material. 
Regarding the other materials, wood has the worst performance, few differences if it is citron 
or larch. The asphalt is similar to the concrete and it isn’t the worst material as usual (fig.3). 
 

Comparison among  materials for pavements and air temperature  
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Fig.3: air temperature and  surface temperature. All materials are considered with the same albedo  
 
Considering realistic albedo values the red granite temperature is between porphyry and lime 
stone’s ones (fig.4), quite higher than the marbles one (>10°C). According to [7], it is evident 
that higher is the albedo, lower is the surface temperature, in spite of the other physical 
characteristics of the materials. The white marble for instance has the albedo value close to 
0.8 and his surface temperature is lower than the air temperature. On the other hand asphalt is 
absolutely the worst, due to the low albedo. With a simple observation we can confirm that 
asphalt should be avoided in pedestrian areas. 
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Comparison among  stones materials for pavements and air 
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Fig.4: air temperature and  stone pavements surface temperature  
 
Wood hasn’t good performance as well and if we want to use it, it would be better to paint it 
otherwise to use it with water as for cool pavements. 

Comparison among  materials for pavements and air temperature
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Fig.5: air temperature and  pavements surface temperature  
 
In general we can see that during the day the difference between materials and air 
temperatures could be also about 23°C (the higher difference at 2 p.m., in fig.5), but in the 
night the air temperature is always higher than the pavements materials’ one. Figure 5 also 
shows that even in this case there are significant differences during the day when a b ig 
amount of solar radiation is present. In these hours the albedo influence is evident. During the 
night differences are due to density and conductivity (specific heat is similar for them). 
 
3.2. Materials’ energy behaviour in simplified urban configurations 
The graphs display air and mean radiant temperature in a dihedral and trihedral shape.  

Dihedral- MRT comparison in south exposed spots
 wall 20 metres high
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Fig.6: air temperature and  mean radiant  temperature (MRT) in an open space and dihedrals shape 
with massive light and glass wall. The point is south exposed 10 metres far from the wall 20 m high 
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Trihedral- MRT comparison among south exposed spots 
 walls 20 metres high
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Fig.7: air temperature and  mean radiant  temperature (MRT) in an open space and trihedrals shape 
with massive light and glass wall. The point is south exposed 10 metres far from the wall 20 m high 
 
Both in the dihedral and the trihedral with a glass wall the MRT is higher than in massive and 
light walls During the day, especially between 8 a.m. and 5 p.m. the MRT with glass wall is 
maximum 3 °C higher than in the light wall and till 5 °C  than in the massive wall(fig.6, 
fig.7).. The farther we move from the wall the lower the surface difference will be; this is due 
to different wall materials. 10 metres far from the wall the differences are insignificant. 
 
When the wall height decreases also the surface temperature decreases and consequently the 
MRT too. Differences of temperature between a wall 4 metres high and another one 20 metres 
high are about 4-5°C for every orientation (fig.8, fig.9). By comparing MRT of dihedral and 
trihedral with MRT in open field – with only pavement- the contribution is clearly evident. 
For instance at 2 p.m . a south oriented dihedral with the glass wall 20 metres high has the 
MRT 20°C higher than MRT in open field as the MRT in the configuration with glass wall 4 
metres high is 7°C higher than one in open field.  
 

Dihedral- MRT comparison in south exposed spots
 wall 4 metres high
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Fig.8: air temperature and  mean radiant  temperature (MRT) in an open space and dihedrals shape 
with massive light and glass wall. The point is south exposed 10 metres far from the wall 4 m  high 
 
It is possible to observe same differences in the other orientations even though temperature 
trends are different.  
 
The MRT in the dihedral with the north oriented wall is always under the air temperature 
because it isn’t never reached by solar radiation. The one with west oriented wall is the worst  
because of the large amount of solar radiation that reach the wall. 
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dihedral- MRT comparison among spots differently exposed 
spot 10 m far from the wall (20 m high)
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Fig.9: air temperature and  mean radiant  temperature (MRT) in an open space and dihedrals shape 
with massive wall. The points are south east and west exposed 10 metres far from the wall 20 m high 
 
3.3. Thermal comfort 
Finally a thermal comfort analysis was carried out to define configurations environmental 
performance in terms of people well-being. Surface temperature and MRT parameters are 
only a part of urban space configurations used to evaluate environmental performance. In 
order to evaluate thermal comfort we need to “close” this configuration by considering the 
sky view factor and the sky temperature. Thermal comfort was considered in terms of PET. 
With this evaluation it is possible to see any changing in people behaviour when they walk on 
a street like a “belvedere”, for instance, or when getting close to a square corner. Graph 
reported below considers the dihedral and trihedral with facing walls 20 metres high and the 
analysed position 10 metres far from the wall. 

 
Fig.10: PET of the south exposed  dihedral and trihedral with glass, massive and light wall.  
 
For the trihedral we have the same trends of the dihedral but at mid-day and early in the 
afternoon PET is about 4°C higher then in dihedral. It is strongly recommended not to use 
glass wall and to be careful with the light wall too. Massive structures should be preferred.  
According with the previous analysis west oriented configurations have the worst comfort 
conditions due to the incident radiation on the facades in the hottest hours of the day.  
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4. Discussion and conclusion 

Lot of investigation have been done considering performance of materials in terms of surface 
temperature. The target of these researches are mainly focused on the heat island effect [6] 
[7].  According to this it would be easy to have simple conclusions on the choice of the best 
performing urban material. Nevertheless we need to clarify possible misunderstandings.  
 
As we have seen, during a sunny day the surface temperature increases as the albedo 
decreases; in other words dark colours correspond to higher temperature and vice versa. 
 
Clear and smooth materials like the marble have surface temperature are similar to the air 
temperature thus they behave as they are in shadow. One of the most popular strategies to 
reduce the heat island effects consists of using clear materials because they don’t heat and 
reflect solar radiation. Nevertheless some problems are faced by using clear materials and 
when considering the idea to white as much as possible the urban surface. Problems can be 
the dazzling and the visual discomfort in addition to problems related to the urban traffic. 
 
The other issue is related to the thermal comfort. The solar radiation reflected from a clear 
surface, like the marble, can be easily redirect to a space user. In the heat balance we have the 
surface temperature (as MRT) with the whole radiation including the reflected one. It’s true 
that the marble absorbs 20% of radiation and its surface temperature is always quite low, but 
we cannot ignore that the 80% go back to the environment and can hit other urban surface on 
the space users. Material choice has to be done by keeping in mind all the elements trying to 
combine the “bad” material  in terms of thermal comfort, with cooling strategies, like shading 
devices or water cooling system. A Thermally positive material surfaces temperature should 
be close to the air temperature during the day, with surfaces temperature similar to the 
surfaces temperature of materials always shaded. 
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Summary: The project for the Franklin district of Mulhouse is the first French experiment in the renovation of 
old buildings in the context of a deteriorating urban area with a historic character to preserve incorporating firm 
energy objectives. Its first phase has just been completed with the publication of a feedback report [1] regarding 
its energy concept, large parts of this paper are based on these findings. The latter is in line with the Annex 51 
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Guidance for Urban Decision Makers. The aim of this paper is to clarify the main elements enabling this project 
and to present the first results after two years of monitoring. 
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In the European context a large part of the activities in urban development planning focus on 
the rehabilitation of existing areas. Today’s approaches for rehabilitation schemes have to 
address the urgent environmental questions by increasing the energy efficiency of our cities 
but at the same time have to find answers to social difficulties and in many cases respect 
historic characteristics of the city. These were the main objectives for the City of Mulhouse in 
2004 when it began to renovate a large part of its city centre and simultaneously intensify its 
sustainable development policy, especially focusing on climate change. Much of the city 
centre at that time was experiencing social difficulties and the inhabitants saw their everyday 
surroundings deteriorate. For this reason, the city chose to combine urban renovation and low 
energy use concepts by launching out one of the first projects in France regarding renewable 
energy in a historic city area formed by the legacy of the city’s working-class past. The 
Franklin scheme is in line with the definition and the set-up of sustainable development 
policies at the national and European level. The aims at the outset were high and the 
conditions for getting there were difficult. This paper will discuss the first results and show 
that the project succeeded to nut just conduct a renovation programme but to fit and interlock 
with a policy and city planning logic on the agglomeration scale. Energy efficiency is thus 
closely linked with social and economic considerations. First results from the time span 
between 2004 to 2010 are discussed here based on a follow up report published in May 2010 
[1], first of all by presenting the contextual specifics on which the operation depends; by 
focusing on the elements necessary for setting it up and finally, by presenting the necessary 
determining factors in the success of low energy building renovation measures that this 
experiment produced. 
 
1. Context and energy targets 

1.1. Operational Context 
The district of Mulhouse (112 000 inhabitants) and its metropolitan area m2A (Mulhouse 
Alsace agglomeration - 255 000 inhabitants) occupies a unique geographic position in close 
proximity to Switzerland (Basel) and Germany (Freiburg). In the early 20th century it was 
one of the biggest European industrial centres. After de-industrialisation and the sweeping 
economic changes which followed this age, the town experienced harder times which it has 
been trying to overcome for many years. In order to achieve this, it can count on a young 
population and recognised technological know how mainly in the automobile industry. 
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Having something of an image problem, and looking to make the area more attractive, the 
Mulhouse agglomeration was one of the first actively to embark on sustainable city planning. 
Its climate plan, drawn up in accordance with the National Climate Plan, is one of the first in 
France (2007). This first step also includes the hope to revitalise the agglomeration’s centre 
and to slow migration of commercial activity and the middle classes towards the periphery. 
To this end, work was undertaken in 2001 as part of a vast programme to renovate the city 
centre which included public spaces, economic activity and housing. It is within this 
framework that the local authority decided to renovate a number of particularly run-down 
buildings in line with low energy use targets. Thus first and foremost it is an approach linked 
to city policy, within which an environmental and energy aspect is formulated. 
 
1.2. Energy Objectives 
The Franklin district was built by the leaders of the Mulhouse textile industry between 1880 
and 1910 to house their workers. It was very run-down and heading towards abject poverty, 
which resulted in a sizeable lack of renovation of buildings, some of these becoming outdated 
without a corresponding fall in housing costs falling behind in terms of comfort and basic 
facilities as well as security problems. In 2004, the city therefore launched a consultation 
process as part of the city centre’s renovation. The local authority wanted to preserve the 
strong working-class identity of the area while implementing a thorough renovation which 
could have a practical impact on the urban environment and on the inhabitants’ quality of life. 
Eventually the low energy building standard (BBC1) was set as target. Back then, and still 
today, renovating buildings according to the BBC standard is regarded ambitious in the 
French context, with energy use twice as low as the requirement of new buildings at that time. 
This level was set by the ALME (Agence locale de la maîtrise de l’énergie – Local Energy 
Agency) one of the very first French agencies created within the framework of the 1999 
European SAVE programme. The ALME was given a mandate by the city of Mulhouse to 
develop energy optimisation and the use of renewable energies on the buildings to be 
renovated in Franklin. It also coordinated and led the operation, being responsible for 
accompanying the contracting authorities and project managers in applying their energy 
limits. 
 
The neighbourhood consists of 300 buildings of which 106 were identified as not being in an 
adequate condition. Almost a third of the 106 buildings were potentially involved in the 
renovation work. Most of the dwellings in question are identical terraced town houses (i.e. 
adjoining on two sides) which contain 2 to 4 levels. To reduce the primary energy demand 
from an average of 450 kWh/(m²a) in primary energy to the set target, a modest intervention 
was not enough. From the outset, ALME, which engaged the services of a specialist energy 
research department (ENERTECH), decided to develop “standard technical solution” 
(solution technique universelle - STU) [2] in order to gain simplicity and efficiency in the 
implementation and also to reduce the costs. An initial comparison based on the dynamic 
simulation of individual buildings allowed assessing different combinations of existing 
efficiency technologies in order to define the targets which would be adapted to the Alsace 
region. To reach the BBC level, several main themes were defined. Insulation was reinforced 
for the walls and windows (triple glazing), taking summer comfort into account. External 
insulation was preferred where possible but the historic character of the façades or the 
encroachment onto the pavements often rendered this solution impossible. 
 

                                                           
1 The French BBC standard limits primary energy use to 50 kWhprimary/(m2a). This value includes heating 

and cooling needs as well as energy for domestic hot water, ventilation and lighting.  
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The existing distribution system (i.e. radiators) were maintained but supplied by new wall 
mounted condensing gas boilers. The air exchange was ensured via mechanical ventilation 
with heat recovery, centralised for each building. From the point of view of electricity 
consumption, savings were identified in specific uses of electricity (appliances on standby, 
buying class A appliances or better).  Domestic hot water (ECS) was taken care of by solar 
water heaters, from 5 to 7 m² per building, representing about 40% of the needs. At the same 
time, devices reducing water consumption were installed (e. g. pressure reducers). 
 
Integrating all these solutions into a renovation project was sometimes complicated. The 
installation of some particular devices such as the double flux ventilators required ducts inside 
the dwellings. Alongside these technical problems, complexity also arose around the set-up of 
the project which had to obtain the maximum amount of financial backing and attain the 
energy targets. 
 
2. A combination of mechanisms for the renovation scheme 

2.1. The process 
The city of Mulhouse delegated the project’s implementation and management to SERM, a 
local mixed enterprise for developments in the Mulhouse region. The firm was mandated by 
the city of Mulhouse to carry out the operation in strict collaboration with ALME. 
SERM was in charge of the renovation operation in 2004 for the old historic parts of town. 
Within this perimeter, some buildings from the Franklin district were particularly run-down, 
which meant their owners could have been forced to carry out renovations on their property. 
If they weren’t capable to do so, the work would be declared in the public interest for these 
buildings, which allowed SERM to acquire the buildings. The buildings were then resold at 
the market rate to private landlords with an obligation to carry out the work according to the 
low energy standards contained in the conditions of the contract. The resulting incremental 
costs for investors were compensated by the community authority through subsidies and tax 
benefits. To support them in the application of the contractual conditions, the investor and his 
project manager received free assistance from ALME throughout the realisation of the project 
in order to respond to their enquiries and to ensure conformity for the intended work. The aim 
was to integrate the energy constraints and to form teams contributing to the installation of the 
technology. ALME also carried out checks during construction time and was available for the 
entire operational phase. This monitoring led to an optimisation along the way, following 
difficulties which arose during the implementation of technology which at that date was not in 
widespread use. Once the buildings were finished and the inhabitants had taken possession of 
them, ALME supported the tenants by informing them about the aims of this low energy 
renovation and by explaining how to operate the devices. 
 
So that these aims and this support would be feasible and financially realistic, the local parties 
involved sought to take advantage of the financial opportunities the project was able to claim. 
 
2.2. The implementation 
In this paper the main focus is put on the implementation process. Therefore technical aspects 
will be treated in a lesser detail while primarily planning and financial instruments applied in 
the project will be described. Urban renewal operations as the one described depend on a 
sizeable number of financial aids to be called upon for the actors within the given area who do 
not have the necessary funds at their disposal (local authorities as well as private property 
owners). The necessity as traditional mechanisms to renovate buildings are ineffective (e.g. 
the property market or economic activity). As a result, the success of a project such as the one 
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in Franklin relies on the ability of the project manager to obtain financial backing and its 
effective usage. The city of Mulhouse – and indirectly the private investors in the district – 
managed to do this. In addition to their own funds, they received significant subsidies which 
the diagram below summarises, indicating the level of origin and whether or not they were 
transferred directly to the public project manager. 
 

 

Figure 1 : Summary diagram of programmes and financial schemes in place within the Franklin 
district project 
 
The European Union contributed via the European Regional Development Fund (FEDER) by 
financing for two years the preliminary research and the benchmarking. It was also a partner 
in the programme “Alsace énergivie” [4] led by the Region of Alsace in partnership with the 
ADEME which funded all the organisational engineering and the project’s technical support 
assistance between 2004 and 2010. This programme has been designed since 1998 to promote 
energy saving and renewable energy by supporting private entities as well as local 
governments in their projects (awarded the 2008 European Commission Regiostars prize). 
Alongside this involvement, the state plays a specific role both by contributing direct funds to 
the local authority, but also by subsidising private entities. The City of Mulhouse came to 
choose the Franklin district project because it presented an ideal configuration, allowing 
urban renovation funds set up by the French state to be drawn on as part of the 
implementation of a city policy. This area is affected by four main mechanisms which are 
strongly interrelated. 
 
An agreement was signed with the National Agency for Urban Renovation (ANRU) 
concerning the old city-centre districts such as Franklin (€270m of which 18m were allocated 
to the programme in 2006). ANRU is a public institute charged with funding and setting up 
the urban renovation programme across the country in urban zones which have experienced 
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difficulties (lack of social/functional mix, lack of opening up to the rest of the city, etc.). In 
the Franklin district and the old districts surrounding it, it was expected that the housing on 
offer would be renewed, and that a series of public places would be rearranged: the Franklin 
public square, several schools, extracurricular centres, etc. The ANRU funds went directly to 
the public body charged with carrying out the work. 
 
Furthermore, a scheme designed to improve the housing sector (OPAH) has been launched, 
dedicated to zones containing a high number of buildings potentially hazardous to health, run 
down (both internally and externally), empty or subject to social dysfunction. The OPAH-
RUs (Urban Renewal, specific to urban zones), solely dedicated to the rehabilitation of urban 
zones, are organised as a partnership between districts, local authorities and the state. Here, 
it’s the Alscace regional authority, the agglomeration of Mulhouse m2A and the City of 
Mulhouse who contributed to the funding. The ANAH subsidies rose to about €350/m² 
transferred to the new owners of the property for a renovation cost of €1450 /m² (exclusive of 
tax). 
 
The fourth mechanism is the setting-up of an scheme for property restoration (ORI) for old 
districts, which can be applied when the building is especially dilapidated and after a public 
investigation has been carried out. It is applicable within a reduced perimeter and differs from 
the OPAH-RU operation because of its coercive character. In fact, the owners, once they have 
been notified of the requirement for work, run the risk of expropriation in the event of non-
compliance. This was one of the levers used in order to impose a thorough renovation in the 
Franklin district. 
 
Finally, tied in with this ORI, the municipality demarcated an architectural and urban heritage 
protection zone (ZPPAUP) which made it possible for owners to exempt a part of the cost of 
the renovation work subject to them by renting the building out. 

 

 
Figure 2 : The boundary of the OPAH and, that of the ORI (Source: ALME, AURM) 
 
Within the framework of the aforementioned financial sources, SERM offered to help the 
owners for free. Firstly by providing for a dossier allowing all available subsidies to be 
claimed. Secondly by transferring the part directly subsidised to companies in form of upfront 
capital fund so that the owner wouldn’t have to pay in advance. It therefore created a one-
stop-shop for private entities. This action made the process of distributing subsidies easier, 
and so increases the attractiveness for private investors. 
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3. Energy efficiency at the linking technology and behaviour 

3.1. The occupant, key element in low energy schemes 
From the outset of the project, the Franklin district was intended above all to be a city 
planning experiment for renovating a city centre, as well as a turning-point taken by the 
agglomeration in terms of sustainable development. To follow its progress and develop it was 
therefore the motor for the management of the project. A very unusual approach which could 
even give rise to disappointment faced with the uncertainty of the results. However, aside 
from a few pitfalls, the positive outcome of the renovation scheme could clearly be 
demonstrated. 
 
In financial terms, the additional costs associated with the requirement for low energy 
renovation (“universal technical solution “, STU) was estimated in 2006, at the start of the 
project’s implementation, at €315/m² (exclusive of tax) relative to usable surface (figure 3). 
Other costs linked to energy rise to €524/m² (excl. tax) for a total cost for the implemented 
measures of €1551/m² (excl. tax). The individual measures are described in figure 3 and 
included the insulation of the roof and the walls, mechanical ventilation and exchange of the 
boiler.  

66%

20%

14%

Non-energy renovation

Costs linked to STU

Other energy related 
costs

19%

8%

7%

29%

21%

7%
9% Wall insulation

Floor insulation

Roof insulation

Air tightness

Ventilation

Boiler

Regulation

Figure 3: Cost breakdown of the renovation and ventilation of STU average costs in € and € /m² 
(excluding tax) of liveable surface area [3]. 

The investment costs, however, have had a tendency to go down since the start of the 
implementation in 2006 (-20% between 2009 and 2010). In addition, it became desirable to 
give up on some technical features which remained expensive such as triple glazing, and to 
develop air tightness in compensation which was found to provide for a higher energy 
efficiency potential [3] for the same investment. Concerning energy mechanisms, the 12 first 
buildings were the object of a thermal assessment and 2 years’ monitoring. In addition, 
ALME’s presence and its observations identified problems on site which couldn’t be 
measured by instruments. 
 
Yet Franklin is above all a city planning operation which, with or without ambitious energy 
targets, was a necessity for the neighbourhood. Its primary objective was the renovation of a 
run-down area improving the quality of life of its residents. The first return of experience on 
this subject is encouraging. The quality of using the dwellings has been improved: reduction 
of noise problems thanks to the insulation, greater thermal comfort, etc. This is accompanied 
by a significant lowering of costs for tenants who today pay rents similar to those in force 
prior to renovation but with charges considerably reduced (heating costs divided by 8). This 
advantage is vital because it sizably diminishes the vulnerability to energy price. More 
generally, the whole set of energy efficiency measures offers an added resale value for 
investors and increases the maintenance of the buildings over time. 
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From a specifically energy related perspective, one of the primary factors for success or, 
alternately, for failure, lies in the residents’ acceptance of the systems put in place. An 
observation which has been highlighted in other analyses already carried out on new 
construction like in Grenoble’s De Bonne district. The first results confirm that technology 
alone does not reach the full potential of the energy efficiency measures. First of all, the trial 
of communal areas for washing and drying made up part of the recommendations. However, 
this solution showed itself to be a failure as the designated spaces were not used very much. 
Also, some of the residents didn’t follow the advice given to them during their moving in and 
kept the same habits as in a traditional dwelling (e.g. opening windows in winter, high heating 
temperature). The summer comfort was generally good but the results could have been even 
better with improved habits (e.g. night time ventilation). As often observed the users regulated 
the heating system to a higher indoor temperature as was initially assumed - heating to 20°C 
compared with the recommended 19°C. The final report cites the neutralisation of the 
thermostatic radiator valves regulated to a maximum of 19°C or the obstruction of the 
ventilator openings [3]. Besides traditional behavioural problems, one of the factors identified 
in this misuse lies in the problem of communication with the tenants. Sometimes this was 
linked to a poor command of the French language (suspicion regarding the measuring devices 
in the apartments, unworkable advice). In a more general sense sometimes the ALME had 
difficulties to stay informed of the arrival of new tenants which is due to the magnitude of 
owners and landlords in the area. However, the options for tackling this area of problems 
remain few, and their results hypothetical. 
 

3.2. Energy efficiency: know-how and quality of implementation 
Another behavioural factor depends on the implementation of the chosen energy efficiency 
measures. In Franklin, no revolutionary technology was used. On the other hand, in 2004 they 
were quite unusual compared to those traditionally used in French refurbishment market. 
Some of the engineering offices in their approach did not distinguish between low energy 
buildings and traditional buildings. That notably led to an over sizing of the heating 
installations and therefore a poor efficiency. Moreover, the monitoring drew attention to the 
need, from the start up and the receiving of the dwellings, to take particular care of the 
auxiliary energy as well as ventilation or domestic hot water production. 
  

Moreover some of the building professionals had not been informed about the installation 
quality required to achieve the low energy objectives. Problem also known in traditional 
construction yet its consequences become more visible when it comes to achieving this level 
of performance. Explanatory information had indeed been put together but it didn’t work very 
well, notably because of the fluctuation of involved companies. This lack of care led in some 
examples to a poor air tightness of the building envelope. After the first applications this point 
has been added to the contractual conditions. Due to this, energy consumption for heating 
varied from one building to another partly caused by differences of air tightness. The average 
energy use is about 70 kWhprimary/m² of usable surface area per year in primary energy. 
Electricity consumption on the other hand was well managed, excluding that which was 
consumed by general maintenance services. A malfunction linked to incorrect application of 
the engineering office’s instructions (e.g. continual running of pumps, ventilators) is strongly 
suspected and will be subject to further investigation. Finally, the thermal solar panels made it 
possible to attain the domestic hot water objectives. 
 

Monitoring of the construction work will eventually allow the problems to be limited without 
however managing to avoid them completely. The aim therefore was achieved, which 
represents a success. Another positive note, the companies involved got used to the specific 
requirements of low energy buildings and are today more operational than when the project 
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started. Creating a skills centre on low energy building (“pôleBBC”) is one of the means by 
which this is managed today. This centre is in close contact with the previously mentioned 
Alsace centre for energy [4]. Thus an important aspect of the Franklin district remains its 
capacity building aspect as a place for the application of energy efficient building techniques. 
It makes it possible to crystallize experiences, to create a space for discussion and to draw on 
other similar experiences from professionals. The benefits are threefold: acquire a recognised 
low-energy skill, bring this economic sector to life and create jobs. 
 

4. Conclusion 

The renovation of buildings in the Franklin district contributed a lot to the diffusion of low-
energy buildings in Mulhouse and met many of the targets which were originally set. 
Numerous links have been set up in France and in Europe between Mulhouse and other cities 
facing similar problems via conferences and visits. The reproducibility of such an operation, 
which brings together the financial support mechanisms, is however scarcely conceivable in 
its present state. Some of the funds received were within the framework of promoting 
renewable energy or energy efficiency. But above all, these were only possible in derelict 
urban areas. As a result, what made it a success might to a degree be responsible for its non-
reproducibility. These measures were chosen partly according to the prerogatives given to the 
public project manager to impose certain kinds of renovation, and partly according to the 
subsidies they could obtain with a view to making the project viable and attractive for private 
investors. 
 

Franklin has become a part of the city’s sustainable development policy which now can draw 
upon a set of good practices and lessons learned. In addition it bears testimony to the 
synergies between questions of energy efficiency, traditional urban renewal and, to a certain 
extent, the policy pursued on the scale of an entire agglomeration. Beyond the contribution to 
improving the urban quality of the city centre and social cohesion, core elements of the 
project, this experiment focussed above all on energy efficiency in an existing urban area, 
which remains today the real challenge to which we must respond. 
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1. Introduction 

Since in general over 40 % of the end energy use in OECD countries is caused by the built 
environment, an increase of the energy performance in this sector, together with the increased 
use of renewables for electricity generation, will be the key to a successful energy and climate 
change policy in the industrialized world. 80 % of our built environment is located in towns 
and cities. For this reason, it is decisive that cities, small or large, will be able to achieve such 
ambitious energy goals, and this will entail enormous changes in urban fabric and urban 
energy use patterns in the future. During recent years, new energy standards like the German 
“Passivhaus” or the Swiss “Minergie”, or even “Net Zero Buildings”, have been introduced 
successfully, which have facilitated a reduction of end energy consumption by a factor of 2 or 
more compared to conventional new buildings. Is this the solution of the problem? Looking at 
the existing buildings in our cities and considering the fact, that some 80 % of them will still 
be there in 2050, and their current primary energy consumption for heating, cooling, hot water 
and electric appliances is in most cases beyond 300 kWhPE/m2, a reduction by 80 % would 
require a primary energy use level of about 60 kWhPE/m2. While this is technically feasible 
with today’s technologies, there are economic limits due to a non-linear increase of costs. To 
reduce the economic burden, cost-efficient alternatives must be found to simply decreasing U-
values below economic limits. 
 
Due to economies of scale, a number of technologies, like cogeneration or combined heat and 
power, waste heat recovery, biomass, geothermal energy, solar heating (and cooling), and 
others, are more efficient – in technical and economic terms – when used in large installations 
instead of small ones. Taking advantage of these technologies where locally available will 
enable the primary energy consumption (or GHG emissions) achieved by an optimized system 
to fall possibly to the best available standards (in terms of kWh/m2 or kg CO2/m2) for new 
buildings, but with lower cost and with the advantage of a feasibility at community scales. A 
successful urban climate change policy will only be available if such options can be found 
and realized; otherwise, it will just be too expensive. Therefore, communities will have an 
essential role to play in the future to make this happen.  
 
As the number of cities with successful climate change policy is still very low, it is obvious 
that there are powerful barriers that prevent cities from recognizing and implementing their 
potentials. A strategy to bypass these barriers is needed, in the form of integrated energy 
planning for neighbourhoods or energy master plans for whole cities – and the corresponding 
implementation strategies. Contrary to individual pilot or demonstration buildings, the aim of 
community-wide energy concepts must be to find an optimized solution in economic terms 
rather than introducing cutting-edge technical innovations, otherwise implementation would 
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not be achievable. This makes a big difference between community projects and projects that 
are involved just with one single building. This has been recognized in several countries, 
where national programs for urban energy planning projects have been initiated. To benefit 
from experiences made by those national Case Studies, an international project (an “Annex”) 
was commenced within the framework of IEA’s “Energy Conservation in Buildings and 
Communities” Implementing Agreement. The title of this ECBCS-Annex 51 is “Guidelines 
and Case Studies for Energy Efficient Communities”. The work has begun in 2009 and will be 
finished until autumn 2012. 11 countries participate in this Annex.  
 
2. Objectives and Project Structure 

In Local or Urban Energy Planning, there are no standard solutions. An optimized design and 
implementation strategy must be found in every new case. The subject of Annex 51 is to iden-
tify methods how to find such solutions and to provide successful examples: Its aim is to pro-
vide stakeholders in communities with the necessary information to be able to achieve their 
local climate policy goals more successfully than in the past. This objective has defined the 
work plan of Annex 51: 

- explore the state-of-the-art of local energy planning with respect to methods, tools and 
strategies: Subtask A 

- exchange experiences from projects (“Case Studies”) carried out within the ongoing na-
tional “city” programs: Subtask B for neighborhoods and Subtask C for whole cities 

- summarize the outcome of this work in the form of a guidebook that serves as a source of 
methodological knowledge and practical examples for local decision makers and planners, 
and supply a simplified planning tool for decision makers to be used in the early planning 
phase: Subtask D 

 
3. Annex 51 – Subtasks  

3.1 Subtask A: Review on Existing Planning Tools and Implementation Strategies  
Subtask A will be finished until summer 2011. The Subtask leader is France, represented by 
P. Girault and A. Koch from EiFER – European Institute for Energy Research (a research 
subsidiary of EdF in Karlsruhe). In this Subtask, selected successful Local or Urban Energy 
Planning projects (“LEP” or “UEP”) from the participating countries, and planning methods 
and tools used in practice are evaluated, but more importantly, implementation strategies and 
instruments are discussed and conclusions will be drawn.  
 
3.1.1 LEP – Neighbourhood Scale Projects 
The LEP projects showed a large variety in terms of size, uses, targets, building constructions 
and energy systems involved, such as inner city revitalisation projects, as Western Harbour in 
Malmö or Regent Park, Toronto, or a commercial downtown district in Yokohama, until 
greenfield residential developments like Burgholzhof in Stuttgart. The number of residents or 
users is between 1.000 and 10.000 in most cases. While most of the cases have been finished, 
others are still in some stage of implementation. 
 
The technical descriptions of the LEP projects presented in Subtask A have a big value in 
itself, because they show the large variety of solutions and approaches that can be used to 
achieve the energy or GHG goals strived for in the different projects. Due to the fact that in 
most cases there was no direct access to detailed data in Subtask A (planning data, measured 
data after completion, cost and price structures etc.), a quantitative evaluation is impossible 
for the Subtask A cases. In particular, it was not possible in most of the projects to compare 

3317



CO2 emissions in Freiburg

0,000

0,500

1,000

1,500

2,000

2,500

1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

m
io

. 
t 

C
O

2/
a

real/forecast 2003 Target (1996) real/forecast 2007

new downtown DH
new 
cogeneration 
plant

long-term target: - 40% until 2030

first energy
monitoring

plan 1996  (-25%)

BAU scenario

forecast 2003

monitoring 

CO2 emissions in Freiburg

0,000

0,500

1,000

1,500

2,000

2,500

1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

m
io

. 
t 

C
O

2/
a

real/forecast 2003 Target (1996) real/forecast 2007

new downtown DH
new 
cogeneration 
plant

long-term target: - 40% until 2030

first energy
monitoring

plan 1996  (-25%)

BAU scenario

forecast 2003

monitoring 

the initial targets in terms of energy efficiency or GHG reduction with the reality after project 
completion. This should be different in Subtasks B and C, because the respective reviewers in 
most cases are directly involved with the Case Studies considered there. Conclusions to be 
drawn from Subtask A in terms of planning and implementation processes of LEP projects, 
show that five major influences seem to be common as success factors: 

- a decision maker being directly involved in the specific project and acting as a driver in 
terms of technical innovations, energy / sustainability targets, feed-back to stakeholders 
etc. 

- bilateral/personal information transfer from comparable other community projects that 
have been successfully implemented 

- a “contract” at the initial phase of the project that is signed by all involved actors in mutual 
agreement and where the main targets of the LEP project are laid down  

- the perspective of grants or allowances for the project according to some public funding 
program (whereas the absolute amount of money received seems to be less important) 

- an “integrated approach”, aiming at a holistic view of the long-term perspective of the 
neighbourhood or district under consideration in terms of the three components of “sus-
tainability”: social, economic and ecologic development. 

In every specific LEP project, there might be other important issues that need proper solu-
tions, but if all these five favourable points as mentioned above are valid in a project, the per-
spectives for successful implementation seem in general to be good.  
 
3.1.2 UEP - City Scale Projects 
A detailed discussion of the conditions and approaches of city Case Studies in terms of energy 
or GHG policy is being done in Subtask C. In Subtask A, only 2 cities have been presented as 
cases, Lyon in France, and Freiburg in Germany. While Lyon has began only recently with 
the establishment of a “climate plan”, in the City of Freiburg a continuous municipal energy 
policy has taken place since almost 30 years. Four phases can be identified: an initial period 
of political dispute (1980ies), a phase of first quantification of urban energy saving and re-
newable potentials and targets (1990 – 1996), a learning phase of practical implementation 
(until 2003) and a phase of re-adjustment to ensure successful achievement of the energy tar-
gets (until 2007). These last two phases may repeat periodically during implementation. The 
following chart presents wishful and real GHG developments in Freiburg over 20 years of 
time, showing that successful GHG policies for whole cities need a very long time and con-
tinuous adjustments to make sure that there is a move towards the targets set.  

Fig. 1: Projected and real development of CO2-emissions in Freiburg1992 - 2010 
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Fig. 1 illustrates the results of these phases in terms of urban GHG emissions in Freiburg, be-
ginning with the first quantification phase in 1995. Based on this, a target of minus 25 % 
CO2-emissions until 2010 (compared to 1992) was decided in 1996 by the City Council, 
while focusing its policy to solar energy  and on ambitious standards for new buildings.  
 
When a first evaluation of this policy, made in 2003, proved that the target until 2010 would 
be clearly missed, a new phase of analysis of more detailed and realistic energy scenarios was 
initiated. A first conclusion taken was that it would be necessary to track periodically the ef-
fects of measures made in the framework of the municipal energy policy. For that purpose, a 
tailor-made municipal energy and GHG balancing scheme was developed. However, develop-
ing a successful implementation policy based on local energy conservation and renewables 
potentials was a difficult step, which needed extensive discussions. To enable a detailed dis-
cussion of different policies, a spread sheet model with four “scenarios” was developed, 
which was used to quantify different assumptions or combinations of measures over a given 
timeline. As a result, in 2008 an almost unanimous decision was taken by the City Council to 
define a new GHG target of “minus 40 % until 2030” compared to 1992. This decision was 
combined with the presentation of a “climate change roadmap”. The municipal administration 
was appointed to be responsible to report periodically on their implementation.  
 
Most important points on the “climate change roadmap” were the support of a retrofit pro-
gram of the building stock making use of federal building modernisation pro grams, enforce-
ment of neighbourhood scale district-heating schemes using cogeneration, biomass or biogas, 
substitution of all remaining coal uses, support of electricity saving programs for private 
households, and a diversity of measures in the mobility sector. Eventually, an ambitious mod-
ernization program of the municipal buildings was decided to serve as a model also for other 
investors in the commercial sector.  
 

Fig. 2: Climate change policy in Freiburg 2008 -  Organisational Structure  
 
Fig. 2 shows a sketch of the decision making structure that can be outlined. The experiences 
in Freiburg have shown that the pre-requisites of a successful municipal energy and GHG 
policy will consist of a  
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- detailed information base on local potentials and options 
- realistic target-setting based on achievable results 
- detailed delegation of responsibilities and obligations 
- continuous monitoring and communication 
- installation of a project management (authority, energy agency, …) responsible for work 

organisation, reporting and feed-back to involved stakeholders.  

As can be learned from the experiences in Freiburg, the definition and implementation of a 
community energy policy is a task, which requires  a certain continuity in know-how and 
management capacities over many years of time. If successful, it will contribute to local eco-
nomic development and quality of life as well. 
 
3.1.3 Methods and Tools 
On the scale of neighbourhoods or cities, different questions are to be answered by the plan-
ner compared to the scale of one individual building. While a number of building planning 
tools are available, which have proved their practicability to achieve useful results - examples 
are the “Passivhaus Planning Package” (PHPP) in Germany, or eQuest in the US, HOT3000 
in Canada, Enorm in Sweden etc. – for neighbourhoods or districts, the situation is different. 
It was one purpose during Subtask A Case Study evaluation to explore, which planning meth-
ods and tools are currently in use (or in demand). On the scale of neighbourhoods or districts, 
the question of energy (and GHG) balances for demand and supply, annual and diurnal varia-
tions, economic optimization of both supply and demand measures are relevant for the plan-
ner. To be able to include a consideration of energy distribution, an interface with GIS would 
be useful, such as an energy map. However, on this scale, commercial energy models are not 
really available so far. Planners often use several different self-made calculation tools, with 
the disadvantage of intransparent calculation methods and lack of interfaces to existing data 
bases. As a result, every LEP project is a singular project. However, the situation with energy 
modelling of neighbourhoods (or cities) is better than currently apparent in planning practice, 
since several energy system models are “there” and used by academic experts in projects 
which have often the character of research projects. Two “models” are currently in wide-
spread use, at least in Germany, Austria and Switzerland, one of them “GEMIS”, which is 
used most often as a reference database for primary energy and GHG factors for a wide range 
of energy systems, but is also capable to be used to “model” energy systems, including default 
cost values [2] and the other “model” is ECORegion, a tool primarily intended to make up 
energy and GHG balances of cities [3]. Two additional balancing tools, BilanCarbon of 
ADEME (France) and “Energy Balance” in Denmark have been used in Subtask A Case Stud-
ies, as well as pure simulation tools of energy supply systems, such as GOMBIS or EISAB, 
that are applied in Subtask B Case Studies (Germany, Japan) and will be evaluated there. 
Comprehensive energy system models, such as TIMES, POLIS or PERSEUS, are powerful, 
but complex optimization models that need skilled users and are in general not used by con-
ventional planners (one application of POLIS is presented in [8]). It would be an important 
task of the future to develop such tools in a way that they can be used also beyond academic 
circles of model developers. One different approach has been developed by [4], where a phys-
ical model (buildings, spaces between the buildings, orography; climate) is blended with GIS 
and scanning data to simulate the annual energetic development of a whole neighbourhood 
including thermal energy demand, solar gains and energy system components and (statistical) 
user behaviour.  
 
A simplified energy benchmarking approach for neighbourhoods was discussed in Case Stud-
ies in Germany [5]. Here, the idea was to extend the existing methods of building energy per-
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formance rating, where the specific thermal energy demand of a building, qH + qW (qH = 
space heating demand, qW = DHW demand, both in kWhth/(m2·a)), is covered by an energy 
system with an end energy use ratio eEE (kWhEE/kWhth). The term p = (qH + qW) · eEE 
(kWhEE/(m2·a) is used for the energy performance rating of the building.  
 
Looking at a neighbourhood, typical uses (residential building types, others) have to be identi-
fied and the term p = (qH + qW) · eEE as mentioned before has to be weighted according to the 
use areas to calculate an average value of p for the neighbourhood. At this scale, also the qual-
ity of the end energy delivered to the neighbourhood has to be considered. This can be ther-
mal energy from a central heating plant, using a biomass boiler in the base load, or a cogener-
ation plant, a geothermal heat pump, waste heat utilization etc. In every of these cases, the 
“quality” of the end energy supply process, characterized by fEE (kWhPE/kWhEE), can be de-
scribed by an appropriate formula. For a central heating station for instance, operated with 
wood chips in base load and with a gas peak boiler, one may be interested in the “quality” of 
the end energy supply provided via a neighbourhood heating scheme in terms of fossil energy 
consumed (kWhfoss/kWhth). In this case, fEE is given by fEE = (1 – fren), where fren is the frac-
tion of renewable energy used in the central station (for instance, fren = 0,80). The resulting 
energy performance factor p (kWhPE/(m2·a)) of the neighbourhood is then given by 
 

 
In the case of a cogeneration plant instead of the wood-chip boiler, fEE (kWhPE/kWhth) would 
be calculated from 

with 
s    …  ratio of electric to thermal output of the cogeneration plant (kWhel/kWhth) 
ηB …  overall efficiency of the cogeneration system (kWhEE/kWhPE) 
ηel … average electric efficiency of the regional power plant mix.1 
 
In other cases, such as a heat pump for instance, different formulae for fEE would have to be 
used. 
 
One task of Annex 51 is to evaluate the current situation of planning tools and their practical 
use (or development needs). The basic requirements for such a tool to be applied for LEP pro-
jects would be  

- description of energy demands (hourly, monthly, annually) and supply systems and their 
future developments at neighbourhood scale 

- balances in terms of costs and GHG on neighbourhood level 
- scenario building (business as usual as reference and scenarios using different technical 

options) for neighbourhoods and cities 
- costs and economic assessment (e.g. using LCA) as basis for economic optimization 
- continuous monitoring of implementation. 
 

                                                           
1 In real applications, the fact that only the base load will be made from cogeneration, and the existence of losses 
in heat distribution and electric transmission would have to be considered, which makes the formula more com-
plicated.  
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It remains to be shown if existing tools can be used by conventional planning consultants, 
perhaps after adequate re-designing of the user interface, or if there is a need for a completely 
new planning tool still to be developed.  
 
2.2 Subtask B: Case Studies on Energy Planning for Neighbourhoods  
This is a continuation of the work carried out in Subtask A, with the difference that in Subtask 
B the focus is on recent or ongoing Case Studies with explicitly innovative character, be it 
technically, methodically or with respect to the implementation approach. 14 Case Studies in 
11 countries are evaluated, which cover existing neighbourhoods as well as new ones, and 
residential as well as mixed use neighbourhoods. Another difference to Subtask A is that the 
Case Study reviewers here are in most cases directly involved and therefore have access to 
detailed information as to cost structures and prices, business models or implementation strat-
egies. This will allow for a much more detailed evaluation compared to Subtask A. This work 
is ongoing, led by the University of Linköping (Prof. B. Moshfegh, Prof. H. Zinko). Three of 
the Subtask B Case Studies are being presented at the WRE Conference [6-8].  
 
2.3 Subtask C: Energy and Climate Change Strategies for Cities and their Implementation  
With respect to international long-term energy and climate change targets, successful urban 
climate change policy is a key to success: without massive GHG mitigation in all cities, cli-
mate change targets can not be achieved. Compared to neighbourhoods, climate change strat-
egies on city scale are much more complex and need much more time. Ongoing initiatives, 
such as the International Climate Alliance, ICLEI or the C 40 Initiative have been formed in 
the past, and more recently the EU-based “Covenant of Mayors”, to support members of their 
organisations in the development of urban climate change strategies. However, really success-
ful cities are still the exception rather than the rule.  
 
As in Subtask B, methods and implementing strategies shall be evaluated using successful 
cities as Case Studies, but still more important is a description of the transition processes that 
cities have to undergo in terms of organisation and local implementation of their climate 
change master plan.  
 
The Subtask C Leader is Prof. Kimman from Hogeschool Zuyd in Herleen (NL). Cities that 
are being evaluated in Subtask C are Tilburg and Apeldoorn (NL), Ludwigsburg (D), Stock-
holm, Zurich, St. Johann (A) and the City of Prince George (CAN). Results of this Subtask 
will be available in 2012. 
 
2.4 Subtask D: Guidebook and Energy Model for Decision Makers 
The main deliverables of Annex 51 for the general public will be provided by this Subtask, 
containing the essential results and conclusions drawn from the other Subtasks. The intention 
of the “Guidebook to Successful Urban Energy Planning” is to provide the necessary back-
ground of methods and usable planning tools to urban planners and decision makers, to select 
and explain the most interesting Case Studies of Subtasks B and C, which can serve as good 
examples for other cities, and to provide to the user a “Pathway on How to make an Urban 
Climate Change Action Plan and Implement it Successfully”.  
 
3. Conclusions 

First results and experiences of the work made in Annex 51 have shown that for both Local 
and Urban Energy Planning, there is a lack in generally acknowledged and practically used 
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methods and planning tools as part of the necessary knowledge base of planners and decision 
makers in municipalities. In addition, there is a need for learning processes from municipali-
ties or cities that have proven to be successful in establishing a local energy and climate 
change master plan and transition into a successful implementation phase. Through the work 
being made in Annex 51, both needs shall be satisfied, with the aim to provide to this target 
groups a practical guidebook that is really beneficial in their every days work.  
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Experimental investigation of the use of lignite ash for roof solar cooling  
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Abstract: The moisture sorption properties of fly or bottom ash and their application prospect as evaporative 
coolers of roof surfaces were studied. Initially, samples were characterized through techniques like elemental 
analysis, x-ray diffraction, thermogravimetry, reflectance measurements and water vapor adsorption isotherms. 
Moreover, the water adsorption properties and the associated temperature variations were determined in a 
specific wind tunnel with controllable environmental conditions. The adsorption isotherms were of type III 
indicating hydrophobic materials with low water vapor adsorption. However, all samples were capable of 
lowering their surface temperatures due to water evaporation and the release of the latent heat. The maximum 
differences in temperature increase under simulated solar irradiation between fly ash and concrete were 3.8, 4.1 
and 6.4 °C for the surface, middle and bottom, respectively of 3 cm material thickness. The toxicity assessment 
of materials implication in buildings roofs was performed by radioactivity and metal leaching experiments with 
rain water. According to the results, mixing of fly ash with either an inert material like soil or a g reen roof 
material or multifunctional nanocomposites is proposed in order to minimize its environmental impact.  
 
Keywords: Evaporative cooling, Solar cooling, Water vapor sorption, Fly ash, Lignite 

1. Introduction 
The increased temperature in the summer time of the so called “urban heat island” effect is a 
major energy and environmental problem of urban areas. The effect leads to the increase of 
electricity generation for cooling purposes and the subsequent higher pollutants emission, the 
chemical weathering of building materials and the increase of the discomfort and even the 
mortality rates. Among the mitigation measures, building integrated evaporative cooling is an 
alternative and sustainable way to cool the surfaces of a building or the pavement of outdoor 
spaces by taking advantage of the sorption properties of porous materials. Stored water or 
night sorbed moisture inside the pores are evaporated during the hot day and the porous 
surface temperature is reduced due to the release of the latent heat [1-2]. Lower surface 
temperatures contribute to the reduction of air temperature since the intensity of heat transfer 
through the cold surface is lower while the heat flow inside the building is reduced. The 
method of roof evaporative cooling is considered to be the most effective method for roof and 
indoor temperature reduction [3]. Indirect benefits associated with the installation of roof 
integrated porous materials for evaporative cooling include water retention in heavy rainfall, 
increase of the thermal insulation pollutants uptake, reduction of roof materials’ degradation 
and carbon sequestration.  
 
The materials’ rate of water vapor sorption and the sorption capacity are the primary factors in 
the selection of the porous materials. However, the outdoors stability, the affordable price, the 
local availability and the environmental non-toxicity are secondary parameters that should 
also be taken into consideration in the selection of the suitable material for evaporative 
cooling applications and for commercial use.  

 
Moreover, around 37 and 4.8 m illion of tonnes of fly and bottom ashes (FA and BA) are 
produced every year in Europe while more than 20% of these are produced in Greece (10 
million tonnes FA per year) [4]. Fly ash is beneficially used mainly in the building industry 
and road construction applications such as cement or asphalt additive, autoclaved aerated 
concrete block, concrete admixture or aggregate and highway ice control. The average ash 
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utilization rate in Europe is 47% [4]. Other applications are zeolites synthesis and hazardous 
waste removal, blasting grit, flowable fill material, masonry block, structural fill, grouting etc. 
In spite of these applications, the largest proportion of the produced fly ash is directly 
discharged into landfills, increasing in this way the concern of environmental pollution. 
Therefore, the development of alternative applications and further means to facilitate the 
recycling of fly ash are urgently needed. To the best of our knowledge, the potential 
application of fly or bottom ash as a s tand-alone material or roof additives for solar cooling 
has not been studied yet.  

 
In this work, the moisture sorption properties of fly and bottom ashes from the major 
thermoelectric power plant in Greece were determined. Prior to moisture sorption 
experiments, materials were characterized by x-ray diffraction, thermogravimetry, reflectance 
measurements and water vapor sorption isotherms. Moreover, the water sorption properties 
and the associated temperature reductions were determined in a s pecific wind tunnel with 
controllable environmental conditions. Finally, an initial evaluation of the environmental 
impact of the fly ash application was performed by radioactivity and metal leaching 
experiments.    
 
2. Methodology 
2.1. Ash samples 
Fresh lignite by-products of fly and bottom ashes, coded ADFA and ADBA, were obtained 
from the lignite power plant of Agios Dimitrios (1595 MW). Fly ashes were collected in a dry 
state from the electrostatic precipitators of the power stations while bottom ashes were air-
dried at room temperature. All samples were ground by hand and sieved to a fragment size 
less than 200 μm.  
 
2.2. Characterization  
The major chemical constituents and trace elements of raw ashes were determined with the 
spectrometric methods of X-ray fluorescence (XRF) and proton-induced gamma-ray emission 
(PIGE) [5]. PIGE measurements were carried out at the 5.5 M V terminal voltage of the 
Tandem accelerator of the National Center for Scientific Research “Demokritos”. 
Characteristic γ-rays emitted from the deexcitation of the residual nuclei following (p,p'γ) 
reactions, were used for the determination of light elements as Al, Si, Mg and Na. XRF 
measurements were performed by a v ertical Si(Li) detector and a ring shaped radioisotope 
source (109Cd or 241Am) for providing the exciting radiation [5]. Cation exchange capacity 
was determined by cesium sorption isotherms, traced with 137Cs [6]. 
 
X-ray diffraction patterns of the prepared materials were collected on a Bruker AXS D8 
Advance Bragg–Brentano geometry with Cu sealed tube radiation source plus a secondary 
beam graphite monochromator. A step of 0.02 ° a nd a time of 6 s step-1 were selected. 
The thermogravimetry (TG) measurements were performed on a S TA 449C (Netzch-
Gerätebau, GmbH, Germany) thermal analyzer. The heating range was from ambient 
temperature up to 450 °C, with a heating rate of 5 °C min-1 under synthetic air flow rate of 40 
cm3 min-1. The spectral reflectance of fly ash in comparison to that of a typical soil was 
measured using UV/VIS/NIR spectrophotometer (Varian Carry 5000 fitted with a 150 m m 
diameter, integrating sphere (Labsphere DRA 2500) that collects both specular and diffuse 
radiation) over the solar spectrum (200-2500 nm). 
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2.3. Water vapor sorption experiments 
In the moisture sorption isotherms, samples were placed in desiccators with saturated salt 
solutions for controlling relative humidity (32.8, 57.6, 78.6 a nd 93.6 % ) while temperature 
was air-conditionally controlled at 25 °C . Prior to measurements, samples were dried to 
constant mass in an air-circulated oven at 105 °C. In order to determine the sorption isotherms 
and kinetics, the samples were periodically weighed and the moisture content was calculated 
as the difference of mass measurements in different time periods and the initial dry state. The 
water sorption properties and the associated surface temperature reduction were conducted in 
a home-made wind tunnel of controllable conditions of air relative humidity, temperature and 
wind flow [7]. Wind flow (m3 h-1), relative humidity (%) and temperature (°C) of air inside 
the tunnel, weight of sample and temperatures of T-type thermocouples at the surface, middle 
and bottom layers of the sample cell were recorded by a CR1000 datalogger (Campbell 
Scientific). The solar radiation was simulated with a metal halide lamp of 400 W  (Radium 
HRI-BT 400W/D). 
 
2.4. Toxicity assessment experiments 
The average fly ash yield of lignite burning is 10-15 percent by weight. Therefore, the 
concentration of most elements (radioactive and toxic) in solid combustion wastes will be 
much higher than in lignite. In this frame, the concentration of radioactive isotopes and toxic 
metals in the ADFA sample was determined by means of γ- and XRF spectrometry, 
respectively [8]. Furthermore, leaching experiments with rain water were conducted by 
mixing 5 g of fly ash with 200 ml of rainwater under stirring for 24 h. After vacuum filtering, 
leached metals was measured with XRF after preconcentration with ammonium pyrrolidine 
dithiocarbamate [8].   
 
3. Results and Discussion  
3.1. Ash characterization 
Chemical analysis showed that SiO2 is the dominant oxide, with appreciable Al2O3 in both 
ashes (Table 1). More than 90% of the composition of the studied samples consisted of Si, Al, 
Fe, Ca, Mg, Na, and K. Due to the high CaO content, the ashes were classified as Class C.  
 
Table 1. Concentration of major elements in the fly ash (ADFA) and bottom ash (ADBA) samples. 

Oxide ADFA (%) ADBA (%) Oxide (%) ADFA (%) ADBA (%) 
SiO2 42.71 51.97 MgO 5.66 4.11 

Al2O3 16.49 19.14 K2O 2.24 1.44 
Fe2O3 4.29 6.42 Na2O 0.88 0.72 
CaO 31.31 14.89 TiO2 0.27 0.45 

 
After lignite firing, the concentration of major compound of amorphous aluminosilicate glass 
is high in the produced ashes (up to 90%) and there are no intense crystalline phases in the 
XRD patterns, especially in the region of 20-30° (Fig. 1A). The minor crystalline structures 
are quartz (Q-SiO2), anhydrite (An-CaSO4), lime (CaO), calcite (C-CaCO3) (mainly in the 
bottom ash samples), hematite (Η-Fe2O3), maghemite (Μ-FeO.Fe2O3) and complexes like 
gehlenite (G-Ca2Al2SiO7) (Fig. 1A). The cation exchange capacity of the samples was found 
0.02-0.03 meq g-1, much lower than the corresponding of smectites and zeolites. The results 
of thermal analysis are shown in Fig. 1B. Because of the sampling of fly ash materials directly 
from the electrostatic filter, the moisture content of fly ash was very small and the change in 
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its mass was limited up to 400 ° C (1 wt%). The bottom ash showed higher reduction in 
weight, with values up to 6%.  
 
The spectrophotometric reflectance data shown in Fig. 2 revealed that the tested sample 
exhibited a l ow reflectance in the entire spectrum. Moreover, the solar reflectance of the 
sample was calculated by weighted-averaging, using the ASTM G173-03 reference solar 
spectrum as the weighting function. The values of solar reflectance for each sample are shown 
in Table 2. In the same table, the calculated solar reflectance values for the ultra violet (UV), 
visible (VIS) and near infrared (NIR) part of the spectrum are also included. The reflectance 
of the fly ash sample was found to be higher than the reflectance of a typical soil sample. The 
highest difference was observed in the visible part of the spectrum since the ADFA was closer 
to the grey-white color than the dark-brown of the soil. Both the samples presented high 
absorptance in the UV and their highest reflectance in the near infrared part of the spectrum.   
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Fig. 1. A) X-ray diffraction patterns and B) TGA/DTA curves of the ash samples. 
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Fig. 2. Spectral reflectance of the ADFA and soil samples.  
 
3.2. Water vapor adsorption 
The kinetics of the two ash samples (ADFA and ADBA) and soil are shown in Fig. 3A. Upon 
comparison, the pseudo-second-order rate equation yielded the best results for water vapor 

A) B) 

3327



adsorption on the samples. The fast rate of a few hours was responsible for more than 90% of 
water vapor sorption while the slow rate accounted for the rest of the adsorption.  
 
Table 2. Solar reflectance values (SR, 280-2500 nm) and solar reflectance values in the UV 
(280-400 nm), VIS (400-700 nm) and NIR (700-2500 nm) part of the spectrum of the ADFA sample 
and a typical soil. 

Sample SR (%) SRUV (%) SRVIS (%) SRNIR (%) 
ADFA 25 8 24 30 

Soil 12 2 9 19 
 

  
According to the results of the kinetics experiments, water vapor adsorption in the pores of 
the ash samples was very low. This was further confirmed in the static measurements of 
sorption isotherms shown in Fig 3B. At low relative humidity, a small fraction of water was 
adsorbed on the samples (less than 7%). Bottom ash possessed a higher adsorption capacity 
than fly ash and soil which can be attributed to adsorption sites at the unburned carbon. 
However, water vapor adsorption at relative humidity more than 50% (normal outdoors) was 
higher in both ash samples than the soil. The isotherms of the ash samples were of type III 
indicating the hydrophobicity of the materials with chemisorption rather than physical 
sorption and monolayer sorption even at high relative pressure. This result is in agreement 
with the hydrophobic indices, recently published for Greek fly ashes [9]. It should be 
mentioned that the water-holding capacities in fly ashes are much higher than those of typical 
soils while water sorption on fly ash is strongly affected by its organic carbon as well as by 
the inorganic minerals of the fly ash, which have hydrophilic properties [10]. 
 
3.3.  Evaporation cooling 
The materials were further tested in the wind tunnel under simulated solar irradiation. The 
radiation was provided by a metal halide lamp over the top of the wind tunnel. The incoming 
radiation at the test cell position was measured 50 W/m2 with a portable digital solar meter. 
Every material test lasted for 48 hours. Initially, 3 ml of water were sprayed on the surface of 
the material and left overnight. In the morning the lamp was turned on for a period of 12 
hours and the cycle was repeated for one more day. All samples were capable of lowering 
their surface temperatures due to water evaporation and the release of the latent heat. Fig. 4 
A)-C) shows the measured temperature increase for the three positions in the cyclic 
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Fig. 3. Water vapor sorption A) kinetics at 60% RH and B) isotherms of the ash materials and soil at 
25 °C. 
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experiments with simulated solar radiation of two continuous cycles, starting from the first 
lamp on as the zero time. A volume cell of 3 cm thickness was used in all the samples while 
the relative humidity was raised from 60% to 80% at night with lamp off. The maximum 
difference of temperature increase under simulated solar irradiation was observed between the 

 
 
fly ash sample and the concrete with values of 3.8, 4.1 and 6.4 °C for the surface, middle and 
bottom position, respectively. These results indicate the material’s suitability for the proposed 
application of evaporative cooling and further research regarding also the performance of the 
fly ash samples under the more realistic conditions of open fields will be performed. 
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Fig. 4. Increase of the temperature at the A) surface, B) middle and C) bottom position of 
materials ADFA, ADBA, Concrete and Soil) cell due to simulated solar irradiation. (The cycle 
starts with the addition of 3 ml of water in order to monitor the retention property of its material 
in the first cycle. 1st cycle: 0-720 min-lamp on-RH 60%,720-1440 min-lamp off-RH 80%; 2nd 
cycle: 1440-2160 min-lamp on, 2160-2400 min-lamp off). 
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3.4. Toxicity assessment 
The toxicity of materials implication in buildings roofs was assessed by radioactivity and 
metal leaching experiments with rain water. For the proposed application, the risk from the 
use of fly ash is associated with three main reasons: a) outdoor exposure from the radioactive 
isotopes in the ash, b) internal exposure from the radioactive isotopes and toxic elements after 
inhalation of particulates and c) leaching of radioactive isotopes and toxic elements and 
contamination of water bodies. Regarding the direct exposure, the risk was estimated by the 
calculation of the radium equivalent activity (REA), the annual equivalent dose (AED) and 
the index of radiation protection (IRP) [8, 11]. Prior to the calculation, the concentration of 
minor elements, toxics and radioisotopes was determined by the methods described in Ref [8]. 
According to the results shown in Table 3, the AED and IRP can be higher than the existing 
limits and therefore the fly ash sample should be mixed with an inert material in order to 
minimize the risk. The second way of inhalation can be eliminated by material aggregation 
with a binder, reducing in this way any possible wind resuspension. Regarding the third 
reason, leaching experiments in a w orst case scenario of heavy rainfall, indicated the 
availability of some of the metals even at the high pH of the Class C fly ash [12]. Therefore 
and in order to minimize the environmental impact of the use of ashes for solar cooling 
purposes, mixing of the fly ash with either an inert material like soil or a green roof material 
or multifunctional nanocomposites with high water vapor adsorption [13] is proposed. 
 
Table 3. Concentration of minor elements and radioisotopes in the ash samples and radiotoxicity 
indices. 

Element 
(mg/kg) 

ADFA ADBA Element 
(mg/kg) 

ADFA ADBA 

V 41.4 BDL Rb 26.8 68.0 
Cr 169. 9 138.5 Sr 292. 6 255.1 
Mn 299.2 396.2 Υ 7.9 16.7 
Ni 299.0 1824.2 Zr 129.2 171.8 
Cu 13.9 42.1 Nb 11.2 20.4 
Zn 38.9 31.5 Mo 3.2 2.4 

Isotopes (Βq/kg)   Isotopes 
(Βq/kg) 

  

226Ra 645±20 390±12 235U 30±3 16±2 
232Th 43±2 38±2 40K 222±12 224±13 
REA 

(Limit 370 
Bg/kg) 722 460 

AED 
(Limit 1 mSv/y) 0.41 0.26 

IRP 
(Limit <1 or 6 
and 1 mSv/y) 2.44 1.56    

 
4. Conclusions 
The extended use of air-conditioning and electricity to compensate the increased temperatures 
during the summer time has raised the need for the development and application of passive 
and efficient ways to cool down urban surfaces. In this work, fly and bottom ashes were tested 
as alternative applicators of the evaporative cooling principle. Cycle experiments with 
controllable laboratory conditions and under simulated solar irradiation, showed maximum 
differences between fly ash and concrete of 3.8, 4.1 and 6.4 °C for the surface, middle and 
bottom temperature increase, respectively. The substantial temperature reductions with the 

3330



use of the fly ash material indicate their significant potential for cooling applications. Since, 
the environmental assessment revealed non negligible impact due to the high concentration of 
radioisotopes, further research on the treatment of fly ash for the removal of toxic elements 
and the increase of water vapor adsorption are in progress.   
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Abstract: In Sweden, the transition of the society from agricultural to industrial occupation caused millions of 
people to move from the country-side into cities and in the 1960-ies and 1970-ies a broad building construction 
program was performed in order to build 1 million new dwellings in Sweden. However, these buildings are now 
after 40 years under urgent need of refurbishment and therefore offer a great opportunity for being supplied with 
modern and efficient construction details and heating systems. An example of such a project is the refurbishment 
of residential buildings in the quarter Brogården of Alingsås, were 16 buildings with 300 dwellings are to be 
converted from 1970-standards to modern passive house standards. The housing company Alingsåshem has in 
partnership with the construction company Skanska and under the consultancy of efem architects and the local 
Passive House Centrum started a refurbishment project for Brogården. The project involves the extensive 
renovation of the buildings with passive house techniques, and includes the installation of new façades and roofs, 
thicker insulation and new ventilation systems. The refurbished buildings do not use conventional heating 
systems and require very little energy for space heating. Hot water is primarily produced by solar energy, peak 
load energy is supplied by district heating,  
 
Keywords: Building refurbishment, Passive house, Energy efficiency, Urban development 

1. Introduction 

In order to fulfil EU’s action Plan for Energy Efficiency from 2006 it is important to apply 
energy saving measures not only to new buildings but also to existing buildings. In Sweden, 
like in many other countries, this is a very important issue with a high potential as reduced 
energy use for heating purposes is concerned. The transition of the society from agricultural 
to industrial occupation caused millions of people to move from the country-side into cities 
and in the 1960-ies and 1970-ies a heavy building construction program was therefore 
performed in order to create 1 million new dwellings in Sweden. However, these buildings are 
now after 40 years under urgent need of refurbishment and therefore offer a great opportunity 
for getting renovated and supplied with modern and efficient construction details and heating 
systems [1]. In Sweden, this could mean that EUs plans for energy efficiency for both 2020 
and 2050 could well be met. 
 
1.1. Objective 
This paper presents the refurbishment project in Alingsås, Sweden, performed by the 
municipality-owned housing company Alingsåshem, which is in train to renovate 16 buildings 
with 300 apartments to passive house standard. The project is affecting about 650 people. It 
started 2008 with the renovation of the first building with 18 apartments indented to serve as a 
demonstration and for motivating the tenants to undergo the total construction work and to 
accept all the inconveniencies during the refurbishment. Up to the end of 2010, 4 of the 16 
buildings have been renovated and again taken into use.  
 
In this paper, the important features of the refurbishment task and its planning is shortly 
described as well as first experiences from living in the new apartments. 
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2. General project information 

The housing company Alingsåshem is owned by the municipality Alingsås which applies a 
policy of ”serving the tenants with the different needs which occur in the housing sector and 
to contribute to a sustainable habitation”. The owner has a. o. specified that Alingsåshem 
should 

 
- offer the inhabitants of the city an 

attractive and secure residence 
- offer a varying and interesting selection of 

dwellings 
- offer good availability and integration for 

everyone 
- be responsible for that planning and 

construction of dwellings meets the 
demands. 

 
 

Figure 1:  The apartment houses of the Brogården area. 

The principal working form of Alingsåshem is Partnership, which means that the cooperating 
companies are selected for a period of five years in order to give the partners enough time for 
together developing and applying new ideas and methods. The renovation work in Alingsås is 
facilitated by the fact that a renowned Passive House Company with a leading passive house 
Architect Hans Eek is located in Alingsås. Hans Eek and Ing-Marie Odegren, the general 
manager of Alingsåshem have a similar view on housing refurbishment: “Our general view 
means to include economy, health, sustainability and quality in the total optimisation”.  
 
In the case of Brogården (Figure 1), the partnership consists of the following companies: 

Construction work 
- Building owner: Alingåshem AB 
- Main entrepreneur: Skanska Sverige AB 

- Design team 
- Architect: efem arkitekter (Hans Eek) 
- Structural engineer: WSP Byggprojektering AB 
- Electricity consultant: COWI AB 
- HVAC consultant: Andersson och Hultmark AB 
- Measurements: SP Technical Research Institute of Sweden 
- Advice and evaluation: Lund University, Energy and Building Design 
 

Skanska Sverige AB is one of the larger Swedish construction companies and contributes to 
the project by further developing the initially selected methods for refurbishment and energy 
saving. 
 
3. Specific information about the settlement/neighbourhood structure  
3.1. The buildings 
The dwellings of Brogården consist of a suitable mixture of 2-, 3- and 4-room apartments, 
plus kitchen, hall and sanitary rooms. The neighbourhood is a relatively open green area of 
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100 000 m2, of which 6000 m2 are occupied by buildings (Figure 1). The total living area is 
18500 m2, resulting in an average dwelling size of about 60 m2. This occupancy is typical for 
the living situation in minor cities in Sweden and is contributing to the relatively high living 
quality in Swedish provincial towns. The average age of the buildings in year 2010 is 37 year. 
The buildings in the quarter of Brogården are for pure residential applications, i.e. service and 
commercial locals are not foreseen there.  
 
3.2. Reason for refurbishment 
Due to the age of the buildings, the need for a refurbishment program was getting more and 
more accentuated. The tenants complained about draughts and low indoor temperatures. 
Earlier renovation of similar buildings showed that these complaints did not disappear after 
the renovation process; the buildings needed to be made more air-tight. Also the sanitary 
equipment was worn out and the general feeling was that the apartments were draughty and 
noisy. And last not least, the façade was in an urgent need of repair, façade bricks were just 
braking out of the façade (Figure 2). 
 
Furthermore, the annual energy and maintenance 
were increasing with time. The house-owner’s 
capital cost for the houses in the Brogården area 
were at the same order as the annual energy 
costs. Therefore it was the basic idea that the 
apartments should be renovated aiming at the 
energy levels of passive houses and that by 
saving energy costs the rent received could 
instead be used for amortizing the investments 
for the renovation.  

                          

            Figure 2: Details of the façades of the old building  

4. Sustainable building construction 

4.1. The philosophy of sustainable construction 
The base for the refurbishment project Brogården is the consciousness of achieving a 
sustainable environment, which a. o. means also a reduced energy use on a sustainable level. 
The driving force for Alingsåshem was a generalised view about the role of a public company 
in the society, i. e. not only to achieve maximum profit for the company but to strive for the 
maximum profit of company and the society. Thus for the first time, such a generalised 
planning philosophy could be realised in Alingsås, after having fallen prey to short time 
profits on many other places. 
 
In practice, the idea of sustainability was threefold:  
Economy: In total, the project must be economic, otherwise the company will not survive and 
the tenants will be the looser. 
Ecology: Environmental sustainability is one of the main issues which nowadays come into 
vogue at some places, but in the long term it is a necessity in all construction work.   
Social welfare: The Stockholders (Municipality of Alingsås) have put the directive on 
Alingsåshem to work for the best of the tenants, with a long-term perspective on sustainability 
and not only looking on short run margins. 
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4.2. The realization 
The old buildings have been examined regarding possible moisture problems and air leakage. 
Even though the brick façade is worn out, there was no trace of moisture in the wooden wall 
construction. The new wall construction is based on a steel frame which allows an increased 
insulation area. For the outer protection, a new ceramic façade material is chosen, which gives 
the buildings the same architectural expression as the old brick façade, but which is able to 
withstand the influences of the climate for a long time. The floor of the balconies in the old 
construction consisted of the same 
concrete slab as the rest of the floor. 
This caused a large thermal bridge that 
now is eliminated by moving out the 
façade and balconies and hanging the 
balconies on the outside of the building. 
The result of this reconstruction is seen 
in Figure 3. This new solutions gives 
also a new, friendly look to the houses. 
 
Figure 3: Renovated building in Alingsås 
with new façade material and new balcony 
construction. 

A big effort has been put on insulation and air tightness of the buildings. Figure 4 illustrates 
the construction and the ventilation system with incoming/exaust air heat exchangers. The air 
leakage rate is below 0.3 l/s,m2 at ±50 Pa. In winter time, the air is preheated by district 
heating (which is existent from before). 
 

 

Figure 4: Principle of ventilation air heating system. Fresh air is transported via heat exchangers of 
each apartment to living room and sleeping rooms. Used air is taken from bath and kitchen. Attic 
insulation is 40 cm, wall insulation 44 cm and ground floor insulation 20 cm. Solar collectors provide 
domestic hot water. Balconies help to regulate solar radiation. Windows are of highest insulation 
standard. 
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In all, the following measures were undertaken in connection with refurbishment: 
- Thermal insulation on the ground floor and the outer walls 
- Acoustic insulation on inner walls 
- New façade material 
- New (3-glass) windows 
- Increased air-tightness, building envelope 
- New ventilation with exhaust air heat exchanger 
- Energy-efficient household appliances 
- Solar collectors for domestic hot water (providing 50% of DHW on annual basis) 
- Moved balconies 
- Entrance vestibules 
- Increased access to indoor stores 
- IT - access 
- Individual heat metering - DHW and household electricity 
- Handicap adapted entrance staircases, elevators and doors.  
 

4.3. Social aspects 
Beside energy efficiency, the project ‘Brogården’ aims to create a sustainable area of housing 
that promotes social integration. The projects main principles are accessibility, social 
structure and environment. The project started with a survey of the area to illustrate 
Brogården's qualities and its ‘soul’. Through this survey, inadequacies in these aspects could 
be identified and the needs of Brogården’s tenants documented. Customer focus groups with 
residents and various partnerships were created, f. i. with the elderly care services, municipal 
social management, child care services and schools, association activities and the social 
welfare administration. The customer focus groups were arranged through meetings with an 
idea workshop for the residents. It turned out that for the tenants it is was very important that 
families and single peoples could meet each other and - if possible - could also keep the 
physical neighbourhood. Another important factor for the living quality was the improved 
accessibility for handicapped people. That means that elderly people can stay longer time in 
their familiar environment. 
 
5. Savings on energy and environment 

Alingsås is situated about 100 km north-east of Gothenburg, i.e. in the southern Swedish 
climate zone. The annual mean temperature is about 6.5ºC, the mean monthly minimum 
temperature is – 3.1ºC in February and the mean monthly maximum temperature is 15.6ºC in 
July. The normal Sunshine time is 1715 hours/year and the annual global irradiation on a 
horizontal surface is about 960 kWh/m2. 
 
The Brogården quarter was in the last years heated by district heat from the district heating 
company Alingsås Energy. This company runs since 1996 a biogas heating plant which 
drastically reduced the CO2 emission compared to the oil plant used before. In 2009 the 
specific CO2 emission from district heat production in Alingsås was 0.032 kg CO2/kWhth 
heat (including a primary energy factor of 1.7 [2]) and we assume the same value for the 
expected savings. For the impact of the use of electricity in Sweden, different ways are used 
for assessing the primary energy for energy calculations, essentially depending on two 
different ways to think about the energy use: Marginal use of energy or average use. When 
considering individual projects, it is recommended to use the marginal electricity use which is 
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based on coal condensing power imported from Denmark and Germany. Hence the primary 
energy factor for the saved kWh electricity is relatively high. According to the State Energy 
Administration [3] the primary energy factor = 3.0 (3 kWhth/kWel) and the related CO2 
emission is 1 kg CO2/kWhel. So far, the evaluation of the new construction is only based on 
simulations, but measurements are going on. The supply of solar heat to the tap water system 
is based on expectations. Measurements and simulation results are summarised in Table 1: 
 
Table 1: Energy demand, before and after renovation, if the proposed measures will be applied. 
Energy Demand  
(kWh/m²,yr) 

Before (Measured average) 
(kWh/m²,yr) 

After (Calculated) 
(kWh/m²,yr) 

Space Heating 115   30 
DHW   30 25 
Household electricity 39 27 
Electricity, common areas 20 13 
Sum 204 95 

 
It can be seen from Table 1 that the expected energy use will be considerably decreased. The 
highest reduction belongs to the passive house conversion which reduces the need for bought 
energy by 74 %. The posts for household electricity and the electricity for operating the 
common areas are of course very uncertain estimates because they depend strongly on the 
lifestyle of the tenants. The operating energy of the fan-driven air heating system is included 
in the heat balance. The total electricity consumption is expected to be reduced by 32 %.  
 
Table 2: Use of primary energy and CO2  emissions of the Brogården project 

Specific energy use Before After Saving 
  (kWh/m2) 
  Bought Primary Bought Primary Bought Primary 
Heat   115 195,5 30 51 85 144,5 
Electricity  89 267 65 195 24 72 
Sum  204 462,5 95 246 109 216,5 
        
Spec. CO2  emission (kg/m2)  
Heat   3,7  1  2,7  
Electricity  89  65  24  
Sum  93  66  27  

 
As can be seen from Table 2, the total use of primary energy will be almost reduced to the 
half (53 %) whereas the resulting CO2 emission is reduced by 29 %. That means that the 
Brogården project in total will reduce CO2 emissions by 500 tons a year. 
 
6. Cost information 

The management of Alingsåshem divides the renovation cost into three parts. One part is 
energy saving, the second is investment in higher standard in the apartments (f. i. larger 
bathroom, new surface materials, etc.) and the third is the maintenance cost, the cost for 
renovations anyway needed. Since the need of renovation was so extensive, the cost for 
making the building energy efficient at the same time is not dominating. 
 
Because we are dealing with an on-going project and continuous developments within it, the 
management is reluctant of telling exact costs for the moment. A cost indication gives the 
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following estimates: Planned total costs are 300 – 400 Million SEK, which is a cost of 
SEK15000 - 20000/m2 living area. The costs of new apartments in Sweden are about the 
double of that. The reason for the high renovation costs is of course the fact that both outer 
walls and roof are substantially reconstructed. 
 
These costs can be allocated to the following positions: 
− 30 % renovation 
− 50 % increase of standard and comfort 
− 30 % energy saving measures. 

 
The saving of used energy corresponds to about 109 kWh/m2 or totally about 2 GWh/yr, 
worth for the tenants ca. 3 Million SEK/year. Hence the amortisation time for the energy part 
is around 30 years. Another part concerns comfort, for which the tenants have to pay an 
increased hire with 1000 SEK/month. The remaining position ‘maintenance’ goes on the 
expense of Alingsåshem which replaces direct service costs by depreciation of investment (at 
least in the next years). Alingsåshem expects that these costs will be depreciated in 20 years. 
In the recently decided next refurbishment stage for 3 buildings of Brogården, the costs were 
calculated to 55 million SEK for 65 flats, i.e. 850.000 SEK/flat.  
 
7. How the tenants react  

The organization plan has foreseen that the buildings should be renovated in a certain time 
sequence and the first building served as both demonstration and exercises object for the 
entrepreneurs. A demonstration apartment was also created in the first completed building, 
which allowed Brogården residents to visit and understand how their apartments were to be 
redeveloped. At most are three buildings under reconstruction at the same time. The duration 
of the refurbishment work is about 8 months. The tenants were supposed to move around in 
the areas empty flats. An important feature is therefore the continuous feedback from 
Alingsåshem to the tenants and vice versa. The tenants were informed about the special 
features and the economical consequences of the refurbishment work. 
 
For this purpose, Alingsåshem publishes an in information folder on bimonthly basis and 
holds regularly information meetings with the tenants. The main entrepreneur Skanska 
participates with detailed explanations about the new techniques used in the refurbishment 
process. The tenants can express their degree of satisfaction with the different measures and 
their own situation.  
 
Some people mentioned that it took a while until they understood the severity of the 
interference in their life, both economical and regarding the living. But in the long term, they 
think, it will be to their advantage. After the first buildings have been accomplished, there 
were claims about low winter and high summer temperatures as well as odours and noise 
from neighbour apartments [4]. Lessons from that were taken into the construction of the 
consequent buildings. 
 
The biggest change for the individual tenant belongs to the economy, the hire is higher and 
the energy use (which earlier was included in the hire) has now to be paid separately. That 
means that a bath in the tub costs about 1 €, which is a new experience to Swedish tenants. On 
the other hand the energy costs are lower than before and compensate partly for the increased 
hire bill. The total increase of the bill for hire and energy is around 1000 SEK per month. 
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8. Summarising conclusions 

− An important feature of the passive house refurbishment project is the political and social 
vision of the public (municipality) stockholders in the housing company, namely to apply 
an integrated view regarding an optimal solution for the living including economy, health, 
sustainability and live quality. An additional achievement is the internal selling of the 
project to the people who finally had to pay for it.  

− A further ingredience is the engagement of an interested construction company in a 
winn/winn partnership with the building owner. The goals with the partnership is to 
develop working methods and building processes according to a learning curve which 
could be applied in a continuous way to the 300 apartments of the whole quarter. This 
partnership helped to start the project by minimizing risks and gives both partners 
economic and technical incentives according to the lessons learned during the project.  

− An additional important feature in the project is the mutual communication with the 
tenants by keeping them informed by means of newsletters and meetings and by listening 
to their arguments and comments. This participation of the tenants increased their 
comprehension of the passive house ideas, the implications for the future living in these 
houses and finally the acceptance of the increased hire connected with the refurbishment.  

− The benefit to the society is a demonstration that it is possible to reduce the energy use of 
existing buildings and especially of these mass produced buildings of the Million 
Programme that would have been worn out in the next 20 years. Hence it is demonstrated 
that they can be refurbished by satisfying strong new construction and environmental 
standards.  

− The annual energy use was shown to be reduced by more than 100 kWh/m2 flat area, 
summing up to about 6 – 7 MWh/per flat, which corresponds roughly to a reduction of 1,5 
tons CO2 per flat and year. This is a relatively low value for achievable saving due to the 
fact that the heating energy is based entirely on renewable energy (biogas). The energy 
saving is mainly by achieved additional insulation, application of highest window 
standards, solar water heating and a low flow air-heating system. District heat is only used 
for peak power.  

− The critical issue of the project is its relatively high costs, i.e. about half the cost for a 
completely new construction. However, the Standard of the buildings is that of new 
construction and it can be argued that if the tenants had to leave their homes and move in 
to newly constructed buildings, their hire would become higher. However, in order that 
this argument holds, the longevity of the refurbished buildings has to be demonstrated. 

− Summarising, we can state that the expected heating energy is with 55 kWh/m2 annual 
heating energy relatively close to the passive house standard 45 kWh/m2 for southern 
Sweden. If this value will be reached in practice, it would stand for a real breakthrough as 
far as refurbishment projects for the Million Programme buildings are concerned.   
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Abstract: Current practice of energy efficient neighbourhoods shows that building energy performance ratings 
are commonly used to characterise the energy performance of the neighbourhood itself. The main inconvenient 
of this practice is that this indicator usually does not consider the energy efficiency of the neighbourhood energy 
infrastructure and does not allow for comparisons between neighbourhoods with different characteristics (urban 
form etc.). In the context of the new neighbourhood developments in CONCERTO, a set of more suitable 
indicators was developed. The paper presents the calculation methodology for these indicators and their 
application to chosen CONCERTO neighbourhoods. Given the relative small number of neighbourhoods 
considered, it is not yet possible to propose benchmarks for energy efficient communities in different European 
countries. The next step in this direction would be to apply this assessment framework to a statistically relevant 
number of neighbourhoods in Europe. 
 
Keywords: Energy performance indicators, neighbourhoods, CONCERTO 

Nomenclature 

RES Renewable Energy Sources ........................  
TEC Thermal energy carrier ..............................  
B Number of buildings in a neighbourhood .. - 
Ab Gross floor area of building b ................ m² 
EPR Energy performance rating ......... kWh/m².a 
F Number of facilities in a neighbourhood ... - 
Ef Energy use of facility f ...................... kWh/a 

FE Specific final energy demand ... kWhFE/m².a 
PE Specific primary energy demandkWhPE/m².a 
DEel Electrical energy delivered ........... kWhFE/a 
DEtecThermal energy delivered ............. kWhFE/a 
GE Generated electricity from RES ........ kWh/a 
 

 
1. Introduction 

Whereas the use of energy performance indicators is rather diffused for buildings and overall 
indicators as total CO2 emissions are frequently used at city level, few dedicated indicators 
are currently used at neighbourhood scale. Usually a description of the energy performance 
standards of the buildings located in the neighbourhoods is used to characterise the 
neighbourhoods’ energy performance [1]. This approach reaches its limits when it comes to 
comparing neighbourhoods having different urban forms and consisting of different building 
types with different building energy performance standards. As urban development is usually 
interpreted in terms of neighbourhood developments, using simplified aggregated indicators 
expressed at neighbourhood scale would help urban planners to assess the energy 
performance of different master plan configurations and in particular to assess the impact of 
urban form on the neighbourhood’s energy performance [2]. 
 
Following the needs to propose benchmarks of energy efficient neighbourhoods based on the 
experience of the European CONCERTO initiative [3], indicators had to be developed and 
calculated for all neighbourhood projects assessed. In the CONCERTO initiative, one of the 
requirements was to select geographical areas “within which all of the dynamic interactions 
and relevant energy flows between centralised and decentralised energy supplies and demands 
[could] be identified for measurement and assessment purposes” [4]. This could lead to a 
satisfactory amount of data for calculating energy performance indicators at neighbourhood 
scale. 
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After a presentation of the proposed indicators and their relevance, the indicators are 
calculated for all new neighbourhood development projects of the CONCERTO initiative. 
Based on these results and a statistically relevant amount of data available, benchmarks for 
energy efficient neighbourhoods can be proposed in future. 
 
2. Methodology: proposed set of indicators 

2.1. Requirements for indicators 
2.1.1. Considering energy performance of buildings 
At first place an energy performance indicator for a neighbourhood should refer to the energy 
performance level of the buildings located in the neighbourhood. There are two possibilities 
to implement this requirement. 
 
On the one hand, the distribution of the energy performance ratings (EPR) of the entire 
building stock of the neighbourhood can be graphically represented, using a typical 
distribution curve as shown by Fig. 1. The EPR can refer to energy needs or energy use, 
expressed for heating, cooling (space heating and domestic hot water) and electricity, and can 
be obtained from monitoring data or energy performance calculation. A set of diagrams based 
on Fig. 1. provides therefore a detailed picture of the energy performance of a building stock 
in a neighbourhood. The effect of the urban environment on the building energy performance 
can be considered if this factor is taken into account in the building energy performance 
calculation. 
 

 
Fig. 1.  Example of the distribution of energy performance ratings of the entire building stock in a 
neighbourhood 
 
On the other hand, the weighted average of the EPR of each building in the neighbourhood 
can be calculated. This has the advantage to summarise the energy performance of many 
buildings and facilities (public lighting etc.) in one indicator, thus easing comparisons 
between projects. The EPR for a neighbourhood based on the energy use of buildings and 
facilities would be expressed by applying Eq. (1). Like for Fig. 1, the EPR can be calculated 
for heating, electricity, and possibly cooling energy use. 
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Another advantage of using an overall indicator consists in being able to integrate the energy 
use of facilities, i.e. applications which are not assigned to buildings but are to be included in 
the energy performance assessment of a neighbourhood (e.g. public lighting). Expressing 
them as ratio to the total gross floor area of buildings in the neighbourhoods is a way to relate 
the public facilities to the buildings (and people) they serve. 
 
2.1.2. Considering the efficiency of energy supply in the neighbourhood, in particular the use 

of onsite RES 
A second requirement for a neighbourhood energy performance indicator would be that is has 
to consider the efficiency of the energy supply infrastructure. In a low-density neighbourhood 
supplied by a district energy system, the relative thermal distribution losses are higher than in 
a high density neighbourhood where network piping length is reduced due to high settlement 
compactness. This influences also the electricity demand of pumps and therefore has to be 
considered in the indicator. 
 
In addition to this, the contribution of onsite renewable energy technologies has to be 
considered as well because it influences the theoretical neighbourhoods’ dependency from 
energy flows from outside the system boundaries. 
 
The most suitable approach for including these requirements is to use an efficiency indicator 
of the overall energy transformation chain, considering extraction, conversion, storage and 
distribution to the final end-user. The primary energy factor for an energy system, defined in 
the sense of [5] seems to be the most appropriate factor. It can be determined also for district 
energy systems [6] and therefore can be used at the scale of a neighbourhood. 
 
2.1.3. Considering the geographical extension of the neighbourhood and the settlement 

density 
Last but not least, it is important to quantify the energy intensity in relation to the settlement 
density and to point out the links between land and energy use. For a given area, one of the 
main requirements for urban master plans consists in specifying the targeted plot ratio, 
defined as the “ratio of total gross floor area of a development to its site area” [7]. Comparing 
the EPR of different master plans proposed for a given plot ratio is a way to quantify the land-
use efficiency in energy terms. 
 
2.2. Proposed indicators 
Based on these considerations, it is clear that a combined set of indicators needs to be used to 
express the energy performance of a neighbourhood: 
 
- using only building EPR based on final energy use would not take into account the 
renewable energy sources available onsite and the efficiency of the energy supply 
infrastructure 
 
- using only EPR based on primary energy use would not make building energy efficiency 
visible, since a low primary energy use due to high contribution of renewable energy sources 
would possibly hide a low building energy efficiency 
 
It is therefore proposed to graphically represent couples of indicators in order to consider all 
relevant parameters and obtain an appropriate assessment of the energy performance of a 
neighbourhood considering the dimensions previously mentioned. 
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2.2.1. Combined representation of specific average final and primary energy use 
Following the general principles already presented in [8], the combined representation of 
specific average final and primary energy use requires the calculation of specific final and 
primary energy use ratings at neighbourhood scale. 
 
Applying Eq. (1) in a way to consider all energy flows delivered to the buildings (electrical 
and thermal energy flows) leads to Eq. (2). In this case the EPR of the neighbourhood is 
expressed as specific final energy demand. 
 

( )

∑

∑∑

=

==

++
= B

b
b

F

f
f

B

b
tecbelb

A

EDEDE
FE

1

11
,,

 (2) 

 
The primary energy demand of a neighbourhood is then calculated by weighting the delivered 
energy flows by the primary energy factors of the related energy carrier, as shown by Eq. (3). 
All thermal energy carriers are to be considered here: renewable energy carriers, district 
heating, heat from small-scale combined heat and power plants and non-renewable energy 
carriers. The electricity yield from onsite renewable energy technologies in monovalent 
processes is substracted from the total after multiplication by the primary energy factor for 
electricity. 
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In case of small-scale combined heat and power plants located in the neighbourhood, the 
primary energy benefits from electricity generation are assigned to the heat based on Eq. (4). 
 

H
PEFWPEFQ

PEF elgas
CHPHeat

×−×
=,  (4) 

 
where Q is the calorific value of natural gas multiplied by the amount of gas yearly used in 
the CHP, W the yearly amount of electricity generated by the CHP and H the yearly amount 
of heat generated by the CHP and used in the building. 
 
The set of indicators consists in representing the energy performance of the neighbourhood 
placing FE (Eq. (2)) on the x-axis and PE (Eq. (3)) on the y-axis. 
 
2.2.2. Combined representation of specific average final energy use and plot ratio 
The combined representation of specific average final energy use and plot ratio does not 
require a particular additional effort in data collection, but a special care in calculating the 
plot ratio and in particular the site area. The same conventions should be used in all projects 
assessed, mainly regarding the non-built spaces (roads, parks…). 
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When this is done, the set of indicators consists in representing the energy performance of the 
neighbourhood placing the plot ratio on the x-axis and FE (Eq. (2)) on the y-axis. 
 
2.2.3. Normalised indicators 
Assuming that a statistically relevant number of communities would be available for 
benchmarking, final and primary energy performance ratings could be normalised referring to 
the benchmark, mainly depending on building type and climate conditions. In this context, a 
neighbourhood energy performance index can be calculated based on Eq. (5). 
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where EPI is the energy performance index of the neighbourhood, Qb the specific final or 
primary energy demand of the building b, Qb’ the benchmark for energy performance rating, 
depending on building type and climate conditions and Ab the gross floor area of building b. 
 
3. Results 

The methodology presented here was applied to the CONCERTO communities which 
included new neighbourhood developments or neighbourhood renovation as demonstration 
projects. In the following, the results are presented for the new neighbourhood development 
projects and are only related to buildings. Other facilities (e.g. public lighting) located in the 
neighbourhoods are not included since they were not considered in CONCERTO. 
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3.1. Specific average final and primary energy use 
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Conventions used for calculations:
- Energy use for heating, cooling and all electrical 
appliances is considered.

- If electricity use for appliances is not available, average 
figures are taken from projects providing data.

- Only the non-renewable part of primary energy is 
considered.

- Common EU-wide primary energy factors (PEF) are 
used for gas (1,36) and electricity (3,14).

- PEF are calculated for each district heating network, if 
energy balance is known.

- A default value (0,8) is used as PEF for district heating 
networks if energy balance is not known.

- All energy performance ratings are expressed as ratio to 
the Gross Floor Area (gross floor area of heated spaces).

Situation with CONCERTO

Reference situation: without CONCERTO
Legend

Each square represents the performance of a 
neighbourhood, calculated as a weighted average of all 
buildings of the neighbourhood. 

List of neighbourhoods considered:

- Al: Almere
Neighbourhood „Noorderplassen West“
Neighbourhood „Columbuskwvartier“

- D: Delft
Neighbourhood „Harnaschpolder“

- Gr: Grenoble
Neighbourhood „De Bonne“

- L: Lyon
Neighbourhood „Confluence Lots A, B, C“

- O: Ostfildern
Neighbourhood „Scharnhauser Park“

- V: Växjö
Neighbourhood „Biskopshagen“

- Z: Zaragoza
Neighbourhood „Valdespartera“

 

Fig. 2.  Specific final and primary energy use of new neighbourhood developments in CONCERTO 
(top: without heating degree days correction / bottom: with heating degree days correction). 

Specific final and primary energy use figures for the new neighbourhood developments in 
CONCERTO are presented in Fig. 2. The bottom graph considers a correction of all heating 
energy use figures by normalizing them to the average heating degree days in Europe. 
 
The best neighbourhood energy performance levels are reached when both the primary energy 
use and the final energy use reach low values, i.e. the points are located on the bottom-left 
part of the graph. The neighbourhoods of Scharnhauser Park (Ostfildern (D)) and Confluence 
(Lyon (F)) reach high levels of performance in this comparison, mainly because they combine 
energy efficient building standards (ambitious compared to 2005 levels) with a high share of 
heat generated from biomass (district heating in Scharnhauser Park and individual boilers in 
Confluence). The De Bonne neighbourhood in Grenoble (F) reaches comparable energy 
performance standards and the use of small-scale gas CHP plants allows for a high primary 
energy performance. 
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3.2. Combined representation of specific average final energy use and plot ratio 
As shown by Table 1, there is a high variety of urban settlement typologies in the chosen 
CONCERTO neighbourhood projects, ranging from low-rise terraced house (Almere, 
neighbourhoods Columbuskwartier and Noorderplassen West) to rather dense urban forms 
with multi-storey building blocks (Lyon, neighbourhood Confluence (Lots A, B, C)). 
 
Table 1. Settlement typologies in the chosen CONCERTO neighbourhoods 

    
Almere Zaragoza Grenoble Lyon 
 
Following the plot ratio definition of [7] and considering the entire land area of the 
developments (i.e. including all internal roads, parks etc.), Fig. 3 shows the various plot ratios 
obtained for the neighbourhood developments of Table 1 and the average specific final energy 
use of these neighbourhoods (without considering any heating degree days correction). 
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Fig. 3.  Specific final energy demand and plot ratio. 
 
Fig. 3 clearly shows that in the Confluence (Lots A, B, C) neighbourhood in Lyon, a high plot 
ratio is associated to ambitious energy performance standards, whereas the other 
neighbourhoods are not so densely built, even having similar performance levels. Considering 
final energy and on the basis of these examples, one could say that this level of energy 
performance can be reached independently of the plot ratio chosen. However, it would be 
interesting at this point to compare the energy performance of other neighbourhoods having 
the same plot ratio as Confluence, in order to compare the effect of different master plans 
proposed at a given plot ratio. 
 
4. Conclusion and outlook 

An attempt to establish benchmarks for energy efficient neighbourhoods was presented in this 
paper, mainly based on the definition of new sets of indicators and their application to some 
of the CONCERTO communities. 
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List of neighbourhoods considered:

- Al: Almere
Neighbourhood „Noorderplassen West“
Neighbourhood „Columbuskwvartier“

- Gr: Grenoble
Neighbourhood „De Bonne“

- L: Lyon
Neighbourhood „Confluence Lots A, B, C“

- Z: Zaragoza
Neighbourhood „Valdespartera“

List of neighbourhoods considered:

- Al: Almere
Neighbourhood „Noorderplassen West“
Neighbourhood „Columbuskwvartier“

- Gr: Grenoble
Neighbourhood „De Bonne“

- L: Lyon
Neighbourhood „Confluence Lots A, B, C“

- Z: Zaragoza
Neighbourhood „Valdespartera“
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The proposed sets of indicators allow for considering the most relevant dimensions when it 
comes to energy use in the built environment of neighbourhoods, which are the final and 
primary energy use calculated on the basis of unified conventions for balancing energy flows, 
and the plot density as indicator of land-use intensity. 
 
In the case of CONCERTO, the neighbourhoods combining ambitious energy performance 
standards in buildings with a high share of biomass in heat generation or combined heat and 
power reach the highest levels of neighbourhood energy performance. The high range of plot 
ratios in the neighbourhoods assessed show the different ways of dealing with land-use in 
CONCERTO. 
 
Nevertheless, given the relatively low number of neighbourhoods assessed, the statistical 
relevance of the assessment results is rather limited. It will be necessary in future to apply this 
methodology to a high number of neighbourhoods, considering in particular a range of 
settlement typologies, different climate zones and sets of technologies. 
 
In future, the energy demand for the overall public infrastructure (public lighting, street 
cleaning, gardening etc.) should be included in the indicators, as mentioned in Eq. (1). 
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Abstract: U.S. federal agencies are required by law to eliminate fossil fuel use in new and renovated facilities 
by 2030, and to reduce overall facility energy usage by 30% by 2015 (EISA 2007). Army policy is to achieve 5 
net zero energy installations by 2021, 25 net zero energy installations by 2031 and for all installations to achieve 
net zero energy status by 2058. 
The Army operates what are essentially small campuses, or clusters of buildings on its installations. The US 
Department of Energy (DOE) is focused on the national grid scale or on individual buildings, while the 
commercial focus is on retrofits to individual buildings. There is a lack of tools and there are only few case 
studies worldwide that address dynamics of energy systems at the community scale. The Army’s future building 
energy requirements is a mixture of ultra-low and high energy intensity facilities. Achieving net zero energy 
economically in these clusters of buildings will require a seamless blend of energy conservation in individual 
buildings and building systems automation, utility management, and control, power delivery systems with the 
capability to offer integration of onsite power generation (including renewable energy sources) and energy 
storage. 
When buildings are handled individually each building is optimized for energy efficiency to the economic 
energy efficiency optimum and then renewables are added until the building is “net zero.” This process works 
for buildings with a low energy intensity process for its mission, such as barracks and administrative buildings. 
When the mission of the building requires high energy intensity such as in a dining facility, data center, etc., this 
optimization process either will not end up with a net zero energy building, or large amounts of renewables will 
be added resulting in the overall technical solution that is not cost effective. However when buildings are 
clustered together, after each building is designed to its economic energy efficient option, the building cluster is 
also energy optimized taking advantages of the diversification between energy intensities, scheduling, and waste 
energy streams use. The optimized cluster will minimize the amount of renewables needed to make the building 
cluster net zero. This paper describes this process and demonstrates it using as an example a cluster of buildings 
at Fort Irwin, California. 

Keywords: Energy efficiency, Energy generation and distribution, Building cluster, Renewable energy source, 
Integrated optimization process. 

1. Army Energy Policy Overview 

Buildings contribute to a large fraction of energy usage worldwide. In the United States alone, 
buildings consume about 40% of total energy, including 71% of electricity and 54% of natural 
gas. Army alone spends more than $1 billion for building related energy expenses. The Army 
Energy Security Implementation Strategy sets the general direction for the Army including 
elimination of energy waste in existing facilities, increase in energy efficiency in new construction 
and renovations, and reduced dependence on fossil fuels. The 2005 Energy Policy Act requires 
that federal facilities be built to achieve at least a 30% energy savings over the 2004 International 
Energy Code or ASHRAE Standard 90.1-2004 as appropriate, and that energy efficient designs 
must be life-cycle cost effective. According to the Energy Independence and Security Act (EISA 
2007), new buildings and buildings undergoing major renovations shall be designed so that 
consumption of energy generated offsite or on-site using fossil fuels is reduced, as compared with 
such energy consumption by a similar building in fiscal year 2003 (as measured by Commercial 
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Buildings Energy Consumption Survey (CBECS) or Residential Energy Consumption Survey 
(RECS) data from the Energy Information Agency), by 55% in 2010, 80% by 2020, and 100% by 
2030. 

In an increasingly energy constrained world, the Army and its logistic support envisions a future 
where its energy needs are designed and fulfilled by a suite of ultra low energy solution options 
that can be tailored for adaptation at any Army installation depending on climatic zone, mission 
needs, mix of building types, availability of different sources of renewable energy, etc. Presently 
there is no overarching power “delivery/energy storage/demand” architecture and methodology to 
accomplish this. Commanders also need the capability to meet their energy use reduction goals 
with the requirements for energy security, affordability, environmental footprint, occupant well-
being and productivity, and building sustainability (as appropriate) depending on the threat 
conditions, mission needs, utility market prices, etc. 

2. Integrated Optimization Process 

The Army is rapidly changing its views on energy usage to reconsider energy conservation and 
efficiency [1]. Army installations are essentially small campuses, comprised of clusters of 
buildings. Energy efficiency requirements dictate a serious tracking of all waste energy flows, 
their use, and their storage within the “Installation Boundaries,” with consideration of realistic 
thermodynamic constraints for all rejected energy. To accomplish these ends is neither 
straightforward nor inexpensive. The concept of improved standards and increased energy 
efficiency in buildings can help individual buildings achieve more efficiency. However, it is 
difficult to adapt existing buildings to achieve Net Zero Energy (NZE) goals on their own. Net 
Zero Energy cannot be met with efficiency increases alone; there must be efficiency gains on the 
conversion, supply, and distribution side as well. Achieving NZE cost effectively will be possible 
if an optimum mix of demand reduction, energy distribution, energy supply, and renewable 
sources are put in place at a community (installation) or building cluster scale. 

The knowledge base needed to build, renovate, and maintain Army installations with the highest 
levels of energy efficiency do not penetrate far enough into the market. There are a multitude of 
available technologies [2] related to the building envelope, ventilation, advanced “low exergy” 
heating and cooling systems, central energy plants with co- and tri-generation, hybrid and high 
efficient lighting systems designs and technologies, integrated solar thermal and electrical 
systems, etc. Due to economies of scale, a number of technologies, like cogeneration or combined 
heat and power, waste heat recovery, biomass, geothermal energy, solar heating (and cooling), 
and others, are more efficient —in technical and economic terms— when used in large systems 
rather than in small or individual building systems. Taking advantage of these technologies will 
enable an optimized system to reduce the primary energy consumption achieved (including 
demand and supply) to the best available standards, and also to lower costs. 

Community energy planning and central system optimization do not require development of a 
new approach. Energy planning methods in the past were used to design the components of the 
energy supply systems, e.g., a district heating network connected to local combined heating and 
power plant was often planned by the local utility using an “optimization strategy.” Existing 
energy planning methods used energy balancing methods and available planning models that 
include environmental models. This approach was then, and is still today, unfamiliar to energy 
planners. An important feature that is necessary in community-wide energy planning is the 
integrated consideration of supply and demand, which leads to optimized solutions. Therefore, it 
is the objective to apply the principles of such a holistic approach to community energy planning 
and to provide the necessary methods and instruments to master planners, decision makers, and 
stakeholders. 

Thermal Energy Systems consist of three major elements: generation of energy, distribution of 
energy, and the demand of energy. The goal is to find the optimum for the entire energy system, 
where each element requires consideration. This process can be outlined in a several step analysis: 
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2.1. Site Setup and Analysis 
Determine building locations, geography, utility locations, etc.: 

1. Gather Building Energy Data for Benchmarking – gather utility bills, available energy 
demand data, etc., for all new and existing buildings. 

2. Characterize All Buildings in Inventory – determine the building type and use characteristics 
and determine appropriate building model to simulate for demands. 

3. Pre-Planning and Data Gathering – Gather all building and site data from stakeholders and 
partners. Gather all of the data with no pre-conceived answers. 

2.2. Building Simulation  
Simulate base and efficient cases for each building type selected in the site inventory: 

1. Determine Baseline Model – simulate each building classification type identified in the 
building characterization step from the inventory. 

2. Energy Efficiency Measures (EEM) – determine the appropriate building energy efficiency 
measures for each simulated building type. 

3. Simulate the Energy Efficiency Cases – simulate the energy efficiency scenarios and produce 
the optimization curve for each building type. 

4. Generate the EEM Project List – during the optimization process generate the project list to 
bring the building to net zero ready status. 

5. Produce Building Energy Use Profiles with Peaks – Develop hourly, monthly, and annual use 
profiles for all demand energy 

2.3. Distribution and Supply Optimization  
Take data from the building efficient cases to setup the load and network design to determine the 
optimal distribution and supply network: 

1. Integrate All Building Energy Demands – use the efficient case for the building cluster to be 
analyzed. 

2. Develop Load Duration Curves – integrate all energy demands for the building cluster to be 
optimized and produce curves. 

3. Use Hydraulic Simulation – develop the hydraulic parameters for integrated heating and/or 
cooling systems. 

4. Determine Supply Equipment Inventory – Determine all of the existing and planned boilers, 
chillers, solar thermal, generators, renewables, etc. locations, sizes, age, etc. 

5. Use Electric Distribution Simulation - do a grid analysis and determine the optimized 
distribution of the electrical system and electric renewable energy supplies. 

6. Use Supply & Distribution Optimization Simulation – use a model like “POLIS” to determine 
the optimal distribution and supply systems for both the thermal and electrical and the 
integrated loads to calculate primary energy demands with the included distribution losses. 

7. Determine Centralized and De-Centralized Options – optimization needs to consider both sets 
of scenarios 

2.4. Financial and Emission Analysis  
Integrate energy and fuel usage using the efficient buildings and optimized distribution systems 
and supply scenarios calculate the fuel costs and associated emissions. Using energy, fuel, 
distribution and supply costs, the initial costs, investment costs, and annual income, yearly and 
cumulative cash flows are calculated for the project life for each scenario. 

2.5. Overall Scenario Results and Project Recommendations 
Estimate the sensitivity of important financial indicators in relation to technical and financial 
input assumptions and develop final results for each of the scenarios investigated. Display overall 
scenario results showing risk and reward for the project and make scenario/project 
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recommendations with the development of the project business plan. The primary goal is to 
calculate the amount of energy delivered, in various forms, by the energy systems. The challenges 
of the model are to assess the system’s energy needs in terms of heating, cooling and power 
generation; and then to estimate how those needs can be met by the various energy systems that 
are ultimately chosen. The model is devoted to calculating the system’s load and energy use and 
to evaluating how they can be optimally met. 

2.6. Building Level Optimization  
The Army’s present and future building stock is comprised of a variety of building types. Energy 
requirements in some of them (i.e., barracks, office buildings, child development centers, 
maintenance facilities and hangars) are dominated by climate (heating, cooling and humidity 
control) with a smaller effect from plug-in loads. Other buildings (e.g., command and control 
facilities, hospitals, training facilities with simulators, dining facilities, laboratories) have high 
energy loads dominated by internal processes and high ventilation requirements. 

While some energy use reduction methods in most of these facilities are similar and well 
understood (building envelope improvement, better lighting systems designs and technologies, 
etc.), in buildings with high internal loads, energy use reduction can result only with intervention 
into specific processes use of energy efficient appliances and use of significant waste streams [2], 
which is currently rarely addressed. More work is needed to address energy uses and wastes at 
such energy intensive facilities like data centers, laboratories, training simulators, hospitals, etc. 

The energy demand determines the amount of energy that needs to be provided by the distribution 
and supply generation side. Building level energy simulation and optimization can be 
accomplished using models such as EnergyPlus, ESPr, TRANSYS, or another accurate hourly 
energy analysis program. When a community or a cluster of buildings is evaluated there are more 
opportunities available for energy savings and more challenges for analysis and optimization. In 
addressing buildings as a community, you not only need to deeply evaluate each building, but you 
also need to take the individual analysis and apply it to a community, or cluster, with possibilities 
for integrated supply services. 

The building optimization process starts with identifying typical buildings and energy systems on 
Army installations and existing energy wastes and inefficiencies related to these buildings and 
systems [2], developing load profiles for typical base case buildings and identifying an analysis of 
suites of technologies for ultra-low energy installation to include waste recovery and energy 
conserving (ultra-low energy), energy generation and storage technologies that could be applied to 
buildings and the energy systems that support those buildings to minimize traditional electrical 
and fossil energy use. 

There is a debate over whether to conserve energy first or just generate energy with renewable 
alternatives. Figure below shows the theoretical path for optimization and the process for each 
individual building and building cluster optimization process. 

Point 1 is the base case building that is either required to be built by the local code body 
requirements or is an existing building. If renewables are added at this point, the total annual cost 
of the net zero energy building will be as shown in point 8, using a constant cost for a unit of 
photovoltaic system ($/m2 of a PV panels or $/kWh electricity produced). Another alternative 
from point 1 will be to add energy efficiency technologies at the building level, which will require 
investing in these technologies (additional first cost) and eventually point 2 is reached with the 
lowest total annual cost. One would not add renewables at this point since many more energy 
efficiency technologies can be added that are more cost effective than adding renewable 
generation. Point 3 is reached when the same total annual cost as existing building or base case 
building built to code, but this building is now much more energy efficient and in many cases 
much more comfortable to inhabit. By continuing to add energy efficiency improvements to the 
building, the building will eventually reach point 4, where adding more energy efficiency 
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measures will result in diminishing returns, or cost more than adding renewable generation. For an 
individual building analysis, this building would be at the Net Zero Ready point. For different 
types of buildings and climate locations, fossil fuel based energy reduction will vary [3] for each 
case.  

 

Fig. 1. Building fossil fuel reduction optimization process 

In buildings with low internal energy loads, reduction of fossil fuel can be significant (50 to 75%), 
but only 20 to 30% in buildings with high internal loads. This is true even for buildings built or 
retrofitted to “passive house” requirements and using advanced “low exergy” systems to satisfy 
remaining heating and cooling needs. The remaining energy requirements will be dominated by 
electrical power needs for lighting, appliances and internal processes and by domestic hot water 
needs, i.e., for showers and other domestic needs. Adding renewables from point 4 will result in 
the total annual cost, shown by point 7. Depending on the building internal load, building fossil 
fuel based energy reduction can reach 30 to 60%. 

Alternatively, the building characterized by point 4 can be connected to co-generation plant 
serving either this individual building or cluster of buildings. This will require a smaller 
investment compared to the cost of decentralized boilers and chillers for single buildings, and the 
cost of larger renewable generation equipment [9], but result in a significant fossil fuel reduction 
due to use of waste heat accompanying electricity generation. This heat can be used either to 
satisfy heating, cooling, and domestic hot water needs of the building cluster, or be exported to 
another building cluster. Connecting to a Combined Heat and Power (CHP) plant, fossil fuel 
usage by the building cluster (point 5) can be further reduced by another 20-25%. When CHP uses 
biomass or biogas as a fuel, the connected building(s) become “Net Zero” fossil fuel. Typically at 
point 5, buildings do not require additional thermal energy from renewable energy source, but 
may require additional electrical power. After point 5, adding solar or wind generated electrical 
power becomes a cost-effective supply option, and this point, by definition, states that the 
building cluster is “Net Zero Ready.” As one can see from the graph, path 1-2-3-4-5-6 is the 
lowest cost path for building improvement leading toward net-zero fossil fuel based energy 
strategy. 

When this process has been completed for each building, the results from all of the individual 
buildings are integrated and put into annual load duration curves. The load duration curve shows 
the cumulative duration for different loads in the system over a full year. Due to diversity of 
energy use in buildings comprising the cluster (community), the peak of the resulting load curve is 
much smaller than the sum of peaks of individual buildings and thus the needed generation and a 
back-up capacity is much smaller. 
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2.7. Building Cluster or Installation Analysis  
To develop the community energy concept, energy models can be used that optimize distribution 
of energy from central generation/production to the energy usage by the buildings and systems. 
The building simulation gives results for demand curves for domestic hot water consumption, 
electricity consumption, heating, and cooling for those buildings at existing climatic conditions 
and these are passed to the next step. These models will minimize energy waste and losses and 
optimize first and operating costs (First Cost + Operating Cost = Total Cost). Based on this 
concept, a Master Planning process can be developed that will provide an orderly approach to 
changing the typical Army installation to an ultra low energy consuming community. 

2.8. Distribution and Supply Optimization 
Simulation of supply systems can be done using an energy system optimization model like POLIS 
[4]. Between energy generation and energy demand points (at each building level), a distribution 
system is used to transport the energy via a hot or chilled water system. While “energy balancing” 
means just calculating the correct energy flows (and perhaps also carbon emissions) in a system, 
to estimate energy costs and to benchmark with other similar systems, simulation and 
optimization is necessary for system planning. For principal comparisons of available alternatives, 
a simpler simulation approach will be favorable, one that provides a possibility to make an energy 
balance for the whole system and to compare the effects of different demand or supply side 
measures in terms of energy efficiency, capital and energy costs, and GHG (Green House Gas) 
emissions with the simulated demand curves from the building simulation optimization step. 

For this purpose, energy system models might be applied that have been developed for the 
optimization of large systems. However, to be used as a regular planning tool, skilled planners are 
needed that are familiar with them. POLIS models an energy system as a closed system including 
the entire chain from demand, the distribution system, to supply systems. Every element like 
buildings, boilers, generators, grids, etc. are described as “knots”; energy- and cost-related 
parameters are linked together to an interconnected system in which different usages are 
interlinked. Power supply, heating, and air-conditioning is modeled in a common system. This 
offers the opportunity to compare efficient technologies like co-generation (power + heat) and tri-
generation (power + heat + cooling). The result of this type of model offer the best suited solution 
to reduce the energy usage of a building cluster, and leads the way to net zero installations with 
least cost. More than that, the approach of optimizing building clusters will offer new and/or 
additional options that reduce the fossil energy footprint of community systems cost efficiently. 

In POLIS, an energy system can be modeled by using prototypes of generation equipment, 
distribution systems, and load profiles. Cost, emissions, and technical parameters are used to 
describe existing or future elements of the system. Simulation is performed using hourly load 
profiles for the thermal and electrical energy demand throughout a year (8760 hours), which is 
generated from the summation of the building cluster energy simulations. POLIS allows 
calculation of the best suited combination of paths to meet the load with the objective to minimize 
total system costs, or minimize total GHG-emissions. Since the distribution systems play a 
significant role in an overall thermal energy system, a hydraulic flow model should be used to 
analyze critical capacities and flows in the system. Through an iterative process, these two models 
will determine whether an optimization of the energy system (POLIS results) will lead to a 
feasible optimized supply and generation system. 

3. Fort Irwin, CA Building Cluster Case Study Results 

The integrated energy optimization process described to this point includes analysis of building 
energy efficiency improvements and optimization of energy generation and distribution. The tools 
required to optimize an individual building were applied to the analysis of eight types of Army 
buildings. The goal was to meet or exceed EPACT 2005 requirements for new construction 
[5,6,7] as well as for the “Integration of Energy/Sustainable Practices into Standard Army 
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MILCON Designs” study [3] of five common types of Army buildings with aggressive goals to 
achieve 60 to 80% energy use reduction against CBECS 2003. Continuing the discussion started 
in [8], this section of the paper illustrates the proposed approach using the example of the building 
cluster to be renovated at Fort Irwin. 

Fort Irwin is located in the High Mojave Desert midway between Las Vegas, NV and Los 
Angeles, CA. The energy required to serve the needs of more than 1600 buildings located on the 
installation is not generated on site; it must be conveyed over long distances. Electric power is 
transmitted from distant generators through the power grid; LPG for heating and domestic hot 
water (DHW) is trucked to Fort Irwin in bulk.  

The Engineer Research and Development Center, Construction Engineering Research Laboratory 
(ERDC-CERL), with support from a group of industry experts, conducted an energy study [9] at 
Fort Irwin with a focus on a representative group (cluster) of buildings that included five barracks 
buildings, a dining facility, and a central energy plan to which all these buildings were connected. 
The integrated optimization process used in this analysis includes optimization of each building in 
the cluster to meet its economic energy efficient optimum. The building cluster is then energy 
optimized taking advantage of the diversification between energy intensities, scheduling, and 
waste energy streams use between the buildings. 

3.1. Modeling of Buildings and Systems  
The modeling of the buildings, the systems within the buildings, and the systems supporting the 
buildings was done by using the eQuest – an hourly annual building energy analysis tool that 
provides professional-level results with an affordable level of effort. 

The estimated energy use of the five barracks and dining facility as operating during the site visit 
was 3.1 million kWh/yr and 9193 million Btu (2,694,202 kW-hr) of LPG gas. The data generated 
by computer analysis indicate that a typical upgrade of a barracks building only saves 8% of the 
electricity use compared to the barracks “as we found them” and 7% of the heating energy. In 
other words, a typical barracks upgrade is not very energy efficient. 

The results of further analysis (Table 1) show that upgrades to Net Zero energy ready buildings 
allow the reduction of the energy consumed to heat, cool, and ventilate the cluster facilities by 44 
to 49% of electrical use and 30 to 59% of heating use with paybacks of 2 to 10 yrs depending on 
the alternative chosen. Since the proposed energy efficiency work includes the implementation of 
DOAS and high efficiency dehumidification systems that would dramatically reduce the potential 
for biological growth, in climates where mold is an issue, the avoided costs of mold mitigation 
can decrease the payback to 1.2 yrs. 

A renewable energy use analysis to achieve “Net- Zero” energy status building cluster must 
provide the remaining energy amount using renewable energy sources. For the location of Fort 
Irwin, the most attractive renewable energy sources are solar and waste products. For 
development of the renewable energy concepts the following exiting conditions were used. The 
Barracks and the Dining Facility are connected to the Central Heating Plant (Bldg 263) by a 
district heating grid. Three LPG boilers, 2060 MBtu/hr (603 kW) each, are generating heat for 
domestic hot water DHW needs and space heating (SPH). No water storage tanks are installed in 
the Central Heating Plant. DHW storage tanks with a capacity of approximately 1500 gal (5678 L) 
are installed in each building. The LPG and electricity prices are the actual values given during 
the energy assessment. Renewable energy opportunities for the building cluster, including 
installing solar thermal, biomass (wood chip), and PV electrical generation systems can save 
4832 million Btu/yr (1,416,119 kW-hr/yr) and generate 41,630 KWh/yr. Renewable thermal 
energy generation is cost effective and has a simple payback period of less than 10 years. Using 
photovoltaic panels to generate renewable electrical energy is not a cost effective solution since it 
has a significant payback period of 47 years. 
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4. Conclusions 

The integrated optimization process is being developed under the Army research and development 
project “Modeling Net Zero Installations-Energy (NZI-E)” [11] and the International Energy 
Agency (IEA) Energy Conservation in Buildings and Community Systems (ECBCS) Annex 51. 
The process includes optimization of each building clustered together to meet its economic energy 
efficient option; then the building cluster is also energy optimized taking advantages of the 
diversification between energy intensities, scheduling, and waste energy streams use. The 
optimized cluster connected to CHP plant will minimize the amount of renewables needed to 
make the building cluster Net Zero fossil fuel energy. 

The recommended, integrated energy solution demonstrates that vastly improved energy 
efficiency and greenhouse gas reductions are feasible in the context of a normal scale 
development using proven approaches from the United States and elsewhere. 

“Business as usual” leads to individual boilers and chillers for each building, which leads to 
significant total overcapacity, and over time, to a wide range of boiler inefficiencies and chiller 
COP’s with limited overall system control to meet the diverse demands of an installation. 
Alternatively, district heating and cooling systems link buildings in common networks that 
eliminate inefficient boiler and chiller over-capacity, and allow the integrated system to meet the 
integrated peak loads instead of individual peak loads. The addition of efficient technologies now, 
allows future technologies to be added to one location instead of to each building at the location. 
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Abstract: Buildings account for a substantial share of the energy consumption and CO2 emissions in the UK. 
Reduction of energy consumption and the use of low carbon technologies in buildings constitute a vital part in 
achieving the government’s CO2 reduction goals. Based on six existing urban form examples in the UK, this 
paper explores the potential for integrating different low carbon technologies for buildings taking into account 
factors relate to built forms. The study suggests that dwelling density has a significant influence on energy 
demand; however, it is not the only factor that influences the potential for low carbon energy supply. The 
combination of dwelling density and site coverage are the crucial built form factors that determine the potential 
of CO2 reductions from low carbon technologies. The initial findings suggest that medium to low density 
housing may in some cases enable a greater saving in CO2 emissions than higher density development because 
of the greater amount of space for collection of renewable energy. However, the effects of density on the energy 
use by other sectors such as transport, water and waste management, also needs to be considered and this 
integrated approach is part of our ongoing research on the ReVISIONS project. 
 
Keywords: Urban Form, Integrated Energy Supply, Renewable Energy, Low Carbon Technologies 

1. Introduction 

Buildings in the residential, commercial and public sectors account for an estimated 48% of 
the total final energy consumption and 42% of all carbon emissions in the UK. The UK 
government has made a commitment in the Climate Change Act 2008 that the carbon account 
for the year 2050 is to be at least 80% lower than the 1990 baseline [1]. Reduction of energy 
consumption and the use of low carbon technologies in buildings constitute a vital part in 
achieving the government’s carbon emission reduction goals. The Code for Sustainable 
Homes [2] requires that new homes are zero carbon by 2016.  However, the rate of new house 
building in the UK is less than 1% per year compared to the existing housing stock and so 
around two thirds of the housing stock of 2050 already exists. Therefore, a substantial 
reduction in the carbon emissions from the existing housing stock is vital for achieving carbon 
reduction targets. 
 
Energy use in buildings can be attributed to three main factors: building design, systems 
performance and occupant behaviour. Building design parameters such as plan, section, 
orientation and façade design account for a 2.5x variation in energy consumption. Services 
system parameters such as the efficiencies of lighting, boiler and other equipments contribute 
a 2x variation and occupant behaviour for a 2x variation. These factors cumulatively lead to a 
total variation of tenfold in energy consumption of buildings with similar functions [3]. 
Clearly, the design of built form and service systems has significant energy implications; they 
not only influence the energy demand but also determine the potential for renewable energy 
supply and the use of low carbon technologies. The government has committed to delivering 
15% of energy from renewables by 2020 in accordance with the European Union Renewables 
Directive [4]. In order to achieve this goal, a significant increase of small-scale to community-
scale renewable electricity and heat generation is expected [5]. The UK government launched 
a consultation in 2009 on its Heat and Energy Saving Strategy [6] which proposed that by 
2030 all homes would have received a ‘whole house’ package including all cost effective 
energy saving measures plus renewable heat and electricity measures as appropriate. The 
policies are still tentative at this stage because there are a range of uncertainties about how 
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these measures will be implemented.  There are some exploratory ongoing schemes such as 
the Carbon Emissions Reduction Target 2009-2012 (CERT) and the Community Energy 
Saving Programme 2009-2012 (CESP) which place obligations on energy supply companies 
to reduce carbon emissions and improve energy efficiency. The aim is to achieve a 30% 
reduction in carbon emissions from households by 2020 compared to 2006.  However, there 
are a number of uncertainties about how large scale retrofitting of existing dwellings can be 
achieved and guidance is required on what measures are appropriate and cost effective for 
different urban forms and densities. 
 
Many of the energy-efficient and renewable energy technologies available today (such as 
solar thermal, photovoltaic, micro-wind turbine, heat pumps, CHP, etc.) have already been in 
development for several decades; we have profound understanding of the science and 
engineering of these technologies. However, our knowledge concerning the integration and 
optimization of these technologies in buildings with respect to built form and spatial layout is 
limited. In the current planning practice, the decision about the built form for a particular 
target density is often driven by a combination of economic, social and cultural factors. The 
final form however would ultimately govern the potential of renewable energy sources that 
could be exploited on-site. In order to deliver a sustainable low carbon development, the 
design of built form, its energy implications and the potential for renewable and low carbon 
technologies needed to be considered together with other non-environmental factors in an 
integrated manner. 
 
This study explores the potential for integrating different low carbon microgeneration 
technologies for buildings taking into account factors relate to built forms and spatial layouts. 
This paper represents our first step in understanding the interaction between energy demand 
and the supply technologies. This work forms part of the ReVISIONS project1, a wider study 
investigating the inter-relationship between spatial planning and infrastructure policies for 
transport, water, waste and energy at the regional and local scales. 
 
2. Existing urban form examples 

Six existing urban form examples in Cambridge and London in the UK are selected for this 
study (Figure 1). The examples are largely domestic areas built up from Census output areas. 
Census output areas are statistical geography developed by the Office for National Statistics 
(ONS) as part of the 2001 Census in the UK; they are generated in consideration of 
population size, mutual proximity and social homogeneity. Land use information in each of 
the example area is sourced from General Land Use Database (GLUD) and the number of 
dwellings and dwelling type data are sourced from Neighbourhood Statistics Database. 
 
The six urban form examples exhibit a diversity of densities and morphologies: 
1. Comprises mainly rows of two-storey terrace houses at a gross residential density2 of 55 

dph. Each dwelling has its own private garden but communal open space is scarce in close 
vicinity. This setting is commonly found in many urban residential areas in England. 

2. Comprises mainly detached and semi-detached houses at a density of 18 dph; this setting is 
typical of suburban areas where dwelling density is low and the dwelling plot size is large. 

                                                           
1 ReVISIONS Regional visions of integrated sustainable infrastructure optimized for neighbourhoods project website: 
http://www.regionalvisions.ac.uk 
2 The residential density measure used throughout this paper is expressed in dwelling per hectare (dph) and is the gross 
density within selected Census output areas of predominantly residential use.  It is calculated as the ratio of total number of 
dwellings to entire selected site area; the measure of site area takes into account all land use types (e.g. domestic, non-
domestic, road, green space, etc.) 
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3. Is characterized by a courtyard-form layout which comprises mainly four-storey terrace 
houses and flats at a density of 33 dph. This spatial arrangement results in large areas of 
communal open space whilst private garden area is limited. 

4. Represents a mixed urban form at a density of 27 dph. It has semi-detached houses with 
large private garden in the west, courtyard-form apartment blocks with communal open 
space in the east and rows of terraced houses in the middle.  

5. Comprises a ten-storey courtyard-form apartment block which houses over 1200 flats; it 
has a very high density of 523 dph. Although primarily domestic, the development 
contains spaces for other uses: however this paper focuses on the built form of dwellings 
and does not consider non-domestic spaces. 

6. Consists of three distinctive built forms: a fifteen-storey high-rise tower (~181 dph), a 
cluster of terraced houses (~93 dph) and a group of multi-storey slab-block flats (~97 dph). 
The entire study area has a gross residential density of 100 dph. The high density and 
diverse spatial arrangements may give rise to the potential of communal infrastructures for 
low carbon energy generation. 

 

 
Fig. 1. The six urban form examples selected for this study (shown on the same scale).  
© Crown Copyright/ database right 20(10). An Ordnance Survey/EDINA supplied service. 
 

3. Domestic energy demand 

The domestic energy demand of each urban form example is estimated using the Domestic 
Energy and Carbon Model (DECM) developed as part of the ReVISIONS project [7]. DECM 
consists of two major components: a housing stock database and a building energy model. 
The housing stock database is primarily developed based on the English House Condition 
Survey 2007. The survey contains 16194 sample dwellings covering a range of typical 
domestic building types in England. The building energy model is based on SAP-2005 with 
modifications to improve the energy estimation. DECM incorporates regional climate data 
and performs monthly calculations for electricity, water heating and space heating demands. 
Comparison of the model prediction with national statistics published by the UK Department 
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of Energy and Climate Change (DECC) confirms the capability of DECM in providing good 
estimations at both national and Local Authority (LA) levels. At national level, the model 
estimation of CO2 emissions and gas and electricity consumptions are respectively 4.5%, 
3.4% and 1.0% higher than the DECC figures. At the LA level, the correlations between the 
model estimations and the DECC records are statistically significant and substantial (all 
rs>0.9 and p<.01). 
 

Using DECM, average dwelling energy demand and CO2 emissions for the four main 
dwelling types are produced (Table 1)3. The heat and electricity demands for each urban form 
example are estimated by multiplying these figures by the corresponding number of dwellings 
in each example. This method assumes the energy demand of dwellings in the urban form 
examples do not significantly deviate from the national averages. This is a rough estimation 
because the occupancies per dwelling will vary locally depending on the supply and demand 
for housing in different areas. Table 2 summarizes the key building parameters and estimated 
energy demand of each example area. It shows that energy demand per dwelling decreases 
with increased gross residential density (rs=-0.829, p<.05). It is mainly due to the changes in 
dwelling mix; more flats and fewer houses at high density and vice versa in low density. This 
observation is consistent with a wider analysis conducted by the main author based on 
national housing stock and domestic energy consumption statistics.   
 

Table 1. Annual average dwelling energy demand and CO2 emissions for four main dwelling types 
 Detached Semi-detached Terraced House Flat 
Floor area (m2) 
Occupants (number) 

137.7 
2.6 

94.4 
2.5 

85.4 
2.5 

62.2 
1.8 

Energy demand (kWh) 
Space heating 
Water heating 
Electricity 

 
14064 
2469 
3949 

 
10490 
2010 
3105 

 
9553 
1901 
2932 

 
5547 
1590 
2320 

CO2 emissions4 (tonnes) 7.4 5.7 5.3 4.0 
 

Table 2. Key building parameters and estimated annual energy demand of each urban form example 
Urban Form 1 2 3 4 5 6 
Site area (ha) 8.0 8.3 8.1 9.3 2.4 4.8 
Gross density (dph) 55 18 33 27 523 100 
Site coverage5 0.3 0.1 0.2 0.2 0.5 0.3 
Dwelling mix (number) 
Detached 
Semi-detached 
Terraced 
Flat 
Total 

 
20 
42 
322 
55 
439 

 
40 
64 
18 
29 

151 

 
8 

25 
159 
73 

265 

 
34 
70 
39 

110 
253 

 
0 
0 
0 

1236 
1236 

 
3 
0 

51 
426 
480 

Energy demand (kWh) 
Water heating 
Space heating 
Electricity 
Energy per dwelling 

 
833294 
4103152 
1281106 

14163 

 
307712 

1566740 
476748 
15571 

 
488298 

2298678 
744790 
13327 

 
473674 

2195206 
721207 
13400 

 
1965438 
6855780 
2868070 

9457 

 
781755 

2892334 
1149888 
10050 

CO2 emissions6 2311t 870t 1334t 1293t 4925t 1990t 

                                                           
3 Energy demand refers to the energy required to meet the various end-uses; it is different from energy consumption as the 
latter also takes into account system efficiency. 
4 Emission factors: gas (0.184 kgCO2/kWh), electricity (0.47 kgCO2/kWh), oil (0.265 kgCO2/kWh) and solid fuel (0.333 
kgCO2/kWh). 
5 Site coverage is calculated as the ratio of total domestic building footprint area to entire site area. 
6 Existing CO2 emissions (tonne/year) are estimated based on average dwelling emissions as shown in Table 1. 
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4. Urban form and low carbon energy generation technologies 

The low carbon energy technologies considered in this paper include solar thermal panel, 
photovoltaic (PV) panel, ground source heat pump (GSHP) and combined heat and power 
(CHP) device. Table 3 provides a general view and the spatial requirements of these 
technologies [8]. Micro wind turbine is not considered in this study owing to the limited wind 
potential in urban areas. 
 
Table 3. Low carbon technologies and their requirements 
Technology Requirements Typical cost 

of one unit 
Typical size 
in kW 

Photovoltaics  Roof or space 
facing SE/SW 

Can export electricity if connected 
to grid, more cost effective if high 
on-site demand  

£5k to £25k 
upwards  

1 to 4 
upwards  

Solar thermal  Roof or space 
facing SE/SW 

Hot water demand on-site  £2k to £5k  2 to 3  

Ground 
Source Heat 
Pump  

Land area for 
ground collector 
or a water 
source  

Building with a space heating 
(and possibly cooling) demand 
and low temperature heating 
system (e.g. under-floor)  

£5k to £25k 
upwards  

3.5 kW to 15 
kW upwards  

Micro-CHP 
and CHP  

Domestic or 
communal 
space   

Proportional heat and electricity 
demand, scope for heat network  

£500 to 800 
/kWe and 
£660/kWe 

kW to MW 

 
The government has plan to significantly increase the uptake of low carbon and renewable 
energy technologies; the lead scenario set out in the RES suggests that over 30% of our 
electricity (including 2% from small scale generation) and 12% of heat demand supplied by 
renewable sources [5]. Using the urban form examples, we examine the prospect of achieving 
these targets, the potential savings in CO2 emissions and cost effectiveness of the 
installations. Table 4 shows the proposed energy supply technology mix for each urban form 
example7. The technologies are selected on the basis of economics (mainly costs), 
technological suitability (scale and scope), environmental (associated emissions), resource 
potential (availability), and social (acceptance and policy) factors. The proposed options are 
considered in conjunction with the national electricity grid so that surplus or shortage of 
electricity can be exported to or imported from the grid. 
 

                                                           
7 The following assumptions are used in the calculation: solar thermal panel of typical 100 litre capacity requires 2.03m2 of 
roof space; PV panel of 210We capacity requires 1.64m2 roof/facade space; and GSHP of 23.1 kWth capacity. The heat and 
power ratios for micro-CHP and large-scale CHP are 3.0 and 1.8 respectively; they are assumed to be powered by gas and the 
overall efficiencies are 85% and 75% respectively. Excessive heat demand is assumed to be met by conventional gas boiler 
with efficiency 76%. 
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Table 4. Low carbon energy supply options for each urban form example 
Urban Form 1 2 3 4 5 6 
Water 
Heating 
Demand 
(kWh) 

Solar thermal: 
437 panels of 

100 (lit) 
capacity 

Solar 
thermal: 148 

panels of 
100 (lit) 
capacity 

Micro-CHP: 
488298 

Micro-CHP: 
340400; 
GSHP: 
133274 

CHP: 
1965438 

 

CHP: 
781755 

 

Space Heating 
Demand 
(kWh) 

GSHP: 
4158000; 
electricity 
required: 
864000 

GSHP: 
1663200; 
electricity 
required: 
345600 

Micro-CHP: 
1746072 

GSHP: 
2195206; 
electricity 
required: 
483840 

CHP: 
3197088 

CHP: 
1288043; 
GSHP: 

1663200; 
electricity 
required: 
345600 

Electricity 
Demand 
(kWh) 

PV: 1026205 PV: 720804 Micro-CHP: 
744790 

PV: 691619; 
Micro-CHP: 

113467 

CHP: 
2868070 

CHP: 
1149888 

Renewable/ 
low carbon 
supply  

6017498 
kWh 

2691716 
kWh 

2979160 
kWh 

3473966 kWh 8030596 
kWh 

4823977 
kWh 

Other supply 
(kWh) 

Grid elect.: 
1118901 

Grid elect.: 
101543 

Gas: 
4232007 

Grid elect.: 
399961 

Gas: 533961 

Gas: 
20399786 

Grid elect.: 
345600 

Gas: 
6431969 

Renewable/ 
low carbon 

84% 96% 41% 79% 28% 42% 

CO2 savings 
(tonnes/year) 

1757 777 409 943 325 381 

Capital & 
operations 
costs 

£9.1M £5.1M £0.8M £5.0M £2.7M £3.7M 

Effective costs 
(£/tCO2 saved) 

£259 £328 £98 £265 £416 £486 

 
5. Discussion and Conclusion 

The fraction of total energy demand which can be supplied by renewable and low carbon 
technologies varies remarkably from 28% to 96% across the six urban form examples; the 
variation is dependent of built form as exhibited in different dwelling types. Houses in general 
provide more opportunities for the application of low carbon technologies (especially 
renewable technologies) as they have suitable roof and garden areas where natural energy can 
be harvested. Urban Form 1 and 2 with high proportion of houses in the dwelling mix 
facilitate the use of solar thermal, PV and GSHP and result in the highest proportions of 
renewable and low carbon supplies. The spatial layout of apartment buildings significantly 
limits the exploitation of renewable energy; the strategy of low carbon supply lies on efficient 
cogeneration of heat and electricity. The high concentration of energy demand and the 
generally high proportion of heat to electricity demand in apartment buildings are conducive 
to the use of cogeneration systems. As illustrated in Urban Form 5, assuming a 20-year 
lifetime for the CHP system, an estimated 258 tonnes of CO2 can be saved on average 
annually by switching the conventional centralized energy supplies to a cogeneration system; 
the saving is equivalent to around 6% of the total emissions produced by the existing 
centralized system to 2030. 
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The capital and operational costs of the proposed technology mix for each urban form 
example vary widely from less than £1 million to £9 million. The high costs shown in Urban 
Form 1, 2 and 4 are mainly due to the use of PV panels. The use of PV technology, although 
seemingly expensive, results in remarkable reduction in CO2 emissions. Table 5 presents an 
alternative energy supply option for Urban Form 1, 2 and 4 where the use of PV is excluded; 
the demand for water heating is provided by solar thermal systems and space heating provided 
by GSHP. The entire electricity demand is assumed to be met by the national grid. 
 
In order to gain a fuller picture of the cost effectiveness of the proposed technology mix, the 
effective costs which represent the costs per tonne of CO2 saved are examined. The effective 
costs are calculated based on an average 20-year lifetime of the technologies applied in 
conjunction with the UK government projection of the carbon dioxide emission factors for 
different fuels for 2030 [9]. The government expects to see a substantial reduction of coal-
fired power plants and a considerable increase of renewable sources in the national electricity 
generation in 2030. As a result, the emission factor of grid electricity is projected to fall from 
the current 0.47kgCO2/kWh to 0.19kgCO2/kWh in 2030; whilst for fuels other than 
electricity, the emission factors are assumed to remain constant to 2030. 

 
Table 5. Carbon savings and effective costs for energy supply options without PV. 

 1 2 4 

Renewable/ low carbon supply  4991294 
(70%) 

1970912 
(71%) 

2802154 
(70%) 

CO2 savings (tonnes/year) 1401 527 767 
Capital & operations costs £4.1M £1.5M £2.2M 
Effective costs (£/tCO2 saved) £145 £144 £143 

 
As shown in Table 4, the effective costs vary between £98 and £486 for every tonne of CO2 
saved across the urban form examples. The application of micro-CHP to supply all of the 
electricity and heating for Urban Form 3 results in the option with the lowest cost per tonne of 
CO2 saved but uses gas which not renewable and this technology will become less cost 
effective as gas supplies become scarcer and more expensive.  The proposed technology mix 
for Urban Forms 5 and 6 is the least cost effective because communal CHP at this scale of 
application works out more expensive than the micro-CHP used for Urban Form 3.  On the 
other hand, the technologies for Urban Forms 1, 2 and 4 are relatively expensive but achieve a 
much greater reduction in CO2 emissions and are therefore more cost effective per tonne of 
CO2 saved than Urban Forms 5 and 6. The complete elimination of direct fossil fuel use in the 
proposed technology mix for Urban Form 1, 2 and 4 derive the most benefits from the 
government’s decarbonisation strategy for grid electricity but the cost per tonne saved is far 
greater than the 2030 value of £70 per tonne of carbon mitigation by DECC [10]. Table 5 
shows that if PV is omitted from the technology mix for Urban Forms 1, 2 and 4 then the cost 
per tonne of CO2 saved is substantially reduced but is still around twice the DECC value.  
These renewable energy technologies may become better value for money if their costs can be 
reduced and if grid electricity can be decarbonised to a greater extent than assumed in this 
paper.  The above comparisons suggest that the most cost effective building-scale 
technologies are those that supply heat. Further research is now being carried out by our 
ReVISIONS project on how these low carbon technologies could function as part of wider 
systems and how technologies such as CHP may become more cost effective when considered 
at a wider communal scale.  This research will continue to focus on how urban spatial form 
affects the feasibility of these technologies. 
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Dwelling density has a significant influence on energy demand per household; however, it is 
not the only factor that influences the potential for low carbon energy supply. For instance, 
Urban Form 1 is more than three times as dense as Urban Form 2 but both show high 
potential for the application of these renewable and low carbon technologies. The 
combination of both dwelling density and site coverage are the crucial built form factors that 
determine the potential reductions in carbon emissions from these technologies. The small 
number of urban form examples recruited in this study limited the feasibility of a quantitative 
analysis of the effects of morphological parameters such as site coverage and plot ratio on the 
potential of low carbon supply. The examples shown in this paper suggest that medium to low 
density housing may in some cases enable a greater saving in carbon emissions than higher 
density development because of the greater amount of space for collection of renewable 
energy. However, the effects of density on the energy use by other sectors such as transport, 
water and waste management, also needs to be considered and this integrated approach is part 
of our ongoing research on the ReVISIONS project.  
 
Acknowledgements 

Research for this paper was supported by funding from the UK’s Engineering and Physical 
Science Research Council (EPSRC) for the project entitled ‘ReVISIONS: Regional Visions of 
Integrated Sustainable Infrastructure Optimised for NeighbourhoodS’. 
 
References 

[1] H.M. Government, Climate Change Act 2008, 2008. 

[2] Department for Communities and Local Government (CLG), The code for sustainable 
homes: setting the standard in sustainability for new homes, 2008. 

[3] Baker, N. and K. Steemers, Energy and environment in architecture: a technical design 
guide, E. & F. N., 2000. 

[4] European Union Renewables Directive, Official Journal of the European Union L140/16: 
on the promotion of the use of energy from renewable sources, 2009. 

[5] H.M. Government, UK Renewable Energy Strategy, 2009. 

[6] Department of Energy and Climate Change (DECC), Heat and energy saving strategy 
consultation: executive summary, 2009. 

[7] Cheng, V. and K. Steemers, Modelling domestic energy consumption at district scale: A 
tool to support national and local energy policies, Environmental Modelling and Software 
(submitted for review) 2010. 

[8] Enviros Consulting Limited, Utilising renewable energy resources within south 
Cambridgeshire, 2008. 

[9] Market Transformation Programme (MTP), BNXS01: Carbon dioxide emission factors 
for UK energy use: version 4.2, 2010. 

[10] Department of Energy and Climate Change (DECC), Carbon valuation in UK policy 
appraisal: a revised approach (June 2010 update), 2010. 

3363



IEA-ECBCS Annex 51: energy efficient communities.                            
Experience from Denmark  

A. Dalla Rosa1,*, S. Svendsen2 

1 Technical University of Denmark, Kgs. Lyngby, Denmark 
2 Technical University of Denmark, Kgs. Lyngby, Denmark 

* Corresponding author. Tel: +45 45251939, Fax: +45 45881755, E-mail: dalla@byg.dtu.dk 

Abstract: The paper describes the Danish contribution to the IEA-ECBCS Annex 51: “energy efficient 
communities”. We present three case studies, two from Annex subtask A (state-of-the-art review) and one from 
subtask B (ongoing projects). The first case study is “Samsoe: a renewable energy island”. In a ten-year period, 
the community achieved a net 100% share of renewable energy in its total energy use, relying on available 
technical solutions, but finding new ways of organizing, financing and owning. The second project is “Concerto 
class I: Stenloese Syd”. The buildings in the settlement are low-energy buildings class I (Building Regulation 
2008). The project envisaged the implementation of selected key energy-supply technologies and building 
components and carried out an evaluation of user preferences to give suggestions to designers and constructors 
of low-energy houses. The third case study is: “low-energy neighborhood in Lystrup, Denmark”. The project 
integrates sustainable solutions both for the building sector and the energy supply side, which in the case consists 
on a low-temperature district heating network. The analysis of the successful/unsuccessful factors in the projects 
contributes to develop the instruments that are needed to prepare local energy and climate change strategies and 
supports the planning and implementation of energy-efficient communities. 
 
Keywords: energy efficiency, urban planning, renewable energy, district heating 

1. Introduction 

The main objective of the IEA-ECBCS Annex 51: “energy efficient communities” is the 
design of integrated long-term energy conservation and greenhouse gas (GHG) mitigation 
strategies within a community, with optimal exploitation of renewable energy (RE) [1]. A 
holistic approach is used, comprehending generation, supply, transport and use of energy. 
Annex 51 explores effective paths that implement technical innovations in communities with 
an increased rate, enabling communities to set up sustainable energy structures and identify 
the specific actions necessary to reach ambitious goals. We consider both short-term and 
long-term plans, and their economic feasibility. Furthermore, we prepared recommendations, 
best-practice examples and background material for designers and decision makers. 
 
2. Methodology 

The title of subtask A is “existing organizational models, implementation instruments and 
planning tools for local administrations and developers – a state-of-the-art review”. Each 
participating country describes the national legislative and economic framework for urban 
energy and climate change policies and prepared a review of data acquisition methods and 
tools for monitoring municipal energy and GHG balances. Next, we consider local energy 
system modeling and simulation tools and their combination with conventional planning tools 
for the design of energy supply systems and demand calculation. Finally, we discuss 
successful examples of community energy planning projects within the participating 
countries. The focus is on methods and planning principle, implementation strategies and the 
final comparison and evaluation of approaches in different countries.  
In subtask B, “case studies on energy planning and implementation strategies for 
neighborhoods, quarters or municipal areas”, we describe methods to characterize the actual 
state of a project in terms of energy and GHG performance.  We investigate scenarios and 
planning alternatives arisen during the case study timeframe, and we report cost structures and 
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cost/benefit analyses. The process organization, the role of the decision makers and the 
implementation strategy are put into focus. Finally, we report R&D issues, methods and tools 
used by the decision makers and the results achieved, with regard to GHG targets and 
economic feasibility. 

 
3. Results and Discussion 

3.1. Samsø: a renewable energy island 
In 1997 Samsø island (114 km2, 4124 inhabitant in 2010) won a competition, announced by 
the Danish Ministry of Energy. It dealt with the choice of a local community with the most 
feasible plan for the transition to energy self-sufficiency with exploitation of RE.  

3.1.1. Objectives and milestones 
The objective was to study what share of RE a well-defined area could achieve using 
available technology, and without extraordinary state subsidies. The master plan described the 
available resources and how the transition could be made, with descriptions of both technical 
and organizational figures. Reduced energy consumption in all sectors, i.e., heating, 
electricity and transportation was an essential requirement. The degree of local participation 
was another top priority for the project: the business community, local authorities and local 
organizations had to support the proposed master plan to give it credibility. It was expected to 
envisage new ways of organizing, financing and owning the sub-projects proposed.  
 
Table 1: Comparison between energy and economical figures in Samsø, period 1997-2005. 
Energy and economical figures  Master Plan (1997) Achieved (2005) 
Share of renewable energy [%] 100 99.7 
Degree of energy self-sufficiency [%] 100 35 
Share of district heating [%] 65 43 
Heat use [TJ/year] 140 (+ 0%*) 155 (+10%*) 
Electricity use (no for heat) [TJ/year] 70.0 (-12%*) 77.3 (-3%*) 
Onshore wind turbines [TJ/year] 86 100 
Offshore wind turbines [TJ/year] 260 285 
CO2 emissions [tons/year] -14000 -15000 
Private investment [€.106] 78.7 53.3 
Public subsidies [€.106] 9.3 4.0 
Private investment [€/inhabitant] 20000 13500 
Public subsidies [€/inhabitant] 2300 1000 
*Reference year: 1997 

3.1.2. Energy conservation 
Campaigns were made concerning energy savings, among those the "pensioner project". The 
Danish Energy Authority granted funds (50% of the investment, max. 3250 EUR) to 
pensioners for energy saving renovations in their private houses.  Informative letters were sent 
to the 444 pensioner families of Samsø and a free visit by an energy adviser was offered. 43% 
of the families made use of it. Local business increased its turnover by 1.1 million EUR. 
Nevertheless, the total energy use (electricity, heat and transport) increased by 4% in the 
period 1997-2005, from 305.4 TJ to 318.6 TJ, mainly due to an increased heat demand 
(+10%, partly because of a cold winter in 2005) and energy use for transportation (+ 7%). 
 
3.1.3. Energy supply 
The municipal council guaranteed the mortgage loans that financed the district heating (DH) 
plants, whose fuel (straw and wood chips) is produced by local farmers. Buildings built in 
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areas with existing or planned DH were compelled to connect to the system, while the houses 
that complied at least with the low-energy class 2 standard (Building Regulation 98, [2]) were 
exempt. Outside DH areas, the actual planning process began when 70% of consumers using 
regular oil furnaces or boilers had signed up for the conversion to DH. The energy utilities 
introduced a new financial model, who was an exception to normal practice. The consumer 
paid a connection fee of around 10 EUR, if registered before the establishment of the 
network, while the fee increased up to 5000 EUR afterwards. This method guaranteed a high 
degree of connection and aimed at encouraging end-users' energy savings, due to higher 
energy supply costs. The production increased from 39.6 TJ in 1997 to 82.4 TJ in 2005 [3]; at 
the same time, the expansion of the existing networks caused the distribution heat losses to 
increase from 19.9% to 24.2% of the delivered energy. The main figures about the DH 
systems are shown in Table 2. A cooperatively owned regional utility, NRGi, own and 
operates two DH systems; another system is owned by a local commercial operator, while the 
consumers themselves own and finance the last system. 
 
Table 2: District heating in Samsø (2005). 
Location Nordby/Mårup Tranebjerg Ballen/Brundby Onsbjerg 
Ownership NRGi* NRGi* Consumer-owned Private 
Consumers 178 400 240 76 
Investment costs [€*106] 2.7 3.5 2.2 1.1 
Subsidy [€*106] 1.2 - 0.3 0.4 
Peak power [MW] 1.6 3.0 1.6 0.8 
Energy [MWh/year] n.a. 9500 3300 1500 
Solar collector area [m2] 2500 - - - 
Solar storage tank [m3] 800 - - - 
Year of establishment 2002 1993 2005 2002 
Resources Biomass/ solar  Biomass Biomass Biomass 
Fuel consumption [tons/year] 1250 n.a. 1200  600  
Fixed fee [€/(consumer.year)] 344 362 345 350 
Price [€/MW] 92 104 90 90 
Connection  fee*  [€] 3350 3350 6000 6000 
Connection fee* [€/mpipe] 150 150 - - 
* 

Only for customers who connect after the establishment of the DH network 
 
Individual solutions were applied in areas not reached by DH networks: 860 solar thermal 
systems, 35 heat pumps and 120 biomass-based units were installed [4]. To cover the 
electricity demand, 11 onshore wind turbines were installed, with a total peak capacity of 9 
MWel. An offshore wind turbines park was dimensioned with a capacity of 23 MWel, 
corresponding to the difference between the actual energy use in the transport sector and the 
energy savings to be realized in the master plan. Five of the 10 off-shore wind turbines are 
owned by the municipality of Samsø. The proceeds from the windmills are reinvested in 
future energy projects as Danish law does not allow local municipalities to earn money by 
generating energy. Three of the off-shore turbines are privately owned by local farmers. Nine 
offshore wind turbines are owned privately by small groups of farmers and two are owned by 
local cooperatives with up to 1500 shareholders [5]. Spreading the ownership improved 
citizenship acceptance for the construction of the wind turbines. Electricity production prices 
are regulated by law and include a ten-year fixed price agreement which is the same for all the 
wind turbines on the island. The agreement stipulates a guaranteed price of about 0.08 EUR 
for the first 12000 full-load running hours and afterward about 0.06 EUR, until the ten year 
period expires. 
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3.1.4. Analysis  
The strengths, weaknesses, opportunities, and threats (SWOT) analysis is shown in Table 3. 
 
Table 3: SWOT analysis for the Samsø case study. 

 Helpful Harmful 

In
te

rn
al

 o
ri

gi
n

 Strength 
- Political support 
- Internal energy market 
- Local coordination 
- Local ownership 
- Organizational structure 
- Local resources 
- Challenging jobs 

Weakness 
- Minor energy savings  
- No cogeneration 
- Municipality administration 
- Uncertainty of energy prices   
- Training and education 
- Protests against placement of wind 
generators and DH plants 

E
xt

er
n

al
 o

ri
gi

n
 Opportunity 

- External investments 
- EU incentives  
- Lower tax for electricity from RE  
- Creation of new employment opportunities  
- El. contracts avoid price fluctuations 
- Positive effect on tourism  

Threat 
- Removal of subsidies by new 
government 
- Immaturity of electric car technology 
- Lack of suppliers and companies for 
maintenance 
 

 
3.2. Concerto class I: Stenløse Syd 
The project Class1 began in 2007, after the municipality of Egedal decided to strengthen the 
energy requirements for a new settlement to be erected in the municipality [6]. The project is 
part of the “EU Concerto initiative project” [7]. During the years 2007-2011 a total of 442 
dwellings were or are designed and constructed with a heating demand corresponding to the 
Danish "low-energy class I". This means that the energy consumption will be 50% below the 
energy frame set by the Danish Building Regulation (DBR 08). The energy frame is 
calculated with the following formula, where A is the heated floor area: 
 
Energy frame = 70 + 2200/A in kWh/m²/year                   (1) 
 

  
Figure 1: Site area (left) and status of the settlement in 2010 (right). 
 
During the first year of the project, the municipality itself has constructed a kindergarten in 
compliance with the above restrictions and a social housing association has completed an 
ultra low-energy house project (heating demand of 15 kWh/(m2.year)) – comprising 65 
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dwellings. Besides, the constructions of the elderly centre and 13 single family houses have 
commenced. The Class 1 project focuses on selected key technologies and building 
components: slab and foundation insulation, window frames, mechanical ventilation with 
heat-recovery combined with heat-pumps, biomass-CHP, heat distribution for local DH and 
user-friendly building energy management systems. 
 
3.2.1. Evaluation of user preferences and legislative analysis 
One part of the demonstration activities deals with the evaluation of the user preferences to 
improve target future buyers/builders of low-energy houses. The methodology was 
determined and the initial interviews were carried out. The final report is available in [6]. 
Proactive attempts have been identified and documented to understand legislative and 
planning means in the process of promoting sustainable community projects [8]. 
 
3.2.2. Key-product development 
Industrial partners have made progress in developing new and/or improved products suitable 
to low-energy buildings: a low energy window, whose production costs were reduced by 30% 
by process changes and machinery investment and a ventilation unit with heat recovery and 
integrated heat pump for low-energy houses. Moreover the low-rise, dense building sites will 
be supplied by a local low-temperature DH network. During the summer period the bio-mass 
CHP plant will be closed down and the solar heating systems will deliver the heat for 
domestic hot water (DHW). 
 
Table 4: SWOT analysis for the Stenløse Syd case study. 

 Helpful Harmful 

In
te

rn
al

 
or

ig
in

 Strength 
- Integration of different sectors 
- Comparison of strategies in the different 
participating countries 

Weakness 
- No obligatory monitoring concept 
implemented in all the sub-projects 

E
xt

er
n

al
 

or
ig

in
 

Opportunities 
- Mix of energy savings and renewable energy 
policies, R&D and dissemination activities 
- Intelligent management and monitoring of 
water and energy consumption 

Threats 
- Coordination of many partners 
 
 

 
3.3. Low-energy neighborhood in Lystrup 
The project deals with the realization and evaluation of a sustainable housing area in Lystrup, 
Aarhus. The residential area B was completed in “Lærkehaven” in May 2008 and represented 
the first step towards the vision of a sustainable housing development, with a total of 122 low-
energy buildings. The residential area C was completed in early 2010. The last stage 
(residential area A) will be finalized in 2011. The main characteristics of each area are [9]: 
A: 32 two-storey family houses according to the German Passive House Standard. 
B: 33 two storey houses (Danish low-energy class I) and 17 single-storey houses (Danish low-
energy class 2), LED lighting, phase change materials (PCM), common solar cell facility. 
C: 40 residences (Danish low-energy class I, expected energy demand of 30 kWh/m2, total 
heated floor area: 4115 m2), connected to a low-energy DH network.  
In the paper, we focus on the area C. The project integrates sustainable solutions in the end-
user side (building sector) and in the energy supply side (DH network). The former deals with 
finding cost-effective solutions for the construction of low-energy buildings and at the same 
time promoting high architectural quality and comfort; the latter refers to the demonstration of 
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the technical and economical feasibility of DH applied to areas with low heat demand 
densities and to the testing of two heating unit designs with focus on return temperature. 
 
3.3.1. The low-energy and low-exergy district heating system 
The project is among the first in the world, where a low-temperature DH network is applied. 
The DH network (total trench length: ~800 m) was designed according to low-temperature 
operation in the supply pipe (55°C) and in the return pipe (25°C). The application of the low-
exergy concept to the DH technology aims at three main targets. The first one is to guarantee 
comfort, with regards to delivery of DHW and to space heating requirements, by exploiting 
low-grade energy sources and RE. The second objective is to match the exergy demand of 
such applications with the necessary exergy available in the supply system, by making the 
temperature levels of the supply and the demand closer to each other. Finally, it aims at 
reducing the heat loss in the distribution network, so that the total profitability is ensured from 
the socio-economic point of view. The main design concepts are: 
-Low-size media pipes. This is achieved 
by allowing a high pressure gradient in 
the branch pipes connected to the unit 
with instantaneous DHW preparation or 
by installing units with storage of DH 
water. The latter one consists on a heat 
exchanger coupled to a water storage 
tank on the primary side, which ensures 
low continuous water flow from the DH 
network and therefore media pipes of 
lower size in the distribution lines. 
-  Low-operational temperatures: down 
to 50-55°C in the supply line and 20-
25°C in the return line. 
- Twin pipes are used. Furthermore 
flexible plastic pipes replace steel pipes, 
wherever it is possible. This leads both 
to lower investment costs for the civil 
works connected to the laying of the 
pipeline and to lower total heat loss.  
- Installation of a circulation pump. The 
pump ensures an increase of the 
available differential pressure in the 
network and it compensates for the 
choice of small-diameter media pipes. 
 

 
Figure 2: Sketch of the DH network with the location  
of the meters (adapted from [10]). 

 
Two types of DH substations are installed: 30 Instantaneous Heat Exchanger Unit (IHEU) and 
11 District Heating Storage Unit (DHSU). This former utilizes a heat exchanger between the 
primary side (DH loop) and the secondary side (DHW loop) for instantaneous production of 
DHW, while there is a direct system for space heating. The unit is equipped with an external 
by-pass, meaning that the by-pass water does not flow through the heat exchanger. The latter 
includes a storage tank and a heat exchanger. Heat is stored with DH fluid as medium. The 
DHW is produced by a heat exchanger, supplied from the tank. A flow switch detects a water 
flow and starts the pump. There is no need for by-pass flow in this type of unit. The DHSU 
are all placed on the same street line so that it is possible to measure both the performance of 
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the unit itself and the implications at street level. The total investment cost for the whole 
network, including the substations, lies between 350000 € and 400000 €. 
 
3.3.2. Analysis 
We highlight here the main findings, with regards to the planning process.  
- The project took profit of the extensive collaboration among different partners: the housing 
association, industrial partners, architectural and engineering consultants, research institutions 
and governmental agencies.  
- The international architectural competition and the import of prefabricated building 
envelopes from abroad succeeded to ensure high standards and reasonable economy. 
- To some extent, the Danish building construction tradition has been a barrier for planning 
the community as a whole, more than as a collection of individual building units. In fact, the 
tendency in the sector, related to low-energy buildings, is to provide solutions based upon 
individual energy supply systems, mainly heat pumps, and the building types are often not 
developed with a friendly interface to DH systems. On one hand, this means that standard and 
reliable offers for low-energy buildings already exist; on the other hand, it could hinder the 
chance of implementing a sustainable and holistic vision that gathers both the end-user’ side 
and the energy supply side. 
- A conflict between different goals arouse during the planning and implementation process. 
A target pertained to the high expectations about reaching the “climate goal”, which for 
Denmark is defined by the political will of developing an energy system based on 100% RE 
by 2050 and it is translated to action at national, regional and local level. Another objective 
was connected to the need of finding solutions that can lead the process in a cost-effective 
way. The conflict was critical at least in two phases: during the definition of the budget for the 
construction of the low-energy buildings in the residential area A, and during the planning of 
the energy supply system for the residential area C. In the first case, the maximum allowed 
budget was constrained by the requirements of the social housing in Denmark, whose 
requirements limit the economical burden for the tenants. The implementation phase was then 
delayed and the construction started only when it was decided to exceed the maximum 
budget. In the preliminary plan for the energy supply system for the residential area B, the 
planners chose a traditional DH network based on a pair of single pipes, directly connected to 
the main network in Lystrup (Tsupply= 80°C and Treturn=40°C). The cost-effectiveness of such 
network was questioned, so that individual solutions, such as heat pumps were considered as 
alternative. The final decision was taken when an external R&D project took over the 
planning responsibility, bringing along also more capital to be invested. The final outcome 
was successful, since it was demonstrated not only that the low-temperature DH concept is 
applicable to low-energy buildings, but also that the total long-term economy (30 years) 
improved in comparison to the original design solutions. 
- The recognition of the existence of a market in Denmark in relation to sustainable, energy-
efficient and environmental-friendly houses was an additional motivation for starting the 
project, from the housing association point of view. In fact, the completed dwellings were 
fully occupied by tenants faster than in other newly established areas, despite the housing 
sector suffered a crisis in that period. 
 
4. Conclusions 

We conclude by summing up the main findings, which will be extensively discussed in the 
final report of IEA-ECBCS Annex 51. The case study of Samsø demonstrates how a 
community can base its whole energy system on RE, without extraordinary external subsidies. 
The process towards such communities benefits from local participation and local ownership. 
Taking the results from the experience in Samsø and simply transferring it to a national level, 
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the transition towards a fully RE-based nation would cost about 90 billion EUR, giving 
savings for 8 billion EUR/year and a pay-back time of about 11 years (considering 2005 
figures). Although these data are encouraging, the Danish average energy use per inhabitant is 
25% higher than in Samsø, while the potential biomass per inhabitant is one third. Moreover, 
the potential of wind energy is lower in the rest of the country. Therefore, substantial energy 
conservation efforts are needed to achieve the goal of 100% share of RE in the country as a 
whole. Such issue is central in the project in Stenløse Syd, where proactive attempts have 
been identified and documented to understand legislative and planning means in the process 
of promoting sustainable low-energy community projects [8]. With regard to energy planning, 
the “neighborhood approach” is more profitable and can achieve better results than the “local 
approach”, as demonstrated by the project in Lystrup. The best social-economy is obtained 
only if the energy plan is done for the community as a whole, instead of considering local 
plans for the single housing units. Moreover, the combination of energy saving policies in the 
building sector and an energy efficient supply system based on RE, such as a low-temperature 
DH network, is seen as a promising concept for achieving ambitious climate goals. 
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Abstract: This paper reports observations and first experimental results from a field measurement campaign at 
the neighbourhood/urban scale, which was conducted in July 2010  in Nicosia (Cyprus) under the European 
Research Project TOPEUM funded by ERA-NET (Urban-Net Call).  The ultimate goal of this work is to 
investigate the influence of urban design and architectural parameters in the resulting urban climate and the 
resulting energy usage. The field measurement campaign was carried out in the capital city of Cyprus, Nicosia, 
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measurements record the meteorology, the thermal response of the buildings in the field site area and the 
resulting local microclimate particularly in the street.  
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1. Introduction 

Urbanization has been increasing at an alarming rate: while in the 1800’s, only 3% of the 
world’s population lived in urban areas, by the 1950’s the urban population increased to 30% 
and in 2000 it reached 47%. With this ever increasing growth, numerous issues have been 
raised, such as air quality issues, sustainable use of energy, maintenance of waste materials 
and socio-economic status of urban inhabitants [1]. All these issues depend on the sustainable 
urban planning, the type of materials used in buildings [2] as well as the organisation of 
economical and social life. The complexity of the task to aim at ideal sustainable city goes 
through accounting for contradictory effects by any kind of measures. Therefore, basic and 
applied research is needed in order to investigate the city as human-made environment. The 
task is to achieve sustainability in the use of energy, food, waste, air and water quality. Recent 
studies on the influence of climate change on Northern–European cities suggest that within 50 
years they may experience a climate close to that of South-European cities today. This has 
enormous resource implications when the design and layout of the urban fabric and the 
individual buildings are not well suited to mitigate extreme conditions [3,4] There is therefore 
a strong need for strategic designs to be developed which would mitigate such environmental 
changes. For example, whilst the general cause of overheating of cities is known, it is not well 
understood how much influence different urbanization characteristics and building materials 
have on the intensity of the city overheating [5,6]. 

In this study the energy exchange processes between buildings and air in a typical South-
European city as well as the ventilation properties in relation to urban-planning and 
architectural parameters, for the purpose of energy use minimisation are examined. The 
complexity of this problem requires complementary methods to be employed. In a boundary 
layer wind tunnel the basic flow under neutral conditions of different generic city 
configurations will be studied. The wind tunnel data will serve also as calibration data for 
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CFD simulations which will in turn be utilised to evaluate heating effects and material 
properties. The computational fluid modelling will predict the effect of city layout and 
building materials on temperatures. Based on predicted temperatures the energy use for air 
conditioning will then be assessed. Heat absorption phenomena occurring at building surfaces 
have a major impact on the urban climate: field measurements of surfaces heat flux and 
material thermal properties will be carried out for urban sites in Cyprus. For these reasons an 
intensive observation period of 1 month was carried out in which a series of measurements 
were taken both for the air, solar radiation and humidity as well as the building surfaces. 

2. Methodology 

2.1. Multidisciplinary approach 
The methodology for the implementation of this study consists of the following steps: 

1.Selection of the site under investigation: The identification of the site to be investigated was 
performed under prescribed criteria based on the building materials, the geometry and the 
location of the buildings. 

2.The field measurements involved meteorological measurements at three different scales 
(from meso-scale to micro-scale), while the thermal response of buildings was simultaneously 
recorded through thermography (both aerial and on-ground) as well as in-situ measurements 
of temperature and moisture. In this paper the results from this field measurement campaign 
are presented, the analysis and interpretation, as well as results from supporting studies in the 
wind tunnel and computational simulations to assist in the understanding and derivation of 
guidelines for “climatically-informed” urban design. 

3.Laboratory experiments: The selected city blocks will be scaled down and applied in a wind 
tunnel, where ventilation and heat efficiency effects will be investigated. The determination of 
the velocity field will be achieved by employing Laser Doppler Anemometry (LDA) and 
Particle Image Velocimetry (PIV). 

4.CFD modelling will contribute to the study, by examining the air flow as well as the thermal 
performance of building materials taking into account the structure of the modelled urban 
areas. It will raise the opportunity to understand the contribution of heat conduction and heat 
radiation in the generation of thermal discomfort in urban canyons for the case of Cyprus. 
 
2.2. Site Selection 
In terms of the site selection, the parameters of building height, building density and paved 
and unpaved area coverage were examined. This analysis provided fundamental data for all 
the subsequent tasks and actions. The objective was to create a complete database of the 
investigated area in order to assess the status of urban environment in Cyprus. Hence, major 
groups of building blocks (approximately 350 building blocks) were analyzed and scaled 
down for the applied channel, in order to support the parameterization studies for the 
investigated scenarios. Within this task, the geometries under investigation  were also be 
modelled for the purposes of the CFD study. The building energy behaviour and performance 
are heavily influenced by the density of the building space that is why the facades chosen 
have different SVF. For example facades that are placed in front of an open parking area 
(H/W<1) can be compared with some others that are placed in a canyon. Some other 
important factors were the orientation of the chosen facades and the properties of the 
surrounding surfaces in the same canyon. 
 
Among the investigated neighbourhoods, the old city centre of Nicosia appeared as being the 
most representative for the Mediterranean-like architecture, therefore it was decided that the 
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field campaign should be carried out in this area (see Fig. 1). The old town centre, which is 
the historical centre of the city, is delimited by Venetian type walls. It is generally 
characterized by narrow canyons with Mediterranean-style planning but also includes some 
buildings of contemporary architecture and also some large squares. From the West to East, 
four major sub-neighbourhoods (SN) could be identified according to homogeneity and 
packing building density SN1 to SN4. SN1 includes some larger open spaces/parking lots so 
that it has an overall lower packing density and it is less homogeneous. SN2 is homogeneous 
over relatively large distances in neighbourhoods units. SN3 has some broader avenues and 
squares so that it has a lower packing density. SN4 has a very large packing density being also 
relatively uniform. 

 
Fig.1. Investigated Site 
 
2.3. Intensive observation period 
During the intensive observation period, measurements in neighbourhood, micro- and meso-, 
scale were performed. Regarding the meso-scale, an upper air sounding system was 
employed. The sounding system provided the profile of the air pressure, temperature and 
humidity as well as of the wind speed and direction from ground level up to 2 km altitude. 
Sets of the measured data were sent down to a receiving station (ground station) as the 
radiosonde was carried aloft by a balloon. The characteristics of the micro-scale were 
determined by means of aerial thermography and a weather station consisting of a hypersonic 
anemometer and instrumentation for temperature and humidity measurements. InfraRed 
thermal and visual images were captured via a high-resolution (640x480) FLIR P640 IR-
camera from a helicopter at approximately 500 m above the ground. The aerial thermography 
measurements were performed along a flight path of a total length of 7 (km) traversing from 
the eastern rural area, over the urban area of the town centre and up to the western rural area. 
The measurement schedule was based on the time lag of the building materials with respect to 
the sunrise calendar of the location and the solar exposure of the materials.   For the 
meteorological data, stations with temperature and humidity sensors were installed close to 
the sonic anemometers. Surface temperature and moisture measurements, as well as 
measurements of the ambient temperature, humidity and wind speed and direction were 
performed. Surface temperatures were determined by means of building IR thermography, as 
well as with the use of thermocouples and a FLUKE 62 Mini IR thermometer with an 
accuracy of +/- 0.1 °C. For the measurement of the buildings moisture an EXTECH moisture 
meter (model MO250) with an accuracy of +/-0.1% was employed. IR thermal images of 
surface temperature were captured with a FLIR T335 camera at specific locations within the 
city. The thermal images of the building façades were acquired over the space of an hour, 
every two hours during the time period from 10th to 12th of July 2010 at 3 different locations. 
At each location, 4 thermocouples were used (one at ground level and 3 at heights of 40, 120 
and 200cm from ground respectively).  
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3. Results 

3.1. Meso-scale measurements 
In Fig.2a, the measurement of the temperature in the meso-scale above the city centre is 
provided. According to these results, the surface is very hot and therefore super adiabatic 
gradient is observed in the first 300m above ground. This is, in fact, the surface layer in terms 
of temperature. Above 300m, and up to 2000m a well-mixed (convective) layer is formed. In 
order to clarify the observed temperatures, the schematics of the boundary layer over an urban 
area is also provided (Fig.2b). The upper zone represents the urban internal boundary layers 
where advection processes are important. The regime below shows the inertial layers that are 
in equilibrium with the underlying surface and where Monin-Obukhov scaling applies. The 
lower region is the roughness layer that is highly inhomogeneous both in its vertical and 
horizontal structure. Finally the region between the inertial layer and the roughness layer 
represents adjustment between neighbourhoods with large accelerations and shear in the flow 
near the top of the canopy [7]. The same clear top of the convective boundary layer was also 
observed also in the relative humidity profiles and thus the entrainment zone was very 
shallow. The air mass above the convective layer was dryer and the wind direction was found 
to change substantially. 
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Fig.2a. Radio-sounding temperature measurement above city centre 
Fig.2b. Boundary layer over an urban area 
 
3.2. Micro-scale measurements 
In Fig.3 the ultrasonic anemometer measurements of the wind speed and direction, over the 
intensive observation period at Ledras Street on the rooftop level are provided. The analysis 
of the sonic data shows clear difference in the regime of wind during the day and the night. 
The sonic on the roof shows weak easterly wind every night (24 – 6) and much stronger 
westerly wind during the day (9-18). Therefore, two different regimes can be simulated, 
easterly wind of 2 m/s and westerly of 5 m/s. The transition periods are rather short around 9 
in the morning and 21 in the evening. From the time series of wind direction we can note that 
during the intensive observation period (Julian Day 190-193) the flow is slightly disturbed, 
and is predominantly easterly, also during the day. The friction velocity measured by the 
sonic at the roof is much higher than the value (u*=0.08u) suggested by similarity theory. The 
mean value for the 2 weeks of measurements is u*=0.14u. This is a value typical for urban 
areas. The wind direction within the street canyon is strongly modified by the buildings, but 
the two regimes (day and night) are distinguished as well. The wind speed is between 0.5 and 
7 m/s. 
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Fig.3. Ultrasonic Anemometer Measurements, Ledras Street, Rooftop Level 

  

  
Fig.3. Ultrasonic Anemometer Measurements, Ledras Street, Rooftop Level 

3376



Aerial Thermography was also performed in order to determine the intensity of the heat 
radiation emmited by the built environment in the investigated field. For this purpose, a 
statistical analysis of the temperature intensity was performed by means of the SPSS software. 
The temperature distribution was compared for several city environment providing some 
useful conclusions regarding the importance of thermal radiation resulting from the applied 
building materials. 

 
 

Fig.4. Aerial thermography and statistical analysis of temperature distribution 
 
3.3. Neighbourhood scale 
The Urban Heat Island Intensity (UHII) was also identified by means of data comparison 
from the weather station in the investigated site and from a rural weather station 5km outsite 
the city. According to these measurement UHII was found equal to 4 °C, especially during the 
midday (see Fig. 5).  
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Fig.5. Urban Heat Island Intensity. 
 
The impact of the building materials on the intensity of the urban heat island intensity was 
approached by means of measurements of surface temperature of building materials at the 
field site. Fig.6 and 7 presents the temperature profile during the IOP. In the first case the 
ambient temperature was measured at the rooftop of the building, whereas in the latter case it 
was measured next to the building element, and was, as expected affected by the environment 
radiation. The measurement in Fig.6 was performed on a wall constructed with forced cement, 
and the measurement in Fig.7 on a stone wall. The thermal emissivity of both materials is 
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almost equal (around 0.85), whereas in the latter case, the heat capacity of stone wall is 
increased, compared to the heat capacity of forced cement. Therefore, although the 
temperature peaks were observed more or less to be equal, the duration of the peaks was 
greater in the case of stone wall. Another important outcome of this measurement was that the 
contribution of thermal radiation as well as of the anthropogenic emissions in the street 
canyons led to an important temperature increase, which was observed throughout the day.  
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Fig.6. Wall temperature Measurement 
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Fig.7. Wall temperature Measurement – on ground Thermography 

 

4. Conclusions and future work 

A series of simultaneous measurements of urban meteorology and the associated thermal 
response of buildings has been conducted in Nicosia, reflecting a typical Mediterranean 
setting for climate and urban architecture. Some preliminary observations show a consistent 
temperature difference in the ambient air between the urban and rural areas of about 2K with 
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an approximate temperature difference for the thermal response of the buildings in their 
corresponding peaks and lows of 5 to 8 K (wall surface temperature). Simultaneous diurnal 
measurements of the moisture of the buildings show also a direct correlation with the 
corresponding wall surface temperatures. Further post-processing and analysis are in progress 
and in addition complementary methods will be employed; therefore, the field measurement 
campaign will be followed by detailed experimental and numerical studies. The investigated 
city blocks will be scaled down and applied in a wind tunnel, where ventilation and heat 
efficiency effects will be investigated using Laser Doppler Anemometry (LDA) and Particle 
Image Velocimetry (PIV). In order to calibrate the CFD modelling the pressure on the ground 
around the buildings will be measured in 400 points. Thus, the experimental results, as well as 
the results of the field measurement will be used in order to optimize the adopted models used 
to performed numerical simulations by means of Reynolds-Average Navier-Stokes (RANS) 
modelling. The experimental feedback will enable also the performance of further 
investigations concerning radiation effects from building surfaces assuming unsteady state 
conditions.  
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Abstract: This research worked on the measure against CO2 reduction according to the characteristics of the 
area for the Kanazawa seaside area in Yokohama city. This area consists of a collective housing complexes and a 
minor scale industrial complex, and also locates a waste incineration plant, a wastewater treatment plant, and a 
sludge treatment facility. Having been chosen as a measure with the large amount of CO2 discharge reduction, it 
is the system which feeds into an incinerator the methane gas by carrying out mixed digestion of the kitchen 
garbage together with sewer sludge, and supply heat from a waste incineration factory through the transmission 
line. However, since this system has large initial cost for construction of transmission line, marginal abatement 
cost (MAC) for CO2 emission reduction is very as large as 166.16 [USD/CO2]. Then, when the pay-back year of 
the transmission line was changed from 20 years to 31.5 years which is equivalent to 70% of legal durable years, 
MAC was reduced to 104.40 [USD/CO2]. Moreover, when Non Energy Benefit (NEB) by system introduction, 
such as job creation and an environmental improvement of the area, was taken into consideration, MAC was 
greatly reduced to -124.22 [USD/CO2]. 
 
Keywords: Exhaust heat from waste incineration plant, Solar energy, Digestion of sewage sludge mixed with 
kitchen garbage, CO2 reduction cost 

1. Introduction 

1.1. Background and objectives of research 
As the countermeasures against the issues of global climate change, it is essential to reduce 
CO2 emissions from building sectors. To promote the reduction of CO2 emissions from 
building sectors, various countermeasures should be executed, not only for building sectors 
but also for the community. The Kyoto Protocol Target Achievement Plan was materialized in 
Japan in April, 2005 [1]. Until then, main measures for the energy conservation such as heat-
insulation and introduction of efficient equipments were implemented on individual buildings 
only. In this plan, measures for advance energy saving and low carbonation in the community 
were also specified in addition to the measures for individual buildings. For advance energy 
saving and low carbonation in the community, the mutual cooperation of various stakeholders 
of the community is indispensable. It is important to make the process which shares the target 
of energy saving and low carbonation, distributes profits impartially, and shares a risk equally 
within the community. Therefore, the objective of this study is to  propose the measures for 
energy saving and low carbonation and examine the technique of presenting the effects 
(benefits) and risk (cost) clearly for Kanazawa seaside district in Yokohama city. 
 
In this study, the countermeasures for the CO2 emission reduction in the community are 
focused. There are lots of options for the reduction of CO2 emissions at the community scale, 
such as PV’s, solar thermal use, biomass, exhaust heat from waste incineration plant, and so 
on. But these options may not be suitably introduced anywhere. Thus, it is very important to 
recognize characteristics of the community to introduce the suitable countermeasure options.  
The case study area is Kanazawa seaside district in Yokohama City, Japan.  
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The main purpose of this research is to determine the countermeasures for CO2 emission 
reduction which is appropriate for this community, and to analyze the cost effectiveness of 
these countermeasures. 
 
1.2. Study area 
The case study area is Kanazawa seaside district in Yokohama city. This district is reclaimed 
land with an area of 121.9ha [2] where collective housings were sold in lots from around 1970. 
A railway runs through the center of this district to the south north. Residential area is located 
at the west side of the railway. At present, 7,500 households with the population of about 
20,000 persons are living in this district [2]. It had been about 30 years after a sale in lots and 
now many housing complexes are aged and expected to be reconstructed and repaired. On the 
other hand, the east side of the railway is industrial complex area for middle to minor scale 
factories. There are some urban facilities in this area, such as a waste incineration plant, a 
sewage treatment plant, and a sludge treatment plant. 
 
Kanazawa waste incineration plant incinerates 
about 300,000[t/year], and generates 130 
[GWh/year] electric power by using exhaust heat of 
waste incineration [3]. Kanazawa  wastewater 
treatment plant has treatment capacity of 265,900 
[m3/day] [4] , and generates treated water (recycled 
waste water). Nanbu sludge treatment plant has 
treatment capacity of 14,700 [m3/day], and 
generates methane gas through digestion tank [5]. In 
addition, there are some office building, hotels, and 
the campus with the hospital of Yokohama City 
University. 
 
In the road map for environment model city 
realization, Yokohama city government regards this 
area as an important area, and the Yokohama Green 
Valley project is in operation. The amount of CO2 
emission from energy consumption in this area is 
assumed about 72,000 [t-CO2/year].  About 60% 
of this emission is due to energy use in residential 
and business sectors.  

 
2. Countermeasures for smart energy 

community 

2.1. Outline 
Figure 3 shows the smart energy network in the 
proposed area. Four stages were assumed as 
present condition (2010), the first stage (2015), the 
second stage (2020), and final stage (2025). 
Various countermeasures for each building 
promoted by Japanese government were executed, 
and also the other measures for community scale were tried to be executed. While planning 
the smart energy network in this area as a whole, the effective use of urban facilities such as 
sewage treatment plant, waste incineration plant etc. were considered to have significant role. 

Figure 2   Estimated CO2 emission of 
Kanazawa seaside area 

Study Area

CO2 Emission

Presumption

7 .2×104ton

Residential

35％

Commercial

24％

Transportation

21％

Others

20％

Figure 1   Kanazawa Seaside Area 
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Table1 Present energy demand of subject buildings in this area 

Electricity Heating Cooling Hot Water

GWh/year TJ/Year TJ/Year TJ/Year

Namiki Collective Housing Complex House 721,400 32.75 51.26 54.28 144.74

High-Tech Center Office&Hotel 50,000 8.06 13.29 14.59 16.40

AOTS Office&Hotel 12,000 1.73 4.78 3.36 10.78

Yokohama City University Hospital&University 107,000 10.48 40.79 20.62 78.37

Demand (Present)
Total

Floor Area
㎡

 

 

Kanazawa Sewage 
Treatment Center

Nanbu Sludge 
Treatment Cenetr

Knazawa Waste 
Incineration Plant

Seaside Line (Railway)

Pool
（Existing）

Namiki Collective 
Housing Complex

Commercial Power Grid

Combined Heat & 
Power

Power 
Sell

Recycled 
Waste Water

Heat Supply
(Existing)

City Gas Pipe Line

Middle-Small 
Factory Complex

Schools

Digestion mixed Sludge 
and Kitchen Gabage

PV

PV

PV

Reconstruction
/Repair with 
Insulation

PV Recycled Waste 
Water

Heat Supply

Power 
Sell

Power 
Sell

Power 
Sell

Digestion Gas
(Methane)

Buildings
- High Tech Center
- AOTS
- Yokohama City Univ. Campus

GE-CGS

 
Figure3 Proposed smart energy network at Kanazawa seaside area 

 
2.2. Remote ownership of Photo Voltaic Panel 
In the Electricity Enterprises Law of Japan, the photovoltaic generation panels set up in places 
other than home are not permitted to be owned [6]. Therefore, families living in high-rise 
housing complexes don’t have their own roof and so cannot own the PV panels. 
 
However, the development of smart meter and smart grid technology may solve this problem 
in near future. In this case study, the remote ownership of PV panels is proposed. People 
living in high-rise housing complexes can set up PV panels on the roof of factories, sewage 
treatment plant, and schools.  
 
2.3. Exhaust heat from waste incineration plant 
Today, exhaust heat from waste incineration is used for power generation. As incinerated 
waste includes wet kitchen garbage, the energy loss for the latent heat is caused. It was 
proposed that wet kitchen garbage to be collected separately and sent to sludge treatment 
plant for the methane generation by mixed digestion with sewage sludge. Generated methane 
is supplied to waste incineration plant as input to the boiler. Although the waste incineration 
plant supplies only electricity in the present condition, it was considered to supply heat also in 
this case study. If wet kitchen garbage is not incinerated, by rough estimation, calorific value 
of wet kitchen garbage and the energy loss for the latent heat decrease. When the kitchen 
garbage is not incinerated with other garbage, the quantity of heat generated by the 
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incineration will decrease by a calorie of kitchen garbage. When the kitchen garbage is also 
included, an additional quantity of heat is required to evaporate its moisture content. Hence, if 
the additional quantity of heat is avoided then there will be no change of heat in total. 
Ministry of Land, Infrastructure, and Transportation in Japan had examined to increase the 
speed and the quantity of methane generation by digestion of sewage sludge mixed with 
slurry of kitchen garbage. This project was named LOTUS project [7]. Result of this LOTUS 
project was that it was possible to digest the kitchen garbage slurry which was equivalent to 
13% of the sewage sludge, in addition two times of methane was generated compared to the 
case without the kitchen garbage slurry. Methane gas generation potential was calculated in 
the condition that the amount of mixed digested kitchen garbage was set half of the amount of 
kitchen garbage incinerated in the current condition because the cost for collecting the kitchen 
garbage separately was very large. Cost for the collection of kitchen garbage separately, 
removal of impurities contained in the garbage, and making of the garbage slurry were 
calculated. 
 
2.4.  Cogeneration installation for business use 
Three large business use buildings were installed with GE-CGS in this study. Those buildings 
were hotels, offices, and university campus. Campus of Yokohama City University has also 
hospital building, and 700kW of GE-CGS was installed as part of ESCO project in 2009. 
High-Tech Center has hotel, office, and research laboratory, and 360kWof GE-CGS was 
installed in this study. AOTS is training facility with lodging for foreigners, and 90kW GE-
CGS was installed in this study. This GE-CGS’s were operated from 8:00am to 9:00pm. 
The initial cost of CGS was considered as 2,000 USD per kW, and the annual maintenance 
cost as 2.0 USD per 100 kWh. 
 
2.5. Thermal transmission network 
Heat supply transmission line was newly constructed in this district that connected sludge 
treatment plant, waste incineration plant, Namiki-collective housing complex area, and three 
larger business use buildings. Construction cost of the transmission line was considered, but 
the distribution pipes from the transmission line were not considered in the cost calculation. 
This transmission line supply steam from waste incineration plant and sludge treatment plant 
as a heat load for Namiki- collective housing complex area, and three larger business use 
buildings. The quantity of heat that can be supplied from a garbage incineration plant and  the 
amount of methane generated  increased after the mixed digestion of sewage sludge and 
kitchen garbage were large enough. Therefore, it could provide all of the hot-water demand of 
the collective housing complexes, and the required heat demand of three business-use 
buildings. 
 
3. The result of CO2 Reduction effect 

Table 2 shows calculated reduction potential of CO2 emission by each countermeasure that 
had been considered in this case study. The amount of CO2 emission reduction by 
implementation of the countermeasures in each building was divided proportionally from 
statistical approach, such as population of the region, based on “Local government 
environmental report 2007 [8]”. CO2 reduction potential through steam supply by transmission 
line was the largest of all measures. Of course, increment in the methane generation by the 
digestion of the mixture of raw sludge and kitchen garbage was also included in this measure. 
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Table2 CO2 emission reduction potential 

Measures CO2 Emission
Reduction Potential
[t-CO2/year]

Measures CO2 Emission
Reduction Potential
[t-CO2/year]

① [Residential] Changes in Lifestyle 454 ⑩ [Commercial] Commercial Cogeneration 848

② [Commercial] Changes in Workstyle 131 ⑪ [Commercial] Introduce of BEMS 19,344

③ [Residential] Lighting Efficiency Improvements, etc 565 ⑫ [Joint Commercial
and Residential]

Incineration Plant Waste Heat and
Sludge Treatment Plant Digestion Gas

1,010

④ [Residential] Heating and Cooling Efficiency
Improvements

753 ⑬ [Residential] Household appliances efficiency
improvements

2,447

⑤ [Commercial] Lighting Efficiency Improvements, etc 311 ⑭ [Commercial] Photovoltaic power generation 105

⑥ [Commercial] Air Conditioning Equipment Efficiency
Improvement

233 ⑮ [Residential] Photovoltaic power generation 1,815

⑦ [Residential] Introduce of HEMS 444 ⑯ [Residential] Higher insulation in newly constructed
housing

412

⑧ [Commercial] Power and Other Efficiency
Improvements

109 ⑰ [Residential] Improved existing insulation 108

⑨ [Commercial] Use of Solar Thermal Energy 870
29,959Total

 
 
4. Cost-benefit Analysis  

4.1. Additional cost curve for reduction of CO2 emission 
Based on the method of the marginal abatement cost (MAC) curve advocated by McKinsey [9], 
the amount of CO2 discharge reduction in this area and the relation of that measure cost are 
analyzed. Subsequent analysis has adopted the analytical idea of MAC and the method in 
consideration of NEB which Kuzuki and others proposed [10]. 
  
4.1.1. Case of short pay-back time 
Figure4 shows the case which calculated MAC based on short pay back year. 
This short pay-back year refers to the value used by the Central Environment Council [11], the 
Ministry of Environment, in order to calculate the MAC of CO2 emission reduction.  It was 
about 3 to 5 years. In this case, as the initial cost including the MAC of photovoltaic, heat 
insulation repair of building and thermal transmission line was large enough; the MAC will 
also be higher.  The average MAC of all measures was 237.11 [USD/t-CO2] for a year, and 
installation is difficult as long as there is no financial support of the subsidy etc. 
 
4.1.2.  Case of long pay-back time 
On the other hand, since a building and a thermal transmission line were used over a long 
period of time, it could be thought that 3-5 years of the pay-back year was too short. 
Then, 70% of legal durable years were re-set as the pay back years of each measure. Pay back 
years become longer and were from 20 years to maximum of 31.5 years. 
 
Figure5 shows the calculated MAC based on these long pay back years. In the case of these 
long pay back years, the MAC per year decreased sharply, and the average MAC of all 
measures was 124.57 [USD/t-CO2] per year. Especially MAC of thermal transmission line 
reduced greatly to 104.40 [USD/t-CO2] from 166.16 [USD/t-CO2], because pay back years 
changed from 20 years to 31.5 years. 
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②[業務]ワークスタイル

①[家庭]ライフスタイル

④[家庭]冷暖房効率化

③[家庭]照明の効率化等

⑤[業務]照明の効率化等

⑥[業務]空調機器の効率向上

⑩[業務]業務用コジェネレーション

⑦[家庭]HEMS導入

⑨[業務]太陽熱利用

⑪[業務]BEMS導入

⑧[業務]動力他の高効率化
⑫[業務・家庭共通]生ごみ混合汚泥消化ガス＋清掃工場廃熱

⑬[家庭]家電製品の効率化

⑭[業務]太陽光発電
⑮[家庭]太陽光発電
⑯[家庭]新築住宅断熱化

⑰[家庭]既存断熱リフォーム
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⑥[Commercial] Air conditioning equipment efficiency improvements

⑩[Commercial] Commercial cogeneration
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⑨[Commercial] Use of solar thermal energy
⑪[Commercial] Introduction of BEMS
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Figure4  Calculated MAC based on short disinvestment years 
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Figure5  Calculated MAC based on long disinvestment years 
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⑫[Joint Commercial & Residential] Incineration plant waste heat

⑧[Commercial] Power and other efficiency improvements
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Figure7 Calculated MAC based on long disinvestment years in consideration of NEB 

 
4.2. Non-Energy Benefits 
These measures against CO2 emission reduction resulted the benefits of not only the 
decrement in energy cost but also the job creation, the environmental improvement of this 
area, etc. Then, NEB (Non-Energy Benefit) by the implementation of CO2 emission reduction 
measures in this area was computed based on the calculation method of the NEB which R. 
Kuzuki and others has advocated [4]. 
 
Figure6 shows the relation between annual cost and NEB. The B/C including only direct 
benefits such as cut in fuel, lighting, and water cost by a measure was 0.66. Then the B/C 
including indirect benefits such as for example job creation etc., increased to 1.35. 
Moreover, the calculation result was divided proportionally for each measure, and the MAC 
curve was created.  
 
Figure7 shows the MAC curve in consideration of NEB. As a result of dividing indirect 
benefits proportionally for each measure against low carbon and re-creating a marginal 
abatement cost curve, CO2 reduction cost of each measure decreased greatly, and average 
measure cost  reduced to -127.62 [USD/t-CO2]. 
 
5. Conclusions 

From the results of this case study it became clear that the measures against low carbon of the 
community according to the characteristic of areas raised CO2 emission reduction potential. 
The effective countermeasures were thermal transmission line using methane gas produced by 
the digestion of mixture of sewer sludge and kitchen garbage sludge, and use surplus steam 
from waste incineration plant. It was also found that taking NEB into consideration improved 
B/C greatly and increased feasibility.  
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Abstract: District heating and cooling (DHC) in Japan’s major cities are required to further lower their carbon 
emission.  This study proposes to supply zero-carbon steam from a nearby waste incineration plant to the DHCs 
in the center of Yokohama, Japan’s second largest metropolis by constructing a pipeline between them. To 
maximize environmental effects of the project, efficient cogenerations will also be integrated extending low 
carbon heat supply to large buildings along the pipeline. Construction cost of five alternative pipeline routes, 
revenue from steam sales and the environmental value of reduced CO2 emission were estimated.  Then the loan 
repayment period was calculated to figure out how to finance and manage the project. Because statistical data are 
used to calculate heat load, actual primary energy consumption and reduction of CO2 emission may differ.  Also, 
without a detailed field survey, assumed construction cost may not correspond to the actual amount to be 
financed. From the study it became clear that steam pipeline with cogeneration will reduce 3.6 PJ of primary 
energy use and 300,000 tons of CO2 emission annually. The project will become feasible with loan repayment 
period of 8 and 10 years with and without subsidy by minimizing the construction cost. 
 
Keywords: district heating and cooling, low carbon, waste heat, CO2 emission, steam pipeline 

1.  Introduction   
District heating and cooling (DHC) has been introduced to Japan’s major cities from 1970s 
achieving efficient and reliable supply of energy compared to the installation of small 
appliances to the individual building.  However, additional effort is being required to further 
lower the carbon emission nowadays.  This study proposes to supply zero-carbon steam from 
a nearby waste incineration plant to the center of Yokohama, Japan’s second largest 
metropolis, by constructing a pipeline between them.  Environmental and economic benefits 
of the project have been examined in order to evaluate its feasibility. 
 
1.1  Site review 
Yokohama city center is one of most densely built up metropolis in Japan with good access to 
public transportation.  Because density of energy consumption in the area is high, a few 
district heating and cooling plants are already in operation and most of the blocks have been 
assigned for urban renewal promotion area.  Therefore it is easy to recognize that the area has 
a good potential of providing necessary heat more efficiently by networking the supply 
pipeline. If these networks are connected to the untapped low carbon heat sources, the entire 
city can reduce its energy use and CO2 emission dramatically. This is why the study proposes 
to transport zero-emission heat source from a nearby waste incineration plant to two DHC 
plants and buildings in Yokohama city center.  Following are the outline of the DHC plants.  
 
1.1.1  Yokohama West DHC 
It Started operation in 1998 with 6.5 hector of supplying land area and 350,152m2 total floor 
area.  Customers include department stores, hotels and a train station.  Chilled water and 
middle pressure steam (0.8 – 1.0 MPa) are supplied by absorption chillers, boilers and two 
1MW gas turbine cogenerations. 
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1.1.2  Minato Mirai 21 DHC 
It Started operation in 1989 with total supplying floor area of 2,311,000 m2 as of 2008. Major 
customers include 23 office and commercial buildings, hotels, public facilities and 6 
apartments.  Chilled water and middle pressure steam are produced by steam and electric 
turbo chillers, absorption chillers as well as boilers and delivered through utility tunnels.  
 
2.  Steam network pipeline 

Besides above DHCs,  the network will be extended to the separate buildings by to the 
following stages. 
Stage 0: Waste incineration plant and DHCs are connected by a steam pipeline 
Stage 1: Buildings over 10,000m2 of floor area are connected to the pipeline 
Stage 2: Buildings over 5,000m2 of floor area are connected to the pipeline 
Extension of pipeline will be planned by the distribution of the buildings (Fig.1). Because 
DHCs and most of the buildings use middle pressure steam as major heat sources for space 
heating, hot water supply and air conditioning (cooling), the network will deliver steam (up to 
2.0 MPa) to them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.1   Assumed heat supplying floor area by stage 
Assumed floor area for supplying heat is 2,430,000m2 at stage 0, 8,530,000m2 at stage 1 and 
10,620,000m2 at stage 2.  As for floor type shares, business, commercial and residential use 
rank top three with 36%, 33% and 19% of the total floor area respectively.  
  
2.2 Assumed energy consumption 
By multiplying assumed floor area and statistical unit energy consumption [1], energy 
consumption by purpose were calculated by hour, day, month and year.   Because business 
and commercial floors with huge exhaust heat from appliances and human bodies prevail, 
annual cooling demand exceeds heating by about 50%. 
 
3.  Use of low carbon heat from waste incineration and cogeneration 

3.1  Available heat from waste incineration 
Three waste incineration plants are in operation in the vicinity of Yokohama city center.  They 
are Kanazawa, Tsurumi and Asahi plants with 290, 270 and 120 thousand tons of annual 
handling amounts. These plants are equipped with total capacity of 66,000 kW of generators 

Fig. 1. Site  map,  steam pipeline and target buildings in Yokohama city center 
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which produce 293GWh of electricity annually.  These generators, however, have low 
efficiency ranging from 13 – 18% because of the temperature restriction to avoid corrosion of 
the equipment.  Therefore the study proposes among other options to halt generation and to 
supply entire amount of available heat to the city center by steam pipeline.  This alternative 
will enable the plants to send 5,243 TJ of heat to the city center. (Table 1) 
 
 
 
  
 
 
 
 
 
 
     
 
Considering heat demand gap among seasons and daily hours, it is necessary to set 
appropriate supply capacity according to the base demand in order to avoid excess heat supply.  
Therefore the study cases accept steam only from the Tsurumi incineration plant with shorter 
pipeline to be built than with other plants.  Assumed amount of heat to be supplied from 
Tsurumi is 2,225TJ/year. 
 
3.2 Covered rate and used steam rate 
Efficiency of steam driven appliances such as absorption chillers are determined to calculate 
demand of steam to be supplied by the network.  Then the ratio of network steam to the 
demand is defined as “covered rate”.  Also, the ratio of the used steam to its supply is defined 
as “used steam rate”.  Both rates are calculated annually and monthly (Tables 2 and 3).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Annual covered rate of Tsurumi plant is about 100% at stage 0, while it drops to 38% at stage 
1. Looking by season, at stage 1, covered rate decreases to 26% in August while it increases to 

Table 1. Garbage Incinaration Plants nearby Yokohama City center

Kanazawa 289,187 35,000 18 144,660 2,468 2998 2098

Tsurumi 266,640 22,000 16 107,181 2,838 3178 2225

Asahi 125,631 9,000 13 41,199 2,492 1315 920

Garbage
Calorific

Value
（kcal/kg）

Incinerated
Heat
Value

（TJ/Year）

Available
Steam

（TJ/Year）

Plant
Name

Handling
Amount
(t/year)

Generation
Capacity

(kW)

Generation
Efficiency

(％)

Generated
Electricity

(MWh/year)

Table 2. Covered rate and steam share (Annual) 

Heat
Demand

Available
Steam

Usable
Steam

Covered
Rate

Used Steam
Rate

(TJ/year) (TJ/year) (TJ/year) (%) (%)

Stage 0 1,702 2,225 1,690 99% 76%
Stage 1 5,872 2,225 2,225 38% 100%

Table 3. Covered rate and steam share (Monthly) 

Covered
Rate

Used Steam

Rate
Covered

Rate

Used Steam

Rate
Covered

Rate

Used Steam

Rate

(%) (%) (%) (%) (%) (%)

Stage 0 100% 53% 94% 100% 100% 96%
Stage 1 60% 100% 26% 100% 31% 100%

April August January
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60% in April, a off-peak month.  With heat storage during night hours, used steam rates reach 
100% at stage 1. Hourly heat demand and supply from three waste incineration plants are 
shown in Fig.2. During daytime hours network steam is not sufficient to meet the heat 
demand.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3 Integrating cogeneration 
Since daytime heat demand exceeds amount of steam supplied from Tsurumi throughout a 
year, it is appropriate to install and integrate cogenerations in the DHC plants and buildings 
along the network. To maximize the CO2 reduction, gas engines with high generating 
efficiency and steam recovery capability from exhaust heat should be introduced instead of 
gas turbines. Capacities of gas engines were set so that they can meet most of the remaining 
steam demand at each stage. Covered rates will significantly increase by integrating 
cogeneration into the network. 
 

4.  Environmental effects expected by the network 

Primary energy conservation and CO2 emission reduction by the network are calculated with 
following assumption. 

 
4.1  Assumed condition for calculation 
a) Priority of network steam use are: Cooling > Hot water supply > heating 
b) Cogenerations operate to meet the electricity demand of the plants and buildings where 

they are installed.  Priority of recovered steam use is same as a).  
c) Chilled and hot water produced from excess steam during night hours are stored and used 

during daytime hours.  Some steam accumulators, widely used in the factories, will be used 
too. 

d) Marginal CO2 emission factor is used for generated electricity by cogeneration. Flat 
emission factor is used for consumed electricity in the DHC plants and buildings as well as 
generated electricity at waste incineration plants. 

e) Following alterative use of heat produced from waste incineration are compared 
    Case 0: discharged with no heat use 
    Case 1: exclusively used for electricity generation 
    Case 2: exclusively used for steam supply through network 

  Case 3: exclusively used for steam supply through network with cogeneration in buildings 

Fig. 2. Heat demand and supply from three waste incineration plants 
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4.2 Results 
4.2.1 Energy conservation 
At stage 0, primary energy conservation rate will be doubled from 18% to 35% by switching 
from electricity generation to steam supply.  Also, if cogeneration is integrated in case 3, 
3,616 TJ/year or 15% primary energy reduction will be attained at stage 2 compared to case 1 
(Table 4). 
 
4.2.2 Reduction in CO2 emission 
At stage 0, reduction in CO2 emission will increase by 33% from 73,955 tons/year to 98,412 
tons/year by switching from generation to network steam supply.  By integrating cogeneration 
into the system, reduction will be increased by 36% or 252,595 tons/year at stage 1 and by 
35％ or 298,906 tons/year at stage 2 compared to case 1 (Table 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. Business scheme and feasibility 

5.1 Pipeline route alternative 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4. Environmenal effects of the pipeline

Case 0 Case 1 Case 2 Case 3 Case 0 Case 1 Case 2 Case 3 Case 0 Case 1 Case 2 Case 3

(TJ/year) 5,776 4,723 3,765 20,869 19,815 18,630 16,621 25,144 24,091 22,927 20,474

(TJ/year) 1,054 2,012 1,054 2,239 4,248 1,054 2,217 4,670

(%) 18 35 5 11 20 4 9 19

(t-CO2/year) 216,340 142,385 118,197 776,137 702,182 672,991 449,587 937,389 863,434 835,597 564,528

(t-CO2/year) 73,955 98,412 73,955 103,146 326,551 73,955 101,792 372,861

(%) 34 45 10 13 42 8 11 40

Stage 2

Primary Energy
Consumption

CO2 Emission
Reduction Rate

Stage 0 Stage 1

Primary Energy
Reduction

Primary Energy
Reduction Rate

CO2 Emission

CO2 Emission
Reduction

Fig. 3. Steam pipeline route study 

3392



Following alternative routes were proposed (Fig 3) and reviewed for case studies.   
a)  Route I:  Laying pipes shallow underground along existing road (length: 13km) 
b)  Route II:  Laying pipes shallow underground along existing road and railroad track 
      (length: 12km) 
c)  Route III:  Laying pipes deep undersea by excavating a tunnel (length 7km) 
d)  Route IV:  Laying pipes under or over the private land on the waterfront (length 9km) 
e)  Route V:  Laying pipes either under or over the green belt along the railroad track  

(length11km) 
 
5.2 Assumptions for calculation 
Costs and Prices in Japanese Yen are also converted to US dollars/cents using the rate of 
1$US=82 yen as of February 4, 2011 and shown in parentheses. 
a)  Available amount of steam from Tsurumi Plant:  2,225 TJ/year 
b) Acceptable amount of steam at DHCs and buildings: 1,690 TJ/year (Stage 0), 2,225 TJ/year  

(Stage 1)    
c) Steam pricing:  purchase price is set at 0.6 yen (0.73 cent) /MJ [2], 0.3 yen (0.37 cent)/MJ 

less than the base price assuming burning gas,  wholesale price is set at 1.45 yen (1.77 
cent)/MJ and 1.6 yen (1.95 cent)/MJ [3] assuming entire or a half of the surplus from the 
base price is to be refunded to the steam buyers respectively. 

d) CO2 emission reduction  24,188 tons/year for stage 0, and 252,595 tons/year for stage 1 
e) Steam pipe size:  400 - 500mm in diameter for supply and 100- 150 mm for return 
f) Construction cost [4] 
    Route I : 1,500,000 yen ($18,293)/m for underground shallow plumbing along conventional 

road 
    Route II : 800,000 yen ($9,756)/m for overground plumbing beside railroad track, 

1,500,000 yen ($18,293)/m for u shallow underground plumbing along the conventional 
road 

    Route III: 2,000,000 yen ($24,390)/m for undersea shielded tunnel construction and 
plumbing  

    Route IV: 1,200,000 yen ($14,634)/m average for plumbing under and over the private land 
    Route V: 800,000 yen ($9,756)/m for plumbing under or over the green belt along the  

railroad track 
 g) Subsidy:  none (Case A), 1/3 of construction cost (Case B) parallel to the ongoing subsidy 

by the Ministry of Land Transportation and Tourism 
 h) Carbon credit:  2000 yen ($24)/t-CO2 or 3000 yen ($37)/t-CO2 credit added to the revenue 
 i)  Managing expenditure 
    - personnel cost:  6 million yen ($73,171)/year each for 4 operators, 8 million yen 

 ($97,561) /year for a concu- 
rrent manager 

    - road occupancy fee:  2,000 yen ($24)/m year 
    - pipeline management cost: 1% of the construction cost each year 
    - overhead expenses: 10% of personnel cost 
    - depreciation period: 30 years with remaining book value of 10% 
 
5.3 Business scheme 
Following alternative are assumed. 
a) PFI (Private Finance Initiative): Yokohama municipal government sells steam to a PFI 

 enterprise.  It will construct the pipeline, transport and sell the steam to its customers. 
b) Private enterprise: Private companies will construct the pipeline by an open bid. They will 

 also buy steam from Yokohama municipal government and sell to its customers. 
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c) A joint venture company: Yokohama municipal government and private enterprises 
 cooperate to establish a so-called “third-party company” to construct the pipeline and 
operate the business. 

 
5.4 Specifications of the business 
a) Construction cost: 

Route I (shallow underground): 19,500 million yen ($238 million) 
Route II (overground and shallow underground): 13,100 million yen ($160 million) 
Route III (deep undersea): 14,000 million yen ($171 million) 
Route IV (underground and overground) 10,800 million yen ($132 million) 
Route V (shallow underground and overground) 8,800 million yen ($107 million) 

b) Terms of construction: Three years for connecting Tsurumi plant and two DHCs after start 
    of construction at stage 0, another 2 to 3 years for connecting to the buildings at stage 1 
c) Funding: 70% of the loan to be raised by senior bonds with an interest rate of 3 or 4%, 30% 

by subordinated bonds with an interest rate of 5 or 6%. 
d) Insurance premium: 0.25% of the construction cost to be budgeted 
e) Property tax: 1.4% of the opening book value can be exempted for the BTO (Build-

Transfer-Operate) case of the PFI scheme 
 

5.5  Results 
Based on the basic case with relatively strict conditions, business feasibility under various 
conditions are compared.  Loan repayment period will be extended to 24 years from 17 years 
without subsidy suggesting its availability will give a significant impact to the feasibility of 
the project. 
 
5.5.1 Basic and Alternative cases 
a) Routes: Loan repayment period will significantly shorten with reduction in construction 
cost.  17 years for the basic case (Route I) will be shortened by half to 9 years for Route IV 
and 8 years for Route V. 
b) Steam price: Loan repayment period will shorten by three years to 14 yeas if a half of 0.3 
yen (0.37 cent)/MJ surplus obtained by the steam purchase from Tsurumi plant is reserved for 
the enterprise rather than giving all out to the end users 
c) Carbon credit: Loan repayment period will shorten by one year if the carbon credit price 
will be increased from 2,000 yen ($24)/t-CO2 to 3,000 yen ($37)/t-CO2. 
d) Subsidy: Loan repayment period will be extended to 24 years without subsidy.  However, 
even in that case, retained earnings which is a sum of the profit after tax and depreciation will 
be kept in black suggesting it is possible to run the business if long-term loan can be raised at  
a low interest rate. 
e) Property tax: BTO case of the PFI scheme, in which the pipeline and facilities will be 
transferred to the Yokohama municipal government after completion, property tax will be 
exempted shortening the loan repayment period by three years. 
f) Interest rate: Loan repayment period will be extended by one year if the interest rate of 
both senior and subordinated bonds increase to 4 and 6%. 
g) Schedule: Even if the start of operation for stage 1 is extended from 2 to 3 years after the 
completion of stage 0, loan repayment period will not change significantly. 
h) Surplus: No significant effect will be expected by investing surplus with 3% annual gain. 
All above alternative are listed in Table 5. 
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5.5.2 Combination of alternative cases 
 If most of the favorable alternative are applied together, loan repayment period will be 
shortened to 8 years. In that case, even without subsidy, the project will retain its profitability 
with loan payback period of 10 years. 
 
6. Conclusions 
A steam pipeline network is planned to transport zero-emission heat from Tsurumi waste 
incineration plant to the Yokohama city center. The study made it clear that by integrating 
cogeneration into the network, 3.6PJ or 15% of primary energy reduction as well as reduction 
of 300,000 tons of CO2 emission will be achieved annually for the district heating plants and 
buildings over 5,000m2 of floor area. The network will be able to provide inexpensive carbon-
free heat with loan payback period of only 8 to 10 years by lowering the construction cost 
with an appropriate pipeline route selection. However, following limitations must be stated on 
the accuracy of above conclusions: (a) Because statistical data such as energy consumption by 
unit floor area are used instead of measured data to calculate heat load, actual primary energy 
reduction and reduction in CO2 emission may decrease; (b) Without a field survey, assumed 
construction cost may not correspond to the actual amount to be financed, which may affect 
the feasibility of the project. These limitations should be cleared in a more detailed study to be 
followed. 
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Table 5. Loan repayment period for basic and alternative cases

Route/Construction Cost （million Yen） I/ 19,500 II/ 13,100 III/ 14,000 IV/ 10,800 V/ 8,800
17years 11years 12years 9years 8years

Steam sales price （Yen/MJ） 1.45 1.6
17years 14years

Carbon credit （Yen/t-CO2） None 2,000 3,000
19years 17years 16years
None 1/3

24years 17years
1.4% None

17years 14years
4％,6％ 3％,5％
18years 17years

Stage 1 operation start 3years 2years
17years 17years

Interest rate of surplus investment (%) None 3%
17years 16years

 Currency rate: 1$US=82yen as of February 4, 2011

Subsidy ratio to the construction cost

Improving Cases
Basic
Case

Deteriorating
Cases

Condition
Loan Payback Period

 (after stage 0 completion)

bonds

Property tax on the opening book value

Interest rates of senior and subordinated
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Abstract: To achieve the Kyoto Protocol target of carbon reduction in Japan, additional measures beyond 
individual building-scale are strongly required.  Area-wide energy utilization is expected to play an important 
role, not only in improving energy efficiency, but also in enhancing utilization of renewable energy and unused 
thermal energy toward a low-carbon society.  But so far there have been few initiatives that have been realized. 
One of the major hurdles is the lack of methods to convince stakeholders to collaborate towards implementation. 
This study focuses on non-energy benefits (NEBs), which are indirect benefits such as stimulating regional 
economies and environmental protection, as distinguished from the direct energy-benefit (EB) of utility costs 
reduction. 
 
Through the development of methods to classify and quantify various NEBs and to assign monetary values in the  
marginal abatement cost (MAC), area-wide energy utilization has been deemed to be more competitive among 
various carbon reduction measures. Customized marginal abatement cost curve evaluation has proven effective 
for encouraging stakeholders to implement.  
 
Keywords:  Area-wide energy utilization, Non-energy benefit, Marginal abatement cost, Cost benefit ratio, 

Payback time 

1. Introduction  

1.1. Area-wide energy utilization of scale measures for carbon reduction 
In the commercial and residential sectors, further reductions of carbon emissions are being 
sought toward the realization of a low-carbon society. To respond to this issue, area-wide 
carbon-emission reduction measures must be promoted for blocks of buildings, communities, 
districts and for cities, which go beyond individual buildings. The Kyoto Protocol Target 
Achievement Plan1) in Japan begins with area-wide energy utilization as its first measure, in 
terms of further energy saving beyond individual buildings and for promoting a large increase 
in the utilization of neighboring unused energy sources and renewable energy sources. 
 
1.2. Necessity of evaluating measures from a middle-to-long-term perspective, considering 

local characteristics 
In 2008, the Mid-term Targets 
Examination-Committee of the 
Cabinet Secretariat’s Council on 
the Global Warming Issue 
(hereafter, the “Mid-term Targets 
Committee”)  discussed measures 
for the nation to reduce carbon 
emissions over the middle term 
through marginal abatement cost 
(MAC). 2)  
The image is shown in Fig.1. 

Figure 1 Marginal abatement cost curve (image) 
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MAC is defined as the cost required per additional unit reduction of CO2 (e.g., per ton CO2) 
from the present conditions, under a given area (e.g worldwide, nationwide, district-wide, 
etc.). McKinsey & Company3) and some other organizations have evaluated the MAC of a 
variety of carbon reduction measures and have published reports presenting MAC curves, 
which is a useful method to determine the selection of cost-effective measures. However, for 
discussions on area-wide energy utilization, the current evaluation method has some problems, 
as listed below; 
 
1) Measures whose costs vary greatly due to distinct regional characteristics (such as 

differences in energy infrastructure and in access to locally generated, locally consumed 
energy) are too detailed to discuss on a nationwide scale. 

2) Measures which require large initial investments, but which are effective for a long time 
(such as insulation of buildings and infrastructure development) are evaluated as 
comparatively expensive options if the payback time is set at a relatively short uniform 
period. 

3) MAC has been defined as the net cost of measures, deducting direct energy benefits (EB) 
of energy-utilities cost reduction from the total costs. However, even if there are also 
diverse indirect benefits, such as stimulation of regional economies and environmental 
protection resulting from the measures, which some researches collectively refer to as 
“non-energy benefits” (NEBs)4),5), they have not been considered in the MAC evaluation. 

 
1.3. Research objectives 
The objective of this research is to establish methods of accurately determining area-wide 
energy utilization in comparison with other carbon reduction measures, and methods of 
evaluating cost-benefit ratios (B/C) and MAC, focusing on non-energy benefits (NEBs) in 
order to encourage stakeholders to implement.  
 
2. Methodology 

2.1. Estimation of CO2 reduction potential considering the regional characteristics 
Specifying the particular region where the measures for a low-carbon society will be 
advanced clarifies the specific figures concerning any unused energy sources (incineration- 
plant waste heat, etc.) that can be accessed in the concerned district, such as solar heat 
collectors and photovoltaic power generation equipment in accordance with heat and 
electricity-demand density and patterns according to  time band, and on-site cogeneration. 
Those figures are then used to calculate the CO2 reduction potential of the concerned district. 
The initial and running costs of each measure are set referring to prior knowledge2),6) 
published by the Japanese government. The values for measures with different costs by region, 
by necessity, are set on a case-by-case basis. Subsidies and other grants are not included. 
 
2.2. Setting the payback time considering the duration of the measure’s effects 
The MAC of each measure is calculated as the annual cost ([yen/year] / [t-CO2/year]) under 
the following procedure; considering the initial costs (including renewal costs) for 
implementing each carbon-emission reduction measure, the running costs, and the reduction 
in utilities expenses gained from energy conservation. The expressions of the procedure are as 
follows, and Fig.2 presents an image of the MAC structure. 
 
The payback time should be set appropriately for each measure from the viewpoint of the 
middle-term and long-term improvement of social capital and with consideration for the 
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technology use conditions. Referring to the option that the National Institute for 
Environmental Studies proposed to the Mid-term Targets Committee (a setting of 50-70% of 
the functional lifetime of each measure)2), McKinsey & Company report3), in this study the 
payback time is set at a number of years equivalent to 70% of the lifetime of each measure. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Structure of marginal abatement cost (MAC) of a carbon reduction measure 
 
Table 1 presents a summary of the classification of CO2 reduction measures and their MAC. 
 
Table 1. Carbon reduction measures and MAC setting by measures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CO2 reduction potential (t-CO2/year)

= Annual Energy Conservation
(MJ/year)

× Energy Unit cost (yen/MJ)

Annual running 
cost (yen/year)

Initial costs (yen) 
(including renewal costs)
÷ Payback time (year)

Marginal Abatement Cost (MAC) 
([yen/year] / [tons CO2/year])

(sometimes negative)

Annual Utilities Expenses 
Reduction (EB)
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2.3. Definition and Monetizing NEBs 
As described above, there are various NEBs among the carbon reduction measures received 
by the stakeholders. In terms of the way of estimating monetary value, the classification and 
quantification of the NEBs are proposed. Five major categories are defined (a - e), and they 
are additionally classified into fourteen categories. Table 2 shows the details. 
 
Table 2. Monetization of EB and NEBs by category 
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Subject area 
FY2005 estimated 

total CO2 
emissions: 700,000 

tons

3. Case study 
A case study of implementation on a specific district was conducted using the evaluation 
policy presented above. 
 
3.1  Overview of the case-study district 
Fig.3  presents an outline of the case-study-subject district. The district (hereafter, “District 
A”) is an existing mixed-use urban area centered around a large train station and offices, 
stores, housing, hotels, universities and other facilities, and an incineration plant located 
nearby. The case study assumes the following infrastructure arrangement of the District A 
energy system, as district-scale measures, together with other carbon reduction measures at 
the individual building level, considering the presence of the incineration plant, which is an 
unused energy source nearby, as well as area-wide energy utilization that is already being 
implemented in part of the District. 
 

1) Area-wide utilization of unused high-temperature energy sources (incineration plant heat) 
2) Development of area cogeneration as a foundation of an area-wide energy system, 

together with area-wide development within the district 
3) Formation of a smart energy network for the effective use of heat and electricity in 

response to demand fluctuations, with linkage to the existing district heating and cooling 
infrastructure 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Case study district characteristics and annual CO2 emissions breakdown 
 
3.2 Carbon reduction measures and CO2 reduction potential 
Carbon reduction measures and the CO2 reduction potential considering that the 
characteristics of District A are estimated based referring the 2008 (Japanese) Local 
Government White Paper on the Environment7). The total CO2 reduction potential of all the 
assumed carbon reduction measures is approximately 160,000 t-CO2/year. 
 

District A Overview 

District with a high concentration of 
large-capacity, primarily commercial 
buildings 

• District area: 398ha 
• Building floor space: 8.8 million m2 
• Population: 40,700 persons 
• Households: 22,000 
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3.3 Results - Cost-benefit ratio (B/C) 
considering NEBs 

Fig.4 presents the cost-benefit ratio (B/C) trial 
calculation results for District A, considering 
NEBs. The total cost when all the measures 
are implemented is about 4.8 billion yen/y, the 
EB is approximately 3.7 billion yen/y, and the 
total monetized NEB is about 4.3 billion yen/y. 
The B/C is just 0.77 when only the EB is 
included, but rises to 1.7 when the NEBs are 
also considered.  
 
3.4 Results – Marginal abatement cost 

curve considering NEBs 
Fig.5, Fig.6 and Fig.7 present the results of 
estimated MAC curves. Fig.5 shows the MAC 
calculated with uniform payback time of 3 
years, or of about 10 years. Fig.6 shows the 
results calculated by use of payback time set at 
70% of the functional lifetime of the measures. 
Fig.7 is the result by considering the NEBs 
allocated to MAC of each measure in addition 
to Fig. 6. 
 

As shown by the cross-hatched sections of each figure, in District A, arranging community-
wide energy utilization by making use of the regional characteristics (including the effective 
use of incineration plant waste heat and the existing district heating and cooling network) has 
a high economic priority.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. District A’s marginal abatement cost curve 
(Uniform payback time of 3 years, or of about 10 years) 
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Comparison between Fig 5 and Fig6, it is clearly shown how setting the payback time 
appropriately for each measure greatly decreases the average cost of the measures ( 25,117 -> 
6,739yen/t-CO2).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 District A’s marginal abatement cost curve 
(payback time set at 70% of the measure lifetime) 

 

In addition, by reflecting the NEB  to Fig.6, as Fig.7 shows,  the MAC becomes negative for 
most measures (i.e., the benefits exceed the expenses over the payback time), and the average 
measure cost is estimated at around ( +6,739 -> -20,006 yen/t-CO2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7  District A’s marginal abatement cost curve 
(reflecting payback time set at 70% of the functional lifetime and NEB of each measure) 
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4. Conclusion 
To promote area-wide energy management, this study proposes the approach of using a 
marginal abatement cost (MAC) from a middle-term and long-term perspective and 
conducting cost-benefit ratio (B/C) calculations considering the non-energy benefits (NEBs) 
generated from various carbon reduction measures. The findings are as below: 
 

1) It was clarified that the CO2 reduction potential of area-wide energy utilization and the 
utilization of unused energy sources are much competitive measures in  the marginal 
abatement cost curve for a specific district. This was verified through a case study on 
utilization of incineration-plant waste heat. 

2) It is proposed that evaluation of the MAC for each measure should should be used to set 
the payback time appropriately from the viewpoint of the middle-term and long-term 
improvement of social capital, with consideration for the conditions under which the 
technology is used. 70% of the functional lifetime of the measures is proposed as the 
payback time. Through a case study, it was clarified that this improves the MAC 
assessment for measures with high initial investments, such as improving building 
insulation and area-wide utilization. 

3) This study presents an approach to monetizing the non-energy benefits (NEBs) that result 
from area-wide energy utilization, which can explain a higher B/C. This study also 
proposes an approach to revising MAC through allocation of the NEBs to each measure, 
and demonstrates through a case study how this results in the assessment of more of the 
measures within the subject areas as economically promising. 
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Abstract: Since 2008, the Swedish regional authorities, i.e., the County Administrative Boards (CABs), have 
been exhorted to produce regional climate and energy strategies indicating how sustainable energy systems 
might develop in the future. I analyze the CAB role and mandate to coordinate and promote the development of 
regional climate and energy strategies. How do other regional and local actors perceive the CAB role, mandate, 
and legitimacy in relation to work on regional climate and energy strategies? Case studies were conducted in two 
counties where CAB representatives, municipal politicians, municipal climate and energy consultants, and 
Regional Energy Agency and Regional Cooperation Council representatives were interviewed in-depth.  
 
The results of the interviews indicate that it was difficult for interviewed actors to explain how the tasks and 
responsibilities differed between the CAB, Regional Energy Agency, and Regional Cooperation Council; the 
representatives of these three bodies also experienced this difficulty. The CAB’s leading role in the energy 
strategy work was accepted by the other stakeholders, but only because the other regional actors currently lacked 
the resources to take on such work. In the future, the Regional Cooperation Councils will be the main legitimate 
CAB competitors, willing to take over the strategic energy work.  
 
Keywords: regional planning; strategy; accountability; legitimacy, network; planning theory, governance  

1. Introduction 

In Sweden, the regional administrative level has generally been weak while the municipalities 
have been in a strong position. However, since 2008 the Swedish regional authorities, i.e., the 
County Administrative Boards (CAB), have been exhorted to produce regional climate and 
energy strategies indicating how sustainable energy systems might develop in the future. In 
this paper, I will discuss these strategic plans in relation to questions concerning their 
legitimacy and accountability. 
 
The central government wants to strengthen the role of CABs in developing sustainable 
energy systems, and accordingly chose to assign them coordination responsibility [1]. The 
CAB role and tasks were debated by the Committee on Public Sector Responsibilities 
(Ansvarskommittén). From 2003 to 2008, this Committee was commissioned to analyze the 
current system of public administration and to determine whether changes were required in 
the division of responsibilities and in structural arrangements in order to meet the challenges 
public sector services will face in the future [2]. To remedy these structural deficiencies, the 
Committee proposed a new regional system of public administration with clearer roles and a 
clearer division of responsibilities, and regionalization that is the same for the state and the 
local government sector. As regards regional development, development tasks characterized 
by self-governance were distinguished from tasks that were more purely a matter of carrying 
out government agency mandates. Consequently, it was proposed that County Councils be 
replaced by directly elected regional authorities with overall responsibility for regional 
development and health and medical care. 
 
The Committee on Public Sector Responsibilities wanted this regional development mandate 
to be assigned to the newly established regional authorities. At the same time, the CAB tasks 
and mandate would be concentrated, focusing on central government coordination, 
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supervision, permits and other legal applications, follow-up, evaluation, and cross-sectoral 
knowledge creation. The Committee’s proposals were, however, not realized. As we will see, 
their investigation has had consequences for how local and regional actors reason about their 
responsibility and legitimacy in relation to developing regional energy and climate strategies. 
 
In this context, I will analyze the CAB role and mandate to coordinate and promote the 
development of regional climate and energy strategies. How do other regional and local actors 
perceive the CAB role, mandate, and legitimacy in relation to work on regional climate and 
energy strategies? Over the past decade, several public actors in the regional arena have 
wanted to take responsibility for regional energy issues. These include the Regional 
Cooperation Council, organized by the municipalities in a county, which wants to assume 
overall responsibility for regional development. In addition, more regions have acquired a 
Regional Energy Agency with a regional focus on energy issues. Then we have local officials 
and politicians who want to keep their power of self-government on these issues. This paper 
will examine four actors: municipal politicians, municipal climate and energy consultants, 
Regional Energy Agencies, and Regional Cooperation Councils. I am interested in how these 
actors perceive the division of issues and responsibilities between actors at the regional 
administrative level in the energy system. 
 
1.1. Methodology and material 
Two case studies were conducted in two counties, Dalarna and Östergötland, where I 
interviewed regional and local actors concerned with the CABs’ ongoing work on regional 
climate and energy strategy. 
 
I interviewed one CAB representative in Östergötland and two in Dalarna. The CABs are 
state-controlled regional authorities that, among other tasks, are commissioned by the central 
government to develop regional climate and energy strategies. 
 
In Dalarna, I also interviewed one representative of the Regional Energy Agency (REA). 
REAs are financed by the Swedish Energy Agency, EU, CABs, and Regional Cooperation 
Councils. They are commissioned to promote energy efficiency and the use of renewable 
energy sources. 
 
The Regional Cooperation Councils (RCCs), mentioned above, handle regional cooperation 
between the municipalities in a county and the County Council (landstinget). RCCs are a 
politically controlled municipal interest organization commissioned to support the 
municipalities and facilitate cooperation and coordination between them. I interviewed one 
RCC representative from Östergötland and one from Dalarna. 
 
I also interviewed nine municipal climate and energy consultants from Östergötland and five 
from Dalarna. They provide municipal energy guidance, disseminating objective knowledge 
of environmentally friendly energy sources, energy distribution, and energy use. We also 
interviewed six municipal politicians from Östergötland and five from Dalarna. Altogether, 
31 interviews were conducted. 
 
Interviews were used to gain an understanding of actor perceptions of the process and 
outcomes of developing regional energy strategies. I am interested in the background stories 
of and in-depth information on participants’ experiences of this process. In the analysis, I 
compare the actors’ descriptions of the process and search for patterns. While quantitative 
data concern differences in degree of aspects of a studied entity, qualitative data concern 

3405



similarities or dissimilarities between studied entities. Interview analysis is descriptive, and 
aims to go beyond merely describing the responses to the interview questions. The analysis 
entails the researcher, through reflection, abstracting from the descriptions and seeking 
patterns and dysfunctions in light of earlier studies or theories [3]. Taking the particular 
conclusions relating to Östergötland and Dalarna and generalizing them to other regions is not 
of interest; what is of general interest is analysing the actors’ roles, responsibilities, 
legitimacy, and inclusion in and exclusion from the process. In other words, analytical 
generalization is of interest here, not statistical generalization [3]. 
 
2. Regional strategic planning: legitimacy and responsibility 

Swedish CABs have been commissioned to develop regional climate and energy strategies. 
The meaning of strategic planning is an empirical question, and depends on what efforts 
particular actors put into it. Healey [4] emphasizes that strategic work aims to change the 
direction of an activity (in this case, a technical system), open up new possibilities and 
potentials, and move away from previous positions. These strategies are social products 
embedded in the governance cultures of particular regions [4,5]. A regional strategy functions 
by articulating an orientation shared by many stakeholders in a regional development process. 
Because strategies are social products formed in networks within governance structures, 
questions concerning legitimacy and accountability are vital for working strategies that 
influence the direction of regional energy systems. 
 
According to CAB budget documents, regional sustainable energy systems are to be 
developed by creating arenas and processes where regional actors can meet and develop 
common strategies and goals. Such processes are often collectively labelled governance. 
Theories of governance often draw attention to how and why actors that are not part of the 
political sphere participate in forming politics in the broad sense, and to how new arenas and 
coordination forms are created and used [6,7]. 
 
Democratic legitimacy concerns how the governed are interested in and understand political 
legitimacy. A policy is seen as legitimate by concerned actors if there is principal consent, 
i.e., if concerned parties think the policy is legitimate and if they agree on norms and values. 
Legitimacy can also be conferred by active consent, referring to acts indicating approval, such 
as actor participation in projects, reference groups, etc., initiated by the actors seeking 
legitimacy [8]. 
 
In a government context, accountability is generally regarded as a chain extending from the 
electorate to the elected politicians and from the politicians to the public administration. The 
new localism and complexity of governance structures make accountability intertwined and 
multiple [9], imbuing it with new meanings. The role of government then changes: it becomes 
just one player among many [10]. Governance structures have developed in response to the 
state’s increased need to mobilize actors, and their resources, outside their formal contexts to 
formulate and implement public policy [11]. 
 
Mitchell and Shortell [12] argue that accountability is “defined as a process by which a party 
justifies its actions and policies and is a key aspect of governance”. The increasing 
complexity of governance through partnership permits a broader understanding of 
accountability, including bureaucratic/hierarchical, legal, professional, political, and 
moral/ethical dimensions [13]. 
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In developing sustainable energy systems, CABs have been commissioned to establish 
strategic planning initiatives at the regional level. In practice, this means that they are 
responsible for promoting the issue; they should not do everything on their own, but work in 
cooperation with other actors. I will next discuss how this is done in practice. 
 
3. Dalarna and Östergötland counties work on regional climate and energy strategies  

Dalarna is often portrayed as a pioneer in regional energy work. Even before the 
government’s 2008 budget document, it had worked to coordinate regional actors to deal with 
various energy issues. A regional energy programme had been developed from 2004 to 2005, 

“Energy Intelligent Dalarna – programme for regional energy coordination”,1in which 
representatives of municipalities, industries, and organizations in the region participated. 
Dalarna’s first climate and energy strategy was completed in October 2008. The strategy is 
supposed to integrate visions and goals from Energy Intelligent Dalarna and provide a 
common overview of the entire region [14].  
 
Östergötland’s climate and energy strategy was developed in 2008, also in consultation with 
external stakeholders. In Östergötland, a special advisory group was formed, including the 
CAB, RCC, and the County Council, which met several times [15].  
 
3.1. Actor perceptions of roles, tasks, and responsibilities  
The representatives of the CABs of both Östergötland and Dalarna said that they were happy 
that the CABs had been responsible for working on the climate and energy strategies, saying 
that the work was in line with the CABs’ long-standing commitment to environmental issues. 
The Östergötland representative offered one reason why the CABs had been assigned this 
task: 
 

The CABs are the outstretched arm of the state in the regions, so that it is not so 
surprising, really. And the CABs have a coordination function in other contexts, 
too, and also in this cross-sectoral work.  

 
Another option would be to allow the RCCs to coordinate regional energy planning. One 
representative of the Dalarna CAB, however, said that it could be difficult for the government 
to give an assignment to an RCC, which is funded by and works on behalf of the county’s 
municipalities. If the state wanted to commission the RCCs to develop regional planning, it 
would also need to fund the assignment; that was not necessary when the assignment went to 
the CABs. 
 
It can generally be concluded that the vast majority of interviewees were aware that their 
CAB had worked on a climate and energy strategy. However, the actors had difficulties 
specifying what the CAB had worked on more exactly or the objectives associated with the 
strategy. The answers were more general, the CAB’s work being described thus: “they should 
take a holistic approach”, “review the region’s energy balance”, and “work on sustainable 
development”. The Dalarna CAB’s work was slightly better known by the regional actors 
than was the Östergötland CAB’s work. The regional actors in Dalarna could more easily cite 
concrete examples of the content and aims of the Dalarna energy strategy. The participants 
best remembered matters on which they had worked specifically with the CAB, for example, 

                                                           
1 EnergiIntelligent Dalarna – program för regional energisamverkan 
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when the CAB had developed a template text for municipal energy plan, or held a seminar on 
a specific issue. 
 
A common opinion among the municipal politicians was that the climate and energy strategy 
would convey the state’s views on energy issues. Several also emphasized that the CAB was a 
state rather than a regional actor, and that it acted mainly as a supervisory authority. 
 
3.2. Division of tasks between regional actors  
The Östergötland CAB representative said that issues concerning both responsibility and 
implementation in relation to the strategy’s goals and vision were not easy to sort out:  
 

This is not easy – if one looks at the control, control over the actions, since there are 
many who must do things.  

  
The CAB representatives from both Östergötland and Dalarna stressed the importance of 
cooperation and that a diversity of actors, for example, the business community and the 
university, needed to be coordinated. The Dalarna CAB established a legitimation process in 
which actors could participate by creating a steering committee that included the county 
governor, RCC president, and key sector representatives. This committee was a way to create 
legitimacy and commitment by involving regional actors. 
 
The division of responsibilities between the various regional actors, such as the CABs, RCCs, 
and REAs, was not very clear to any of the interviewees. One of the municipal climate and 
energy consultants commented on the difference between the CAB and the REA’s GDE-Net: 
 

No, I don’t know. They’re the same … I cannot see any distinct difference. 
(Climate and energy consultant Dalarna, 5) 

 
In addition, a more integrated strategy was asked for at the regional level:  
 

There are so many players now who work in the same direction. First, there’s 
now the County Administrative Boards in general. Then we have the 
Environmental Protection Agency, with climate coaching, and then comes the 
Energy Agency with their ‘sustainable municipality’ programme. Actually, I 
think there are too many players. There should probably be just one regional 
player. (Climate and energy consultant Dalarna, 1) 

3.3. The difference between the CAB and the RCC 
The two regional players that were the biggest competitors in formulating and developing 
regional climate and energy strategies were the CAB and the RCC. According to the 
representative of Dalarna’s RCC, the difference between the RCC and the CAB was that the 
CAB was a “clearly defined authority”; the RCC, on the other hand, “takes responsibility for 
regional development” in general, which is similar to the arguments of the Committee of 
Public Sector Responsibilities. 
 
The representative of Östergötland’s RCC Östsam said that the difference between the CAB 
and the RCC was unclear, but that they dealt with this periodically by recurring negotiations:  
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It is never clear who is doing what, but the point is that you need to talk to each 
other and inform each other of what you are doing at the moment. And 
sometimes we can engage them in our activities and vice versa. But it isn’t 
anything cast in stone, where you can say that this is the CAB’s task and that is 
Östsam’s. It may evolve over time, but now it’s more that people talk to one 
another. 

The municipal politicians discussed the problem of having two regional players, both driving 
the energy issue: 
 

Yes, I’m one of those who may feel that, as it is today, it has become a little bit 
like parallel actors, with both Östsam and the County Administrative Board. 
And it has become a kind of dual control, which I find a bit unnecessary. 
(Municipal politician Östergötland, 1)  

The politicians would like to see the roles streamlined, and said that the CAB’s role should be 
to monitor issues, and that a different kind of regional player should be responsible for 
regional development.  
 
The RCC representatives from both Dalarna and Östergötland wanted to run the climate and 
energy strategy in the future, as this was seen as an important development issue for the 
Council. Even the elected municipal politicians advocated an increased role for the RCCs. In 
Östergötland, all the politicians wanted the CABs to be mainly regulatory in function in the 
future, and wanted Östsam to be solely responsible for regional development. The same was 
true in Dalarna, but here the politicians wanted to see a clearer distinction between 
supervision and development in the long run. 
 
Dalarna’s RCC representative felt that energy was an important development issue for which 
they should be responsible; that, however, would require that the Council receive additional 
resources. In the current situation, the RCC lacked sufficient resources, and until the financial 
situation was resolved, the representative thought it was positive that the CAB was 
responsible for developing a regional energy strategy. 
 
Östsam would like to see a trend towards greater responsibility being transferred to the RCC, 
and would like to see this transfer start immediately. 
 
4. Conclusions 

By means of a government directive in the 2008 budget document, the state indicated that 
regional energy strategic planning was important. The CAB’s mission was made clear, and 
the CABs in Dalarna and Östergötland have taken initiatives to develop common goals, 
visions, and strategies in the regions. 
 
In the current situation, the CAB has no real “competitor” in either Dalarna or Östergötland. 
In the future, it is primarily the RCCs that might compete with the CABs and would like to 
assume responsibility for energy strategy work. Both the RCCs and leading local politicians 
identified the RCC as the party that should handle this strategic work. This is because local 
politicians and RCCs would like to see development handled in line with the 
recommendations of the Committee on Public Sector Responsibilities, according to which 
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CAB activities are limited to control issues and the RCCs would be responsible for regional 
development. This division of responsibilities can only be realized in the future due to the 
current lack of resources for RCCs. This lack also means that local politicians will continue to 
accept the CABs’ current work and role until viable alternatives are available. 
 
The roles of these actors, including the REA, are unclear. It was difficult for the interviewed 
actors to clarify their tasks and responsibilities. The representatives of the RCCs and CABs 
said that they divided tasks and responsibilities through ongoing dialogue with each other. 
When a question entered the agenda, they simply contacted each other to see how the issue 
could best be handled and by whom. This pragmatic system, however, is not very transparent 
to the actors excluded from the informal dialogue. With such an informal system, it is unclear 
how decisions are made and for what reasons, or who is accountable for a given decision. In 
addition, issues can fall through the cracks when no one is explicitly responsible for them. 
 
Other issues raised are what will happen when the climate and energy strategies are to be 
acted on and the goals implemented. What legitimacy does a CAB strategy have in a county? 
Will it be just another document, among others, that the municipalities must take into account, 
and that will disappear among all the other documents? Assuming that a strategy reaches out 
to stakeholders, the problem of putting the goals and measures into practice remains. Another 
obstacle is that a CAB strategy may lack legitimacy and only be accepted because of lack of 
alternatives. The municipalities would like to see other agencies develop and implement 
regional goals and visions; it is too early to say what significance this might have for 
implementation, but it is an obvious hindrance and threat to united action in a region. 
 
Local politicians are involved in the RCCs, which gives the Councils legitimacy and direct 
access to the municipal decision-making processes. In a situation of competition regarding 
future policies, CAB strategies will probably not attract support, because CABs are perceived 
as representatives of the central government rather than the regions. The RCCs, on the other 
hand, are working to create regional identities from below and represent local interests and 
not the state, which will benefit them in any future competition. 
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Abstract: This paper presents the physics of ocean waves and its governing mathematical equations. The 
potentials of the Seas in Iran for wave’s energy conversion into electrical energy using linear permanent magnet 
generators are discussed. The characteristics of the Seas and the useable regions for wave energy conversion are 
recognized. Finally economics of this energy conversion is analyzed. 
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1. Introduction  

Direct-driven linear permanent magnet generator (LPMG) is a wave energy converter which 
has a simple structure, easy fixing, low volume, high efficiency and capability of converting 
the calm waves into electrical energy [1-4]. Falnes [5] introduced several theories for direct 
wave energy conversion systems and studied different forms of buoys for such energy 
extraction. LPMG consists of a movable and a fixed part. The magnetic field of the generators 
is provided by permanent magnet fixed on the moving piston. As shown in Fig. 1, the 
generator is fixed at the bottom of the sea and its piston is connected to a buoy on the sea level 
by a rope. The waves move the shaft, induce voltage in the armature windings and it is 
rectified and transmitted to the coasts by underwater cables. 
 
Different techniques for converting wave’s energy into electrical energy are categorized into 
three parts based on the distance from the shore as 1) shoreline, 2) near shore and 3) offshore. 
The shoreline systems have advantages such as easy fixing and low maintenance and they do 
not need very deep water or underwater cables; however, their generated power are too low 
because of low energy of the waves approaching the shore. Therefore, it is sometimes non-
economical to install such system for wave energy conversion. The offshore systems enable to 
convert more wave’s energy due to the stronger waves in the deeper water. LPMGs are 
considered as offshore devices which must be installed deeper than 15 m in order to gain an 
optimal efficiency. The existing wave energy depends directly on the wave height and its time 
period. One of the most important stages in the design, simulation and analysis of LPMG is 
the wave characteristic and modeling for the region in which the generator is fixed.  
 
This paper considers the physics of the ocean waves and their stored energy. Characteristics 
of the seas in Iran are investigated. The attempt is made to recognize the regions in which the 
use of LPMG is suitable based on the sea depth, distance from shore and waves height. Also 
these characteristics can be included in the process of the design of LPMG. Finally, 
economics of the wave energy conversion is studied and compared with other forms of 
renewable energies. 

2. Ocean Waves Energy 

The total waves energy in the world coasts is estimated to be 106 MW and if only 2% of this 
energy is extracted it can supply the total world energy demand [1]. Generally ocean waves are 
categorized into wind-sea and swell waves. The wind-sea is used for the waves that generated 
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by the local winds, and waves move in the direction of these winds. The waves with long 
period generated in the stormy regions are called swell waves. The swell waves with very low 
energy losses spread from coast to coast. The typical wave length of swell waves, particularly 
in deep water, is 100-500 m, while the wind-seas are few meters up to 500 m depending on the 
wind velocity. In the installing LPMG in the deep water those waves are taken into account 
that has the depth larger than a half wave length [5]. In the deep water, the bottom of sea has 
no noticeable influence on the waves and their effects are ignored. Normally at a specific time, 
many waves’ pulses are generated over offshore in different directions and periods. Wind-sea 
and swell may present simultaneously. A real ocean wave consists of the waves with different 
frequencies and directions. The mean stored energy in the unit area of the sea surface is as 
follows [1-13]: 

∫
∞
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0 )(16/ dffSggHE m ρρ                                                                                                          (1) 

where ρ=1030 kg/m3 is the sea water density, Hm0 is the water height in the natural case and 
g=9.81 m/s2.This stored energy is equally divided into the kinetic and potential energies.  In 
(1), S(f) is the wave spectrum in m2/Hz. Integration of S(f) shows the effects of frequencies of 
different waves upon the waves energy. In practice, (1) is substituted by sum of the limited 
number of waves frequencies. For sinusoidal waves having amplitude of 0.5H (H is the height 
of the wave, vertical distance between the lowest and highest points of the wave) Hm0 is 
substituted by 2H  in (1) to calculate E. The approximate natural wave of S(f) is defined 
using Fourier analysis by measuring the wave at a given time. To obtain the long-term 
statistics, measurement and analysis are taken every three year. For growth wind seas, the 
empirical Prison-Moskowitz spectrum agrees well with the practical spectra and calculated as 
follows: 
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where A=BHm0
2/4=0.0005m2Hz4, B=(5/4)fP

4=0.74g4/(2πU)4.  f P=1/TP is the peak frequency 
and U is the mean velocity of the wind at height of 15 m  above the sea level. For a low 
reaction between the wind and sea level, the use of JONSWAP spectrum is more common; 
the band width of this spectrum is narrower than that of the Prison-Moskowitz spectrum. The 
torque of j-order wave moment is ∫
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defined versus 0-order torque spectrum as Hm0=4
0m . To simplify the investigation it is  

assumed that the wave is propagated in x direction. For a sinusoidal wave with frequency f, 
the energy of the wave is transferred with velocity cg (group velocity). The wave power level, 
defined as transferred energy over every unit width of the propagating front wave, is equal to 
J=cgE=cgρgH2/8. For real sea waves, the level of wave power versus wave spectrum is: 
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Eqn. (1) is true in deep water, where cg=gT/4π=g/4πf and energy period as TJ=T-1, 0=m-1/m0. 
The level of the wave power can be estimated by integrating the power density flow: 
J= ∫ dzzI )(  in z direction (direction of water flow). The peak wave power density is as follows:
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under water level z=0, the wave power density has its maximum value and it is more 
decreased by moving lower sea level. For perfectly growth wind-seas, we have the following 
based on Prison-Moskowitz spectrum: 

windm IHgI 50325.0)0( 2/3
0

2/3 == ρ                                                                                                      (5) 

where Iwind is the peak wind energy. For a sinusoidal wave in deep water, Hm0 is substituted 
by H 2 , TJ and T1, 0 by T in (4) and (5). The power density varies proportional with z. 
I(z)=I(0) exp(2kz) where k=2π/λ  is the wave number, and λ=gT2/2π=(1.56m/s2)T2 is the wave 
length. 96% of J is calculated from integrating between  z = -λ/4 and 0. Decreasing water 
depth means approaching the wave near shore. In this case wave length reduces uniformly. 
However, cg rises 20% compared with the deep waters. Value of cg is decreased by reduction 
of h and it nearly diminishes when approaches the shore (zero wave energy). In the shoreline, 
the wave energy is used to overcome the friction between the waves and shore bottom and 
depth-induced braking force.  
 
In latitude of 40-50 degrees, the average annual wave’s power levels in off-shore water are 
between 30 and 100 kW/m. The low power level waters are mostly in the north and south. In 
most equatorial waters, the average wave power level is lower than 20 kW/m. The offshore 
wave power levels are between kW/m up to MW/m (in the case of variable storm). Finally, a 
general equation for estimation of the stored energy in the real sea waves, propagated in 
different directions, is as follows: 
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where S(f, β) is the oriented energy spectrum, and β is the propagation angle in respect to x-
axis. The transferred power density from the waves to a floating cylinder with diameter equal 
to 1 m and normal (vertical) path in θ direction is as follows: 
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For sinusoidal waves in deep waters, the transferred power density from the waves to 1 m 
diameter floating cylinder and its wave length are as follows; 
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3. Characteristics of Sea Waves in Iran 

3.1. Persian Gulf 
Persian Gulf is situated between the north attitude of 25 a nd 32 d egrees and between east 
attitude 49 and 56 degrees. The Persian Gulf area is about 850 km2 which has been connected 
to the Oman Sea by the Hormoz Channel. The depth of the Persian Gulf increases from north-
west to south-east and reaches to 100 m and lower depth in the Hormoz Channel. The water 
depth in Khozestan and Saudi-Arabia shores is very low and at most 10 m along tens km of 
the shores; while in the east of Khozestan, particularly in Kangan Port up to Gheshm Island, 
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the average depth is larger. The average depth of the Persian Gulf is basically about 40 to 50 
m and is lower toward to the shores. There are sometimes high depth in the shores (around 40 
m) which are small and a limited number of cavities and they cannot be considered as the real 
depth of the shore. The common depth in the shores is 18 to 29 m. So the Persian Gulf shores 
are generally flat and at the same time the deeper shores are in the north of the Persian Gulf 
[14, 15].  
 
Fig. 2 exhibits the Persian Gulf map [16]. It shows that the depth of water over tens km of the 
shore is not larger than 10 m, this is the reason that most parts are not suitable for installing 
LPMGs. Because, the regions deeper than 15 m are very far from the shore and this increases 
the energy transmitting cost to shore. Also due to the limitation of deep areas in Persian Gulf, 
most of these areas are used as path for passing the large ships. However, in Asaloyeh, 
Gavbandi and particularly Hormoz Channel the deep regions are closer to the shore and 
suitable for installing the generators.   
 
Fig. 3 shows the waves height in the Persian Gulf during 100-year period [17]. The stored 
energy in the waves has a direct relationship with the wave height. As indicated in Fig. 3, the 
waves height in areas close to the shores of Iran are higher than other points. According to 
Fig. 3, the west regions of the Persian Gulf up to the Gheshm Island and particularly Hormoz 
Channel with wave height of 4.5-5 m, up t o 5 km of the shore are suitable regions for 
installing LPMGs. Considering sinusoidal waves with period of 4 s , the peak energy of the 
waves in these regions is estimated by (4), which is between 79.74 and 98.44 kW/m.   

3.2. Oman Sea 
Oman Sea is part of the Indian Ocean and is only open Sea of Iran. Persian Gulf in connected 
to Oman Sea via Hormoz Channel. The tropic of cancer passes the north of Oman Sea. It is 
one of the warmest seas on t he south-west of Asia. The minimum water temperature in 
August is 33 and minimum in January 20 degrees. The area of the Oman Sea is 903 square 
km. This Sea is deeper than Persian Gulf particularly in the shores of Iran. Its depth around 
Chabahar Port is around 3380 m . There are many notches in the Oman Sea forming small 
Gulfs locally such as Chabahar Gulf and Govatr Gulf. However, most of these small Gulfs 
have low depth and they are not useable for large ships because their shores are sandy For this 
purpose, it is necessary to establish docks [14, 16]. Fig. 4 exhibits the map of Oman Sea [17]; 
which includes the depth of the Sea in different regions. Fig. 5 shows the peak height of the 
wave in the Oman Sea over 100-year  

 

Fig.1. Direct wave energy 
conversion system 

 

Fig. 2. Map of Persian Gulf  
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Fig. 3. Peak waves energy in Persian Gulf in 100-year period [17]. 

period [17]. In this Sea the deep areas (deeper than 15 m) are closer to the shores. However, 
the peak height of the waves is lower than that of the Persian Gulf and is between 3 and 4 m. 

Considering sinusoidal waves with period of 4 s , the peak energy of the waves in these 
regions based on (9) is estimated between 35.44 and 63 kW/m. The advantages of deeper Sea 
close the shores are that the cost of transmitting the generated electrical power to the shores is 
lower. Finally most of the shores particularly Chabahar shores are suitable to install LPMGs.  

3.3. Caspian Sea 
Caspian Sea in the north of Iran has 424000 km2 area and is the largest lake of the earth and 
that is why it is called the Sea. This is the largest remaining portion of the ancient Sea of Tetis 
which extended from the North Pole to Indian Ocean in the 1st to 3rd geology ancient time. 
The depth of the Caspian Sea in the north region is very low and about its 4/5 area has lower 
than 10 m depth. The peak depth of this Sea in the north is 15 m and in the south is 1000 m. 
The average depth of this Sea is 325 m. Basically, Caspian Sea is not a calm Sea. It is in the 
path of the air flow in many days of the year and is wavy. The waves created by the north 
which extended from the North Pole to Indian Ocean in the 1st to 3rd geology ancient time. 

 

Fig. 4. Map of Oman Sea [16]. 
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Fig. 5. Peak height of the wave in the Oman Sea over 100 years period [17] 

The depth of the Caspian Sea in the north region is very low and about its 4/5 area has lower 
than 10 m depth. The peak depth of this Sea in the north is 15 m and in the south is 1000 
m.The average depth of this Sea is 325 m. Basically, Caspian Sea is not a calm Sea. It is in the 
path of the air flow in many days of the year and is wavy. The waves created by the north 
winds often have 25 m/s velocity, 11 to 12 m height and 200 m wave length. The major part 
of these waves is formed by these waves. The frequency of the waves is larger in the west and 
middle parts and therefore these parts are more non-calm compared with other parts [18, 19]. 
This wavy Sea has large potential for waves energy conversion. Fig. 6 and Fig. 7 show the 
Caspian Sea map and the peak height of the waves in 100-year period respectively [16, 17]. 
Referring to Fig. 7, the height of the waves particularly close to the shores in Iran is very large 
which indicates the large potential of this Sea for converting the waves energy into electrical 
energy. In Caspian Sea the regions with high wave height and depth larger than 15 m are 
close to the shore and their distances to the shore are less than 5 km. This feature reduces the 
cost of electrical energy transmission.  Considering sinusoidal waves with period of 5 s, the 
peak energy of the waves in these regions is estimated between 123 and 315 W/m by (9).   

4. IV. Economics of Wave Energy Conversion  

To estimate the economics of the available renewable energy conversion the following merit 
index has been defined: 

rr

ave

P
W

P
P

8760
==α                                                                                                                         (10)  

where α is the merit index, Pr is the rated power, Pave is the mean developed power in kW, W  

 

Fig. 6. Caspian Sea map  

 
 

 

 

Fig. 7. Peak height of the wave in the south of 
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Caspian Sea over 100 years period  

                                                      

 

Fig. 8. Merit index for different types of 
renewable energies [20]. 

 

Fig. 9. Value of investment per installed MW 
wave power for different values of the utility 
factor and electricity price [20] 

is the generated energy over one year in kWh and 8760 is total hours of the year [20].  Fig. 8 
shows the merit index for different renewable energy systems. It shows that the waves energy 
has 60% merit index and places in the second rank after the nuclear energy. The wave energy 
is superior to the wind energy from generation time period and generation level points of 
view. The wave’s energy is damped very calmer than that of the wind energy. Also the peak 
power density of wave under the sea level is 5 times of Iwind=(ρair/2)U3 at 19.5 m above the 
Sea level.  For wave energy density of 3.2 kW/m2 and the mean wind velocity of U=10 m/s, 
the wind power density at 19.5 m above  the Sea level is 0.6 kW/m2 [14]. Fig. 9 shows that 
the investment for converting the waves energy into electrical energy is 40-50 $/MWh [20] 
where 3 $/MWh is for the maintenance. Of course direct conversion systems have not been 
included in this table. If direct conversion system is used a lower investment is required. 
 
5.  Conclusion 

Physics of Seas waves and their governing equations were studied and then conditions of 
these Seas for wave’s energy conversion into electrical energy were investigated. Persian Gulf 
is not suitable to install LPMGs due to its very low depth and its deep regions are far from the 
shore. The Oman Sea is deep and the deep areas are close to the shores and it is capable to 
generate electrical energy from the wave’s energy using LPMGs. The Caspian Sea is wavy 
due to the path of the air flows in many days of the year and the height of the waves 
approaches 12 m and its wave length is very long. Also the depth of water in the south and 
west sides in Iran is high, therefore Caspian Sea has more potential to convert the waves 
energy into electrical energy using LPMGs. In order to include the characteristics of the Seas 
in Iran in simulation and design of LPMGs, it is necessary to have data about the wind 
velocity, average height of annual waves, and average wave length and time period of the 
waves. The mentioned data are required to use equations in section 2 of the paper and 
estimate the power level of these waves and design the generator suitable for this power level.  
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Abstract: In this study, we explore how different environmental taxation regimes influence the design of cost-
optimal district heat production systems and the primary energy use for district heat production. Our calculations 
are based on the heat load duration curve of a district heat production system in Östersund, Sweden. Using the 
system’s measured daily district heat load curve from 1st May 2008 to 30th April 2009, we model four cost-
optimal district heat production systems based on four environmental taxation scenarios. The design of the 
district heat production under the different taxation scenarios is based on expected utilization time and on the 
production units which give the lowest heat production cost. We find that primary energy use varies strongly 
when different technologies and fuels are used under the different environmental taxation scenarios. However 
environmental taxation has a minimal effect on district heat production cost for optimally designed district heat 
production systems. Fossil fuels become less competitive as the environmental taxation increases. However, 
light fuel oil boiler for the peak load production remains viable due to low utilization time and investment cost.  
 
Keywords: District heat production, CHP, Boilers, Fossil fuel, Biofuel, Environmental tax, Primary energy, Cost 

1. Introduction 

Energy security and the impact of energy systems on the global climate are important energy 
policy concerns in the European Union, including in Sweden. Several strategies can be used 
to address these concerns, including promotion of more efficient energy production 
technologies, and conversion to renewable and low carbon fuels. District heating based on 
combined heat and power (CHP) production is primary energy efficient [1], and can use 
biomass-based fuels. 
 
In Sweden, district heating with CHP is increasingly common, and is the main source of heat 
for multi-story residential and non-residential buildings [2]. In 2008, district heating 
accounted for 50% (about 50TWh) of the total space and tap water heating [3]. The energy 
input for the Swedish district heat production is dominated by biomass, which accounted for 
48% of total input in 2008 [4]. The Swedish government energy policy aims at further 
increasing the share of biomass. Policy instruments to realize this include environmental taxes 
on fuels, tradable green electricity certificates (GEC) and obligated quota mechanism of GEC 
for customers [2]. 
 
The utilization time of district-heat production units varies and is very small for the units that 
cover peak-load demand. Therefore, the investment costs of these units are much more 
important than the operation costs. Low investment fossil fuel-based technologies are often 
used even though they are associated with higher external cost. Environmental taxation can be 
an important policy instrument to restructure district heating systems into more sustainable 
form. Such policy instrument may influence the choice of technologies and fuels for district 
heat production units. 
 
In this study we explore how different environmental taxation regimes influence district heat 
production structures. We investigate the choice of production units and fuels for cost-optimal 
district heat production for the different environmental taxation scenarios, and calculate the 
primary energy use and the cost of district heat production.  
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2. Method and assumptions 

Our analysis is based on the measured daily district heat load curve of a district heat 
production system in Östersund, Sweden from 1st May 2008 to 30th April 2009. Figure 1 
shows the measured heat load of the production system during this period, arranged in 
descending order. During this 12 month period, the output of the production system was 210 
GWh electricity and 612 GWh heat. Based on the district heat load curve, we model four cost-
optimal district heat production systems based on four environmental taxation scenarios. 
Figure 2 presents a schematic diagram of the study.  
 

  
Fig. 1. Reference heat load duration curve Fig. 2. Schematic diagram of the analysis 

 
We use four environmental taxations scenarios to explore their effect on the structure of 
district heat production. The taxations scenarios are: (i) the No tax scenario with the year 2008 
Swedish price of fuels with zero taxes; (ii) the Swedish tax scenario with the year 2008 
Swedish prices and taxes on fuels, comprising of a carbon tax of €386/t CO2 for emissions 
related to non-electricity production, an energy tax that varies for different fossil fuels used 
for non-electricity production, and an average green electricity certificate (GEC) benefit of 
€12.5/MWhe of produced green electricity [5]; (iii) the Social cost-550 ppm scenario with the 
year 2008 fossil fuel prices excluding taxes, plus a carbon damage cost of €20.55/t CO2 ($30/t 
CO2) corresponding to the 550 ppm emission scenario by Stern [6]; (iv) the Social cost-BAU 
scenario with the year 2008 fossil fuel prices excluding taxes, plus a carbon damage cost of 
€58.23/t CO2 ($85/t CO2) corresponding to the business as usual (BAU) emission scenario by 
Stern (2006). The costs of the fuels under the various scenarios are shown in Table 1. 
 
Table 1. Fuel costs under the various scenarios (€2008/MWh)  

Fuel type 
Scenarios 

No tax Swedish tax Social cost-550 ppm Social cost - BAU 
Fuel oil 29.7 62.9  36.1  47.7  
Coal 8.0 46.3 (17.4)a  15.5  29.3  
Forest fuel 16.3 16.3  16.5  16.8  
Natural gas 33.7 37.6 (37.9) a  37.9  45.6  
Wood powderb 26.1 26.1  26.4  26.9  

a  CHP plant. 
b Estimated based on forest fuel cost. 
 
We select the district heat production units for each taxation scenario based on the utilization 
time and lowest district heat cost. We consider the fuels and technologies shown in Table 2. 
The technologies consist of CHP plants and heat only boilers (HOB). The CHP plants are 
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based on biomass steam turbine (BST); biomass integrated gasification combined-cycle 
(BIGCC); coal steam turbine (CST); and natural gas combined-cycle (NGCC) technologies.  
 
Table 2. Investment cost, fixed and variable costs and conversion efficiency of different technologies. 
The data is based on lower heating values (LHV).  
Technology Capacity Investmen

t cost 
Fixed 

O&M cost 
Variable 

O&M cost 
Efficiency (%) 
Heat Elect. 

Heat-only boiler (HOB): (MWheat) (€/kWheat) (€/kWheat) 
(€/MWhfuel

)   

Biomassa  646 12.92 1.95 110 - 
Wood powderb  430 8.6 1.95 95 - 
Oila  300 4.5 0.65 90 - 
Coalc  690 17.3 2.59 90 - 
 

CHP plants: (MWheat) (€/kWheat) (€/kWheat) 
(€/MWhfuel

)   

BSTc 80 1150 17.3 2.6 80 30 
BIGCCa 80 1700 42.5 3.1 47 43 
NGCCa 80 950 23.8 1.0 43 46 
CSTc 80 1350 33.8 3.1 59 30 

 
Condensing power plant: (MWelec) (€/kWelec) (€/kWelec) 

(€/MWhfuel
)   

 CSTc 400 1200 24.9 3.12 - 47 
 CST with CCSc 400 1900 74.8 5.2 - 37 
 NGCCc 400 620 18.7 1.04 - 58 
 BSTd 400 1200 20 2.39 - 45 
 BIGCCa 100 1680 42 3.12 - 47 

a Encompasses forest fuels; estimated from [7] with adjustment for the difference in 
investment cost between [8] and  [7] 
b Swedish Wood Fuel Association and Swedish Energy Agency [9], with 170% adjustment  
c Hansson et al. [8] 
d Estimated from CEC [7] 
 
The calculation of the heat production cost is based on the following equation from 
Gustavsson [10]:      
 

t
CCCRF

V
CCC fomcap

elec
heat

fuel

heat

vom
heat

+×
+×−+= α

ηη
 (1) 

 
where Cheat is the heat production cost (€/MWheat), Cvom is the variable operation and 
maintenance (O&M) costs of the plant (€/MWhfuel), ηheat is the efficiency of heat production 
of the plant, Cfuel is the fuel cost of the plant (€/MWhfuel), Velec is the value of produced 
electricity (€/MWhelec), α is the electricity-to-heat ratio of the plant, CRF is the capital 
recovery factor of the plant, Ccap is the capital cost of the plant (€/MWheat), Cfom is the annual 
fixed O&M costs of the plant (€/MWheat), and t is the utilization time of the plant. 
 
For district heating systems with CHP production, the production cost of heat may be 
determined by subtracting the value of the cogenerated electricity from the total production 
cost of the CHP plant [11]. We calculate the value of cogenerated electricity using the 
subtraction method, where we consider the cogenerated electricity as by-product and assume 
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its value to be equivalent to the cost of electricity produced with a reference condensing 
power plant [12]. We calculate the cost of the cogenerated electricity as the lowest production 
cost from the condensing power plants (Table 2) for each taxation scenario. We assume the 
same technologies as for cogeneration but also add carbon capture and storage (CCS) for the 
CST technology. Data for condensing power production from CST with CCS is from Hansson 
et al. [8] 
 
We calculate the primary energy use and the heat and electricity generated by the cost-optimal 
district heat production systems based on the operation schedules, production units and fuels. 
We consider fuel cycle energy inputs in our calculations.  
 
For all the production units, we assume a discount rate of 6%, an economic plant life of 25 
years and a maximum operating period of 7200 hours per year. We use exchange rates of 
EUR/SEK = 9.62 and USD/SEK= 6.59, based on the average rates for 2008. 
 
3. Results and discussion 

The calculated cost of electricity from the condensing power plants under the various taxation 
scenarios is shown in Table 3. The numbers in bold show the lowest production cost for each 
taxation scenario, and hence become the reference condensing power plant for each scenario. 
CST emerges as the reference condensing power plant for electricity production in all 
scenarios except for the Social cost-BAU scenario. For the Social cost-BAU scenario, BST 
emerges as the reference condensing power plant. However, the cost difference between BST 
and CST is small for the Swedish tax and Social cost-550 ppm scenarios. 
 
Table 3. The cost of electricity production for the various taxation scenarios (€/MWh). 
Technology No tax Swedish tax Social cost-550 ppm Social cost-BAU 
 CST 40.2 44.6 56.1 85.4 
 CST, CCS 66.7 66.7 68.9 72.9 
 NGCC 69.2 76.5 76.4 89.7 
 BST 57.4 44.9 57.8 58.6 
 BIG/CC 65.4 52.9 65.8 66.5 
 
Figure 3(a-d) shows the cost of district heat production units as a function of the utilization 
time under the different taxation scenarios. The units with the lowest heat production cost are 
applied to the heat load profile to minimize the overall heat production cost (Figure 4a-d). For 
the No tax scenario a CHP-CST for base load, coal boiler for medium load and light-fuel oil 
boiler for peak load give the cost-optimal system (Figure 3a). Five different units give the 
cost-optimal system for the Swedish tax scenario (Figure 3b), including CHP-BST and CHP-
BIGCC for base load, wood powder boiler and biomass boiler for the medium load, and light 
fuel oil boiler for the peak load. However, the CHP-BIGCC may not be technically feasible as 
the technology is still at the demonstration stage and is not yet commercialized [13]. 
Therefore we select the CHP-BST plant for the base load production but show the results if 
CHP-BIGCC is used in a sensitivity analysis. During periods when the base load unit is shut 
down (after 300 days) heat demand has to be met by the medium load unit, increasing the 
utilization time for that unit. If this utilization time is also considered, the wood powder boiler 
becomes less competitive than the biomass boiler for the medium load production. Therefore 
a combination of CHP-BST plant for base load, biomass boiler for medium load and light fuel 
oil boiler for peak load gives the minimum heat production cost for the Swedish tax scenario 
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(Figure 4b). Similar analyses for the Social cost-BAU and Social cost-550 ppm scenarios give 
the selections the production units shown in Figure 4c and d.  
 

  
a) No tax b) Swedish tax 

  
c) Social cost – 550ppm d) Social cost – BAU 

Fig. 3. Performance of district heat production units under different taxation scenarios 
 

  
a) No tax b) Swedish tax 

  
c) Social cost – 550ppm d) Social cost – BAU 

Fig. 4. The cost-optimal production units satisfy heat load demand under different taxation scenarios 
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Table 4 shows the production units and the capacities of the cost-optimal district heat 
production systems as well as the annual heat and electricity production and the annual 
primary energy use. District heat production is based on only fossil fuels under No tax 
scenario whereas in the other scenarios district heat production is based mainly on biomass, 
accounting for 96.4% in Social cost-550ppm scenario and 98.5% in Swedish tax scenario. 
Hence fossil fuels become less competitive as the environmental taxation increases. However, 
light fuel oil boiler for the peak load production remains viable due to low utilization time and 
investment cost.  
 
Table 4. The cost-optimal district heating systems under different taxation scenarios. 

Production unit 
of district heat 

Capacity 
(MWheat) 

Heat generation 
(GWh) 

Elect. generation 
(GWh) 

Primary energy use  
(GWh) 

No Tax:     
CHP-CST 62 418.0 212.0 793.0 
Boiler-coal 34 156.0   159.0 
Boiler-oil 64 38.0   47.0 
Swedish tax:    
CHP-BST 84  509.0 191.0  658.0  
Boiler-biomass 36  94.0   88.0  
Boiler-oil 40 9.0   11.0  
Social cost - 550ppm:    
CHP- BST 79  492 185.0  637.0  
Boiler-biomass 28  98   92.0  
Boiler-oil 53  22   27.0  
Social cost - BAU:    
CHP- BST 82  503 188.0  650.0  
Boiler-biomass 33 96   91.0  
Boiler-oil 45  13   16.0  
 
Table 5 shows the district heat production cost and primary energy use for heat production 
under the different scenarios. The district heat productions with CHP-BST have similar 
district heat production cost, ranging from €25.6 to €25.8 per MWh regardless of taxation 
scenarios. This is slightly higher than that of the cost-optimal system under No tax scenario, 
which is €25.0 per MWh. The primary energy use is about 50% higher in the No tax scenario 
compared to the other scenarios. This is mainly because CHP is less cost-effective without 
any taxation, resulting in a higher use of the less efficient boilers.  
 
Table 5. District heat production cost and primary energy use of cost-optimal systems. 
Scenario District heat production cost Primary energy for heat production 

(€/MWh) (GWh) 
No tax 25.0 440.6 
Swedish tax 25.8 325.8 
Social cost – 550ppm 25.6 335.9 
Social cost – BAU 25.6 311.6 
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4. Sensitivity analysis 

To demonstrate the potential of CHP-BIGCC technology if it is commercialized, the CHP-
BIGCC plant is used for the base load production for the Swedish tax, Social cost-550 ppm 
and Social cost-BAU scenarios as it gives the lowest district heat production cost. The optimal 
capacities for the production units with CHP-BIGCC are given in Table 6. The capacities of 
the production units and the heat generated decrease when CHP-BIGCC is used instead of 
CHP-BST. This is because the CHP–BIGCC system is more efficient than the CHP–BST but 
also more capital intensive. However, the cogenerated electricity is about twice as much for 
CHP- BIGCC than for the CHP-BST. 
 
Table 6. The cost-optimal district heating systems under different taxation scenarios if CHP-BIGCC is 
used. 

Production unit 
of district heat 

Capacity 
(MWheat) 

Heat generation 
(GWh) 

Elect. generation 
(GWh) 

Primary energy use 
(GWh) 

Swedish tax:    
CHP-BIGCC 74 473 433.0 1042.0 
Boiler-biomass 46 130   122.0 
Boiler-oil 40 9.0   11.0 
Social cost - 550ppm:    
CHP-BIGCC 72 465.0 425.0 1024.0 
Boiler-biomass 33 124.0   117.0 
Boiler-oil 55 23.0   29.0 
Social cost - BAU:    
CHP-BIGCC 75 477.0 437.0 1051.0 
Boiler-biomass 36 118.0   111.0 
Boiler-oil 49 17.0   20.0 
 
Table 7 shows the district heat production cost and primary energy use if CHP-BIGCC is 
used. The district heat production cost is 5-8% lower than when CHP-BST is used. The 
primary energy for district heat production is also significantly reduced compared to when 
CHP-BST is used. This is due to the benefits from the increased cogenerated electricity.  
 
Table 7. District heat production cost and primary energy use of cost-optimal systems if CHP-BIGCC 
is used. 
Scenario District heat production cost Primary energy for heat production 

(€/MWh) (GWh) 
Swedish tax 24.0 254.7 

Social cost – 550ppm 24.3 288.6 

Social cost – BAU 23.6 247.1 
 
5. Conclusions 

In this study, we explore how different environmental taxation regimes influence the design 
of optimal cost district heat production system. We find that primary energy use varies 
strongly when different technologies are used under the different taxation scenarios. CHP is 
less cost-effective without any taxation, resulting in a higher use of the less efficient boilers. 
Fossil fuels become less competitive as the environmental taxation increases. However, light 
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fuel oil boilers for the peak load production remains viable due to low utilization time and 
investment cost. Varying the environmental taxation has a minimal effect on the heat 
production cost when the biomass-based district heat production is designed for the given 
taxation.  
 
CST emerges as the reference condensing power plant under all taxation scenarios except for 
the Social cost–BAU scenario, in which BST is the reference condensing power plant. CHP-
BIGCC is an emerging technology for efficient use of biomass for district heat production as 
this technology increases the power-to-heat ratio of CHP-based district heat production. 
Policy instruments that provide incentives for and eliminate barriers against this technology 
may be needed to implement the technology. Hence, environmental taxation can be an 
important policy instrument to increase the competitiveness of biomass-based CHP. 
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Abstract: The Dutch project ‘Transition in Energy and Process for a Sustainable District Development’ focuses 
on the transition to sustainable, energy neutral districts in 2050, particularly in energy concepts and decision 
processes. The research results in six innovative energy concepts for 2050. 
Firstly, fourteen variations of six general energy concepts have been developed and calculations conducted on 
the energy neutrality by means of an Excel model designed for this purpose. 
Three concepts are based on the idea of an energy hub (smart district heating, cooling and electricity networks, 
in which generation, storage, conversion and exchange of energy are all incorporated). Calculations show the 
energy neutrality ranges from 130 % to 164% excluding transport of persons within the district.  
In this approach, different districts have different sustainable energy potentials that have their peak supply at 
different times. The smart approach therefore is not an autarkic district, but an exchange of surplus sustainable 
energy with neighbouring districts and import of the same amount of energy in case of a shortage.  
 
Keywords: Energy neutrality, District, Energy concept, Energy hub, All-electric 

1. Introduction 

One third of the current Dutch (and European) energy demand is caused by the built 
environment. The target of the Dutch government, in accordance with the European targets, is 
to reach 20% renewable energy supply in 2020 [PEGO, 2009]. The document [New Energy 
for the Netherlands, 2009] contains a plea of the leading political parties in favour of a 
completely renewable energy supply in 2050. 
 
A characteristic of the built environment is that it changes very slowly. Each year, 1% of the 
floor area of existing building stock is added to the total building stock. With a minimal 
lifespan of buildings of one hundred years we need to take action today to reach this vision 
before 2050 or even this century if we wish to break our addiction to fossil fuels. We need to 
develop innovative and integral energy concepts for renovation and new housing and apply 
them to entire districts. 
 
Energy neutral houses are already demonstrated mainly as villa’s or special designs [1]. In 
ordinary cities, existing buildings and newly built districts it is impossible to reach energy 
neutral houses on a large scale with these common technologies. For offices it is even more 
difficult to gain energy neutrality [2]. Only within district energy neutrality can be achieved. 
It can be concluded that there is a need for using sustainable sources on an district scale. 
 
2. Future Energy Housekeeping 

The starting point for establishing the energy demand of the energy neutral concepts is based 
on the Building Future Potential Study 2050 [2] and [4]. According to this study, the main 
features of a energy neutral district are as summarized below (Fig. 1):  
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Fig. 1: Annual energy demand of a house in GJ, assessed for 2050 [ECN, 2009] 
 
The energy demand of a district separated into the following components: (1) Buildings, (2) 
Transport for persons within the district and (3) the surroundings of the district. Due to a far-
reaching reduction of demand in future, the total average energy demand of a dwelling will be 
approximately 33 GJ annually, separated into: 
- Domestic Hot water (4.5 GJ or 185 m3 natural gas) 
- Space heating (6.5 GJ or 300 m3 natural gas) 
- Space Cooling (1.6 GJ or 300 kWhe) 
- Electricity for lighting and household appliances (9 GJ or 2,450 kWh) 
- Electricity demand for street lighting etc (0.3 GJ) 
- Transport of persons (11 GJ). 
Energy losses due to distribution of heat: 
- high temperature (90-70 C): 5 GJ per meter with high performance insulation 
- low temperature (50-30 C): 2.5 GJ per meter 
The energy demand for transportation of persons within a district is established as 34 GJ 
primary energy use of 11 GJ electricity [5]. 
 
3. Understanding energy neutral districts 

An (energy neutral) district, as defined in this research, follows the boundaries of the built 
area and consists of a mix of residential and commercial buildings. This implies that energy 
sources from outside the district, such as wind turbines (for example offshore) and biomass 
(forests, agricultural sources) are not taken into account. It is assumed that the energy for 
industry and transport other than personal transport is generated outside the district 
boundaries. One exception is waste heat from large-scale incineration and combustion plants, 
which process mainly waste from the district such as domestic and company refuse. 
We consider a district as energy neutral if, on a yearly base, no net energy import is necessary 
from outside the district. An energy neutral district is not an autarkic district that does not 
exchange any energy with its surrounding districts. Surplus of energy can be exported and, in 
case of energy shortage, the same amount of energy can be imported from the surrounding 
districts. It is better to import or export electricity than to store it. This definition is according 
to PEGO [6]. 
 
3.1. Technologies used in energy neutral concepts 
Technologies needed to be deployed in energy neutral concepts can be classified as existing, 
future (on the market within app. 10 years) and still to be developed technologies (market 
ready after 2020). Existing renewable technologies comprise of high and low temperature 
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district heating networks, geothermal sources, heat and cold buffering in storage tanks, 
Aquifer Thermal Energy Storage (ATES), flat plate and vacuum tube solar collectors, heat 
pumps, heat-driven cooling, PV (photovoltaic modules), urban wind energy and biomass 
CHP. The future technologies are, among others, organic rankine cycle (ORC), heat pump 
booster, electricity hub, heat and power matcher, thermal chemical heat storage (TCS) and 
hydrogen as carrier and storage of sustainable energy. Still to be developed technologies are, 
among others, bi-directional district heating networks, heat/cold hub and energy hub. 
 
In addition to this it is assumed that the primary energy use per produced kWh electricity 
delivered to the power grid will decrease. Nowadays the energy-efficiency has an average of 
about 39%. This efficiency will increase in 2050 towards 50%. 
 
3.2. Energy hubs 
An energy hub is defined as a central point in a district where all energy distribution systems 
come together and energy can be converted to other energy carriers. In addition vehicles can 
be refuelled with (bio)gas or liquid bio-fuel there, for example. (Bio)-gas can be used for 
combined heat and power systems in order to generate heat and electricity. Electricity can be 
used to charge electric vehicles and to generate heat or cold with heat pumps. Energy hubs 
will probably be equipped with seasonal storage of heat and cold. Energy management, based 
on the PowerMatcher™ (Figure 2a) and HeatMatcher (Figure 2b, under development) 
technology will be used to coordinate the generation, supply and demand of all energy flows 
and conversions. The energy hub makes sure that the entire renewable energy generation 
potential of all connected systems will be exploited to its maximum. 

 

 
Fig. 2a: Supply and demand matching with the PowerMatcher™ [ECN, 2009] 
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Fig. 2b. Part  of a smart heat grid with solar collectors (under development; Willems, 2010) 
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4. Quantification energy neutrality and sustainable energy surplus 

The results are expressed in terms of “degree of energy neutrality” (or energy self-
sufficiency). The degree of energy neutrality is defined as the renewable energy generated in a 
district, divided by the energy demand of that district. If the degree of energy neutrality is 
higher than 100%, this means that the district can export energy surplus in terms of heat, cold 
or electricity. Values under 100% mean that the district needs to import renewable (or fossil) 
energy in order to meet its annually energy demand. Shortage and surplus are expressed in 
primary energy. It can be shown that the energy neutrality is not strictly depending on the 
energy demand but of the combination of demand en supply of sustainable energy. 
 
5. Six concepts for energy neutral districts 

Six types of energy concepts on a district scale have been developed by means of well 
considered combinations of the above mentioned technologies. The names of the concepts are 
derived from its main sustainable energy source: Geo hubs, Bio hubs, Solar hubs, All-electric 
Natural gas concepts and Hydrogen concepts. Within these six general concepts, fourteen 
variations have been elaborated. The energy performance, as expressed as the degree of 
energy neutrality, has been calculated for each concept variation for the years 2020, 2035 and 
for 2050. These steps give as an example insight in what steps de maximum energy 
performance can be increased in time. 
 
5.1. Description and performance 
The first step in all energy concepts consists of limiting the energy demand by means of 
refurbishing or renovating according to the passive house standard for existing buildings 
(Renovated houses have a higher heat demand: 28 kWh/m2 of floor area annually.). Newly 
built buildings reach the passive house standard by an excellent building envelope (insulation 
and air tightness), low temperature space heating and heat recovery from ventilation air. The 
heat demand for newly built passive dwellings is 15 kWh/m2 of floor area annually. Both 
types of dwellings also have heat recovery from waste water. The average roof area suitable 
for solar energy generation systems such as solar collectors, PV and PVT (combined thermal 
solar collector and PV) is assumed to increase in time up to 28.1 m2 per dwelling. This 
increase mainly is caused by making use of southern orientation of the roofs or other 
construction possibilities that provides the use of solar energy. On the supply side the main 
sustainable district sources are thermal energy: geo, bio and solar; electrical energy through 
PV-panels and urban wind turbines. 
In view of the aspiration of an imaginary municipality, concept 4 (all-electric) combined with 
concept 3 (low temperature storage with ORC or heat pumps) is given as an example of the 
applications of the developed concepts (Figure 3). 
 

 
Fig. 3: Energy flows in an imaginary district 

1   – Dwellings 
2   – Solar heat 
3   – ABS chiller 
4   – Heat hub 
5   – CHP 
6   – Fuel tank 
7   – ORC 
8   – Canal/surface water 
9   – Stables 
10 – Fertilizer 
11 – Biogas 
12 – Sludge 
13 – Electricity Hub 
14 – Sewage 
15 – PV-panels 

3431



 
The energy performance of the energy concepts has been calculated in an Excel model. 
 
The performance of the main energy concepts and their related variations are presented in 
Table 1 below. 
 
Table 1: Degree of energy neutrality of the concepts in 2020, 2035 and 2050 [ECN] 

ENERGY CONCEPTS
Individual or 
collective 

Cooling

Waste Heat and/or Geothermy (Geo-Hubs) excl incl excl incl excl incl

High temperature waste heat utilization or geothermy
District 
heating

Compression cooling by PV or 
sorption cooling by solar 96 61 120 73 164 96

Waste Heat and/or Biomass (Bio-Hubs)

Moderate temperature waste heat utilization
District 
heating

Compression cooling by PV or 
sorption cooling by solar 93 60 119 72 163 95

All-Solar concepts (Solar-Hubs)
High temperature storage of solar heat 53 34 73 45 130 76
Low temperature storage with ORC or heat pumps 47 30 72 43 131 76

All-Electric concepts
Individual electric heat pumps, PV and solar collectors 71 45 102 61 150 87
Individual electric heat pumps and PV 73 47 106 64 157 92

Conventional concepts with PV
Individual gas boilers with PV Compression cooling by PV 36 23 64 38 112 65
Individual gas boilers, solar collectors and PV Compr. or sorpt. cooling by solar 38 24 65 40 114 67

6 Hydrogen concepts Individual Free cooling by ground heat exch. 15 7 57 30 115 54

Free cooling by ground heat 
exchanger

Transport

Degree of energy neutrality [%]
2020 2035 2050

4

5

1

2

3

Individual

District 
heating

Compression cooling by PV or 
sorption cooling by solar

Individual

 
 
In 2050, all concepts can provides in a energy surplus, unless personal transport in the district 
is included. 
 
5.2. Interaction between district energy concepts and scale 
The actual size of a district is determined by the energy losses of the heat transport grid. Too 
long transportation pipes (heat) give high losses (about the same quantity) compared to the 
energy demand. Several energy concepts together perform energy neutral districts on a larger 
scale than apart due to energy exchange by energy hubs where a meso scale develops. On a 
macro scale we can imagine geothermal energy and large scale wind turbines. The areas 
between the built environment (e.g. agricultural land, oceans) can provide in wind, bio mass 
and hydro power for other purposes than the built environment (industry transport etc). 
Examples are given in table 2. 
 
Table 2. Techniques per scale of energy concepts  

Micro level  
(1-40 houses) 

Meso level 
(40-4.000 houses) 

Macro level 
(> 4.000 houses) 

Solar energy Bio mass Bio mass 
ATES / ground source heat pump ATES Mine water energy 

PV-panels Geothermal energy Geothermal energy 
Urban wind turbines  Large scale wind turbines 

 
In figure 4 visualisation of the interaction between energy neutral concepts is given. Smallest 
circle is representing the scale of an energy concept on micro level. In this vision energy 
concepts based on natural gas only have a function if only a part of the built environment is 
energy neutral. Through energy hubs the surplus of sustainable energy can be used in other 
districts. In case of only energy neutral districts except one there is a surplus on renewables 
and still using natural gas, an unwanted situation. 
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Fig. 4.Visuliasation of the scale and interaction between energy neutral district concepts (Willems 
2010 [7]). 
 
5.3. Robustness and sensitivity 
Sensitivity analysis are grouped in three classes: screening methods like OAT-method (One-
Parameter-At-a-Time), local sensitivity methods and global sensitivity methods [8]. In the 
sensitivity analysis of the Excel tool, a screening method is used, because is a relatively 
simple method that can identify and qualitatively rank the parameters that has the most 
influence of the tool’s outcome. To evaluate the robustness of the calculations on the energy 
concepts energy performance a short sensitivity analysis is performed. These values are 
specified in Table 3 as averages per dwelling. 
 
Table 3. Input parameters used in the sensitivity analysis, including the stratified samples per 
parameter 

Parameter Unit Discrete values 
ATES efficiency [-] 20% 40% 60% 80% 100% 
Space Heating [GJt] 4.5 6.5 8.5 10.5 12.5 

Domestic electricity 
usage 

[GJe] 
70% 
8.8 

85% 
10.7 

100% 
12.6 

115% 
14.5 

130% 
16.4 

Percentage renewables 
national generation 

[GJpe/GJe] 
20% 
1.6 

30% 
1.4 

40% 
1.2 

50% 
1.0 

60% 
0.8 

 
The sensitivity index is defined as a percentage of the output difference of the extreme values 
according to: 
 

%100
Emax

Emin -Emax  xSI =     (1) 

 
where the maximum and minimum degree of energy neutrality are represented by respectively 
Emax and Emin. The results of the screening analysis are illustrated in Table 4. 

Hydro power 

Large scale 
windpower Bio mass 
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Table 4. Sensitivity Index of the varied parameters per concept first impression analyses 

Parameter Concept 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

ATES 
efficiency 

    56% 57% 30% 30%       

Space heating 16% 16% 16% 16% 25% 16% 25% 24% 19% 20% 39% 37% 37% 19% 

Domestic 
electricity 

usage 
25% 25% 25% 25% 25% 25% 25% 25% 25% 25% 25% 25% 25% 40% 

Percentage 
renewables 

national 
generation 

13% 13% 13% 13% 4% 3% 3% 4% 9% 11% 29% 21% 21% 1% 

 
Energy concepts with heat hubs have a surplus in sustainable heat. They are less sensitive to 
energy demand of heat. Energy concept that have a surplus on electricity are very sensitive to 
de efficiency of the power grid as well as very sensitive to de heat demand. The figures in 
table 4 show that de heat-hub concepts are more robust than the all-electric and natural gas 
concepts. 
 
6. Conclusions 

The aim of a built environment without any need of fossil fuels is still ambitious but 
becoming a realistic goal. Building techniques and energy storage will become market ready 
in 10-20 years an will provide the missing links in the energy concepts. 
 
Based on the conducted research the following conclusions can be drawn: 
- Energy neutrality of the built environment can only be reached by an extensive reduction 

in energy demand. Sun oriented new buildings and new and renovation building 
development according to the passive house standards and development of high-
performance heat recovery from warm waste water are essential. 

- In 2050, energy neutrality is feasible with several energy concepts. The geo and bio hubs 
and the all-electric concepts lead to the highest degree of energy neutrality, followed by 
solar hubs. Conventional and hydrogen concepts realise the energy neutrality only barely. 
The fact that all elaborated concepts lead to energy neutrality in 2050 or earlier means that 
the transition based on the current energy infrastructure is possible. This way, the 
investments already made can remain profitable. 

- Based on the assumptions made here, energy neutrality of the built environment including 
personal transport is not feasible within a district. Because the production of renewables in 
maximized only energy neutrality with personal transport can be reached by reducing 
transport or increasing efficiency of transport vehicles. 

- Energy concepts with sustainable heat form local sources (ground, biomass, solar) are 
more robust due to changes in energy demand and efficiency of the power grid. It can be 
derives that diversification of sustainable energy sources is preferred above all-electric. 

 
7. Follow-up steps 

The research will be continued on various aspects of the above-mentioned energy concepts. 
The energy hub concepts seem very promising. It would be interesting to elaborate various 
types of energy hubs to a level of preliminary design for certain cases in communities and 
districts as presented by ECN [9]. 
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An energy hub will be dynamically simulated in order to prove the added value of the 
exchange, conversion and storage of the energy flows within a district. 
Next to the energy and CO2 reduction, a further research can be done on clever utilisation of 
temperature levels of energy flows within an energy hub.  
 
For future investigation it appears that the availability of sustainable sources becomes more 
important than the specific efficiency rates in energy conversion. In case of complete energy 
neutral districts only availability of the appropriate cost effective energy carrier for a specific 
energy demand is of importance, not the way it is generated or converted. 
 
Acknowledgements 
The authors would like to thank the Ministry of Economic Affairs of The Netherlands for 
their financial support of this research within the Energy Research Subsidy regulation (EOS-
LT) – long term.  
 
References 
[1] Energy neutral houses in Groningen and Amersfoort, The Netherlands, 

www.nulwoning.nl (2010). 

[2] E.M.M. Willems, Energieneutrale kantoren? Kijk eens om je heen! (Energy neutral 
offices? Look around you! TVVL-magazine The Netherlands (2010). 

[3] F.G.H. Koene, Knoll B., Renovation concepts for saving 75% on total domestic energy 
consumption, Eurosun Conference, Lisbon, Portugal (2008). 

[4] H. Visser, Koene, F.G.H., Paauw, J., Opstelten, I.J., Ruijg, G.J., Smidt, R.P. de, 
Sustainable energy concepts for residential buildings, Packages of current and future 
techniques for an energy neutral built environment in 2050, ECN-E--09-021. (“Building 
Future Potential study 2050”), ECN Petten, The Netherlands (2009). 

[5] A. Dohmen, Mullenders F., Auto's rijden gemiddeld 42 kilometer per dag, (Cars do drive 
an avarage of 42 km a day) Centraal Bureau voor de Statistiek, Voorburg/Heerlen; CBS 
Webmagazine, www.cbs.nl (2006). 

[6] PEGO Stevige ambities, klare taal (Strong ambitions, clear language). Platform Energy 
Neutral built Environment (2009). 

[7] E.M.M. Willems, Presentation Annex 51 3rd meeting Tokyo, www.annex51.org (2010). 

[8] P. Heiselberg, Annex 44 Expert Guide Part 1. Responsive Building Concepts, Aalborg 
University Denmark (2009). 

[9] B. Jablonska Ruijg, G.J., Opstelten, I., Willems, E.M.M., Epema, E, Transition to 
Sustainable Energy Neutral Districts before 2050: Innovative Concepts and Pilots for the 
Built Environment 7th Biennial International Workshop, Barcelona (2010). 

3435

http://www.nulwoning.nl/
http://www.cbs.nl/
http://www.annex51.org/


A Forecast of Effective Energy Efficient Policies for the Building Sector in 
Shanghai through 2050  

Rui Xing1,*, Toshiharu Ikaga1, Manfred Strubegger2 
1Keio University, Yokohama, Japan 

 2International Institute for Applied Systems Analysis (IIASA), Vienna, Austria  
*Corresponding author. Tel.: +81 45 566 1808, Fax: +81 45 566 1770, E-mail: xingrui@a6.keio.jp 

Abstract: Currently in China, the energy consumption of buildings is increasing rapidly. In this study, we used a 
macro-model to forecast the energy consumption of buildings in Shanghai through 2050. Total energy 
consumption from 2000 to 2050 and the potential energy savings were projected for both the residential and 
commercial sectors. For urban residential buildings, we developed a forecast model for 2050 to estimate the 
potential energy savings of residential measures. Compared to the business-as-usual (BaU) scenario, 
implementation of residential measures achieved a 24% reduction in energy consumption. The reduction rate 
rose to 65% by combining the implementation of residential and electrical measures. For commercial buildings, 
we first used official statistical data to determine the energy intensities of air conditioning, lighting, computing, 
and other thermal uses for the base year 2000. Then, estimates of the labor force, GDP, and floor area were 
predicted through 2050 according to past growth patterns and the literature. Likewise, estimates for energy 
intensities through 2050 were projected. Energy-saving scenarios also were integrated into the commercial 
model. Compared to BaU scenario, implementation of commercial measures achieved an 80% reduction in 
energy consumption. The reduction rate increased to 99% by combining commercial and electrical measures. 
 
Keywords: Shanghai, Energy consumption, Buildings, Forecasting 

1. Introduction 

At the UN Climate Conference in Copenhagen in 2009, the European Union formulated the 
goals that temperature increase by no more than 2 °C, that global emissions peak no later than 
2020, and that by 2050 global emissions be reduced to a level that is at least 50% below the 
figure for 1990. These goals require action by both industrialized nations and developing 
countries (Gaines and Jager, 2009). In the Copenhagen Accord, the Chinese government 
announced mitigation action to reduce CO2 emissions per unit of GDP by 2020 to 40-45% of 
the 2005 l evel. This target was reaffirmed at the 2010 U N Climate Conference in Cancun. 
However, the most efficient way to achieve this reduction goal remains an unsolved problem. 
 
In recent years, the economy of China has developed rapidly, which encourages demand for 
higher living standards and energy consumption. In this paper, we focus specifically on urban 
buildings in Shanghai, which is one of the biggest cities in China and has the highest GDP 
among all Chinese cities. First, we investigated the environmental performance of both 
residential and commercial buildings in Shanghai. Then, to quantify their sustainability, we 
developed macro-models to forecast CO2 emissions for both residential and commercial 
buildings. The forecasts include global warming countermeasures and are intended to support 
decision making for determining reasonable CO2 emission reductions.  
 
2. Methodology 

2.1. Residential Projections 
2.1.1. Summary of the macro-model 
The macro-model used for the residential sector has been modified from the “Estimation 
Macro-model for Residential Energy Consumption” (Ikaga, 2004). The flow chart in Fig. 1 
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Fig. 1. Flow chart of the residential sector macro-model. 

provides an overview of the model. It is a simulation model that estimates changes in energy 
consumption on the basis of family type, application, and energy source for each year. 
Estimation methods are described below. 
 
Space heating/cooling: Annual load per household was calculated using a multiple regression 
equation for heating and cooling load. The annual total load of each city was computed 
multiplying the number of households of each household type by the energy use for the 
respective household type and taking the summation. 
 
Domestic hot water supply: The total load of each city was calculated using the frequency of 
hot water use, the number of households and the average temperature of tap water for each 
month. Furthermore, energy consumption was calculated using the ratio of owned equipment 
and the average coefficient of performance (COP) by fuel type. 
 
Other electrical appliances: Energy consumption was calculated as the product of the 
cumulative energy consumption per household per day and family type, the number of 
households, and the number of days in each month.  
 
Total CO2 emissions: By totaling the results of the three functions calculated above and 
multiplying by the CO2 intensity of electricity for each energy source, we calculated the 
annual total CO2 emissions.  
 
2.1.2. Model parameters 
The present model is based on a macro-model that was used to calculate the national 
residential CO2

 emissions in Japan. For the case of Shanghai, we switched the entire 
calculation database. The parameters that were set include the number and size of households, 
average gross floor area, and several pieces of household data. The parameters come either 
from official statistics or are based on the Chinese government development plan. 
 
There were several parameters for which we could not find a source. To set these parameters 
we referred to data for the Japanese city of Fukuoka in place of Shanghai, as the two cities 
have similar latitudes and climates. 
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2.1.3. Scenarios 
In this study, two scenarios are examined: one for residential measures and another for 
electrical measures. In the residential scenario, we recommend behavioral changes 
and equipment improvements as global warming countermeasures, having taken into account 
the social conditions and citizens’ lifestyles in China. All the measures are listed in Table 1.  
 
Table 1. Residential measures. 

Scenario Measure Implementation rate 
(by 2050) 

Behavioral 
changes 

1. Regulation of room air temperature 
(Heating: STD -2 °C; Cooling: STD 
+1 °C) 

Implemented by 50% of all 
households 

2. Regulation of space heating and 
cooling operation time (STD×0.75) 

3. Reduction of hot water supply 
temperature (STD +1 °C) 

4. Reduction of hot water use 
5. Using cold water during summer 
6. Unplugging electrical equipment when 

not in use 
7. Only washing clothes when there is a 

large load 
8. Washing clothes using shorter cycles 
9. Closing the lid of warm-water 

cleaning toilet seats 
10. Adjusting the temperature setting of 

warm-water cleaning toilet seats 

Equipment 
improvement 

1. Old air conditioners replaced by 
energy-efficient models 

Increase of COP: Heating 
from 3.0 to 8.0; Cooling from 
4.0 to 8.0  

2. Enhancement of thermal insulation 
level  

All houses meet new standard  

3. Water heaters replaced by heat pumps  Increase of COP: 3.0 → 6.0 
4. Use of water-saving shower heads Implemented by 50% of all 

households 
5. Kerosene water heaters replaced by 

heat pump models  
Electrification rate increases 
2.5% every 5 years 

6. Replacement of incandescent bulbs 
with compact fluorescent lamps  

Implemented by 50% of all 
households 

7. Accelerating the adoption of eco-
appliances  

Reduction of power 
consumption: 70% reduction 
of refrigerators, 75% 
reduction of TVs (compared 
to 2005)  

 
As for electrical measures, the electric utilities made contributions to global warming 
mitigation. The CO2 intensity of electricity in Shanghai was 1.027 kg-CO2/kWh in 1990, 
which we use as the baseline figure (100%). The NDRC scenario was based on da ta from 
the National Development and Reform Commission (NDRC) of China. According to NDRC, 
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the emissions rate will decrease to 80% of the baseline amount by 2030. The METI scenario 
was proposed by the Ministry of Economy, Trade and Industry (METI) of Japan. In the METI 
scenario, the reduction rate of the CO2 intensity of electricity will be even larger, to 40% of 
the baseline amount by 2050. 
 
2.2. Commercial Projections 
2.2.1. Summary of the macro-model 
Figure 2 shows the estimated flow chart of the macro-model applied to the commercial sector. 
Total energy consumption was divided into two parts: air conditioning and other electrical 
appliances. Air conditioning includes cooling and heating; other electrical appliances include 
lighting, computers, and other heating devices. The macro-model is a simulation model that 
estimates changes in energy consumption according to building type (retail space and hotels, 
office buildings, warehouses, education facilities, hospitals, and personal services facilities 
and others) and application (air conditioning, lighting, computing, and others) over a 5-year 
period. 

 

Fig. 2. Flow chart of the commercial sector model. 

The commercial model is also a bottom-up engineering model that estimates energy 
consumption similarly to the residential model. Hence, we analyzed the connection between 
GDP and penetration rates of electrical appliances in the past 10 years to project penetration 
rates though 2050. 

2.2.2. Model parameters 
Because this is prediction research, every parameter was set through 2050. The data for 2000 
and 2005 were primarily from the Shanghai Yearbook. Parameters for future years were based 
on relevant literature and the author’s assumptions.  
 
For the GDP projection, we referred to research results from the Department of Foreign 
Affairs and Trade (Wu, 1997) that suggested Chinese GDP will continue growing sharply and 
overtake the GDP of the United States by 2020. We then looked at the historical growth 
patterns of another Asian country, namely, Japan. Japan has also been through a period of 
high growth and development, starting with the “Golden Sixties” and ending with the “Lost 
Decade.” After this period, growth became stable and the trend line became flat. China is now 
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going through a period of high growth. On the basis of the two perspectives above, we 
assumed that this unusually high growth in China will last until 2030, at which time it will 
start slowing down. The GDP of Shanghai’s service sector was projected through 2050 using 
this same trend line, as shown in Fig. 3 (left). Using a similar approach, we also projected the 
labor force and gross floor space for the next 40 years. For the labor force projection, we 
referred to the population projection by the Shanghai Municipal Population and Family 
Planning Commission (SMPC) and calculated labor force as a share of the overall population. 
For gross floor area, we analyzed the growth pattern over the past 10 years (Xing, 2010) and 
projected future gross floor area through 2050, as shown in Figure 3 (right). 
 

 

Fig. 3. Projected GDP (left) and floor space (right) through 2050. 

Table 2. Commercial measures. 

Electrical 
application BaU 

Energy saving scenarios 

Behavioral changes Equipment 
improvement 

Air 
conditioning 

Heating 18 °C, 
cooling 26 °C 

Heating 17 °C, cooling 27 °C 
COP: 3.54 → 8.0 

COP: 3.54 Operational time × 0.75 

Lighting 
Lighting is used 
all day 

Turn off the lights when away Adoption of LED 
lighting 

Computer PC enters sleep 
mode after work 

Shut down PC after work Adoption of ECO-
PC 

Other heating 
devices 

Waste of standby 
power 

Unplugging electrical 
equipment when not in use 

None 

COP: Coefficient of Performance 
 
2.2.3. Scenarios 
Two projection scenarios for the commercial sector were also examined: one for commercial 
measures and another for electrical measures. As for the residential sector, we recommend 
behavioral changes and equipment improvements as global warming countermeasures for the 
commercial sector. Table 3 shows the operating power settings for electrical applications by 
building type under different energy use scenarios. In the Global Energy Assessment (GEA) 
electrical scenario, the CO2 intensity of electricity will decrease to 10% of the baseline 
amount by 2050. 
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Table 3. Operational power settings by application and building type 
 Air condition (COP) Lighting (W/m2) 

 BaU 
Energy 
saving 

BaU Energy saving 

 
(DAIKIN, 

ZEAS 
2000) 

(METI) (GB50189) (Hitachi Lighting) 

Retail and hotel 

3,54 6,00 

16,00 1,60 
Office building 15,00 1,50 
Warehouse 5,00 0,50 
Education 15,00 1,50 
Hospital 15,00 1,50 
Personal services 
& others 

12,00 1,20 

 
Computer  
(W/hour) 

Other heating devices 
(W/hour) 

 BaU Energy saving BaU 
 (NEC standard) (NEC eco model) (GB50189) (LBNL) 
 In use Sleep In use Sleep In use Standby 
Retail and hotel 

300 30 240 24 

15,00 

0,98 

Office building 20,00 
Warehouse 5,00 
Education 20,00 
Hospital 20,00 
Personal services 
& others 

12,00 

METI: Ministry of Economy, Trade and Industry, Japan; GB50189: Design Standard for Energy Efficiency of 
Public Buildings, China Construction Division, July 2005; LBNL: Lawrence Berkeley National Laboratory 
 
3. Results 

We first compared the estimation results with government statistics to verify the reliability of 
the macro-model (Fig. 4). In the years 1990, 2000, and 2005, total annual energy consumption 
estimated by the macro-model was very close to the government’s statistics, suggesting that 
this model is reliable. 
 

  
Fig. 4. Macro-model estimates and official statistics for the residential sector (left) and the 
commercial sector (right). 
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3.1. CO2 Emission Reduction of Residential Buildings  
The BaU scenario showed a 2.7 fold increase in CO2 emissions above the 1990 level by 2050.  
Under the scenario where residential measures are adopted, behavioral changes caused a 6% 
reduction in CO2 emissions by 2050 c ompared with BaU. Equipment improvements 
contributed an additional 18% reduction, which increased the total benefit of residential 
measures to 24% below the BaU scenario for 2050. When we combined residential measures 
with the NDRC scenario, the total emissions reductions reached 40%. Residential measures 
combined with the METI scenario reduced emissions by 65%. Figure 5 (top) shows the 
projected CO2 emission reductions for the residential sector by electrical application. 
 

 

 

Fig. 5. Projected CO2 emissions for residential buildings (top) and commercial buildings (bottom). BC: 
Behavioral Changes; EI: Equipment Improvement; NDRC: National Development and Reform Commission of 
China; METI: Ministry of Economy, Trade and Industry of Japan; GEA: Global Energy Assessment, High case, 
CPA, WiP 0.5.1 
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3.2. CO2 Emission Reduction of Commercial Buildings  
Similar to the residential sector, the BaU scenario saw a 3.43 fold increase in CO2 emissions 
by 2050 f or the commercial sector above the 2000 level. The CO2 emission estimates for 
commercial buildings were projected by building type and electrical application. Figure 5 
(bottom) shows the results for commercial buildings by building type.  
 
Under the scenario where commercial measures are implemented, behavioral changes caused 
a 50% reduction of CO2 emissions compared with the BaU scenario by 2050. Equipment 
improvements contributed an additional 30% reduction, which increased the total benefit of 
residential measures to 80%. When we combined commercial measures with the NDRC 
scenario, total emissions reductions reached 83%. Commercial measures with the GEA 
scenario reduced emissions by 99%, which means near-zero contributions of CO2 emissions 
from commercial buildings. 
 
4. Discussion and Conclusions  

In this study, we developed a model to predict the CO2 emission reduction potentials by 2050 
for diverse climates and policy scenarios. For energy savings in commercial buildings, we 
found that behavioral changes appear to be more efficient than equipment improvement. This 
finding will likely be appreciated in a developing country like China, since there is a limited 
budget for large-scale replacement of equipment.  
 
In general, the projections in this research are theoretical. There is no evidence showing that 
all the suggested energy saving actions could be fully implemented as described in the 
scenarios projected. However, we hope the results of this research will help decision makers 
when they look for solutions to achieve CO2 emission reduction goals in the future.  
 
For the model parameters, we generally relied on the literature and official statistics. In future 
research, we will schedule local surveys and field measurements in Shanghai. These efforts 
are expected to improve the accuracy and reliability of the projection model.  
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Abstract: The Brazilian government aims at providing complete electricity coverage for all citizens as a means 
to achieve development and reduce poverty. More than 2 million people living in the Amazon have benefited 
from the rural electrification program Luz Para Todos (LPT – Light for all), mainly through a grid-extension 
approach. Yet, there is general agreement on the need for an off-grid scheme in order to supply isolated areas. 
How can the actual institutional framework support the process of supplying electricity to these communities so 
that the trend of improving electricity access and quality of life continues? We aim at exploring the existing 
institutional dimension connected to LPT and identifying potential forms of organization for decentralized 
solutions in the Amazon region. Our analysis is based on current energy policy in Brazil, existing institutional 
framework, achievements of LPT and potentialities of the isolated areas in terms of resources. Our conclusions 
draw attention to potential approaches for the next step within LPT context. We argue that the off-grid approach 
must be based on the uniqueness of the isolated areas in the Amazon. We emphasize the relevance of renewable 
energy sources in the process of supplying electricity and securing inclusion of isolated areas in universal access. 
 
Keywords: Rural electrification, off-grid solutions, renewable energy 

In Brazil, significant governmental efforts have been put in place to enhance electricity access 
in rural areas since the 1990s. The last of these initiatives is called Luz para Todos (LPT –
Light for all). It was launched in 2003 and has so far benefited about 11 million people, two 
of which live in the Amazon region. In general, grid-based systems have been used for the 
purpose of providing electricity to new users in Brazil, and the interconnected national grid 
supplies the majority of the population. Hydropower has been the most important energy 
source for electrification in the country. Despite its continental dimensions, Brazil has been 
successful in its program for electricity provision and has achieved about 88% of electricity 
access in rural areas. This makes Brazil the leader of universal electricity access in Latin 
America [1]. Traditionally, the availability of huge hydro resources and the search for 
economies of scale for power generation has promoted the development of a centralized 
electricity system. The fact that the government has allocated exclusive service territories for 
concessionaires has further promoted this centralized system [2]. Also the results obtained 
through the recent development of LPT are in line with the centralized approach, and mainly 
associated with grid extension for electricity provision. These results have not benefited yet 
an important group of people living in the Amazon region. 
 
The Amazon region is assimilated hereby to the North region, as per defined in the macro-
region division of Brazil. This has been usual practice in studies on the Brazilian Amazon. 
The Amazon region is the home of nearly 14 million people. and covers about 4 million km2. 
This implies a population density of less than 4 inhabitants/km2. The region is also 
characterized by a very sensitive eco-system. Extending the grid in this area is neither realistic 
because of the local topography and natural conditions, nor cost-effective because high 
investments would be required to benefit a few citizens with low income and consumption 
rates. Within this context, the target remaining in the Amazon is to provide electricity access 
to one million people who are still not connected [3]. Current challenges in terms of energy 
access are related to the exhaustion of the grid-extension model and mainly associated with 
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the provision of services in isolated areas where grid extension is not economically viable. 
Though a very small percentage of the Brazilian population, the dispersed inhabitants of the 
Amazon serve the important role of guaranteeing the sustainability of this rich and very 
sensitive eco-system. Poverty exposure can jeopardize their task. Thus reaching this 
population in their local environment is important. But here, a different scheme is required, 
based on decentralized systems and the exploration of renewable energy resources. The 
decentralized approach is characterized by the generation of power in a location closer to the 
final users, focusing essentially on meeting local energy needs. But, how to organize the 
electricity delivery institutionally, and guarantee its technical, economic and environmental 
sustainability?. There is a well-structured institutional framework which has proved effective 
for the purpose of improving energy access in Brazil. This institutional framework has 
successfully provided electricity access to 11 million people throughout the country in a short 
period of time [3]. However, these results have been achieved through grid extension. The 
government has recognized the need for developing an off-grid approach in order to provide 
electricity to the dispersed rural communities living in the Amazon region. Nevertheless, there 
is a gap between the institutional arrangements in place, which are focused on a model of 
centralized electricity provision, and the institutional capacity required to develop an off-grid, 
decentralized model of electrification. This gap needs to be overcome if universalization is to 
be achieved in the Amazon region [4].  
 

 
Fig. 1.  Bridging the institutional gap for universalization in the Amazon region. 
 
This paper explores the institutional characteristics of LPT and identifies improvements 
needed for the purpose of implementing decentralized solutions in the Amazon region. Our 
study has evolved around the analysis of three pillars of the electrification models applied 
based on grid-extension and off-grid approaches: (i) the resource availability; (ii) the 
technology applied and (iii) the institutional framework created to support the efforts (See 
Figure 1). How can the actual institutional framework support the process of supplying 
electricity to isolated communities so that the trend in improving electricity access and quality 
of life continues? The three pillars are crucial for the purpose of achieving human 
development. (see Figure 1). They are analyzed for both grid extension and off-grid 
approaches in the Amazon region. The isolated systems in the Amazon consider those 
electricity systems that are not connected to the national interconnected system. Though not 
interconnected, the majority of these systems have followed a centralized model that 
replicates, at a smaller scale, the national scheme. Electricity is provided through different 
approaches: (i) sub-grids that provide the main capital cities and nearby villages, also called 
Capital Isolated Systems and being developed through a grid-extension approach; (ii) mini-
grids that provide electricity to small and remote villages and (iii) stand alone systems. The 
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extension of the sub-grids corresponds, for the purpose of this paper, to a grid-extension 
approach. On the other hand, the off-grid approach is related to minigrids and stand alone 
systems. 
 
1. Pillar 1. The Amazon region: the potential of available resources 

In face of the unfeasibility of extending the national interconnected grid, smaller but also 
centralized power plants were installed in order to provide electricity to the main cities in the 
Amazon. The grid extension approach has relied mainly on fossil resources and today about 
60% of the installed power generation in the Amazon is based on diesel power plants. At a 
lower scale (less than 1 MW capacity per unit), suitable for off-grid applications, about 80% 
of the generated power is produced using diesel. The remaining 20% is produced using hydro 
resources [14]. Thus, while offering an opportunity to provide energy access without 
significantly impact the environment in the Amazon region, renewable sources have not been 
explored enough. In terms of hydro resources, the Amazon basin shows the largest potential 
for electricity generation in the whole country, corresponding to about 106 GW, that is, 42 % 
of the national potential [5]. But a nominal potential of about 1,7 GW has been quantified as 
appropriated for using small, off-grid hydro power plants [4]. According to the National 
Electricity Agency –ANEEL, 15 small hydropower plants are already installed. This implies a 
total installed capacity of just 12 MW in the region and illustrates the magnitude of the 
unexplored potential [14]. A number of opportunities connected to biomass resources have 
also been identified and actually implemented. For example, floating residual wood being 
carried by the rivers is already being collected in order to avoid danger for navigation. It 
might be used for power generation [15]. The possibility of using vegetable oils either in 
natura or processed as biodiesel has also been studied and applied at the level of pilot projects 
[6]. Though seven biomass-based power plants with an installed capacity of about 72 MW are 
in place in the region, just two of them have an installed capacity of less than 1 MW [7] A 
wide variety of native species are yet to be explored. Regarding solar radiation, the potential 
for every location is not well known yet due to the extension of the area and the difficulties in 
terms of accessibility. However, there is evidence of an average radiation of 5.5 kWh/m2. This 
potential has low inter-seasonal variability, which makes it suitable for the purpose of 
implementing hybrid systems [10]. Finally, wind resource is found mainly in the coastal area 
and in Roraima, close to the border between Brazil and Venezuela. The average annual wind 
speed there is higher than 5m/s, suitable for the installation of small scale wind turbines with 
capacity at the order of 100kW [4].  
 
To summarize, the grid extension and the off-grid approaches in the Amazon have relied on 
fossil fuels. Given the sensitiveness of the eco-system in the Amazon, widely available 
renewable energy sources offer an opportunity for fulfilling universalization goals that is still 
to be explored. 
 
2. Pillar 2: technologies to provide electricity in the Amazon 

The traditional grid-extension is not self-sustainable and does not promote sustainable 
development [10]. Some estimation exist that reveal the need for an additional installed 
capacity of between 456 MW and 1 GW for the purpose of attending isolated systems [11, 
12]. Unlike the majority of the national inhabitants, most of the Amazon population is today 
supplied through the Isolated Systems. They are characterized by (i) the predominance of 
diesel-driven power plants; (ii) consumers that are highly dispersed; (iii) the inexistence of 
economies of scale and; (iv) significant difficulties of logistics for fuel supply in the region 
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Thermal and hydropower plants have been the main technologies used for both, the grid 
extension and the off-grid approach in the Amazon. The most significant difference between 
them is the scale. Since the grid-connected power plants supply the main cities and nearby 
villages, they usually have a capacity higher than 1 MW. On the other hand, the off-grid 
options, that is, mini-grids and stand alone systems, are related to power plants with a smaller 
capacity. The number of installed diesel-based power plants with a capacity inferior to 1 MW 
is more than ten times that of small scale hydro power plants (Figure 2). Regarding stand 
alone systems, diesel-based systems with capacities ranging from 10 to 66 kW are the most 
common. In most of the cases, communities are responsible for the installation and operation 
of these power plants. Some estimation exists that reveal the presence of about 3000 small-
scale diesel driven power generators just in the Amazonas state. Unfortunately, these power 
plants are not registered in the official records [11, 12]. 
 

 
Fig. 2.  Installed capacity and number of thermal and hydropower units in the Amazon  
(Less than 30 MW of installed capacity per unit). Source: [11] 
 
Renewable technologies have in many cases proved cheaper and more appropriate than 
national grid extension when used in rural electrification [4, 13, 15, 21]. However, except for 
small hydro power plants, they are not used in the Amazon. The official records register just 
one photovoltaic system of 20 kW [14]. Biodiesel-based power generation has already shown 
its feasibility in stationary engines and gains importance in face of the vast biomass resources 
[6]. Photovoltaic technologies are suitable for lower demands than small hydro or biomass 
technologies. They have proved effective to provide services such as lighting and clean 
drinking water. On the other hand, wind energy technologies offer a good cost-competitive 
opportunity, in some cases with prices below those of PV, particularly effective for hybrid 
systems (PV-diesel) [10]. In any case, the simplicity, reliability, robustness, environmental 
aspects and low costs of operation and maintenance are key factors for the selection of the 
proper technology or mix of technologies (in the case of hybrid systems) to be implemented 
in a specific location. 
 
3. Pillar 3: The existing institutional framework  

LPT has obtained remarkable results in terms of poverty alleviation and human development, 
measured through the Human Development Index (HDI). These results have been achieved 
through a significant mobilization of political will and a precise definition of policies to 
promote full coverage [3] Resource availability, proven and mature technologies for 
electricity provision and a proper institutional framework have forged the success of LPT 
under a grid extension model. Isolated areas too have plenty of renewable energy sources that 
can be explored for electricity generation such as solar power and biomass. But the challenges 
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here are different to harness the resources and provide the technology at the local level. Can 
the achievements of the grid extension approach serve as the foundation for developing a 
decentralized approach?. If so, how can the institutional gap be covered so that the goal of 
universalization can be reached?. 
 
LPT is a national program reflecting a national goal. It has created an institutional structure in 
which the roles of diverse players are specified at regional and local levels. Along this 
institutional line of action, responsibilities are attributed to organizations at the various levels, 
and activities are defined from planning to monitoring. At national level, a National 
Commission of Universalization (NCU) is in charge of defining the policies that lead to full 
coverage in the country and use electricity access as a driver for development. The multi-
sectorial support of the policies, as per exemplified by the participation of as many as 13 
ministries, together with the operationalization of the policies guaranteed by the regulator 
(The National Energy Agency -ANEEL), and the financial support of Brazil’s major 
development bank are noteworthy. The National Management Committee (NMC) acts 
transversally, coordinating, supervising and monitoring the actions of the programme 
throughout the country. The coordination role is in the hands of the Ministry of Mines and 
Energy (MME). Eletrobras, a federal company controlled by the Brazilian government, is 
responsible for the Operational Secretariat and administers the financial resources provided 
by the corresponding sectorial funds At the regional level, the Territorial Committee 
accompanied by the State Management Committee (SMC) identifies and prioritizes electricity 
demand. The SMC receives and analyzes the demand requirements that are provided by the 
communities. At the local level, the concessionaires, together with the civil society act in the 
implementation of the program through specific projects. They work in close cooperation for 
the purpose of identifying actual energy needs. [8] .The monitoring activities have received 
particular attention and institutions at three levels have been designated to develop them. 
Eletrobras and ANEEL are in charge of watching over the statement of commitment signed 
between the Federal Government, states and implementing agents 
 
Table 1 shows the main competences of the existing institutions involved in the development 
of LPT. Whilst this matrix does not show the entire spectrum of competences in every 
institution, it does give a good illustration of the main capabilities that serve the LPT at three 
different levels, national, regional and local, with the purpose of accomplishing 100% 
electricity coverage in the country. It also shows the preponderant role of the concessionaires 
at the local level, as they are the only ones directly involved in the implementation activities. 
This is the result of the regulation considering exclusive service territories for 
concessionaires. It also emphasizes a strong connection between existing technologies and 
implementing agents. In other words, concessionaires’ expertise has grown based on the 
implementation of hydro and diesel-based power plants. In the search for universal access and 
based on the existing interconnected electricity system, Brazil has built a well structured rural 
electricity policy that is anchored at national, regional and local levels. However, the 
traditional and strongly grid-oriented approach has reached physical and economic limits in 
the Brazilian Amazon. It cannot be further developed. In terms of institutions, this approach 
has enhanced a concession model that is in its nature exclusive and creates difficulties for new 
stakeholders to come into the system. There is a need for a new approach focused on the 
demand-side and a decentralized approach, requiring different technologies and a different 
institutional framework. How will that be delivered? 
 
In the process of providing universal access, the government has recognized the need for 
these new players and has taken action, creating some possibilities for them to be active. The 
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government has started the process to close the existing gap and the law has allowed the 
participation of new players within the existing concessions, where the concessionaires are 
not able to fulfill universalization targets. These possibilities are restricted where exclusivity 
contracts have been signed and further action from the government is limited by this fact. Yet, 
it is also possible for the concessionaires to establish commercial agreements with technology 
providers [2]. 
 
Table 1. Main competence of the institutions connected to LPT. 
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National National Commission of 
Universalization NCU) 

x        

National Agency of Electricity (ANEEL)  x       
Ministry of Mines and Energy   x      
National Management Committee    x    x 
Eletrobras      X  x 

Regional Regional Coordinators   x  x   x 
State Management Committee        x 

Local Implementing Agents (concessionaires)       x  
Prepared by authors based on [8, 9]  
 
4. Bridging the gap. Discussion and conclusions 

The need for an off-grid approach has been generally recognized. Yet, the institutional 
framework for promoting the electricity access has not been modified or complemented for 
the purpose of appreciating the peculiarities of the isolated communities in the Amazon [9]. 
The Amazon is rich in renewable energy sources and various technologies can be applied for 
the purpose of providing electricity to isolated communities. These technologies have been 
identified by the government as critical for the purpose of reaching universalization [1, 18, 
19].but the concessionaires do not have knowledge related to their installation and operation. 
This means that knowledge on a wide range of technologies could be better adjusted to the 
off-grid needs. The question is then if this implies the need for new agents for 
implementation, operation, maintenance and monitoring of the new off-grid systems. In this 
context, technology providers, community organizations and academic institutions, 
knowledgeable on specific renewable technologies, could add to the capacity that has been 
built by concessionaires in terms of management and operation of small scale thermal and 
hydropower plants. However, their action is limited by the existence of long-term contracts 
that give exclusivity to concessionaires. 
 
Nevertheless, the concessionaires do have valuable information on the location and energy 
consumption trends in some of the isolated areas where they have been active and have 
worked in cooperation with local communities. This communication channels have been 
opened thanks to LPT. Local organizations, closer to the isolated communities, could then be 
responsible for some of the activities that today are in the hands of the concessionaires and 
that imply costly operation, maintenance and after-installation activities, due to the fact that 
concessionaires are located far away from the final users. 
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Thus, in order to reach universalization, the involvement of the concessionaires needs to be 
complemented with actions from other agents that can provide their expertise. An opportunity 
for existing institutions and new agents emerges for the purpose of providing electricity to the 
isolated areas. Actions from these new agents integrated with those from existing stakeholders 
could enhance the development of the required off-grid approach. Clear responsibilities for 
both private and public stakeholders are required to generate, distribute and supply electricity 
to rural inhabitants under a decentralized approach. Now, the need for a clear set of rules for 
new comers arises. It also does for concessionaires in connection to their new role. They 
could work at local level in cooperation with organizations with knowledge on the required 
new approaches and technologies. Technology providers, international entities and 
universities are examples of this type of organizations. The fact that communities are isolated 
and usually located far from the concessionaires raises the need for the participation of 
community organizations that are closer to the communities and can communicate with them 
easily. Such is the case of NGOs or cooperatives that have not been very active due to the 
existing centralized approach. Further, due to the size of the off-grid systems, management 
and operational skills requirements are less strict than those required to operate and manage 
centralized facilities. This could encourage the participation of local communities using local 
skills to operate the off-grid systems. 
 
The design and implementation of the required institutional framework is complex due to the 
intervention of diverse public and private actors such as electricity companies, final users, 
funding, controlling and regulating institutions, national and local governments among others. 
Each of these agents has particular goals and creates the need for a clear set of rules to act. In 
this sense, actions from the government are crucial. There is no unique solution rather a 
combination of solutions that can be adopted. There are strengths that can support the process 
of universalization if properly complemented with the action of existing agents and new 
comers to be considered within the framework of LPT. Yet, clear rules are needed in order to 
build an enabling framework that brings together potential institutions and stakeholders when 
it comes to off-grid electrification of isolated villages. The governmental commitment exists 
and the recognition of the role that electricity access can play in addressing and achieving 
development goals is already in place. Now, the time has come for leading the establishment 
of a clear set of rules that facilitate action from the required agents and can support the 
development of a new and urgently needed approach. 
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Abstract: Nowadays, the global energy generation system relies mostly on fossil fuels. However, their foreseen 
depletion for the forthcoming decades puts at risk the current schema and suggests a gradual transition to a more 
self sustainable system. Consequently, the European Union (EU) committed in March 2007 to set a binding 
target for 20% of the EU's total energy supply to come from renewables by 2020. In this work, we tackle the 
study of the renewables’ potential for electricity production in the province of Jaén (southern Spain), which has a 
pronounced unbalance between its inner electricity production and consumption. The potential of biomass from 
olive trees, solar photovoltaic (PV) and wind power has been analyzed using Geographical Information System 
tools. As a preliminary result, it has been proposed the installation of 5 biomass facilities, with an estimated 
production of 735 GWh per year, 10 PV facilities, with an estimated production of 534 GWh per year, and 50 
windmills, with an estimated production of 172 GWh per year. Overall, these three resources together would be 
able to increase the rate of produced to consumed electricity in the province from a 30% to a 77%. 
 
Keywords: renewable energies, electricity, distribution grid, regional development 

1. Introduction 

The foreseen depletion of fossil resources is forcing us to seek for new energy springs. 
However, the climate change issue claims for non-pollutant solutions that help in mitigating 
the global warming. Even more, due to the world’s economic development, it is expected that 
the worldwide demand for electricity will increase by 80% between 2006 and 2030 [1]. This 
global scenario makes unavoidable the transition to more and more renewable energy shares. 
 
Therefore, promotion of renewable energies will play a major role as it is also indicated by 
the European Union (EU) objectives by 2020. They set a binding target for 20% of the EU’s 
total energy supply to come from renewables by 2020 (6.5% in 2007). Furthermore, they set a 
firm target of cutting 20% of the EU’s greenhouse gases emissions by 2020 relative to 1990. 
Additionally, Europe has a marked dependence on outer energy imports (50%) provided its 
lack of own fossil resources. In Spain, particularly, the dependence is even higher, reaching 
the 85%. Hence, the national government has promoted in the last years the renewables 
through various ambitious national plans [2] which, additionally, pretend to accomplish with 
the EU’s commitments through, among other, a 30% target contribution of renewables for 
electricity production. 
 
The province of Jaén is situated in the southern part of the Iberian Peninsula (Fig. 1). It 
occupies an extension of roughly 13 500 km2 with a population totaling 669 000 inhabitants. 
Its economy is principally based on the olive oil industry. Actually, the olive oil production in 
Jaén is the 20% of the worldwide production and the 50% of the Spanish one.  Its territory is 
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divided in two different topographic regions: the south-eastern and the northern façades, 
which are traversed by mountainous systems, and the region in between, a well-flat area 
which houses the higher part of the Guadalquivir river basin. The highest peak is the Mágina 
Peak, in the southern façade, with 2 167 meters above sea level. 
 

 
Figure 1. Geographical location and topography of the province of Jaén. 

 
As the rest of Europe and Spain, Jaén has a high dependence on fossil fuels. As far as electric 
energy concerns, the region has a negative balance in production/consumption. Particularly, in 
2008 the actual inner production of electricity was only about 940 GWh, against a 
consumption of about 3 080 GWh in this same period [3]. This situation strongly contrasts 
with the rest of Spain, where the electricity production/consumption is well-balanced. 
Particularly, in 2008, total production and consumption were about 296 000 and 275 000 
GWh, respectively [3].   
 
In order to correct this unbalance in the province, fossil fuels should not be a choice. Instead, 
local renewable resources are a real alternative with huge potential still to be developed. 
However, in spite of the high potential, currently, about 84% of the electricity is produced in 
thermal plants, most of them, combined heat and power plants. Out of this 84%, only a small 
rate comes from biomass residuals. The rest of the electricity share is produced by hydro-
power stations (9%), solar photovoltaic (PV) (4%) and wind power (3%) [3]. 
 
Biomass is an important energy spring in the province, mainly, from agricultural residuals as 
prune wastes and olive stones, for instance. Currently, it represents around a 20% of the 
primary energy consumption, mainly for heating [4]. However, just the biomass from the 
olive prune is estimated to be about 3 tons per hectare and year [5]. Hence, the more than 
600 000 ha of olive crops in the province are a resource that deserves to be exploited. 
Additionally, the province also has a considerable potential from solar and wind resources. 
Particularly, Jaén is one of the sunniest regions in Spain, with more than 1 700 sunshine hours 
a year. The electric production from wind farms is also a feasible approach as it has been 
already demonstrated by some plants that operate in the region. 
 
In this work, we intend to tackle an estimation of the real potential for electricity production 
in the province of Jaén from local renewable resources: biomass, solar PV and wind power. It 
pretends to be a solid background to develop an optimum plan for a massive intervention in 
the electric grid that correct the current unbalance between electricity production and 
consumption based purely on renewable energies. We here propose a preliminary distribution 
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of the production plants based on multiple criteria as the resources distribution, availability of 
feed-in points in the grid or even distribution of the plants along the region. However, this 
initial distribution is still subject to modifications based on on-going tasks, as a deeper 
investigation of the current state of the local electric grid or environment and economic 
issues. 
 
2. Methodology 

Firstly, the different resources availability has been independently evaluated using a suitable 
approach in each case. Afterwards, they have been jointly analyzed by using geographical 
information systems (GIS) tools. With these tools, digital models with the spatial distribution 
of the resources have been created considering restrictive criteria as topographic features or 
soil type and use. These maps allow estimating the real potential for electricity production 
from renewable resources and a subsequent analysis based on environment, social and 
economic criteria; currently, an on-going task. 
 
2.1. Biomass potential from olive tree residuals 
This part of the study has involved two different stages: (i) the evaluation of the total amount 
of biomass residuals available from olive trees and, (ii) the evaluation of the electric 
performance that could be achieved. 
 
The first stage required an intensive use of GIS tools. Firstly, soil use maps of the province 
were used to isolate the olive crops in the region. Among them, only those areas with a terrain 
slope less than 20% were considered as useful for exploitation. The rationale behind is that 
terrains with higher slopes make difficult the use of agricultural machinery, thus considerably 
increasing the management and transport costs of the residuals. Once the total (useful) area of 
olive crops available for exploitation was determined (Scrops), the total amount of residuals 
(BR, biomass residuals in kg per year) was evaluated based on the biomass residuals 
production index (BRI) for olive trees. It indicates the biomass residuals availability per ha 
and per year. Therefore: 
 

.cropsBR S BRI= ×  (1) 

 
The value of the BRI parameter for olive trees was extracted from previous research works 
conducted by the Andalusian Energy Agency and the Agricultural Department of the 
Regional Government of Andalusia [6, 7]. Following the recommendations of these studies, 
two different BRI values were used for irrigated and dry lands. This terrain classification was 
conducted based also on the soil use maps of the region. 
 
In order to assess the potential electricity that can be generated from these biomass residuals, 
we were based in the operation data accumulated in some biomass plants that are already 
operating in the province and the rest of Spain. 
 
2.2. Photovoltaic potential 
The solar PV potential assessment also implied a two steps procedure: (i) the evaluation of the 
solar resource potential and, (ii) the electricity potential generation based on the resource 
availability. 
 
In order to evaluate the solar resource, the clear-sky solar radiation model of the European 
Solar Radiation Atlas (ESRA) was used in its version implemented in the GRASS GIS 
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platform [8]. The ESRA model has been profusely used in practical applications as the 
determination of solar radiation maps from satellite imagery [9] or the generation of databases 
from ground measurements as the PVGIS web platform. This model parameterizes the effect 
of the atmosphere based on the Linke turbidity coefficient (TL), which represents the number 
of Rayleigh atmospheres radiatively equivalent to the actual atmosphere. The Linke turbidity 
is a climatic and dimensionless parameter which has been traditionally calculated on a 
monthly basis from satellite and ground measurements. It is freely available in wide databases 
as the SODA dataset. 
 
The second step involved the assessment of the potential electricity produced from this solar 
resource. The evaluation was based on a traditional fixed PV system with panels inclined 30º 
degrees over the horizontal and permanently oriented to the south. This reference 
configuration is close to the optimal for the latitudes of the region, thus enabling us to 
estimate the real PV potential. The recovered energy, EPV, was estimated considering the 
practical rule that installation of 1 MWp requires approximately a parcel of 2 ha. Therefore: 
 

1
,

2
p

PV R
p

MWGE P
G ha

=  (2) 

 
where G is the total irradiance that strikes the PV panel, Gp=1000 Wm-2 and PR is the 
performance ratio, which accounts for the different system losses. Based on our own 
experience, we took PR = 75%. 
 
The use of this methodology presents various advantages. On the one hand, as the model is 
integrated within a GIS, it is able to account for the topographic shading effect of surrounding 
terrain elevations. On the other hand, it allows us to calculate the solar radiation components 
with a high temporal resolution (in this case, every 12 minutes) which is essential to evaluate 
the total solar radiation on the tilted plane of the PV panels. Nevertheless, note that the clear-
sky model is not accounting for the extinction caused by clouds. Thus, an evaluation of the 
model has been carried out based on long-term measurements of global solar radiation in the 
study region. 
 
2.3. Wind potential 
As in the former cases, the assessment has involved two steps: (i) the evaluation of the wind 
potential in the region and, (ii) the evaluation of the potential electricity that can be obtained 
from this resource. 
 
Wind is a highly fluctuating resource both in space and time. This makes very difficult its 
estimation over a wide region exclusively from ground measurements since it would be 
required too many experimental stations which, additionally, should also record the wind at 
different altitudes above surface (typically, from 20 to 80 meters). Overall, this approach is 
often prohibitive from the economic point of view. Therefore, nowadays, the use of numerical 
weather prediction models is a common practice. They are able to generate comprehensive 
long-term data bases of the state of the atmosphere at high spatio-temporal resolutions. To do 
it, they make a spatial and temporal disaggregation based on physical laws (known as 
dynamical downscaling) over the previously assimilated datasets from worldwide 
measurements of the atmosphere. 
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In this study, we have used the Weather Research and Forecast (WRF) model [10], one of the 
most profusely used models for regional weather studies. A simulation over the southern half 
of the Iberian Peninsula was conducted for the whole 2007, thus avoiding boundary effects 
over the province of Jaén. The output was saved every 9 km and every hour. In the vertical, 
which is very important for wind assessment, the atmosphere was described based on 27 
unevenly-distributed layers. A higher layers-density was set near the surface in order to 
achieve a better description of the turbulent transport processes that occur in these regions, 
which give rise to a high variability of the wind profile near the ground. Since most of the 
current windmills install their turbines at, roughly, 80 meters above surface, the output for 
wind speed from WRF was interpolated every hour at this vertical level. Afterwards, a 
refinement of the maps was carried out by spatial interpolation up to a grid spacing of 3 arc 
minutes (approximately, 5.4 km).  
 
Finally, the wind potential for electricity generation was based on the power curves of two 
standard commercially available windmills developed by Gamesa (http://www.gamesa.es). If 
the power curve, P(v), of the wind turbine is known, the potential energy generated, EW, can 
be easily calculated from the local wind speed distribution, ( )vΦ , as: 
 

( ) ( ) ,
c

s

v

W v
E v v dv= Φ Ρ∫  (3) 

 
where vs is the velocity at which the turbine starts to work and vc is the cut-off velocity, above 
which it is locked for safety. Usually, the performance and suitability of a windmill in a given 
placement is measured based on the number of equivalent hours, He, which represents the 
number of hours that the wind turbine must be working at maximum power, Pn, in order to 
produce the actual energy which is produced along a natural year. It is calculated as EW/Pn. 
 
3. Results 

Results will be presented separately for each resource: biomass, solar PV and wind power. 
 
3.1. Biomass energy 
The total area of olive crops in the province amounts to 680 000 ha and, up to 482 000 ha of 
them correspond to useful terrains for exploitation (terrain slope below 20%). The BRI values, 
given as a function of the terrain slope and for irrigated and non-irrigated lands, are shown in 
Table 1. 
 
Table 1. Biomass residuals production index for olive crops in tons per ha per year. 

Terrain Slope Dry crops Irrigated crops 
less than 10% 1.6 1.7 

greater than 10% 1.4 1.6 
greater than 20% excluded 

 
According to these values, the total potential volume of biomass residuals from olive crops 
was found to be about 720 000 tons per year. After revising the historical production records 
of some biomass power plants which are already operating in Spain, it was concluded that 
facilities with a power of 16 and 25 MW consume around 120 000 and 170 000 tons per year, 
respectively. Therefore, multiple number and size of facilities, as well as different distribution 
layouts, could be selected. In this case, using GIS techniques, three different schemes were 
evaluated considering multiple criteria as: volume of biomass residuals available in the 
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proximities of the plant, ease access to the facilities with heavy machinery, ease access to 
feed-in points in the grid or distance to cities. Particularly, the different layouts tested were: 
(i) 4 plants of 25 MW, (ii) 6 plants of 16 MW and (iii) 2 plants of 16 MW and 3 plants of 25 
MW. The latter probed to be the best one according to the criteria established. Table 2 shows 
the operating details for each plant and Fig. 2 shows their geographical distribution and 
influence area. 
 
Table 2. Installed power, biomass consumption and electricity production of the biomass power plants 
proposed in this study. 

Facility 
(nearest city) 

Installed Power 
(MW) 

Biomass consumption 
(tons/year) 

Production 
(GWh/year) 

Linares 25 167 411 187.5 
Vva. del Arzobispo 16 115 349 120.0 

Peal del Becerro 16 115 349 120.0 
Arjonilla 16 115 349 120.0 
Martos 25 167 411 187.5 
Total 98 680 867 735.0 

 
3.2. Solar PV energy 
The solar radiation potential was estimated using the ESRA’s clear-sky model, which does 
not account for the very important role of the clouds. In order to evaluate the validity of this 
approach, the clear-sky estimates were compared against a 5 years-length record of global 
solar radiation data registered at the experimental station of the University of Jaén. During 
spring and summer months, when the solar resource is higher, the difference between the 
measurements and the model keeps always below 1 kWhm-2. During the 5 years record, the 
experimental station registered an average daily value of 5.95 kWhm-2, while the 
corresponding simulated value was 5.50 kWhm-2. Interestingly, the simulated value is below 
the observed one. This seems to indicate that SODA database reported an excessively high 
value in the province over the whole year. Anyway, the annual error is below 8%. 
 

 
Figure 2. Proposed distribution of the biomass, PV and wind power plants. 
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The difference between the maximum and the minimum yearly sum of irradiance over the 
whole region is a 5%. This is attributable to the topographic spatial variability caused by the 
mountains. In the flat area over the Guadalquivir river basin, the solar resource is relatively 
homogeneous around 2 075 kWhm-2, which is equivalent to a PV generation of 78 kWhm-2. 
Extended over the whole province, the PV potential is more than 300 times higher than the 
annual consumption of electricity in the region. 
 
Based on these results, we propose the installation of 350 MWp spread over 10 PV facilities. 
Overall, these power plants would produce 534 GWh per year, occupying around 70 km2, the 
0.5% of the province’s extension. Again, GIS tools have been used to delimitate those areas 
useful for housing the power plants. Now, based on soil use and type, the next areas were 
excluded: urban, industrial, leisure and commercial areas, dumping sites and wet, irrigated 
and protected lands. Finally, the PV plants were distributed as shown in Fig. 2 based on the 
next criteria: (i) the plants must be close to suitable feed-in points, (ii) they must be evenly 
distributed over the electric grid and, (iii) complementary to the windmills sites proposed in 
the next section. 
 
3.3. Wind energy 
In average, according to the simulation with the WRF model, the areas with the highest wind 
speed at 80 meters above surface are the southern and eastern mountainous systems. This 
result shows the existence of a certain complementarity with the PV solar energy, which is 
more suitable in flat lands without topographic shading. The yearly average wind speed over 
the mountains ranges from 6.5 to 7.5 ms-1. In the flat areas around the river basin, the resource 
drops up to 4 ms-1. 
 
The amount of electricity that can be generated from this resource depends on the wind 
turbine which be used. We selected two commercially available standard windmills, the G80 
and the G87, developed by Gamesa, with the turbine placed at 80 meters above surface. Both 
windmills give a maximum (nominal) power of 2 MW. By using Eq. (3) we calculated the 
energy produced by each turbine over the whole province and, then, the number of equivalent 
hours. Overall, the G87 model fitted better the local wind resources. Particularly, all 
mountains in the province have more than 1500 equivalent hours and, the eastern façade, 
more than 2000 hours. 
 
Deployment of wind farms must accomplish a severe environmental normative. Actually, it is 
usual that several projects be rejected by the competent authority. Therefore, in this study, we 
based our proposal for the wind farms distribution on a previous work carried out by the 
provincial department of energy of Jaén [11] which describes a series of sites that already 
account with legal support for its suitability to house small wind farms. Overall, the 
installation of 50 windmills over 13 small wind farms is proposed (Fig. 2). All of them are 
placed along the south – south-eastern façades of the province, outside protected natural 
parks. The average number of equivalent hours is 1 702 and the estimated amount of 
electricity generated with these wind turbines is about 172 GWh. 
 
4. Discussion and conclusions 

Compared to Andalusia and the rest of Spain, the province of Jaén has a marked unbalance 
between its inner electricity production and consumption. Nevertheless, it has a promising 
potential to increase its production quota based solely on local renewable resources which, 
additionally, contribute to reduce pollutant emissions to the environment. On the one side, its 
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industry is mainly based on the olive oil, being the major worldwide producer. This industry 
generates a huge amount of wastes that can be used as fuel in biomass power plants. On the 
other side, the province also counts with large solar and wind resources. 
 
In this work, we have analyzed the potential for producing electricity from these three 
renewable sources. We have study a preliminary distribution of the production plants based 
on geographical and territory criteria. Hence, it is worth to note that this proposal does not 
aim to be the optimal energy mix in the region since we are not considering social and 
economic constraints, for instance. Overall, with this proposal, around 1 450 GWh could be 
produced every year. Consequently, the rate of produced to consumed electricity would 
increase from a 30% to a 77%. At the same time, the use of renewables instead of fossil-fuel-
based technologies, would avoid the emission of almost one million tons of CO2 to the 
atmosphere. 
 
Currently, the project has other on-going tasks aiming a deeper knowledge of the current state 
of the electric distribution grid to identify the improvements required to support this 
intervention, as well as the environmental, social and economic implications of the plan. First 
results seem to recommend a smooth implantation of the facilities along a decade and should 
end with a first proposal of optimal energy mix. 
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Abstract: In March 2007 Europe Union fixed strong environmental objectives for all its members, and for the 
2020 it will be required a reduction of 20% of energy consumption, a 20% quota of energy consumption 
obtained by renewables and a 20% reduction of greenhouse gases. The Piedmont Region administration lunched 
a roadmap either for the industrial side that for the civil one, but our Region has several territory scenario 
strongly linked with the geomorphology and many technical solutions can’t be used as a standard.  With this 
work our aim is to make a comparison of the most used renewables technology in our territory like biomass, 
hydroelectric and photovoltaic with a multi-criteria analysis. The paper shows the application of Analytic 
Network Process (ANP), a multi-criteria technique, according to complex network, in order to select the most 
sustainable solution for the different scenario. The models enable all the elements of the decision process to be 
considered, namely technological factors, environmental aspects, economic costs and social impacts, and to 
compare them to find the best alternative. All the data used in the model are taken from public sources and the 
required elaboration were self-made.  
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1. Introduction 

In the last years the Piedmont Region started to considered the energies from renewable 
sources as a priority in the new government energy policies. As a result a deep study was 
conducted based on economics and technological models, to realize a strategic energy 
document useful for the sectorial demand and supply, forecasts of the trends of input-output 
items, and a list of actions, collecting several measures voted to fulfill the main aims of the 
energy plan [1]. This plan is addressed to reach the main goal of a 20 – 20 – 20 scenery 
(energy saving, production from renewable sources, reduction of greenhouse emissions), 
according to the many constraints and factors. To fully comply these needs could be useful 
the adoption of a multicriteria approaches in the selection of the most appropriate actions 
among all the available alternatives. The selection of the alternative options derives from the 
goal set identified by the decision – maker, with regard to the technical, economic and 
environmental spheres. Different multicriteria methods have been developed during the last 
30 years for providing support to decision makers facing conflicting, or not so clear, decision 
situations. Recent literature surveys have shown that Multi-Criteria Decision Analysis has 
been used in energy planning [2,3], with some cases dealing with the comparative assessment 
of energy scenarios [4,5]. This paper presents a decision support approach, called Analytic 
Network Process [6], for energy planning application. The investigation takes place on a case 
study of different renewable energy technologies provision for local government in Italy, 
taking as its base the area of Piedmont, a region placed in the north-western part of the 
country. 

3460



2. Methodology 

2.1. The ANP 
The ANP model consists of control hierarchies, clusters and elements, as well as interrelations 
between elements [6,7]. The ANP allows interactions and counter-interactions  between 
clusters to be studied and supplies a network structure that is able to connect clusters and 
elements in any manner in order to obtain priority scales from the distribution of the influence 
between the elements and clusters. The ANP requires a network structure to represent the 
problem, as well as a pairwise comparison to establish the relationships within the structure. 
The analytical tools provided by the ANP are very useful to support the decision making 
process; nevertheless, it is always important to supply a great deal of information or many 
experts to the model in order to arrive at a better solution. The literature in the ANP field is 
quite recent and some publications can be  found in strategic policy planning [8], market and 
logistics [9], economics and finance [10] and in civil engineering [11], while research activity 
on territorial and environmental assessment is still poor [12,13,14,15]. From the 
methodological point of view, the model can be divided into several main stages as follow: 
Step I: Development of the structure of the decision-making process; Step II: Pairwise 
comparison; Step III: Supermatrix formation; Step IV: Final priorities.  
 

2.2. Case study  
2.2.1. Application of the Analitic Network Process to energy planning in Piedmont 
This work presents an application of the ANP for the selection of the most suitable 
technologies in a RET (renewable energy technologies) diffusion plan for the Piedmont 
Region [1]. A group of technologies of energy conversion has been chosen in order to asses 
environment, energy and economic effects, which are associated with their actual and future 
(2020) diffusion in Piedmont. This set has been further restricted to macro technologies 
oriented to renewable resource use. Table 1 shows the selected alternatives/actions. 
 

2.2.2. Definition of evaluation cluster 
Aside the cluster filled with the alternatives a diffusion process of an innovative technology 
needs the following requirements: a) consistence with the local energy demand predictions, 
required to confirm or reject the expectations of lasting development for the considered 
improvement; b) affinity with the local economic and technical condition, which derives on 
the local capacity of managing the innovation both at financial and technical levels; c) 
compatibility with the political, legislative and administrative situation; d) compatibility with 
the actual environmental and ecological constraints. Agreeing with the above considerations, 
13 criteria are identified and collected under 3 macro criteria as shown in Table 2. 
 

2.3. Description of the criteria for the analysis 
Regional scale objective of primary energy saving (A): It is an estimation of the amount of 
primary energy that a given action allows to save. This saving can be estimated by means of 
reduction of final energy consumptions, under the same operating conditions. This criteria is 
defined as the awaited annual saved energy in the potential scenario [1], which derives from 
fossil fuels, as ktep/year.  
Technical reliability, maturity (B): It is fundamental based on the state of the art of the 
applied technology. The judgment is expressed by means of a score included within the range 
[1,5]. A level order is applied, with increasing preference from 1 to 5, as follows: 1. 
Laboratory level; 2. Pilot plants, where the demonstrative goals is correlated to the 
experimental one, referring to the operating and technical conditions; 3. Improvements are 
still possible; 4. Theoretical limits of efficiency are near to be reached; 5. A very efficient 
technology. 
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Table 1. List of the selected actions to be diffused 

Number Energy source Technologies/actions 
Macro 

technologies 

1 Hydraulic energy 
Hydro plants in derivation schemes 

Hydro plants in existing water distribution 
network 

Hydro plants 

2 Biomass energy 

Electric power from solids biomass 
Electric power from liquids biomass 

Electric power from biogas 
Biofuels 

CHP plants fed by biogas 
CHP fed by solids biomass 
CHP fed by liquids biomass 

Biomass 

3 Solar energy 
PV roofs: grid connected system generating 

electric energy 
PV 

4 Solar energy 
Solar water heating for large demands at low 

levels of temperature 
Domestic solar water heaters 

Solar water 
heaters 

5 
Geothermal 

energy at low 
enthalpy 

GSHP, SGV, GWHP, plants that use lakes and 
drainage basin water to fed the circuit 

Geothermal 

6 Wind energy Wind turbines (grid connected) Wind turbines 
 

Number of installation and maintenance requirements with local technical know-how (C): It is 
a qualitative comparison between the complexity degree of the considered technology, and 
the capacity of local actors of assure an appropriate support. The following qualitative scale is 
used: 1. Inadequate technical background for installation and maintenance; 2. Moderate 
technical background for installation and maintenance; 3. Good technical background for 
installation and maintenance. 
 

Efficiency and predictability of performances (D): It is very important to know if exist a 
pattern of not continuous operational conditions. This situation is often strongly linked to the 
specific technology and does not indicate a factor of unreliability. Obviously when 
malfunctioning conveys toward condition of unpredictability, it could be a sign of weakness. 
The following scale of judgment is used for the evaluation: 1. Erratic and not constant 
operation; 2. Probable but not constant operation; 3. Probable and constant operation. 
 

Impact on the local employment (E): The estimation of potential labor, due to employment of  
RET, was not possible using literature data, mostly due to a lack of information at Italian 
regional and national levels. This value was obtained for every technology [1,5] as the 
difference between the awaited installed power at the minimal energy scenario and the 
potential one [1]. Where 1 is the lowest grade and 5 the highest. 
 
Regional economic incentives (F): Is the criteria that takes in consideration how much the 
generated electricity is paid with the economic incentives. It is a reference index expressed in 
€/MWh. 
 
Affinity with political, legislative and administrative situation (G): The national normative 
promotes several innovative strategies of energy saving and conversion. The different strength 
of these national incentives represents a judgmental element among different alternative 

3462



interventions. The examined criterion assesses the qualitative relevance of the above actors, 
and the policy of public information. The overall value judgment is expressed in the following 
way: 1. Lacking; 2. Middle; 3. High.  
 

Market opportunity (H): This criterion evaluates the market availability and the status in the 
penetration process of a given technology, materials and services associated with the 
considered action. The adopted scale is the following: 1. Market availability of the technology 
for more than 10 years; 2. Market availability of the technology for less than 10 years; 3. Start 
of market availability; 4. Pilot plants; 5. Not present on the market at least in an experimental 
stage. 
 
Scheduled lines of research (I): In the Regional energy plan every technology has several 
research fronts [1],this information is used to create a qualitative index [1-3] where 1 
represent the lowest grade of active research channels and 3 the highest. 
 
Sustainability reported to greenhouse pollutant emissions (L): The criteria is taken in 
consideration to measure the equivalent emission of CO2, which will be avoided by the 
examined action in the potential scenario at 2020. Therefore it is a reference index expressed 
in kt of  reduced CO2. 
 
Sustainability reported to greenhouse pollutant emissions (M): Pollutants taken in 
consideration are divided in the following categories: a) air emissions mainly due to 
combustion process; b) liquid wastes, which are associated mainly with secondary products; 
c) solid wastes, which are generated during the life cycle of actions. Category and volume of 
emissions, and costs associated with wastes treatment are considered. To obtain a synthetic 
index, the score is expressed through the following qualitative ranks: 1. Very high emissions, 
each category is relevant; 2. High emissions, at least two category are relevant; 3. Middle 
emissions, at least one category is relevant; low emissions, all the emissions category are 
insignificant or do not exist. 
 

Estate requirement (N): This is probably one of the most critical factors for the intervention 
site, especially when the human activities are relevant factors of environmental pressure. 
Some technologies requires strong demand of and this could determinate an economic losses, 
which are proportional to the specific value of site and the possible attendant alternative 
needs. For the large scale of proposed actions it is difficult to perform specific evaluation and 
a mean index is assessed as m2/kW of installed power. Local scale evaluations could describe 
better drawbacks or possible benefits, but this is not the scope of the present work. 
 

Sustainability reported to other environmental impacts (O): In this criteria are evaluated all 
the relevant impacts like landscape, acoustic emissions, electro-magnetic interference, bad 
smells and microclimatic change. The synthetic judgment is expressed through the following 
rank: 1. Very high intensity; 2. High intensity impacts; 3. Middle intensity impacts; 4. Low 
intensity impacts; 5. Not existing impacts. All the scores, obtained from the application of the 
criteria to each action, are grouped in the table below (Table 3). 
 

2.4. The network model 
This model consists of elements grouped into cluster. The elements of a cluster can be related 
to elements of another cluster or to elements of the same cluster (feedback). The alternatives 
form an additional cluster. 
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Table 2. Groups of criteria 

Technological criteria Economic and social criteria 
Environmental and energy 

criteria 

Regional scale objective of 
primary energy saving 

Impact on the local 
employment 

Sustainability reported to 
greenhouse pollutant 

emissions 
Technical reliability, 

Maturity 
Regional economic 

incentives 
Sustainability reported to 
other pollutant emissions 

Number of installation and 
maintenance requirements 
with local technical know-

how 

Affinity with political, 
legislative and 

administrative situation 
Estate requirement 

Efficiency  and 
predictability of 
performances 

Market opportunity 
Sustainability reported to 

other environmental impacts 

 Scheduled lines of research  
 
 

Table 3. Synthesis of evaluation of alternatives, according to the fixed criteria.  
Alternatives A B 

(1-5) 
C 

(1-5) 
D 

(1-3) 
E 

(1-4) 
F 

(€/MWh) 
G 

(1-3) 
H 

(1-5) 
I 

(1-3) 
L 

(kt) 
M 

(1-4) 
N 

(m2/KW) 
O 

(1-5) 
Hydro plants 272 5 5 2 2 220 3 1 1 844.7 4 -3.8 2 

Biomass -70.2 4 4 1 2 180-280 1 4 2 2089.8 2 -80.5 3 
PV 26.6 2 2 1 1 251-402 2 4 2 82.7 4 0.0 4 

Solar water 
heaters 

67.2 4 4 1 1  1 2 3 196 4 0.0 4 

Geothermal 30.5 3 3 2 4 200 1 5 1 53.6 4 0.0 5 
Wind 

turbines 
30.3 4 2 1 3 300 1 5 1 94.1 4 -10.0 3 
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2.4.1. Determination of the network.  
In ANP, numerical data can be represented graphically and thus show the influence pattern of 
the network. This step is essential for the further development of the process because if all the 
complexity of the real-world case study is to be transferred to the model, it is fundamental to 
accurately identify the influences of some elements upon others based. The risk is that if one 
influence is not identified, the model will not take it into account and some valuable 
information will be lost. The decision model was built with the help of the Super Decisions v 
2.0.8 software (www.superdecisions.com). Fig. 1 shows the relationships among the clusters. 

Fig. 1. ANP model scheme with inner and out dependencies. 
 

2.4.2. Determination of element and cluster priorities 
This stage includes all the steps of the ANP model. The first step consists of assigning 
priorities to related elements in order to build the unweighted supermatrix. For this end, each 
node is analyzed in terms of which other node have influence upon it; then the corresponding 
pairwise comparison matrices of each cluster are generated in order to obtain the 
corresponding eigenvectors. As in the case study different node from different clusters have 
influences on one cluster the unweighted matrix is nonstochastic by columns. All clusters that 
exert any kind of influence upon each group have to be prioritized using the corresponding 
cluster pairwise comparison matrices [16]. The value corresponding to the priority associated 
with a certain cluster weights the priorities of the elements of the cluster on which it acts (in 
the unweighted supermatrix), and thus the weighted supermatrix can be generated.  

3465



2.4.3. Calculation of the limit matrix and resulting prioritization. 
By raising the weighted supermatrix to successive powers the limit matrix is obtained. The 
results of the model are shown in Fig.2. 

 

 

 

 

 

 
 
 
Fig. 2. Final results where the Raw column gives the priorities from the limiting supermatrix, the 
Normals column shows the results normalized for each component  and the Ideals column shows the 
results obtained by dividing the values in either the normalized or limiting columns by the largest 
value in the column.   
 

2.4.4. Phase of evaluation of results 
Fig. 2 shows the results obtained with model of the study. The “best” alternative is the one 
with the “highest” score. The alternative selected by the model as the best options is the hydro 
plants technology, which is the action with the best behavior throughout the execution 
process, from project formulation to final score. The result shows the great complexity of the 
problem. In ANP the priorities are effected by the influences among clusters.  
 
3. Discussion 

It is clear that the results obtained from the model must be read in the correct way. Even if the 
model selected an action amongst the others it does not meaning that technology is always the 
preferred solution. Indeed the meteorology monitoring of the past few years has shown that 
precipitation in the Region are not so plentiful to allow a full energy production from the 
installed hydro plant. Nothing let us believe that this situation will change in the nearest 
future. So the second and the third actions could be very interesting in a planning situation, 
both biomass and solar water heaters are good potential technology. Biomass contains a big 
potential that could be express both in electricity and thermal power. At the same time solar 
water heating, even if a well know technology, could be implemented in more efficiency ways 
as the research in the optimization of thermal transformation  proceeds. 
 
4. Conclusions 

An ANP model is applied in order to asses groups of actions focused on the implementation 
of several RET innovative technologies voted to use energy renewable resources. The 
introduction of a multicriteria approach makes a decisional process more flexible and 
transparent. In this case study 13 evaluation criteria grouped in 3 cluster have been defined, in 
order to increase the flexible approach to the decision-making. From the obtained results is 
clear as the RET represent in all forms a strong response to the limits imposed for the 2020 
scenario.  
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Abstract: Today, sustainable cities/regions are playing an important role in sustainable development projects. 
The overall aim of the current paper is to demonstrate an Industrial Symbiosis development in the Händelö area 
of Norrköping city in the Östergötland county of Sweden. It is part of a research program called “Sustainable 
Norrköping” focusing on developing links between the industrial and the urban part of the city. As analysis of 
the current situation is important for understanding the future development, the paper tries to map the current 
industrial symbiosis links and symbiotic network to identify potentials exist. To achieve this, paper gives a 
general view of how this area has been developed, constructed, and grown. The next stage is devoted to an 
inventory of different actors, stakeholders, and companies, their processes and relationships in the form of 
energy, materials and by-products exchanges, flows and streams into and out of the Händelö area considering the 
Händelö/Norrköping as system boundaries. In addition, by describing different tools, elements and approaches of 
industrial symbiosis and considering and applying two main key tools as industrial inventories and input/output 
matching the paper also tries to show that whether the already industrial activities formed inside the Händelö fits 
for an industrial symbiosis development.  
 
Keywords: Sustainable Regions, Norrköping, Händelö Area, Industrial Symbiosis (IS) 

 
1. Introduction 

Eco-industrial and sustainable regional/industrial developments are terms that now a days 
researchers, regional planners and business developers are encountered with. During the 
recent years, a substantial amount of research works has been conducted through emerging 
field of industrial ecology and one of its major applicable parts, industrial symbiosis. Almost 
both fields’ aims are addressing sustainable development through systems at different levels 
and approaches. Hence, industrial symbiosis has been suggested as an efficient and applicable 
tool for sustainable regional/industrial development. Going back to historical view of 
industrial ecology, Erkman [1] proposed an analogy between industrial systems and natural 
ecosystems in which industrial systems and its processes are explained as mimicking the 
nature. The main elements of an industrial system are introduced as energy, materials, and 
information that flow inside the system. Chertow defined that industrial ecology preforms at 
three levels; “facility or firm”, “inter-firm”, and “regional/global” level. Moreover, as 
industrial symbiosis involves exchange cases amongst several firms, hence industrial 
symbiosis operates at “inter-firm” level. In a system perspective, by definitions, Chertow has 
defined key elements to IS as, “the keys to IS are collaboration and the synergistic 
possibilities offered by geographic proximity” and “Industrial symbiosis engages traditionally 
separate industries in a collective approach to competitive advantage involving physical 
exchange of materials, energy, water, and/or by-products” [2]. Ristola & Mirata enhanced the 
sustainability of localized industrial systems using industrial symbiosis. Moreover, regional 
scale of industrial symbiosis is currently applied worldwide as a tool with the aim of 
developing more sustainable regions [3]. In a Swedish case study of the Landskrona industrial 
symbiosis project, the industrial symbiosis networks and its contribution to regional 
environmental innovation has been investigated by Mirata & Emtairah [4]. 
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The present study is somehow intertwined with two current research projects at the division of 
environmental technology and management at Linköping University. From one side, it is part 
of a research program called “Sustainable Norrköping” which tries to study links between the 
industrial and urban part of the city. On the other side, it can be part of the Industrial Ecology 
Research Program (IERP), a research program developed in the framework of a 10-year 
funding agreement between TEKNISKA VERKEN (the energy corporation in Linköping) and 
Linköping University. IERP mainly focuses on regional Industrial Symbiosis development in 
Östergötland county of Sweden. It will show how and whether industrial symbiosis has the 
potential and capability to be an applicable tool towards regional sustainable development. 
Furthermore, it will practice how industrial symbiosis can contribute to a sustainable 
Östergötland development network. However, the Händelö area project is a real case as a sub-
local development that can be expanded to a local (Norrköping city) and regional 
(Östergötland county) development. Hence, the current paper tries to find how industrial 
symbiosis fits in industrial activities of Händelö area at city of Norrköping. In the next phase, 
we analyze material exchange types at a spatial/organizational scale of Industrial Symbiosis 
by the application of a geographic information system (GIS) tool. Moreover, concepts like 
contribution to a CO2-neutral eco-industrial park, moving toward maximize sharing of 
renewable energy resources will be also investigated in the next development stages of our 
research.  
  
2. Methodology  

The paper is being formulated based on the following approaches. First of all, a literature 
review with the subject of industrial ecology/industrial symbiosis projects and regional 
sustainable development has been performed, aiming at recognizing the main characteristics, 
challenges, and opportunities that other industrial symbiosis projects and regional 
development cases were encountered with. In the next stage, an inventory of the actors or an 
industrial inventory as one of the useful industrial symbiosis tools is introduced [2]. In this 
regard, an inventory of participating actors along with their processes is provided and 
analyzed. These types of information are mainly collected from interviews with key actors, 
field visits, and by setting up a technical meeting with responsible organizations involved in a 
regional project. Using a case study is another methodology used in this paper. As there are 
several actors in the city of Norrköping and the city consists of different parts and areas that 
have some technical, business and social relation with each other, the focus in this paper is 
mainly devoted to Händelö area and the energy cluster at Händelö as the nominated area for 
industrial symbiosis. 
 
3. Results 

3.1. Lessons learned from industrial symbiosis concepts and applications 
 

Being deeper in most of recent and current industrial symbiosis or eco-industrial park projects 
worldwide, it is evident that there are some key items, concepts, approaches, tools and 
elements which have been used, discussed, and applied during those projects. Amongst 
several industrial symbiosis projects world wide, the Kalundborg in Denmark was pioneer in 
experiencing an industrial symbiosis model to create an eco-industrial park [2]. In this regard, 
it is shown that the Kalundborg’s achievements not only energy, water, and waste exchanges, 
which have lead to better environmental and economic performances, but also social-human 
dimensions, equipment and information sharing were involved as well. On the basis of 
literature and projects experiencing in the field of industrial symbiosis [2,5], approaches, 
measures, key items, elements, applicable tools and definitions of different aspects of 
industrial symbiosis and industrial symbiosis projects have been found. With this knowledge 
in the first round of research can be identified whether an industrial area and the participants 
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in the symbiosis can be matched with industrial symbiosis or not. Those elements and key 
items are summarized below. 
 
3.1.1. Industrial Symbiosis tools 
Regarding industrial symbiosis tools, Chertow [5] has defined several useful tools in 
industrial symbiosis analysis like industrial inventories, input/output matching, stakeholder 
processes, and material budgeting. It is suggested that, as soon as an industrial area is 
considered of interest for industrial symbiosis, the first step through an industrial symbiosis 
analysis can start with an inventory of local actors and relevant organizations. In the same 
literature, input/output matching has been introduced as “key to symbioses” for links of 
companies. Three methods: written surveys, interviews and utilizing simulation softwares, are 
mentioned for data gathering and analysis. Another industrial symbiosis tool is defined as 
materials budgeting, in which the aim is to map the energy and material flows through an 
industrial system. As the tool can help to map the route of flows and stocks, it could be 
fundamental to an industrial symbiosis analysis. Moreover, it is defined that, “The material 
budgeting can be a basic building block of an industrial symbiosis analysis” [5].   
 
3.1.2. Elements of Industrial Symbiosis 
Items such as embedded energy and materials, life cycle perspective, cascading, loop closing, 
and tracking material flows have been introduced by Chertow as elements of industrial 
symbiosis [5]. Embedded energy and materials is an industrial symbiosis element which 
shows that the sum of materials and energy consumed to generate a new product is equal to 
the amount of embedded in that product. Hence, “reusing by-products” in industrial symbiosis 
links, maintains the embedded materials and energy for a longer time within the industrial 
systems. Environmental impacts which appear at every stage of product life cycles, 
considered as life cycle perspective. According to industrial symbiosis, life cycle perspective 
is used to evaluating symbiotic opportunities. When energy or water recourses are consumed 
many times in several different relevancies, cascading is appeared. Cascading has been 
defined as a prevalent policy for industrial symbiosis; hence the environmental advantages of 
cascading are several. A special type of cascading is loop closing, where it is considered more 
ring-shaped. The environmental and economic advantages of loop closing are alike to those in 
cascading. Tracking of energy, water and material flows has been defined as another key to 
industrial symbiosis analysis. It is shown that applying material tracking at different levels has 
contributed to definite industrial ecology tools: substance flow analysis (SFA) and material 
flow analysis (MFA). 
 
3.1.3. Material exchange types versus Spatial/organizational scale of industrial symbiosis 
As different exchanges has different proximity and the distance amongst partners and 
organizations in industrial symbiosis plays an important role, hence another aspect of 
industrial symbiosis is devoted to the spatial scale of industrial symbiosis. The geographic 
proximity amongst firms refers directly to the spatial scale. In this regard Chertow proposed a 
methodology based on taxonomy of 5 different material exchange types to consider both 
components, spatial scale and materials exchange [2,5]. 
 

Type 1: through waste exchanges 
Type 2: within a facility, firm, or organization 
Type 3: among firms co-located in a defined Eco-Industrial Park 
Type 4: among local firms that are not co-located 
Type 5: among firms organized virtually across a broader region 
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In addition, Chertow argued a “3-2 heuristic” definition in which at least three different actors 
exchanging at least two distinct material/resources; differentiating industrial symbiosis from 
linear one-way exchanges [6]. More than that, it is discussed that types 3-5 “can readily be 
identified as industrial symbiosis” [2]. 
 
3.1.4. Exchange types and synergistic possibilities 
The most common type of exchanges are considered as resource exchanges in which energy, 
raw material, waste handling, and by-products are cycling amongst different actors and firms 
based on a predefined collaboration. Considering several literature and researches [2,5], the 
concepts such as synergies and synergistic possibilities are argued. “Synergistic possibilities 
offered by geographic proximity” has been defined as key to industrial symbiosis. Synergistic 
possibilities may refer to both material exchanges and by-product exchanges. Chertow 
showed that by-product exchanges can be transported in a longer distances while the material 
exchanges (steam, hot water…), cannot be economically applied in longer distances and 
crossing the boundaries of symbiotic network [2]. In this regard, in the case of collaboration 
between different firms, industries and organizations, the synergistic possibilities may refer to 
business and economic synergies as well. A classification of different exchanges in the form 
of synergies amongst firms and industries has been defined by the Center of Excellence in 
Cleaner Production (CECP) [7]. They categorized the exchanges as supply, by-product, and 
utility synergies. 
 
3.1.5. Industrial symbiosis project development 

 

Chertow [2] discussed several examples of industrial symbiosis projects along with eco-
industrial park projects in which different definitions regarding to project development, types 
of industrial symbiosis networks, and planning stages are being defined. In this regard, the 
symbioses can be developed based on a planned and structured process in contrast with 
continually spontaneously evolved projects in which several firms and partners in the 
symbiosis have developed and evolved simultaneously over time. Furthermore, the 
participants in industrial symbiosis can be defined as conscious or unconscious network 
regarding to the environmental characteristics of their exchanges. According to planning 
stages and development progress of industrial symbiosis projects, a sampling of twelve 
industrial symbiosis projects reviewed by Chertow [2], shows that most of the industrial 
symbiosis projects can be categorized in the phases: late planning, implementation phase, 
operational stages, and project completed. In addition, in the case of a planned project, 
different approaches are applicable. A project could be considered and performed as “Stream-
Based” or “Business-Based”. Similarly, an eco-Industrial park as a planned project would 
begin based on “New or Existing Operations”. As an example it is implied that the case of the 
industrial district in Kalundborg Denmark, was a continually spontaneously developed project 
in which different partnerships in the symbiosis have evolved during the years. More than 
that, it is concluded that the spontaneous projects in contrast with planned and structured eco-
industrial parks, “are proving to be more robust and resilient to market dynamics”, [5]. 
 

3.2. History and background of the Händelö area 
 

Händelö is a 600-hectare island in the Baltic Sea, just outside the city of Norrköping in the 
county of Östergötland in Sweden. The Händelö Island is surrounded by Motala River and 
Bråviken Bay. Historically, Händelö farm has registered on 1322, 60 years before Norrköping 
became a city. Vast areas of the former farm have been built by industries during the recent 
years. Now, over the years, the farm itself may be developed into a center of environmental 
technology, which owned green companies and clean technologies to generate sustainable 
economy. Due to the nature of Händelö, the area is also called as coexistence between 
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conservation of nature and industrial sites both locates on an island with high business and 
economy potentials as well as high nature value, which makes the Händelö area being as a 
meeting point for nature and technology in a sustainable way. For around three decades, it is 
planned for large and new establishment of industries and infrastructure. Norrköping 
municipality owns Händelö area. Nowadays, the Händelö Island has vast and distinct facilities 
inside. Because of that it attracted the interests of business planners/developers, local 
authorities, and academia researchers. Facilities like the center of logistics companies, the 
renewable energy cluster and Natura 2000 conservation areas. More than that, the strategic 
position of the area such as access to the railway and vicinity to the harbor is another order of 
merits of the Händelö area. 
 
3.3. An overview of an industrial ecosystem in Norrköping, Sweden  
The current paper is a case study to examine industrial symbiosis in a sustainable 
development application at Händelö area in Norrköping. Nevertheless, for deeper 
understanding and further realization of relations between different parties inside and outside 
the border of Händelö, a brief description about the current situation of industrial ecosystem at 
Norrköping is given. Figure 1 shows a schematic relation and collaboration between different 
actors and organizations in Norrköping. The involved exchanges include mainly energy, 
materials/waste, and by-products. Municipal wastes from Norrköping city feed into E.ON, the 
combined heat and power plant that produces heat, electricity, and process steam. Heat is 
delivered to the district heating network, electricity to the grid, and steam to the nearby 
ethanol production plant (Agroetanol). Wheat from the agriculture sector feeds to the 
Agroetanol Company, which produces pure ethanol. The produced ethanol is used as vehicle 
fuel. Stillage, a by-product from the ethanol plant, is delivered to a biogas production plant, 
Svensk Biogas to produce vehicle biogas and bio-fertilizer for the agriculture sector. 
 
Econova is an enterprise in the environmental technology sector and its main activities focus 
on products and services in the field of biomass, landfills, waste & by-products, and 
gardening. In this regard, Econova basically runs on two distinct business areas called 
Econova Energy and Econova Garden. The first one’s activities are utilizing and processing 
waste and by-products from municipalities and the forest industry.  The second one‘s 
activities are based on producing and selling environmentally friendly garden products. 
Hence, the company’s main strategies are based on “eco-cycle” thinking and effective use of 
resources in an environmentally and economically efficient way. The business strategies of 
Econova facilitate that more and more customers organize their activities in local cycles. 
Furthermore, those strategies contribute to more efficient environment, better social 
relationships along with increasing resources economy. The main business partners of 
Econova are the agriculture sector, who receives bio-fertilizer, the forest sector which 
exchange biomass and bio ashes, the waste water treatment plant for sludge exchange, the 
municipalities for organic and household waste, and the CHP plant for exchanges of ashes and 
biomass [8].  
 
Returpack and Cleanaway are neighbor companies with an unique strategy in closed eco-
cycle system for depositing, handling, collecting, recycling of pet bottles and aluminum cans 
at Händelö in Norrköping. Returpack is the company in charge of the Swedish pet bottles and 
aluminum cans deposit system since 2003. They selected Norrköping for its vast facilities in 
logistics. Around 20,000 tonnes per year of pet bottles are delivered to Returpack. The daily 
processing is about 3.6 million Aluminum cans and pet (9). The transportation costs for 
sending this amount of pet bottles and Aluminum cans for recycling to other regions were too 
high so it was decided to follow the “Next door” strategy to build the Cleanaway Company 
close to Returpack to avoid logistic/transportation costs. Cleanaway, business partner of 
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Returpack is a company in charge of cleaning and recycling of pet bottles, and is constructed 
in 2006. Cleanaway delivered about 8 tonnes per day of pet bottles and around 27,000 of pet 
bottles per annual of which 20,000 tonnes brought in from Returpack and rest comes from 
Norway and Finland [9]. Around 75% of cleaned pet materials are used for producing new pet 
bottles, and the rest is used for producing other plastic products. The process waste is sent to 
the E.ON CHP plant at Händelö as combustible materials. The key successive items through 
collaboration between Cleanaway and Returpack is the “wall to wall” strategy which 
contribute to a set-up based on an agreement “among firms collocated in a defined eco-
industrial perk”. 
 

 
 
 
 
  

 

 

 

 
 
 
Fig. 1. Industrial eco-system at city of Norrköping (10)   
 
3.4. Industrial symbiosis tools applicable at Händelö  

 

As stated, an industrial inventory (inventory of the actors) is introduced as one of the useful 
industrial symbiosis tools. As soon as an industrial area is nominated as a possibility for 
industrial symbiosis, the first step through an industrial symbiosis analysis could be starting 
with an inventory of local actors and relevant organizations. Another industrial symbiosis tool 
is defined as materials budgeting, in which the aim is to map the energy and material flows 
through the nominated area. As the tool can help to map the route of flows and stocks, it could 
be fundamental to an industrial symbiosis analysis [5].  
 
The energy services company, bio fuel (biogas, bioethanol) production companies, the 
agriculture sector, forestry, logistic companies, pet bottles, aluminum cans, and rubber tires 
recycling companies are major green partners through their links and the applications of clean 
technologies. Händelö became the center of industrial symbiosis and environmental 
technology to stimulate a sustainable economy in the area. As there are several actors and 
industrial companies in different sectors at Händelö that share some technical, business and 
social relationships with each other, the focus in this paper is mainly on the Händelö area and 
the energy cluster as the nominated area for industrial symbiosis. In this regard, an inventory 
of participating companies in the area and their processes containing energy, material, waste, 
and by-products exchanges along with mapping the energy and material flows through the 
area is provided and analyzed. 
 
3.4.1. Industrial inventory at Händelö energy cluster 
As discussed earlier, the energy cluster at Händelö area is part of the eco-industrial complex 
in Norrköping city. The primary partners at Händelö energy cluster are E.ON CHP plant, 
Lantmännen Agroetanol (ethanol production company), and Svensk Biogas (bio-gas 
production company) [9]. 
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The E.ON combined heat and power plant as the engine, is a part of energy cluster at 
Händelö. E.ON produces heat and electricity that is delivered to the municipality of 
Norrköping. In addition E.ON produces process steam for the nearby ethanol production plant 
(Lantmännen Agroetanol). The municipality of Norrköping provides household waste to 
E.ON to use in their waste incineration plant. The main fuels to E.ON are wood/return chips, 
wood waste, rubber tires, and sorted household waste. The fuels contain 53% of biomass, 
43%waste, 4%coal, and small amounts of oil during peak loads. The waste consumption of 
the incineration plant is about 20 tones per hour at full power. The overall heat capacity of the 
plant is around 1.1TWh including steam. The power production of the unit reaches to 
300GWh. Of the total energy produced, 57% is processed into heat and is delivered to the 
district-heating network, 29% is processed into steam, which is delivered to the ethanol 
production plant, and 14% is processed into electricity that is delivered to the grid. 
Lantmännen Agroetanol is Sweden’s only large-scale producer of grain-based fuel ethanol 
and has a large production plant at Händelö. Due to high demand for ethanol as a fuel in 
Sweden, it has expanded its production plant in Norrköping. The plant is also one of the 
Sweden’s largest producers of protein-rich crops and feedstuff for animal feeding. At the 
Norrköping plant, wheat is the main raw material. The first batch of ethanol was delivered 
from the plant in 2001. In November 2008 the second production line started. This yields to 
an expansion in capacity to produce 210 million liters of bio-ethanol and 195 thousands tones 
of protein feed (DDGS) annually. The production is based on 550,000 tones of cereals. 
Lantmännen Agroetanol has several industrial, commercial, and social links with other 
companies in and outside the Norrköping region. E.ON, Svensk Biogas, oil companies, 
farmers, and animal feed factories are the main Lantmännen Agroetanol counterparts.  
 
Svensk Biogas (Swedish Biogas) at Händelö has started in 2007. Biogas is produced from 
organic waste and residues. Sewage sludge, stillage, grains, crops, and plants from the 
agriculture sector are the most frequently used raw materials for biogas production plant at 
Händelö. Stillage is provided from the nearby ethanol production company and sewage sludge 
is a by-product of the wastewater treatment plant. Amongst different by-products of the 
biogas plant, the most important ones are bio-fertilizer and bio-manure which both return to 
the agriculture sector again. The produced biogas is refined and is fed into city gas filling 
stations for both private and public transportation. The biogas plant at Händelö produces 
around 2.6 million Nm3 /year biogas.  
 
4. Discussion and Conclusions 

Having a look upon the business partners, actors and their processes at Händelö, it is evident 
that the most common type of material exchanges through the symbiotic network is a 
combination of both types tree and four, in which the exchanges are mainly, occurs “among 
firms co-located” in a symbiotic network. Stillage the by-product of the ethanol company is 
feed to both biogas plants at Händelö in its geographic proximity as well as to a more distant 
plant in Linköping, “over the fence”. As the primary partners are linked together within a few-
mile vicinity and have advantages of exchanging energy and materials, it can be classified as 
a type four exchange. As spatial/organizational scale of industrial symbiosis plays an 
important role in issues like material exchange types and geographic proximity amongst 
actors, the “Geographic Information System (GIS) tool” can be added as a new component to 
industrial symbiosis analysis. Considering two definitions of eco-industrial parks by 
USA/EPA and President’s Council on Sustainable Developments (PCSD) [2], the Händelö 
area can be classified and evaluated as an eco-industrial park. Based on further steps in the 
research and its analysis, new definitions like CO2-neutral eco-industrial parks through 
maximize sharing of renewables energy resources can be found. 
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Performing an industrial inventory as a starting point through an industrial symbiosis analysis 
shows how local actors depend on each other through the entire network. In this regard, 
Händelö is a clear sample of “cooperation between different industries by which the presence 
of each increases the viability of the others, and by which the demands of society for resource 
savings and environmental protection are considered” [2]. Having a look from an industrial 
symbiosis perspective at Händelö, it is easily seen that collaboration and synergistic 
possibilities within a geographic proximity are entirely embedded through the area. More than 
that, reusing by-products is a dominant process through the whole network where embedded 
energy and materials links as an industrial symbiosis tool is already performed. In addition the 
synergistic possibilities and exchanges are mainly devoted to by-product synergies and utility 
synergies. It is evident that the participants in the Händelö energy cluster have generated a 
conscious network with regard to the environmental characteristics of their exchanges. More 
than that it seems that the Händelö symbiotic network and the symbiosis is a type of 
continually spontaneously evolving projects in which several new firms and partners in the 
symbiosis have developed and evolved simultaneously over time. Rather than that, the 
Händelö energy cluster seems to be a sample of an “integrated bio-system” in which the 
involved processes mainly come from industry and agriculture [2]. Finally, an overview of 
industrial activities in both local (Norrköping city) and sub-local (Händelö area) level and 
specifically the energy cluster at Händelö shows social-human dimension of industrial 
symbiosis such as trust and communications are the most key factors in cooperation between 
the participants at the Händelö symbiotic network. In addition, amongst several current 
samples of industrial symbiosis projects and eco-industrial parks worldwide, the keyword 
industrial symbiosis, can be coined to green economies and clean technologies that have 
already formed at Händelö.  
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Abstract: Turkey has a characteristics with very young population, high annual population growth rate, rapid 
urbanization and relatively high economic growth rate. Turkey’s population has reached about 73 million in 
2010 The country has faced with growing demand for energy during last two decades and primary energy 
demand is projected to reach 220 mtoe in 2020 w hich means 150 percent increase from current level. But 
primary energy supply met about 28 percent of energy demand in 2009. Increasing import dependency highlights 
the energy security problem for the country and also poses important burden on economy such as foreign current 
deficit. Total energy import increased nearly six folds for last 15 years with 12 percent annual average growth 
rate. The share of energy in total import has exceeded 20 percent in recent years.  Increasing GHG emissions is 
another issue which has substantially increased during last two decade, particularly emitted from energy 
production. Therefore, energy dependency and GHG emission issues entails investment in renewable energy 
sources such as wind, biomass, hydro and solar to both reducing energy dependency and emission.  In addition, 
ensuring greater energy efficiency will contribute energy security since current level of efficiency is rather low.  
 
Keywords: Turkey’s energy consumption dynamics, drivers of energy demand,  impacts of energy policies. 

1. Introduction 

Turkey has been rapidly growing country for decades. The gross national product of country 
has grown at an average annual rate of 5 percent since 1983 . Turkey’s energy demand has 
also risen rapidly as a result of economic growth and development. Turkey has an economy 
challenging by a growing demand for energy while its self sufficiency rate in primary energy 
sources are very low. Total primary energy production met about 28 percent of the total 
primary energy demand in 2009.  
 
Turkey is heavily dependent on expensive energy imports which impose significant burden on 
the economy. As a result of increasing energy consumption, air pollution has been causing 
severe environmental issues in the country. Furthermore, to meet criteria of Kyoto Protocol, 
consumption pattern needs to be modified. As a candidate country, Turkey will have to adopt 
the bio-energy and bio-fuel directives of the EU in case of membership. In this regard, 
promoting renewable energy resources seem to be one of the effective energy policies in 
Turkey which also entails substantial investments. 
 
The aim of this article is to analyze the dynamics of the energy consumption patterns in 
Turkey and evaluate the impacts of energy demand patterns change both on energy sector and 
whole economy. Furthermore, this paper aims to contribute the national energy sources 
management and policy decision by analyzing the energy demand patterns change and its 
macroeconomic consequences. The paper is organized as follows. In the second section, 
macroeconomic drivers of energy demand in the economic development process and national 
energy policy are presented. In the third section energy sector and energy consumption 
structure are analyzed. In the fourth section implications for energy consumption patterns 
change is evaluated. Final section concludes important results. 
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2. Energy Policies in Turkey and Macroeconomic Drivers for Energy Demand 

Turkey is situated at the meeting point of the three continents (Asia, Europe and Africa) and is 
adjacent to regions which pose over 70 % of the world’s proven oil and natural gas reserves. 
Moreover Turkey sits on m ajor international waterways. Therefore Turkey is an important 
transit state for world energy resources [1]. Turkey’s size 779,452 km2 and Turkey’s 
population was about 73 million in 2010. Moreover fast migration from rural regions to 
industrial and/or tourism regions has continued and fast growing urbanization is leading more 
energy consumption. Turkey is rapidly growing economy, and over the past decade it’s Gross 
Domestic Product (GDP) has increased an exceptional rate compared to other OECD 
countries. Turkey is 17th largest economy expanded on average by 4.7 % a year [2].  
 
Since 1980 (in liberal period), public investments including electricity investments has been 
gradually cut down to reduce the public share in the economy. Moreover, the Turkish 
government initiated some legal regulations to attract the private investors to the economy [3]. 
By the end of the 1990s, it was understood that quasi-privatization policies were not going on 
to be feasible given the rapidly deteriorating fiscal situation. Thus, Turkey adopted a radically 
different framework for the design of the energy markets. In 2003, Electricity Market Law 
(EML, No:4628) came into force [4]. The EML was designed to establish a competitive 
electricity market, to promote private participation and improve the efficiency in electricity 
supply [3]. In parallel with the electricity market reform, some other reforms were also 
initiated in other segments of market. In 2001, Natural Gas Market Law (NGML, No: 4646) 
also came into force to achieve similar goals in natural gas industry. The new regime 
established the Energy Market Regulatory Authority (EMRA). Also, Petroleum Market Law 
(PML, No:5015) and Liquefied Petroleum Gas Market Law (LPGM, No:5307) was enacted in 
2003 and 2005 respectively. EMRA has responsibility for regulation of these markets as well 
[4]. 
 
Table 1: Population, Economy and Energy in Turkey, 1973-2020. 
Year Population 

(1000)* 
Population 

Increase, (% o) 
GDP per 

capita, ($**) 
GDP, at current 
prices, (billon 

USD) 

Total Energy 
Consumption, 

(Mtoe) 
1973 
1990 
1995 
2000 
2005 
2010 
2020 

38,073 
55,120 
59,756 
64,259 
67,903 
72,698 
80,257 

20.7 
17.0 
15.4 
13.8 
13,0 
11.0 
8.8 

2,369.00 
3,859.52 
6,693.43 
8,149.60 
11,005.80 
15,392.16 
19,748.55 

90.2 
202.38 
223.74 
265.18 
482.78 
729.05 

1,344.29 

20.04 
40.55 
63.21 
82.2 
92.5 
97.31 
220.0 

* Mid-year population data; ** IMF, International USD PPP equivalent 
Source: [5, 6, 7, 2, 8]. 

Turkey’s GDP is expected to grow at a rate 5 % in 2012 and 5.5 % in 2013 [9]. Turkey is also 
expected to fastest medium-long term growth in energy demand among the IEA counties. The 
total energy consumption is expected to reach 220 Mtoe by the year 2020. But, Turkey’s 
energy consumption per capita is still relatively low compared to developed countries   [2]. As 
mentioned before, Turkey is a candidate country to EU. Therefore all candidate countries 
need to harmonize with the European Union energy policies. Moreover all candidate countries 
should have adequate legislation and well functioning institutions. In this regard, Turkey 
adopted a strategy which consists of a privatization and integration into European and global 
economy. EU energy policies essentially include the improvement of competiveness, security 
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of energy supply and protection of environment [10]. In this context, some efforts for 
sustainable energy, energy efficiency and environmental issues have been observed in Turkey 
[11]. As a m atter of fact, the Renewable Energy Law (REL, No:6094) was enacted by the 
Turkish Grand National Assembly in December 28, 2010. 
 
3. Dynamics of Energy Patters 

Energy consumption of Turkey has grown substantially since the beginning of the 1970s. The 
quantity of consumption almost quintuplicated between 1973 a nd 2010 f rom 20.4 t o 97.31 
millions tons of oil equivalent (Mtoe). Turkey’s energy consumption is rapidly growing, but 
it’s domestic primary energy sources (especially oil and natural gas) are relatively low. 
According to the Ministry of Foreign Affairs [7], primary energy demand is projected to reach 
220 million toe in 2020, revealing 150 percent increase as compared to the current figure.  
 
Table 2: Production, Supply and Consumption of Energy Sources in Turkey, thousand TEP,2008. 

Energy Domestic Production Primary Energy Supply Total Final Energy 
Consumption 

Hard Coal 
Lignite 

Oil 
Natural Gas 

Hydroelectric 
Wood 

Biofuels 
TOTAL 

1204 
15205 
2268 
931 
2861 
3679 
66 

29257 

14179 
15003 
31784 
33807 
2861 
3679 
66 

106338 

7010 
4138 
28732 
13957 

0 
3669 
66 

79559 
Source: [13].  

According to the MENR statistics (2008), petroleum products, natural gas and coal consist of 
the bulk of the primary energy consumption in Turkey. Although the consumption of oil has 
been increasing for the several decades, because of the natural gas, this rate was started to 
decrease. Roughly 90 percent of Turkey’s oil supply is being imported. But oil is still the 
dominant energy source in Turkey. In the past four decades oil’s shares were 42.3 %, 45.5 %, 
41.1 % and 36.1 % for 1970, 1990, 2000 and 2008 respectively. Turkey oil consumption was 
28,732 thousand TEP in 2008 [13]. Turkey’s oil production in 2008 met only 7.9 of total in 
consumption [5]. The oil deficit between production and final consumption was met by 
imported oil from Saudi Arabia, Libya, Iran, Iraq, Russia, Syria and Algeria.  
 
Turkey is a transforming country, so energy usage has shifted towards to manufacture sector 
and cycle and energy sector. While the manufacture sector share in total energy consumption 
was 24.5 %  in 1970, t his share nearly doubled in 2006. M oreover share of the cycle and 
energy sector increased more than two folds from 1970 t o 2006. The shares of cycle and 
energy sector were 12 % and 28.6 % for 1970 and 2006 respectively. Shares in total energy 
demand for households, transportation, agriculture and out of energy were 30.7%, 19.3 %, 
4.6 % and 5.4 % respectively. In the power sector it is expected that oil-fired power plants 
will continue to be replaced by other forms of power plant technologies [2]. 
 
Natural gas consumption has risen substantially in recent years in Turkey. The shares for 
natural gas in energy consumption for 1970, 1980, 1990 and 2008 were 0%, 5.9%, 17.5% and 
31.6 % respectively. Natural gas has been particularly important in the power sector which 
has risen to tenfold from 1990 to 2008. Gas usage is expected to continue to increase rapidly 
in all sectors for medium and long term (61 bcm in 2020). Turkish natural gas is anticipated to 
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increase rapidly over the next years with the most important consumers expected to be natural 
gas fired electric power plants and industrial users. Total natural gas production only met 6.7 
% of gas consumption and the rest of the natural gas consumption (93.3 %) was imported. 
Natural gas has been imported mainly from Russia, Algeria, Iran and Nigeria. Turkey 
produces only a small amount of natural gas and therefore natural gas imports have increased 
rapidly [14]. Coal has been a major fuel source in energy consumption in Turkey after the oil 
and natural gas since 1970s. The share of coal (hard coal plus lignite) in consumption was 
15.4 % in 1970 and declined to 14.4 % in 2008. Around 87 percent of domestic lignite is used 
for generating electricity in 2008. Power generation, industry (including coke ovens and blast 
furnaces) household usage accounted 46, 44 and 9 percent respectively in hard coal plus 
lignite consumption in 2007 [2].  
 
There has been also rapid increase in electricity consumption. It has grown 9-10% per year 
except for recent economic crises. Electricity demand reached 194,079.1 Gwh1 in 2009 and 
increased tenfold over the last 25 years [15]. Although significant increase realized in 
electricity consumption per capita in 2009 (2699 kwh/year), it is  still under the EU average 
(6500 kwh/year) and developed countries average (8900 kwh/year) and just above the world 
average (2500 kwh/year) [16]. Electricity consumption increase is expected to continue over 
the next 15 years [17]. Besides natural gas, another fast growing source for electricity is coal. 
From 2000-2009, gas fired generation grew by 48 Twh, accounting for 72 % of total power 
generating. Coal fired grew by 17 Twh, accounting for 25 % of demand [2]. Demand 
projections up to 2018 indicate that annual average increase in demand will be 7 % and 6.3 % 
in high and low demand scenarios respectively [18]. 
  
4. Implications of Energy Consumption Pattern 

As mentioned before, demand for energy has been rapidly increasing [19].  But Turkey’s self 
sufficiency rate in primary energy source is very low. Total primary energy production met 
about 28 percent of total primary energy demand in 2009 and Turkey has no significant oil 
and natural gas reserves. So the first inevitable result of energy consumption in Turkey is 
energy security issue. Turkey is highly dependent on i mported primary energy sources. 
Energy import by the sectoral break down is presented in Table (3). 
 
Table 3: Energy Import by ISIC Rev 3 of Turkey, million $, 1996-2010 

Energy/Year 1996 2000 2006 2007 2008 2009 2010 
Hard Coal, cooking 
coal and briquette 

 

Petrol and petroleum 
based products 

 

Natural gas and 
manufactured gas 

 

Total energy import 
 

Energy import share in 
total import. 

623,5 
 
 

3998,3 
 
 

1280,4 
 
 

5913,9 
 

13,5 

676,3 
 
 

5642,7 
 
 

3078,6 
 
 

9529,3 
 

17,5 

2054,5 
 
 

16608,3 
 
 

10177,7 
 
 

28858,7 
 

20,7 

2666,5 
 
 

19339,4 
 
 

11856,5 
 
 

33882,8 
 

19,9 

3411,7 
 
 

27034,4 
 
 

17819,3 
 
 

48280,9 
 

23,9 
 

3113,4 
 
 

15171,8 
 
 

11602,7 
 
 

29905,1 
 

21,2 

2518,5 
 
 

16921,2 
 
 

11185,2 
 
 

30640,0 
 

20,7 

Source: [5]. 

                                                           

1 Gross demand is obtained by Gross Generation + import-export (15).  
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The highest dependency rate with 93.3 percent is in natural gas. Dependency rate for oil and 
hard coal are 92 % and 91 % respectively. It is projected that the production will decrease and 
meet the 23 % of total energy demand in 2020 which was 28 percent in 2009. This energy 
import dependency poses important burden on e conomy. The oil and natural gas import is 
expected to substantially increase over the next decade. The natural gas share in total import 
is expected to be 33 % in 2020 [2, 20]. Turkey’s total energy import has increased nearly six 
folds for last 15 years and reached to 48281 million US Dollar in 2008 and 30640 million US 
Dollar in 2010. Energy import bill has nearly grown with annual average 12 percent except 
2009. Economic crises in 2008 let to decrease in energy import in 2009 but this slowdown 
reversed again in 2010. The energy import share in total energy import also increased during 
last 15 years and constitutes about 20 % of the country total import.  Because of the high 
import dependency rate, the government has developed an energy policy aimed at diversifying 
energy sources and suppliers and attracting private capital in Turkey [21]. Hence domestic 
energy sources of Turkey become strategically important. Although Turkey has no large oil 
and natural gas reserves, it has promising significant energy sources like coal (mainly in 
lignite), hydro and geothermal [10]. Turkey has also the great remaining potential for hydro. It 
is stated that Turkey’s hydro electric potential can meet 33-46 % of electricity demand in 
2020. Based on the electricity supply and demand projections, it has been targeted that the 
share of the nuclear power plants in electricity production will be 5% by the 2020. For this 
purpose, Construction and Operation of Nuclear Power Plants and Law on Sale of Energy 
(No:5710) came into force in 2007. An intergovernmental agreement was signed between 
Turkey and Russia for the construction a nuclear power plant in Mersin-Akkuyu [12]. In the 
context of the energy diversification issue in Turkey, alternative energy sources such as 
biofuels became an important focus in recent years. Furthermore, as a candidate country, 
Turkey will have to adopt the bio-energy and bio-fuels directives of EU in case of 
membership. Turkey has potential for ethanol based biofuels [22]. European Commission 
introduced a legislative framework to promote the achievement of 20% target for renewable 
energy in 2020 [23]. According to the [12], the renewable energy share in electricity energy is 
planned to be 30 % in 2023 in Turkey.  
 
Table 4: GHG by Sectors in Turkey, 1990-2008, million tones CO2 equivalent 
Sectors 1990 1995 2000 2005 2008 
Energy 
Industrial Process 
Agricultural activities 
Waste 
Increase to 1990 (%) 

132.13 
15.44 
29.78 
9.68 

- 

160.79 
24.21 
28.68 
23.83 
26.99 

212.55 
24.37 
27.37 
32.72 
58.80 

241.75 
28.75 
25.84 
33.52 
76.37 

277.71 
29.83 
25.04 
33.92 
95.96 

Source: [5]. 

In Turkey, the highest growth of CO2 emission between 1990 a nd 2008 was observed in 
energy industries with 114% in 2008. It is followed by manufacturing industries with 79%. 
Approximately 91% of total CO2 emission has been emitted from energy sector and the rest 
portion, which is %9, was originated from industrial processes in 2008. However, 59% of 
CH4 emission is originated from waste disposal and 31% from agricultural activities while 
72% of N2O emission is from agricultural activities. In terms of fuel combustion, 36% of total 
CO2 emissions is originated from energy industries while 19% from manufacturing industries, 
16% from transport and 21% from other sectors in 2008. Energy related CO2 emissions have 
more than doubled since 1990 a nd it will most likely to continue to increase fast over the 
medium and long term because of the increasing energy demand [5]. 
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Turkey is a Party to United Nations Framework Convention on Climate Change (UNFCCC) 
and a Party to Kyoto Protocol in 2009. However, as developing economy with low emission 
per capita, Turkey has preferred not to determine quantitative overall target to limit emissions. 
Although Turkey has no legal compulsory commitment, she has been working on f urther 
developing it’s post 2012 approach and determining it’s commitment. For example it has set a 
unilateral quantitative target for C02 emissions from energy sector (- 7 % from scenario level 
in 2020) as determined in it’s 2009 National Climate Change Strategy report [2]. Both 
biofuels targets and greenhouse emission commitments will bring important implications in 
agriculture, industry and household sector. There has been increasing effort in energy 
production from biomass, but, unfortunately official statistics are not available to evaluate its 
contribution to energy supply and GHG emission reduction.      
  
5. Conclusion 

Turkey has no large oil and natural gas reserves and it’s domestic energy supply is low 
relative to total demand. Hence Turkey is dependent on i mported energy sources that 
constitutes big burden on t he economy.  T urkey has potential for further growth in energy 
demand as a result of social and economic development. Growing energy consumption 
combined with the insufficient primary energy sources negatively effects not only the foreign 
trade balance and greenhouse emissions but also energy security. Moreover growing demand 
makes additional investments inevitable in energy sector. These issues constitute dilemma for 
energy policy in Turkey.   
 
If the precautions cannot be taken in time, Turkey will be at the risk of energy deprivation and 
volatility of energy prices. Electricity energy demand also has been growing so it has pressure 
on other primary energy resources and also investment needs. Investments in electricity 
generation capacity have to be enhanced. Improvement in electricity market in terms of 
competition would have positive impact on increasing the domestic and foreign private funds 
in the sector. Much more exploiting hydro and other renewable resource such as wind, 
biomass, solar for electricity generation would contribute both in generating capacity and also 
energy security. Increasing the renewable energy usage and supporting the R&D studies in 
renewable energy technologies would improve the energy independency and economic 
development. Geothermal energy is a promising energy source for the future. Turkey has to 
develop the usage of solar and wind energies because the potential for these energies is good. 
Ensuring the sufficient energy supply for economic development should be the government’s 
main target. According to the recent research [24], Turkey has potential about 25% for the 
efficient energy usage. In this context, government should stimulate the efficient energy using 
in the country and prepare additional regulations for the Renewable Energy Strategies. 
Environmental concern has risen because of the high value GHG especially emitted from 
energy sector. Although there is a development in energy efficiency in Turkey, the efficiency 
of energy is not as important as in Europe. Although Turkey has no of ficial target for CO2 
emissions, eventually she will have to prepare its plan. In this context, emission targets will 
bring important commitments on households and industries.  
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Abstract: HOMER software was used to technical and economically assess two renewable energy supply (RES) 
system configurations – PV-only (80 kW) and PV (34 kW)/WT (36 kW), both with a three day storage capacity 
and requiring 11kW of electric power – proposed by a partnership project responsible for the implementation of 
sustainable measures on a Portuguese small island. HOMER calculation showed insufficient storage capacity for 
both RES system proposed, so extra storage capacity should be added. Economically, life cycle cost (NPC) of 
the cheaper configuration (PV/WT) resulting from HOMER calculation was significantly lower (20%) than the 
one advanced by the project. On a second stage, HOMER was used to compute an optimal RES system 
configuration to attend water desalination and street lighting electric additional loads. The optimal configuration 
– PV (25 kW)/WT (18kW) – costs 18% less than the equivalent PV/WT system proposed by the project when 
the same additional load is considered. Sensitivity analysis on the electric load showed the cost difference 
between project’s and HOMER’s proposals fading as the load increased. Variation on wind speed average 
demonstrated the significance of data accuracy: using NASA’s average wind speed data the NPC increased on 
15% compared to using wind speed values revealed on a monitoring campaign on the island. 
 
Keywords: Remote off-grid energy systems, Optimization software, Sensitivity analysis

1. Introduction 

Decentralized energy generation systems have become a recent trend on the development of 
energy systems. Concerns related to energy security and climate change have been fostering 
the implementation of projects that allow the production of power and heat closer to the point 
of use [1], as the current and dominant approach of centralized energy production, based on 
fossil fuels, lead to inequities, external debts and significant environmental degradation [2]. 
Sustainability of energy systems is based on the energy hierarchy principles: top priority is 
energy conservation, next the adoption of renewable resources for energy production, and last 
the use of fossil resources [3].  
 
Planning energy systems represents a major issue on the development process of our society. 
Available computational energy models can support energy planners to decide the best 
configuration for an energy supply system, as they allow simulating different solutions and 
working conditions, and checking their technical and economical feasibility in an early stage 
of the decision process. Optimization models, namely linear programming mathematical 
models, are usually used to solve cost minimization problems subject to specific 
technological, political and demand satisfaction constraints given by energy models [4]. This 
is the case of HOMER®, a software developed by the US National Renewable Energy 
Laboratory to address the need for a hybrid system design tool accurate enough to predict 
energy system performance. It has been used on several situations all over the world: a 
feasibility study for the implementation of a zero home energy in a Canada’s city [5]; study of 
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wind penetration into an existing diesel plant of an Saudi Arabia village [6]; analysis of the 
technical and financial viability of grid-only, renewable energy supply (RES)-only and 
grid/RES hybrid power supply configurations for a large-scale grid-connected Australian 
hotel [7]. 
 
2. Methodology 

2.1. HOMER Software 
HOMER is primarily an optimisation software package which simulates different RES system 
configurations and scales them on the basis of net present cost (NPC), which is the total cost 
of installing and operating the system over its lifetime. Depending on the input data and 
constrains imposed by the user, HOMER firstly assesses the technical feasibility of the RES 
system (i.e. whether the system can adequately serve the electrical and thermal loads and any 
other constraints imposed by the user), and then estimates the system’s NPC [7]. Besides the 
electric load to attend, the user has to specify the “search space”, i.e., the sizes and/or 
quantities of the different components of the RES system (wind generators (WT), 
photovoltaic array (PV), batteries, inverters, electrolyser, generator…) that will be used to 
calculate the optimal system design. It also performs sensitivity analysis to evaluate the 
impact of a change in one or more of the input parameters. 
 
HOMER was used on this paper with three purposes: first, to assess the technical and 
economical performance of two predetermined RES system configurations; second, to 
optimise a RES system based on wind and solar resources on the Berlenga Island; and third, 
to assess the impact of the variation on electric load and the average wind speed has on the 
optimal RES system configuration. 

 
2.2. Case Study: Berlenga Island 
The Berlengas Archipelago is located 6 miles away from the Carvoeiro cape on Western 
Portugal, and has approximately 100 ha. Its island is called Berlenga Island. There is no 
resident population on this small group of islands, which contributed for the preservation of 
singular species of flora and fauna. Despite the absence of resident population, there is some 
human activity on Berlenga Island all year long: lighthouse workers are present on the island 
24H/7day during all year. They work on rotation teams and spend several days in a row all 
year long; some Peniche’s municipality workers spend some periods of time on the island 
form March to November; from May to October nearly 30 fisherman and restaurant workers 
stay full time on the island. Besides these “permanent” residents, there is a legal limitation of 
350 islands visitors [8].  
 
Before 2007, when a partnership program called “Berlenga – Sustainability Lab” (from now 
on called Berlenga Project) started, electricity generation was based on diesel generators (130 
kW), producing 30 MWh/year and consuming nearly 15000 L/year (roughly 40 ton CO2 
emissions/year) [9]. This system had several drawbacks: high O&M diesel costs due to the 
aggressive environment on the island; limited energy supply schedule; island development 
compromised due to electrical limitations (water treatment systems) [9-10]. As so, Berlenga 
Project intended to develop a zero CO2 emission electric system to supply the Berlenga 
Island. Two possible configurations were proposed: Configuration A – PV/WT system; 
Configuration B – PV-only system. Accordingly to Berlenga Project, Configuration A is less 
expensive than Configuration B (600 k€ and 750 k€, respectively), however it has an higher 
environmental impact (mainly because of WT’s visual impact and sound pollution) [10].  
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2.2.1. Berlenga Project Electric Load 
In an early stage of Berlenga Project, island’s electric monthly load profile was monitored – 
Fig. 1. Island’s electric load profile shows irregular electricity consumption due to the “tourist 
invasion” during summer months. This domestic electric load profile refers to electricity use 
on households only. From December to February the only residents on the island are the 
lighthouse workers. The lighthouse already had a PV array installed and that justifies the 
absence of electric load on those months. To perform a HOMER simulation, a monthly load 
profile is not accurate enough. It is required an hourly electric load profile. For that purpose it 
was used a typical household hourly load profile – Fig. 2 – in order to calculate an hourly load 
for an average day of each month of the year. The maximum electric power considered was 
11 kW and the electric load is subject to 5% standard deviation on daily averages and 10% 
deviation between the difference of hourly data and the average daily profile. 
 

 
Figure 1. Monthly and daily average domestic electric load profile – adapted from [9]. 

 

 
Figure 2. Hourly load percentage distribution during a typical day – adapted from [11]. 

 
2.2.2. Additional Electric Loads 
Installation of street lighting on the island was assessed on this study. The street lighting 
system should include 10 street lamps with 125W each working on average 10h/day (3650 
hours/year). During winter (Oct-Mar) street lightning works 12 hours/day (from 19:00 to 
07:00) and on summer period (Apr-Sep) only 8 hour/day (from 22:00 to 06:00). 
 
The island doesn’t have fresh water reserve aquifers. Fresh water is supplied to the island 
through an 8 m3 container, by the ship that takes the visitors to the island [12]. According to 
the last report on this matter [12], fresh water consumption on the island during high season 
(July and August) was 3 m3/day and 2 m3/day on 2007 and 2008 respectively. The fresh water 
load and electric load required to produce it using a reverse osmosis equipment, are shown on 
Fig. 3. This electric load was considered as a deferrable load, i.e. electrical load that must be 
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met within some period of time, but the exact timing is not important.  
 

 
Figure 3. Fresh water consumption and required electricity to produce it. 

 
2.3.  Renewable Resources – Wind and Sun 
Two sources of information were available on wind average speed. Through NASA’s website 
on data information on surface meteorology and solar energy [13] it’s possible to get a 
monthly profile according to the geographic coordinates of a certain location. To the location 
of Berlenga Island the database indicate a baseline annual average of 5,16 m/s. In addition to 
this information, wind potential on the island was evaluated  through a monitoring campaign 
from December 2006 to September 2007 [14]. The campaign’s reported an average wind 
speed of 6,74 m/s, significantly higher than NASA’s baseline annual average. As so, it was 
used 6,74 m/s as a scaled annual average value on the simulation. The scaled data retains the 
shape and statistical characteristics of the baseline data, but may differ in magnitude. 
 
Solar data information provided by HOMER database was used, according to the geographic 
coordinates of the island – 4,092 kWh/m2/day and 0,518 Clearness Index.  
 
2.4. Equipments 
To perform HOMER simulations, RES system equipments shown on Table 1 were 
considered.  
  

Table 1. Capital and operation and maintenance costs of a RES system’s equipment. 
Equipment Capital Cost O&M Cost 

6 kW Wind Turbine 29445 €/unit [15] 600 €/year [16] 
15 kW Wind Turbine 76700 €/unit[15] 850 €/year [16] 
Photovoltaic Array 5500 €/kW [17] 10 €/kW [18] 

Battery 6CS – 7,6 kWh 850 €/unit [19] 10 €/year [19] 
Battery 4KS – 6,94 kWh 770 €/unit [19] 10 €/year [19] 

Inverter/Converter 550 €/kW [19] - 
 
3. HOMER simulation results 

Solar and wind data, electric loads and equipments required to build a RES system were 
described on the previous sections. The project lifetime is 25 years. 
 
3.1. Berlenga Project Configurations  
The Berlenga Project originally proposed two alternative configurations for the required RES 
system: Configuration A – PV (34 kW)/Wind Turbine (36 kW); Configuration B – PV (80 
kW). In order to meet Berlenga Project constrains, both configurations should attend the 
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required domestic electric load and include batteries with capacity to bear three days of 
average consumption, i.e., 230 kWh [9-10]. After running the simulation with this storage 
capacity, the only feasible configuration resulted on a PV (80 kW)/WT (36 kW) system, 
mainly due to high electric demand on summer days. As so, it was necessary to extend the 
storage capacity to enable the simulation of both Configurations A and B – Table 2.  
 
3.2. Additional electric load scenario 
Configuration A and B were simulated to attend the domestic electric load monitored on the 
scope of the project as shown on Fig. 1. It was simulated a RES system configuration to 
attend additional street lighting and water desalination electric loads – Current Load Scenario 
– resulting on Configurations C and D, as shown on Table 2. Adding these two additional 
loads resulted in higher Initial Capital Cost (IC) and NPC, basically due to the requirement of 
extra storage capacity and respective O&M costs, however the cost of energy (COE) dropped. 
HOMER defines COE as the average cost per kWh of useful electrical energy produced by 
the system. The lower COE shows more efficient use of the electricity produced, as the same 
amount of electricity is produced and more energy is effectively used. 
 

Table 2. RES systems configurations proposed by Berlenga Project. 
RES 

Config 
PV 

(kW) 
WT 6kW 

(unit) 
6CS 
(unit) 

4KS 
(unit) 

Conv 
(kW) 

IC 
(k€) 

O&M 
($/yr) 

NPC 
(k€) 

COE 
($/kWh) 

3 day 
storage 

80 6  30 21 642 8789 764 1,415 

A 34 6 35  19 390 5744 506 0,937 
B 80   65 21 495 4168 579 1,073 
C 34 6  40 19 398 6101 520 0,757 
D 80   80 21 508 4874 606 0,882 

3.3. Optimal configuration by HOMER 
As an alternative solution to the originally proposed configurations, above referred as A and 
B,  HOMER was used to shape an optimal RES system based on PV panels, wind turbines 
and a battery bank to store electricity in order to attend the same domestic electric load shown 
on Fig 1.  It was included a 15 kW wind turbine on this simulation in addition to the 6kW 
wind turbine. The optimization results are shown on Table 3. Three different configurations 
result to be possible for the implementation of a RES system on the Berlenga Island: 
Configuration 1 – PV (25kW) + WT (3x6kW); Configuration 2 – PV (65 kW); Configuration 
3 – WT (9x6kW). Configuration 1 represents the HOMER optimal configuration – lowest 
NPC. The RES system based on PV-only (Configuration 2) is significantly more expensive 
than mixing PV and WT. A third option (Configuration 3) is available using wind turbines 
only. This one has a lower IC than configuration 2, but the higher O&M costs results on a 
higher NPC.  
 

Table 3. HOMER optimal configuration when attending the domestic, water desalination and street 
lighting loads. 

RES 
Config 

PV 
(kW) 

WT 6kW 
(unit) 

WT 15kW 
(unit) 

4KS 
(unit) 

Conv 
(kW) 

IC 
(k€) 

O&M 
($/yr) 

NPC 
(k€) 

COE 
($/kWh) 

1 25 3  85 22 298 6374 426 0,620 
2 65   95 21 438 5430 548 0,796 
3  9  100 19 350 10387 559 0,813 
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Comparing Berlenga Project’s original configurations C (PV/WT) and D (PV-only) with 
configurations 1 (PV/WT) and 2 (PV-only) resulting from HOMER optimization, it is clear 
that the last ones present better financial indicators, especially the PV/WT configuration. 
 
3.4. Sensitivity Analysis by HOMER 
3.4.1. Electric Load 
The effect of higher electricity requirement on HOMER optimal configuration was assessed 
through a sensitivity analysis, by creating two additional electric load scenarios: 10% Increase 
Scenario – 10 % increase on domestic and water desalination electric load; 20% Increase 
Scenario – 20 % increase on domestic and water desalination electric load. Street lighting 
remained unchanged on both scenarios. A PV/WT system resulted to be the optimal 
configuration for both scenarios. The NPC increases linearly with the electric load – Fig. 3. 
Comparing configuration C (34 kW PV/36 kW WT) with HOMER optimal configuration for 
each electric load scenario, it can be stated that the greater the electric load the closer is the 
economic performance of both configurations even though the optimal configuration 
proposed by HOMER is always cheaper – Fig. 4. 
 
With 10% load increase scenario the three possible configurations for the RES system showed 
on Table 3 are feasible. As the electric load increase 20%, PV-only solution becomes 
unfeasible. 
 

 
Figure 4. Effect of increasing electric load on RES system costs. 

 

 
Figure 5. NPC comparison between Configuration C and Configuration 1. 

 
3.4.2. Wind speed 
As occurred with the electric load sensitivity analysis, a PV/WT system resulted to be the 
HOMER optimal configuration when assessing wind speed influence. The economic impact 
of the average wind speed on the optimal RES system can be assessed on Fig. 5. Using 
NASA’s database value for annual average wind speed, NPC increased around 11% on all 
three electric load scenarios.  
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Figure 6. Effect of the average wind speed on system’s NPC for each of the electric load increase. 

 

For the current load scenario, the feasibility of the three possible configuration systems is not 
affected despite the WT-only system results to be almost 80% more expensive than the 
PV/WT optimal configuration. As the load increase 10% the WT configuration becomes no 
longer feasible and with 20% electric load increase PV/WT is the only feasible configuration. 

 
4. Conclusions 

One of the assumptions made by Berlenga Project’s authors was to use a three day storage 
capacity (230 kWh). HOMER’s system simulation showed that this storage capacity not 
enough for the proposed RES system configurations (A and B) mainly because of the high 
demand on summer months.  
 
Information on system’s cost issued by the Berlenga Project is not completely obvious. A cost 
of 600 k€ for configuration A (PV/WT) and 750 k€ for configuration B (PV-only system) was 
assumed, but it is not clear if those are IC or NPC [9]. Assuming those values as NPC and that 
the aim is to attend the domestic electric load monitored under the Berlenga Project, the costs 
resulting from HOMER simulation for both system configurations are lower than those 
proposed by the Berlenga Project: 506 k€ for configuration A and 579 k€ for configuration B. 
When attending additional street lighting and the water desalination loads (configurations C 
and D) the costs rose, due to higher storage capacity needed, but they still were far from the 
costs advanced by the Berlenga Project. This cost gap can be explained, at some extent, by the 
fact that the costs advanced by the Berlenga Project were from 2007, three years ago. When 
performing the “free” optimization to attend domestic, water desalination and street lighting 
loads (Current Load Scenario), the optimal configuration (configuration 1) includes 25 kW 
photovoltaic panels and three 6 kW wind turbines. Both PV/WT and PV-only optimized 
configurations resulted to be cheaper than the ones proposed by the Berlenga Project. 
 
Two sensitivity analyses were performed to assess the impact of electric load deviation and 
average wind speed on the RES system cost and configuration attending domestic, street 
lighting and water desalination loads.  As the electric load rises, the closer is the economic 
performance of both Berlenga Project (configuration C) and HOMER optimal configurations, 
even though the latter is always cheaper. This means that the configuration proposed by the 
Berlenga Project was oversized for the present electric load requirement. This may be an 
assumed choice, having in mind the future load growth, when new electric loads were 
included in the grid, the only equipments to add on the RES system should be batteries to 
store electricity. Despite using NASA’s data to profile the average monthly wind speed, a 
scaled value for the wind speed based on the monitoring campaign made on the Berlenga 
Island was used to compute the simulation, for a better representation of local conditions. 
Higher average wind speed means more available wind resource and less costs to generate the 
same amount of electricity. The higher wind speed value results on a 10% lower NPC for the 
optimal PV/WT configuration. This is true both for current load and for load increase 
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scenarios. This analysis stresses the importance of use valid reliable data, namely renewable 
resources availability data, when performing a technical and/or economical assessment of a 
RES system. 
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Abstract: We present a possible pathway to a global, sustainable energy system by 2050. This new energy 
scenario follows a comprehensive examination to all aspects of energy use across the entire world and the 
possible means of supplying this energy from the sustainable sources we have available to us. It does so, from 
the perspective of actual, physical activities that require energy: our industrial processes, our cars, our buildings. 
 
For each of these activities, the scenario asks the questions:  

• What is the minimum amount of energy required to deliver these functions?  
• How can we supply this energy in a sustainable way? 

 
The key aspects of this new Energy Scenario are: 

• It is an ambitious, but feasible pathway for all sectors; we can build an energy system by 2050 which 
sources 95% of its energy from sustainable sources. 

• This energy system will use only a small fraction of each of the sustainable energy sources, making this 
a robust scenario. 

• We can progress towards a world that still sustains comfortable lifestyles, despite consumption patterns,  
demonstrating a more efficient use of energy and other resources, particularly in developed countries. 

• Energy efficiency is the key requisite to meeting our future energy needs from sustainable sources. 
Total energy demand in 2050 is lower than in 2000, despite the growth of population and energy 
services. 

• Electricity is the energy carrier most readily available from sustainable energy sources and therefore, 
electrification is key. 

• All bioenergy required, (primarily for residual fuel and heat demands) can be sourced sustainably, 
provided the appropriate management practices and policies are in place. 

• The scenario’s energy system will have large cost advantages over a business-as-usual system because 
the initial investments will be more than offset by savings made on energy costs, in later years.  

 
The scenario is based on a comprehensive energy model, developed by Ecofys, to establish a scenario for future 
energy demand and supply worldwide. Unlike many world models, it is based on physical activity indicators and 
takes a comprehensive look at all aspects of energy demand and supply across all sectors. 
 
The work pays particular attention to the implementation speed of sustainable energy technologies and assesses 
energy at the detailed carrier and sub-sector level. 
It also contains a comprehensive assessment of biomass as a sustainable energy source, with a multitude of 
different source options and conversion technologies, subject to stringent sustainability criteria. 
 
Keywords: Sustainability, Renewable energy, Energy efficiency, Scenario, Global 

1. Introduction 

The last 200 years have witnessed a substantial increase in energy use by societies worldwide. 
In recent decades, it has become clear that the way this energy is supplied is unsustainable and 
now both, short- and long-term energy security, are at the top of the political and societal 
agenda. 
 
Evidence suggests that we should be able to meet our energy demand from renewable sources, 
given their abundance: Worldwide energy use, in units of final energy (after conversion from 
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primary fuels), was ~310 EJ in 2007 (~500 EJ in primary energy terms) [1] whereas technical 
potentials range from 100s to 1000s of EJ/a (see Fig. 3). 
 
In an attempt to reconcile these figures, the energy scenario provides a comprehensive view of 
the energy system. It incorporates and examines all energy uses; all quantities, locations, 
carrier forms (e.g. electricity or fuel) and all purposes (heat in buildings or heat in industry) 
 
This level of detail is (partially) captured in the various energy scenario models that are 
currently used to predict the most likely energy future for the world and the possible 
alternative scenarios. However, because cost-optimisation is often the driving algorithm, not 
many of the models have been used to push the share of renewable sources in the energy 
system to the highest technically possible levels. One of the few studies which has prioritised 
renewable sources, is the Energy [R]evolution published by Greenpeace. [2] Even this 
scenario however, falls short of reaching a fully sustainable energy system by mid-century. 
 
The fundamental question that guided this study was: 
 

“Is a fully sustainable global energy system possible by 2050?” 
 
We find that an (almost) fully sustainable energy supply is technically and economically 
feasible, given ambitious, yet realistic growth rates of sustainable energy sources. The path to 
achieving this system deviates significantly from ‘business as usual’ and the difficult choices 
that must be made on the way are discussed in this article. 
 
This article is a summary of three full-length publications. The reader is referred to the full 
publications.[3]–[5] 
 
2. Methodology 

Energy demand is the product of:  
• the volume of the activity requiring the energy (e.g. travel or industrial production), 

and  
• the energy intensity per unit of activity (e.g. energy used per volume of travel). 

 
This energy scenario forecasts future global demand and supply by inherently following the 
paradigm of Trias Energetica: 

1. Reducing energy demand to the minimum required to provide energy services 
2. Providing energy by renewable, where possible, local, sources first 
3. Providing remaining energy from ‘traditional’ energy sources as sustainably as 

possible. 
 
The Trias Energetica approach was translated into this calculation logic: 

1. Future energy demand scenario 
a. Future demand side activity was based on existing studies or projected from 

population and GDP growth. 
b. Future demand side energy intensity was forecasted assuming fastest possible 

roll-out of most efficient technologies. 
c. The resulting energy demand was aggregated by carrier (electricity, fuel, heat). 

2. Future supply scenario 
a. The potential for supply of energy was estimated by energy carrier 
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b. Demand and supply were balanced in each time period according to the 
following prioritisation: 

i. Renewables from sources other than biomass (electricity and local heat) 
ii. Biomass up to the sustainable potential 

iii. Traditional sources, such as fossil and nuclear which were used as ‘last 
resort’. 

 
Energy flows have been characterised by carrier type and differentiated into electricity, heat 
and fuels, consistent with the energy carriers reported in the IEA energy balances, to which 
this work is calibrated, with 2005 as the base year. [6] 
Unless stated otherwise, all energy in this publication is final energy. 
 
2.1. Sector definitions 
There are many different ways of analysing energy demand. We have chosen to distinguish 
between energy demand in industry, buildings and transport. (These sectors are congruent 
with the sectors for which the International Energy Agency (IEA) reports energy statistics, 
which form the basis of this work.) These three sectors, which cover ~85% of total energy 
use, were studied in detail.  The remaining sectors, (including agriculture, fishing, mining 
etc.) are included in this study, but were not examined separately. Non-energy use of energy 
carriers was excluded from this analysis. 
 
In the Industry sector, we distinguish between ‘A’ sectors, for which actual activity measures 
are available (Iron & steel, non-ferrous metals, non-metallic minerals, paper & pulp) and ‘B’ 
sectors, for which activity has to be based on proxy indicators, such as value added (Chemical 
& petrochemical, food & tobacco, all others). 
 
3. Results – Part 1: Demand 

For each of the sectors, we established an activity and energy intensity forecast, to arrive at a 
final demand projection for the period to 2050. 
 
3.1. Activity 
Activity forecasts were made as follows: 

• Industry: Population and GDP forecasts were coupled with assumptions on the 
evolution of per capita production of industrial products. 

• Buildings: Population and GDP forecasts were coupled with assumptions on the 
evolution of per capita residential and commercial building areas. 

• Transport: Modal shifts, (from road and air to rail transport) are incorporated into an 
existing BAU transport scenario [7].  

The overall evolution of activity is given in Fig. 1. 
 
3.2. Intensity 
The most significant means of reducing energy demand is the efficient use of energy, i.e. the 
reduction of energy intensity to a minimum. 
We describe our approach to each sector’s energy intensity below.  
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Fig. 1 Activity levels indexed on 2005 in absolute terms. Shown industrial production volumes in the 
'A' sectors (Industry), residential floor space (Buildings), and passenger kilometers (Transport). 
 

3.2.1. Industry 
Future energy intensity is projected based on key marker processes. We adopt a decrease in 
energy intensity, measured in energy per tonne produced for ‘A’ sectors [8]–[11], and in 
energy per economic value for ‘B’ sectors. 
 
‘A’ sectors 
The energy intensity evolution was examined in detail for the four ‘A’ sectors, yielding, on 
average, a  ~50% reduction in energy used, per tonne of material produced in 2050 against the 
2000 figures. Although the individual technologies vary by sector, all sectors follow these 
common assumptions: 

• Increased use of recovered input materials or alternative routes 
o i.e. recycling of steel, paper and aluminium and alternative input materials into 

the clinker process in cement production 
• Ambitious refurbishment of existing plants to meet performance benchmarks  
• Stringent requirements for using best available technology (BAT) in all new plants.  
• Continuing improvements of BAT over time 

 
‘B’ sectors 
For the ‘B’ sectors, an annual efficiency improvement of 2% was adopted, which may be 
obtained through improved process optimisation, more efficient energy supply, improved 
efficiency in motor driven systems and lighting and sector-specific measures. 
 
3.2.2. Buildings 
The following steps are followed to project the future evolution of energy intensity, i.e. the 
possible future heat and electricity demand per square metre of living or commercial floor 
space. 
 
Existing buildings stock 

1. All existing buildings will have to be retrofitted by 2050 to ambitious energy 
efficiency standards. This requires retrofit rates of up to 2.5% of floor area per year, 
which is high (compared to current practice), yet feasible. 

2. For any given retrofit it is assumed that, on average, 60% of the heating requirements 
are abated by insulating walls, roofs and ground floors, replacing old windows with 

Non-OECD 
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highly energy efficient windows and by installing ventilation systems with heat 
recovery mechanisms.  

3. A quarter of the remaining heating and hot water need is met by local solar thermal 
systems and the rest, by heat pumps.  

4. Cooling is provided by local, renewable solutions, where possible. 
5. Increased electricity needs per floor area due to increased cooling demand, increased 

use of appliances (per area) and heat pump powering have been partially offset by 
increasing efficiency. 

 
New building stock 

1. Increasingly, new buildings will be built to a ‘near zero energy use’ standard, reaching 
a penetration of 100% of new buildings by 2030.  

2. The residual heat demand is met by passive solar (radiation through windows) and 
internal gains (people, appliances), renewable energy systems in the form of solar 
thermal installations and heat pumps. 

3. This building type only requires electric energy.  
4. The near zero-energy concept is applied to warm/hot climates, often returning to 

traditional building approaches.  
5. There is a residual cooling demand in warm/hot climates. Increased electricity needs 

from increased cooling and appliances, as well as the use of heat pumps, have been 
estimated and included in this scenario. 

 
3.2.3. Transport 
The following steps ensure that the scenario employs the most efficient transport modes that 
have the greatest possible share of renewable energy in the energy supply: 

1. Moving to efficient technologies and modes of employment, e.g. trucks with reduced 
drag, improved air traffic management or reduced fuel needs in hybrid buses. 

2. Electrifying the mode as far as possible, e.g. electric cars in urban environments and 
electric rail systems. 

3. Finally, providing the fuel from sustainable biomass, where possible (see next 
section). 
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Fig. 2 Global energy demand across all sectors, from 2000 to 2050. 
 
Noteworthy assumptions are: 

• A complete shift to plug-in hybrids and/or electric vehicles as the primary 
technology choice for light-duty vehicles.  
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• Long-distance trucks undergoing significant efficiency improvements due to 
improved material choice, engine technology and aerodynamics, rather than a 
complete electrification of freight road transport (due to the prohibitive size 
and weight of batteries required with current technology). Delivery vans 
covering ‘the last mile’ are electrified, leading to an electric share estimate of 
30% for trucks. 

• A (small) share of shipping fuel gradually being replaced by hydrogen, won 
from renewable electricity. This has been deemed a feasible option because of 
the centralised refuelling of ships. 

 
3.3. Summary 
The activity and intensity assumption detailed above lead to the following overall evolution of 
energy demand (Fig. 2) 
 

4. Results – Part 2: Supply 

4.1. Renewable sources excluding bioenergy 
Once total demand has been established, demand must be matched with energy supply.   
 
This scenario is based on the deployment potential shown in Fig. 3. This is the potential 
which can be captured at any time, considering technical barriers and ambitious, yet feasible 
market growth developments. The deployment potential does not necessarily represent the 
most cost-effective development, i.e. it does not account for market barriers or competition 
with other sources.  
 
The realisable potential (R.P.) is the fully achievable potential of the resource with a long-
term development horizon. 
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Fig. 3 Global renewable energy potentials (excl. bioenergy), from 2000 to 2050. [5], [12]–[29] 
 
4.2. Bioenergy 
The scenario incorporates a significant share of sustainable bioenergy supply to meet the 
remaining demand once other renewable energy options have been employed. The scenario 
only includes bioenergy supply that is sustainable and leads to high greenhouse gas emission 
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savings in comparison to fossil references. The complete approach the scenario takes to 
bioenergy is discussed in a separate publication. [4] 
 
4.3. Results of balancing demand and supply 
Following the strict prioritisation of options described in the Methodology section, the overall 
evolution of energy supply is determined, as shown in Fig. 4.  
 
Stabilising energy demand, driven by strong energy efficiency, coincides with fast renewable 
energy supply growth in later years, resulting in an energy system that is 95% sustainably 
sourced. 
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Fig. 4 Global energy supply in the Scenario, split by source. (*Complementary fellings include the 
sustainable share of traditional biomass use.) 
 

5. Discussion 

The energy scenario we have presented combines the most ambitious efficiency drive with a 
high-growth of renewable source options to reach a fully sustainable global energy system by 
2050. Both sides of the equation are important: the transition to a renewable energy system 
cannot be achieved on the supply side alone. 
 
This energy scenario examines the feasibility of a fully renewable energy future by taking a 
bottom-up, physical approach to the energy system. It does not necessarily present the most 
cost-efficient way of achieving this goal. It is however, insightful to estimate the associated 
investment and savings of this energy system in comparison to a BAU energy system. 
 
This cost study is presented in a separate publication. [5] The key findings are, that upfront 
investments are estimated at less than 2% of global GDP and the energy system proposed in 
this scenario would be significantly cheaper to operate than BAU by 2050. 
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Abstract: The paper considers sustainable travel strategies for remote cities that form a regional centre for a wider 
area. The strategies aim to minimise private vehicle traffic within the city centre arising from both city residents and 
commuters in from outside regions, but without adversely impacting on the total inflow of people to the city for 
business, leisure or educational purposes so as not to affect the city’s economic viability. 
 
The primary case study within the paper is Hereford, United Kingdom – an ancient Norman city within rural 
Herefordshire. Significant research has previously been conducted as to the transport problems within the city and 
such research is summarised and built on in the current paper by proposing potential solutions to the problems. 
 
The paper concludes that sustainable travel strategies in such cities are best aligned in zones, with key strategies for 
the inner zones being walking and cycling and key strategies for the outer zones being “park and walk” schemes to 
the inner walking/cycling zones. 
 
Keywords: Sustainable Travel, Soft Measures, Remote Cities 

1. Introduction 

Cities located within a rural area are often the primary source of employment, higher education, 
retail and other facilities for a wide local area, which may result in a net inflow of daily visitors 
due to: 

• residents of the city remaining within the city for work, shopping and other needs; and 

• residents of the rural area outside the city coming into the city on a daily basis for work, 
shopping and other needs 

Should the primary means of transport be private vehicle, this may result in significant 
congestion within the city (which has consequent detrimental economic and social impacts) as 
well as other adverse environmental, social and economic impacts such as increased carbon 
emissions; air pollution; poor public health; and reduced incentive to invest in the area.  
 
Therefore, careful travel planning is essential to minimise private vehicle usage without 
dissuading people from coming to the city, as it is important (particularly in the current economic 
climate) to maintain and increase the economic prosperity of the region. The focus in this paper is 
on sustainable travel solutions for commuters to work, as these form a significant proportion of 
peak time journeys.  
 
2. Case study: Hereford, UK 

2.1. Background 
The main case study within the paper is the ancient cathedral city of Hereford, United Kingdom, 
located within the predominantly rural county of Herefordshire. Hereford has a population of 
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55,700 whilst the other principal towns within Herefordshire (Leominster, Ross-on-Wye, 
Ledbury, Bromyard and Kington) have much smaller populations, ranging from 3,200 to 11,1001. 
The nearest large city to Hereford is Worcester, which is 21 miles away, whilst the major cities of 
Cardiff, Birmingham and Bristol are 58, 61 and 65 miles away respectively. These geographical 
circumstances have led to Hereford becoming the county’s centre for employment, 
administration, health, education facilities and shopping, resulting in significant pressure on its 
urban highways and its historic city centre, in which it retains an 11th Century cathedral and other 
historic buildings. 
 
2.2. Geographical Factors 
An additional geographical complication for Hereford city is that the River Wye divides the city 
between the North and the South. There is only one principal road bridge, at which the A49 
crosses the river. This crossing point suffers from significant congestion which causes significant 
delays during peak commuter travel time2. There are also two further pedestrian bridges, one of 
which carries an important cycle route (the Great Western Way). 
 
However, an important positive factor is Hereford’s pleasant and compact city centre, with a 
pedestrian-only main shopping street (High Town) and numerous historic buildings, which make 
it a very “walkable” environment. 
 
2.3. New Development 
Hereford is currently undergoing a significant redevelopment at the Edgar Street Grid, a 40ha site 
to the north of the city centre, which will entail new residential, retail, office and leisure facilities. 
Therefore, it is important that any travel planning options take into account the impact of the new 
development, in terms of additional residents to the area and additional employment opportunities 
within the city centre. In total, Hereford plans to increase the number of households by 8,500 by 
2026 (including those at the Edgar Street Grid)2. 
 
2.4. Journeys to Work 
76% of Hereford residents work within Hereford and 65% of residents’ journeys to work are less 
than 5km. Therefore, there appears to be significant scope for encouraging more sustainable 
means of travel to work, given the short distance of typical work journeys. 57% of residents take 
their private vehicle to work (with an additional 7% being car passengers); 18% walk to work and 
8% cycle. Only 6% use public transport to travel to work, all of which consists of bus use. 
 
The figures below2 show that the choice of transport mode to work is strongly affected by the 
area of the city in which the resident lives. The majority of car journeys to work arise from the 
outskirts of the city whilst the majority of journeys on foot arise from within the city centre. This 
may indicate that a key employment zone is within the city centre: 
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Fig 1: Car journeys to work   Fig 2: Journeys to work on foot 

2.5. Hereford Travel Objectives 
From the above background, it can be seen that the key objectives for Hereford are to: 
• maintain and encourage the relatively high levels of walking and cycling to work within the 

city centre 
• reduce private vehicle use from the city outskirts into the city centre 
• protect the city’s historic core against increased vehicle use 
• reduce the significant congestion on the A49 crossing point over the Wye river 
 
However, due to the current economic climate, and the reduced public sector funding now 
available for transport issues, low-cost approaches will be favoured to strategies which involve 
significant capital expenditure or long-term operation and maintenance costs. 
 
3. Methodology 

The focus of the research is on “soft measures”. Such measures do not involve investment in new 
transport infrastructure or technologies but instead focus on changing people’s behaviour so that 
they make better use of currently available resources. Following a review of available soft 
measures, a city-wide sustainable travel plan is devised to suit Hereford and other similar cities, 
which is set out in the Discussion. 

4. Results 

A summary of available soft measures4, which can potentially be used to encourage a behavioural 
change in choice of transport mode, are set out below and discussed in section 5. 
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Table 1: Available Soft Measures 
Strategy Details Potential Financial Implications 

on the Local Authority 

Pedestrian-
only zones 

Converting the city centre to 
pedestrian-only zones would 
prevent private vehicle use in the 
inner zones of the city. 

 Cost of converting roads into 
pedestrian-only zones 

 Additional car parking on the 
outskirts of the pedestrian-only zone 

Reduced car 
parking 
 

Reducing availability of city centre 
car parking could encourage private 
vehicle drivers to use different 
modes of transport due to the 
inconvenience of locating a parking 
space. 

 Reduced car parking income 
 Additional car parking on the 

outskirts of the city centre 

Car parking 
duration 

Limiting city centre parking to a 
maximum duration (up to 3 hours) 
could minimise use by commuters 
without deterring other day visitors 
such as shoppers. 

 Reduced car parking income 
 Additional car parking on the 

outskirts of the city centre 

Car parking 
charges 
 

Increasing city centre car parking 
charges could minimise use by 
commuters but could also deter 
other day visitors. 

 Reduced car parking income 
 Additional car parking on the 

outskirts of the city centre 
 Reduced income from day visitors, 

and potentially reduced business 
investment 

Park and Ride Car parking on the outskirts of the 
city centre and public transport 
connections into the city centre. 

 Additional car parking facilities and 
re-routing of public transport 
vehicles (primarily bus) 

Reduced 
public 
transport costs 

Local authority subsidies of public 
transport charges to offer reduced 
rates or season ticket discounts. 

 Cost of subsidising public transport 
 

Public 
transport 
promotion and 
marketing 

Greater awareness of available 
public transport options could 
increase public transport use. 

 Promotion/marketing cost 
 

Walking / 
cycling 
promotion and 
marketing 

Campaigns such as “Walk/Cycle to 
Work Week” can positively 
encourage people to switch to 
walking or cycling. 

 Promotion/marketing cost 
 

Bicycle 
parking 
facilities 

Availability of good quality and 
secure bicycle parking can 
encourage cycle use. 

 Cost of bicycle stands 
(approximately £35 to £100 per 
stand) 

Car share 
schemes 

Providing car share websites or 
other databases allows people 
living in the same area and 
travelling to the same area to share 
their car use. 

 Cost of maintaining website / 
databases 
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5. Discussion 

5.1. Reduction of Private Car Use 
It is self-evident that converting the city centre into a pedestrian-only zone will prevent private 
vehicle use within the area. However, such a measure may be unduly restrictive and unworkable 
for residents and outside visitors. An alternative therefore may be to enforce driving restrictions 
within the city centre for specific time periods, rather than a full conversion of the city centre into 
a pedestrian-only zone. 
 
Parking restrictions within sustainable travel plans have been reported as effective in reducing 
commuter car use by an average of 24% or more, whilst the reduction in commuter car use was 
only 10% or more without parking restrictions4. From Table 1, the three strategies relating to 
parking restrictions (reducing car park availability, reducing parking duration, and increasing 
parking charges) may all be effective in reducing private vehicle use. However, only reduction of 
parking duration specifically targets commuter driving, whilst the other two methods impact on 
day visitors as well as commuters. 
 
5.2. Sustainable Travel Alternatives 
A potential sustainable alternative to private vehicle use is public transport use. It has been 
reported that offering public transport discounts can be highly effective in encouraging reduced 
car use4. Hereford has a railway station within its city centre but no other stations in the outskirts 
of the city, thus preventing commute to work by rail for Hereford residents. Therefore, the 
primary existing public transport option for Hereford is bus.  
 
As mentioned above, only 6% of residents commute to work by bus, which seems a relatively 
low proportion. This may, potentially, be explained by the inability (due to space restrictions) to 
provide bus priority measures (such as exclusive bus lanes) within the historic city centre core. 
Therefore, bus users may be subject to the same congestion as faced by private vehicle users, but 
with the added inconvenience of public transport use (such as waiting at bus stops for the bus to 
arrive). 
 
Given the compact nature and pleasant environment of Hereford city centre, it is therefore 
considered that sustainable travel options which favour walking and cycling within the city 
centre, rather than increasing bus use over current levels, are the optimum choices. 
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Zone 1 

Zone 2 

 
5.3. Hereford City Proposal 
Figures 1 and 2 above show that private car use and walking are more popular respectively in 
different parts of the city. It is therefore useful to consider the city centre as “Zone 1” and the 
outer regions as “Zone 2” with different travel planning strategies for each zone. 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 3: Map of Hereford with travel planning zones5 

Zone 1 (circled in green - from the Wye Bridge to Hereford railway station) is 0.9 miles in 
length. The Herefordshire City Council mini-map5 states the area within the red square in Zone 1 
is within 10 minutes walk from High Town (the main city centre shopping street). From the 
above discussion, it is considered that the key approach for Zone 1 is to implement some form of 
parking or driving restriction within Zone 1 and couple this with measures to encourage increased 
walking and cycling within the Zone. 
 
Whilst parking restrictions may encourage reduced private car use, driving restrictions would 
guarantee reduced private car use, and may therefore be the more effective option. However, it is 
not desirable to adversely impact on day visitor numbers to the city. Instead, the key target is 
commuters into the city for work to tackle peak time congestion. Therefore, a potential solution is 
to enforce driving prohibitions in the city centre only during peak commuter travel time. A 
proposed time frame could be, for example, 7.30am to 9.30am and 4.30pm to 6.30pm. The 
driving restrictions would only be within the red square in Zone 1, so as not to exceed a 
reasonable walking distance for most people. Naturally, there would be exceptions for disabled 
drivers, emergency vehicles and buses. 
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Enforcement of the driving restrictions could involve the placement of CCTV cameras at key 
road junctions within the city which would record vehicle use. Residents of Zone 1 who need to 
commute outside of Zone 1 during peak hours may apply for a special permit to be displayed on 
their vehicle to avoid receiving any penalty should they be recorded on the CCTV cameras. As it 
is only relatively low proportion of Hereford residents who commute outside of Hereford for 
work (and not all of them live within the city centre) it is considered that their vehicle use would 
not detract from the overall advantages of creating the peak time driving restriction zone within 
the city centre. 
  
Outside of peak time hours, shoppers, tourists and other day visitors would be permitted to use 
their private vehicles. Whilst this may be disadvantageous from an environmental viewpoint, the 
potential adverse impact from an economic viewpoint of deterring such visitors may counter-
balance this. 
  
This system would therefore reduce road traffic congestion (a significant concern within 
Hereford); create a more pleasant walking atmosphere; and reduce carbon emissions. In order to 
encourage residents to accept and appreciate the change (rather than feeling that it has been 
imposed upon them) promotion and marketing campaigns ought to be used in the lead-up to the 
change, to promote the positive outcomes of the peak-time pedestrianisation. 
 
Due to the driving restrictions to be implemented within Zone 1, drivers into the city centre from 
Zone 2 (as well as from outside Hereford) will need parking facilities on the outskirts of Zone 1. 
It is proposed that such facilities be located just before the A49 road bridge crossing the river 
Wye, which is currently the main congestion hotspot in the city area. This, it is anticipated, will 
lead to drivers from Zone 2 who wish to reach the city centre driving up to the parking facility 
and then walking or cycling into the city (using the pedestrian footbridges) rather than attempt to 
drive across the river on the A49 road bridge. 
 
Therefore, the only drivers who will continue to use the A49 river crossing will be those who do 
not intend to drive into the city centre, but will instead continue past the city centre heading either 
to the north or south of the city. 
 
Reducing vehicle numbers on the river crossing in this way would, it is anticipated, result in 
reduced congestion, so as to allow drivers who wish to bypass the city centre and reach the north 
or south of the city to move more easily. This would therefore alleviate the economic and social 
adverse impacts caused by congestion, as well as to reduce carbon emissions by the reduced 
private vehicle users. 
 
Additional strategies suitable for Zone 2 include strategies to encourage cycling within the city 
centre. For example, efficient, smart-card operated bicycle hire facilities could be made available 
at the river crossing car park, to enable drivers to hire a bicycle daily to continue their commute 
to work once parked. At the city centre, secure bicycle parking would also need to be provided at 
key locations to assist such additional cyclists. 
 
Further, the setting up and promotion of car share schemes could be valuable in encouraging 
reduced private vehicle use from Zone 2 (and beyond) to the river crossing facility. 
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6. Conclusions 

Whilst it is a straightforward matter to set out a list of potential travel planning “soft measures” 
which may encourage sustainable transport use, a more complex issue is selecting which 
measures are suitable for particular circumstances. In the case of rural cities, such as Hereford, 
the importance of the city as a centre for a much wider local area cannot be underestimated, and 
so any selection of measures must take into account and balance the economic impacts, as well as 
the environmental and social considerations. As such, it is considered that the package of 
measures proposed above can be applied effectively to rural cities in the same or similar 
circumstances as Hereford, and can achieve the appropriate balance between environmental, 
economic and social aims. 

The focus in this paper has been on reducing congestion and carbon emissions from private 
vehicle traffic caused by commuters to Hereford city centre for work. The proposals do not 
resolve other travel issues which may affect Hereford, primarily the concern that the A49 
currently takes “through traffic” directly into the city centre. Current proposals include the 
development of a new bypass road to allow outside traffic passing through Hereford to bypass the 
city centre. However, these issues are beyond the scope of this paper. 

The views expressed in this paper are mine alone, as an independent researcher, and do not 
represent the views of Hereford Futures Ltd or Herefordshire County Council. 
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Abstract: The overall objective of the Swedish transport policy is to ensure the economically efficient and 
sustainable provision of transport services for people and business throughout the country. More specifically the 
transport sector shall contribute to the achievement of environmental quality objectives where the development 
of the transport system plays an important role in the achievement of the objectives. The aim of this study is to 
analyse if current transport planning supports this policy. This is done by analyzing two recent cases: the 
national infrastructure plan 2010-2021 and the planning of Bypass Stockholm, a major road investment. Our 
results show that the plans are in conflict with several of the environmental quality objectives. Another 
interesting aspect of the planning processes is that the long-term climate goals are not included in the planning 
processes, neither as a clear goal nor as factor which will influence the future transport system. In this way the 
long-term sustainability aspects are not present in the planning. We conclude that the two cases do not contribute 
to a sustainable transport system. Thus, several changes must be made in the processes, including putting up 
clear targets for emissions.  
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1. Introduction 

One of the pillars of the Swedish environmental policy is Environmental Policy Integration, 
suggesting that environmental factors must be integrated into all operational areas [1]. An 
expression for this is the sector responsibility for environmental issues that among other 
things entails that a number of agencies have responsibility to follow the environmental 
development within their sectors.  
 
The overall objective of the Swedish transport policy is to ensure the economically efficient 
and sustainable provision of transport services for people and business throughout the 
country. More specifically the transport sector shall contribute to the achievement of the 
environmental quality objective Reduced climate impact and to other environmental quality 
objectives where the development of the transport system plays an important role in the 
achievement of the objectives. The objective Reduced climate impact requires significant 
reductions of greenhouse gases. In Sweden, the government's target is that emissions should 
decrease by 40%, of which 2/3 in Sweden, by 2020 compared to 1990, and that the net 
emissions should be zero by 2050 [2]. These goals will require powerful economic 
instruments [2]. To be in line with the 2-degree target for climate change, the transport sector 
needs to reduce the emissions by 40 % to 2020, 80 % to 2030 and 95 % to 2050, compared to 
1990 according to the Swedish Road Administration [3].  

The aim of this study is to analyse if current transport planning supports the Swedish transport 
policy and also to what extent environmental factors are integrated into the decision making 
processes. 
 
2. Methodology 

Two case studies were chosen for the analysis: The national infrastructure plan 2010-2021 
and the planning of Bypass Stockholm, a major road investment which is also a part of the 
infrastructure plan. These plans are reviewed and analysed in relation to the transport policy 
goals and the integration of environmental aspects in the plans. As a criterion for a sustainable 
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transport system we use in this paper the transport policy goal that the transport system shall 
contribute to a Reduced climate impact and other relevant environmental quality objectives. 
There are other criterion related to social and economic aspects of a sustainable transport 
system that could be added, but in this paper we focus on the ecological dimension.  
 
3. Results 

3.1. Bypass Stockholm    
3.1.1. Choice of alternatives  
The Swedish Road Administration has proposed in a statement to the Government that 
permission be granted for Bypass Stockholm [6]. It is interesting to study what alternatives 
were considered, and why Bypass Stockholm was recommended. In the Road Analysis [7], it 
is stated that the purpose of the road analysis is... to find the road corridor that best... ties 
together the north and south parts of the Stockholm County, creates a bypass for long distant 
traffic, improves the availability on the access roads, improves the possibilities for a common 
work and housing market for the region, allow a multi-nuclear region, and give possibilities 
for development in a region with growth. None of these goals touches on climate, 
environment, or sustainable development.  

In the Road Analysis, three main alternatives are analysed:  

• Bypass Stockholm without congestion charges  
• Diagonal Ulvsunda without congestion charges. This is also a road alternative but 

located closer to Stockholm's inner-city than Bypass Stockholm.  
• The Combination Alternative that includes congestion charges, public transport 

investments, and less road construction.  
 
The Combination Alternative was developed by the Road Administration although it may not 
be the most competent organisation to develop that alternative since it is not responsible for 
public transport systems including railroads. The system for congestion charges included in 
the Combination Alternative is not the system that is used today. The structuring of the 
Combination Alternative has also met criticism [22] for having chosen expensive and 
inefficient investments in new tracks.  

In the Road Analysis, the Combination Alternative is later rejected. The motivation is that it is 
not considered to meet the project goals. Here several key observations are possible. Already 
in the goal formulation it is set down that a road must be found. Other solutions for the 
foreseen transport problems are not of interest. In the Supplementary Report [6], it is stated 
also that “the Combination Alternative does not offer sufficient road capacity.”  

The main purpose of the Road Analysis was thus, according to the above, to find a road 
corridor. At the same time, there are the transport policy goals to adhere to. These entail that 
the transport system must both be effective from a socio-economic perspective and be long-
term sustainable. In the Road Analysis, there is no direct evaluation made with regard to the 
transport policy goals, but several aspects of these are taken up. For example, environment 
and climate is evaluated for the alternatives and it is concluded that the Combination 
Alternative is better than the Bypass Stockholm.  Also related to other goals such as safety, 
travel times and gender aspects, the Combination alternative is preferable [8]. 

A number of conclusions can be drawn from this discussion: 
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• In the Road Analysis, the goal was to find a road corridor, not to find the best solution 
for Stockholm's traffic and transport problems. Thus, there is still a need to analyse 
alternative solutions for Stockholm's traffic problem.  

• The Combination Alternative is rejected with reference to its not meeting the project 
goals. The choice of project goals is therefore central.  

• None of the project goals in the Road Analysis is focused on environment, climate or 
sustainable development. If it had been so, then Bypass Stockholm could have been 
rejected with reference to its not meeting the project goals.  

• Had the transport goals been guiding for the choice of alternatives, then Bypass 
Stockholm would hardly have been recommended [8].  

 
3.1.2. Traffic volumes  
New roads do not only lead to traffic moving from one road to another. New roads also 
generate new traffic [9-12]. There are several mechanisms for why new roads generate new 
traffic, and one can distinguish between effects in the short and long term. In the short term, 
new roads can lead to car-use being more attractive relative to other transport forms, and to 
travel itself becoming more attractive relative to alternative activities. In the long term, new 
roads can lead to new localisations. It can for example be attractive to develop new areas if 
there are better road connections, which then leads to increased traffic volumes.  

The Swedish Road Administration's prognosis [6] includes short term effect on passenger 
vehicles. The traffic prognoses show that Bypass Stockholm leads to increased traffic 
volumes and decreased share of public transport. Increased traffic because of new localisation 
patterns is not included, however. For freight traffic, no consideration is made that new roads 
generate new traffic.  

Thus, conclusions from this section are that:  
• Bypass Stockholm leads to increased traffic volumes  
• the Road Administration has likely underestimated these increases. This in turn imply 

that:  
• congestion is underestimated  
• travel times are underestimated  
• accessibility is overestimated  
• environment impact, including CO2 emissions, is underestimated  
• effects of development of new areas on, for example, natural environments and 

emissions, are not considered fully 
 
3.1.3. Emissions of greenhouse gases  
According to the Swedish Road Administration [6], Bypass Stockholm will increase the 
emissions of greenhouse gases. In our estimation this increase is underestimated. An 
important reason is that Bypass Stockholm likely leads to higher traffic volumes than what the 
Road Administration has supposed (see above). Some additional reasons are discussed below. 

A failure of earlier analyses of Bypass Stockholm [7] is that these did not include emissions 
from the construction of the road itself [13]. This was also one of the points that the 
Government Offices wanted to have supplementary information on [6].  

The Road Administration has in the Supplementary Report [6] analysed energy consumption 
and emissions from construction of the road, but unfortunately in an incomplete way. The 
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analysis that the Road Administration commissioned [14] includes energy consumption and 
greenhouse gas emissions for the road's construction, but not for the production of the 
materials. The construction of tunnels requires concrete and steel that are not included. An 
initial analysis indicates that the energy consumption for the production of these materials can 
be at least as large as the energy consumption that is already included in the analysis [8]. The 
effect on the calculations of emissions of CO2 can thereby be significant.  

In connection with analyses of environmental impacts, it is sometimes discussed how one 
should assess energy use and its consequences. An example relates to emissions from 
electricity production. The different emissions from for example hydropower, nuclear power, 
wind power, and coal power vary tremendously of course. Thus a discussion often arises 
about what electricity production should be used in the analyses, e.g. [14-16]. There are two 
types of data that can be chosen: average data and marginal data. Average data relate to the 
average electricity production during a certain time period in a certain area, for 
example average production in Sweden in 2008. Marginal data relate to that specific 
electricity production that is changed, if electricity consumption increases or decreases. 
Identifying the marginal electricity source may be difficult [16] and may depend on the 
chosen time perspective and on what decisions future politicians make. It has therefore been 
suggested that sensitivity analysis should be made using both low-carbon and high-carbon 
electricity [23]. 

The choice of average data or marginal data depends to a large extent on the type of analysis 
and question one poses, e.g. [16-19]. If the analysis is to perform an environmental 
accounting of a system, then the average data for the system being studied is the most 
suitable. If instead the analysis is for assessing impacts of changes and measures that affect 
energy consumption, then marginal data are the most suitable choice.  

What then is relevant in this context? Environmental impact assessment focuses on analysing 
the consequences of a decision. If a decision entails that energy consumption changes, data 
for the production that changes, not the average production, should be used. That is, marginal 
data should be used in environmental impact assessments. CBAs also focus on analysing 
effects of changes. The mathematical basis for analyses is differential equations. That is, even 
in this case, marginal data should be used rather than average data.  

However, in the analysis that Stripple makes [14], average data are used as the primary 
alternative. This is questionable according to the above. Instead, marginal data should be 
used. That is also done by Stripple in a sensitivity analysis. There he uses coal condensation 
power as an example of marginal electricity production. The result then becomes radically 
different and the emissions of carbon dioxide from construction, maintenance and operation 
of the road become significantly higher. With average data the emissions are 0.248 million 
tons CO2 compared with 5.83 million tons when the figures for marginal electricity 
production are used [14].  

In the Swedish Road Administration's Supplementary Report [6], a prognosis is used for 
future vehicles and their emissions of CO2 [20]. In the prognosis, it is assumed that the share 
for renewable fuels will be circa 20% in 2020. Furthermore, it is assumed that the share of 
plug-in hybrids among new car sales will be 45% in 2020, and that the total share of plug-in 
hybrids will be about 10% that year. These assumptions are very optimistic,. The prognosis 
that the share of vehicles driven with renewable energy will be 20% in 2020 can be compared 
with the Swedish Government's target of 10% renewable fuels in transport by 2020. 
Furthermore, the prognosis for plug-in hybrids (circa 10% in 2020) can be compared with the 
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Swedish Energy Agency's prognosis of 85 000 vehicles (all-electric and plug-in hybrids 
together), which corresponds to circa 1.5%.  

In the calculations of CO2 emissions, two simplifications are then made that cause 
underestimations. One is that all vehicles that can use alternative fuels are driven exclusively 
with these [20]. The other simplification is that only emissions during the operation of the 
vehicle are considered. Excluded, therefore, are the emissions during:  

• production of renewable fuel (which can be significant)  
• production of electricity (which can be significant)  
• production of the vehicle itself (which is larger for electric cars and plug-in hybrids 

than for conventional vehicles) 
 
This leads to clear underestimations of the CO2-emissions.  

To summarise, by the Swedish Road Administration's own assessment [6], Bypass Stockholm 
leads to increased emissions of the greenhouse gas CO2. This increase is underestimated, for 
the following reasons:  

• the increase of traffic volume is likely underestimated.  
• the production of materials for the roads has not been included.  
• marginal data for the emissions should have been used.  
• the introduction of vehicles fuelled with electricity and renewables has been 

overestimated.  
• it has been assumed that vehicles that can use alternative fuels will be driven 

exclusively with these.  
• emissions from the production of fuels and electricity for the operation of vehicles, 

have been excluded.  
• emissions from the manufacturing of vehicles have been excluded.  

 
3.1.4. Cost-benefit analyses  
In an earlier report [13], we have discussed the use of CBAs both from a general perspective 
and in previous analyses of Bypass Stockholm. The reflection built on earlier CBAs [21]. In 
the Swedish Road Administration's Supplementary Report [6], a new CBA is made. The 
conclusion is reached that the CBA of Bypass Stockholm yields a positive result. There are, 
however, a number of deficiencies and uncertainties in the calculation. One is the 
underestimation of the CO2-emissions as discussed above. Another is the zero value given to 
encroachment onto natural and cultural environments, some with national importance. 
Another important aspect is how the future developments are included. In the analysis, future 
powerful economic instruments that are required to reach the Reduced climate change 
objective are not included. It is likely that if such policy changes were included, the benefits 
of a new road would decrease. This is because powerful economic instruments would 
probably reduce traffic volumes and thus reduce benefits from time savings. In an earlier 
CBA [21] it was also showed that an increased oil prices would significantly reduce the 
benefits of a new road.  

3.2 National infrastructure plan 
The national infrastructure plan includes suggestions for new investments and maintenance 
for the Swedish transport system corresponding to approximately 50 billion euro. It was 
developed by the Swedish transport agencies and submitted to the government [4]. An 
environmental assessment of the plan was also submitted [5].  
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There are two overarching aspects of the Swedish transport policy, it should be economically 
efficient and it should support a sustainable provision of transport services. However, these 
two goals do not seem to have the same importance in the planning. In the plan, it is stated 
that the economic efficiency, measured by cost-benefit analyses, has been guiding the work 
[4]. The corresponding comment is not made regarding sustainable transport service. One 
reason for this may be the existence of established methods for evaluating the economic 
efficiency. For sustainability, corresponding tools are according to the plan lacking, and it is 
therefore difficult to evaluate [4]. 
    
The environmental assessment [5] concludes that the national infrastructure plan will 

• lead to increased impacts on the biological diversity (which is relevant for the 
environmental quality objective A Rich Diversity of Plant and Animal Life),  

• only in a limited way contribute to the achievement of the environmental quality 
objective Clean Air,  

• not lead to a decreased number of people being affected by noise above reference 
values decided by the parliament and thus not contribute to a sustainable development 
with regards to human health and a good environment. 

 
In relation to emissions of greenhouse gases, it is claimed that the plan will lead to small 
emission reductions [4, 5]. It is thus clear that the planned projects do not contribute to the 
significantly decreased emissions that are required. Furthermore, the agencies have 
underestimated the energy use and greenhouse gas emissions in several ways. They have  

• not at all, or only to a limited extent, included energy use and emissions from building 
of infrastructure.  

• assumed large fractions of vehicles which can use renewable fuels or electricity.  
• assumed that all vehicles that can use renewable fuels do that all the time.  
• assumed zero emissions from production of renewable fuels.  
• assumed low emissions from electricity when electricity use is increasing and high 

emissions when electricity use is decreasing. 
• only partially included the increased transport volume caused by new infrastructure. 

  
It is therefore likely that the plan instead will lead to increased emissions of greenhouse gases. 
 
The plan was accompanied by an environmental assessment[5] in line with European 
directives [24]. It is however unclear to what extent the assessment has influenced the plan 
since it is noted in the assessment that the suggestions in the plan is in conflict with the 
environmental quality objectives and thus in conflict with the transport policy.  
 
The environmental assessment also has some limitations in relation to the requirements 
formulated in the directive [24]. One such requirement is that the plan should be compared 
with a zero-alternative that is the likely development without the plan. The zero-development 
(as well as the plan) includes the so called EET-strategy, a strategy until 2020 for efficient 
energy and transport systems developed by several Swedish agencies. In the infrastructure 
plan it is however concluded that it is not likely that this strategy will be implemented. Thus 
the zero-alternative includes a non-likely development. Furthermore, no policy measures are 
assumed after 2020. Although it is clear that in order to reach the Reduced climate change 
goal, significant policy measures are required, no such measures are assumed in the plan. 
Thus the transport agencies either do not believe in the goals the Parliament has decided on, 
or the zero-alternative does not represent the likely development. This has implications for the 
comparisons between the plan and the zero alternative, and also for the cost-benefit analysis 
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performed. Another requirement is that the environmental assessment should include also 
other reasonable alternatives. The proposed document did however only include an alternative 
with minor modifications.  
 
4 Conclusions 

The National Road Authority suggested the Bypass Stockholm in spite of this alternative 
being worse than other alternatives from a climate and environmental perspective and 
according to their own evaluation leading to increased emissions of greenhouse gases. Also 
the suggested infrastructure plans do not fulfill important environmental quality objectives. 
Since these two cases do not contribute to the fulfillment of relevant environmental quality 
objectives, we conclude that the two cases do not contribute to a sustainable transport system 
and are thus not in line with the transport policy objectives. 

 Another interesting aspect of the planning processes is that the long-term climate goals, or 
other sustainability issues, are not included in the planning processes, neither as a clear goal 
nor as factor which will influence the future transport system. In this way the long-term 
sustainability aspects are not present in the planning. Thus, several changes must be made in 
the processes. Examples of such changes are: 

• When goals for projects and plans are formulated, environmental and sustainability 
aspects should be included. 

• If environmental and sustainability project or policy goals are not met, new 
alternatives should be developed and analysed. 

• Project goals should not define the solutions (as for example the goal to find a road 
corridor in the Bypass Stockholm case), but be open to different possibilities. 

• Environmental assessments should be performed using state-of-the art methods and 
data. 

• Long-term environmental and sustainability goals should be included in the planning 
as a factor that might influence the future transport system.  

• Methods for assessing the sustainability of transport systems should be developed. 
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Abstract: The purpose of this paper is to investigate both environmental effects and cost effects of using less 
specified contracts regarding bus sizes in public bus transports. The process of choosing the best bid in the public 
procurement of bus transports is easier if the demands of the qualifications are well specified and detailed. On 
the other hand, detailed contracts can force the entrepreneurs to use less environmentally friendly and 
uneconomical alternatives. The process of choosing the best bid in the public procurement process will be more 
complicated when the contracts are less detailed compared to current situations. Indeed, using less detailed 
contracts leads to decreased emissions and probably costs for all parts involved. A mathematical model with 
binary variables is developed in order to evaluate the environmental and the economic effects of using less 
detailed contracts in the public procurement of bus transports and in turn more suitable bus sizes. Computational 
results with data from a Swedish bus service provider are presented. The results of the model indicate that the 
emissions decrease considerably by using less detailed contracts. The results of a sub case indicate that the costs 
could be reduced as well, depending on how efficient the additional buses can be planned. 
 
Keywords: Environmental sustainability, Bus transports, Public procurement, Mathematical 
modeling 

1. Introduction 

Many nations have converted their public transport systems from monopoly transit systems to 
competitive tendering. One of the first regions to use fully-tendering regime was London in 
1985 [1]. An overview of international successful and less successful ways to use competitive 
tendering as a possibility to decrease the subsidies within the business of public bus transports 
has been presented [1]. The competitive tendering system has worked satisfactory in most of 
the European countries. Two exceptions are Italy and France where the transfer to the 
competitive tendering system has not affected the transports costs at all [2]. However, the 
costs have a tendency to be low at the first time competitive tendering is used and then instead 
increase for the second and third time the system is used [1]. This form of tendering often 
leads to changes of the structure of the actors involved in the process. Going from a market 
including many small actors, the actors are now few and large [1]. The system for public 
procurement in Sweden started through a national resolution in 1985, which led to a law 
coming into effect in 1989 [3]. The process for the regulations for procurement of public bus 
transport in Sweden is based on EU public-procurement guidelines. The most common form 
of contracts used in Sweden is gross contracts, where the bus entrepreneur only gets paid for 
the costs and is not involved in the ticket revenues. The most common way to choose the 
winning bid is to use so called first-price auction, which is to choose the bid with the lowest 
price as a winner. By using this combination the final contracts will often be very detailed. An 
earlier study showed that the CO2-emissions can be reduced considerably by using less 
specified contracts with respect to bus sizes in the public bus transports [4]. The part of traffic 
being involved in the public procurement processes has increased drastically since and is now 
(2010) around 90%. The process of choosing the best part in the public procurement of bus 
transports is easier if the demands of the qualifications are well specified and detailed. On the 
other hand, detailed contracts will lead to limitations and could force the entrepreneurs to use 
uneconomical, but most of all, less environmentally friendly alternatives. The resulting 
contracts are indeed very detailed and there is not much inbuilt flexibility regarding for 
example the bus sizes. Using large buses with many bus seats for transporting few persons is 
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expensive, both in economic terms and most important in emission terms The trade 
organizations within the public bus transports area in Sweden have a common goal to double 
the public transports to 2020 and this ambition is in line with the aim in EU declaring that the 
emissions should decrease considerably. The purpose of this research was to study the cost 
effects of using more environmental-friendly bus traffic. The economic and environmental 
consequences are two of three essential aspects in sustainability. The third aspect concerns the 
social area. As increased emissions can lead to diseases, also this aspect is affected negatively 
when using non environment-friendly solutions. The outline of the paper is as follows. The 
methodology is presented in Section 2 and in Section 3 the mathematical model for the 
problem is formulated. Data from a real-life case is studied and presented in Section 4. The 
computational results are presented in Section 4 and finally, in Section 6, some concluding 
remarks are viewed.  
 
2. Methodology 

A mathematical optimization model with binary variables is developed to evaluate the 
environmental and cost effects of more optimized bus sizes. The mathematical model is 
carefully described in Section 3. We have used the program, AMPL, for modeling the 
problem and the commercial program CPLEX, version 10.2.0, is used to solve the model. 
These programs are suitable when the mathematical models include binary or integer 
variables. Data needed for the study is collected for one region in Sweden and is provided by 
a large Swedish bus entrepreneur, called Nobina Bus AB. All distances from one stopping 
place to the next stopping place on all chosen bus tours have been used as well as different 
kind of buses and their capacity in terms of number of seats. Finally, the levels of CO2-
emissions (kilogram per kilometers) and costs (Swedish crowns per kilometers) for each kinds 
of bus type are considered. Two opposite scenarios have been tested in order to evaluate the 
environmental effects of more details in contracts. The scenarios are shortly described below: 

Scenario A – This is the basic scenario and it shows the current situation in the chosen region. 
The contract for bus traffic in the area defines which type of buses those have to be used on 
which bus tours.  

Scenario B– The possibility to use additional buses along the lines is tested. Sometimes a 
large bus can drive empty from the starting place to the second last stopping place and then it 
can get a lot of passengers for the last part of the line. No restrictions regarding the choice of 
bus type. The results in this scenario show the level of CO2-emissions when as small buses as 
possible, with respect to CO2 emissions, are used. The possibility to use other bus types is 
also tested. 

The economic effects of using more flexible and less detailed contracts in the public 
procurement process are evaluated in the specific case described in Section 4. This case is a 
sub case of the general case. In order to get a more lifelike situation, some restrictions are 
added into the relevant scenarios. They are further described in Subsection 4. The results from 
the sub case are compared to the current daily planning by the involved bus entrepreneur. The 
results of the model will give a solution that uses as small bus sizes as possible with respect to 
the costs.  

3. Mathematical model 

In this section we present the mathematical model for the problem of evaluation of public 
procurement of bus transports. The model is used in order to find as small buses as possible to 
use of each part of the bus tours. The model consists of an objective function, binary 
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variables, parameters and constraints. We first describe the parameters and the variables. 
Thereafter the objective function is presented and finally, the constraints are described. The 
original model is earlier presented [4]. 
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The objective function minimizes the CO2-emissions. The distance between all stopping 
places at the lines is multiplied with the CO2-emissions from the different bus types, 
respectively. The constraints (1) make sure that the capacity of the used buses is enough that 
is that all of the people that get on the bus at the starting point have a seat place on the bus. 
The constraints (2) ensure that all the people getting on the buses at the forthcoming stopping 
places gets a seat place on the used buses. The fact that one bus has to following the whole 
line after it has started is described in the constraints (3). The constraints (4) express that all 
variables are binary, that is they could either be 1 or 0. Constraints (3) also allow buses to 
start on a later stopping place along the line, but it has to continue to drive to the end of the 
line. If there is no possibility to add buses along the line the constraints (3) can instead be 
described as constraints (5) given below: 
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(5)     ,  ,2   1 jikBB ijkijk ∀∀≥∀= −    

To evaluate the specific case and to reach the lowest level of included costs, the objective 
function in the model is modified in the following way: 

Min ijk
i j k

ijk Bca∑∑∑ , 

where  ic = costs measured in Swedish crowns per kilometer regarding bus type i. The costs 
refer to variable driving costs. The fixed capital costs, mainly for depreciations, are added 
afterwards in order to compare different scenarios. The constraints used for the specific case 
are the same as above (1-4). The model does not consider any limitations of the number of 
buses that can be used for different lines. The distance between one stopping place at a line 
and a starting place at another line and the distance to the bus garage is not regarded in the 
problem. The different times for the lines are counted only as different lines so the time aspect 
and any possible limitations of the use of different bus types has not been considered as well 
in the problem. 

4. Case study 

Nobina AB, earlier called Concordia Nordic Bus AB, is the largest bus transport company in 
the Nordic countries and one of the ten largest in Europe. Nobina AB works for different 
public authorities in Sweden. The name of the public authority for the region considered in 
this study is Västtrafik. The general case included 103 different lines. The lines are divided 
into several sub lines depending on the number of stopping places along the line. For each line 
there are different variants of the line. The variants differ regarding the included stopping 
places and their order. Each variant of a line is used several times in a 24 hour. In total it is 
2 044 tours including 2 037 stopping places during a day in the selected area and the number 
of counted people getting on (and off) the buses is 34 312. Seven types of buses are used by 
Västtrafik and taken into account in the scenarios. The capacity of the different type of buses 
is from 23 seats to 56 seats and the levels of CO2-emissions range from 0,83 kg/km to 0,99 
kg/km. For each bus type, the related seat capacity and CO2-emissions are given. The CO2-
emissions are defined by kilogram per kilometer. The presented model will minimize the level 
of CO2-emissions. 

The calculations of the emissions are based on road driving with few stops. The most 
important factor to consider in this paper is the difference in emissions due to the size of the 
bus type, which in this case is measured in number of seats in each bus type. Therefore the 
other depending factors, for example type of engine and driving properties are equal in of all 
the bus types. The considered engine in all of the bus type is a euro3 engine. The newer 
engine euro5 has fewer emissions but the difference is mostly related to the NOx-emissions 
and SOx. The figures on CO2-emissions are considered proportionate to fuel-consumption. 
The fact that a full bus has more CO2-emissions compared to an empty bus has not been 
considered in the optimization, however, it can be calculated and evaluated after the 
optimization has been made if needed. In scenario B, two additional bus types are possible to 
use; one large bus taking 65 passengers with 1,15 kg/km of CO2-emissions and one small bus 
taking only eight passengers with 0,3 kg/km of CO2-emissions.  

An area of bus traffic is chosen from the general case in order to investigate the economic 
effects on a given real planning situation. One hundred tours (around 5 %) of 2 044 in total 
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are included in the specific case. The total length of these tours is 5 750 kilometers to 
compare to the total length of the general case which is 44 790 kilometers. The bus traffic for 
the specific case is chosen in cooperation with the planning manager at the involved company 
Nobina AB.  One reason for choosing this area and these tours was that the traffic is expected 
to be heavy and the buses are supposed to be more full compared to an average tour in the 
area of the general case. The 100 used tours are divided into 14 bus trips. The bus trips 
describe the day of each bus. The current situation at the chosen region is that 14 large buses 
(Express buses) are used on the 100 tours. The bus goes from the garage in the morning and 
back to the garage at the evening. The bus trips can include from five to nine different tours. 
A typical example of a bus trip is illustrated in Figure 4.1. This bus trip (on the x-axis) 
includes seven different bus tours (the piles) represented in time order, that is the first tour 
represents the early morning and the last tour represents the late afternoon or evening for the 
bus trip. The y-axis shows the number of passengers on each tour. Each bus tour includes a 
number of lines between the stopping places and the number of passengers in Figure 4.1 
refers to the highest number of passengers on the each tour. That means that the situation can 
be that the bus drives empty most of the distances and drives with many passengers, for 
example 50, only on one of the included lines. Then the number of passengers, in Figure 4.1 
below, will be 50 on that tour. Most of the bus trips look like the one below in that sense that 
number of passengers on the tours included varies a lot. As mentioned before only type of 
large buses are used today in this area. The average number of the highest level of passengers 
is 24 on the 100 included tours. 

A bus trip

0

10

20

30

40

50

60

Bus tours

N
u

m
b

e
r 

o
f 

p
a
s
s
e
n

g
e
rs

 
Figure 4.1 Example of a bus trip 

Alternatives to use only large Express-buses can be to use as small buses as possible on the 
fourteen tours. That is further on called using adaptive bus sizes and that will of course also 
lead to the use of fourteen buses. Another alternative that will be investigated on the specific 
case is to use another bus type, here called Middle-bus, as a standard bus and then use smaller 
buses, here called Mini-buses, as additional buses that can be used whenever needed between 
one or several stopping places. The capacity of the Middle-bus, in terms of seats, is 32 and the 
capacity of the Mini-bus is 15. The CO2-emissions from the Middle-bus and the Mini-bus are 
0,45 and 0,35 kilogram per kilometers, respectively, compared to the level of 0,96 kilogram 
per kilometers from the Express-bus. Regarding the alternative of using adaptive bus sizes, 
the bus type Ordinary is also taken into account. The level of CO2-emissions from that bus 
type is 0,93 kilogram per kilometers and the number of seats is 46. The considered variable 
costs are referred to costs for operating the bus and costs regarding the bus driver. The 
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included fixed costs are capital costs, mainly with respect to the depreciations and based on 
the purchase cost. The levels of the different costs are collected and evaluated by the planning 
manager for Nobina AB in the area of the specific case. 

5. Results 

The resulted levels of CO2-emissions from the scenarios in the general and the specific case 
are presented in Table 5.1. The level of CO2-emissions is calculated based on the level of 
emissions per 24 hours workday. The bus traffic on workdays is on average four times more 
intense compared to the bus traffic on Saturdays and Sundays. We have estimated the number 
of workdays in a year to 245 and the official holidays, including Saturdays and bridges days, 
to 120.  The differences compared to Scenario A are given in percent.  

Table 5.1 Comparison of the two cases. 
Case                 Scenario         CO2 kg/year    Difference 

General                  A                   11 765 150               0 % 

General                  B                     7 653 800           - 34 %        

Specific                  A                    1 554 300                0 % 

Specific                  B                    1 183 050           - 24 % 

 
The results from the two scenarios, indicate a clear relation between CO2-emissions and 
contract-flexibility. By letting the number of passengers decide which bus size to use instead 
of following the contract regulations, the CO2-emissions can be decreased by 34 %. The 
possibility to add buses along the tours create a need for more small buses. A disadvantage by 
using smaller buses is the fact that more buses have to be used. The buses will in total be used 
on shorter distances but indeed more buses on a line results of course in more bus drivers. It is 
a trade-off between the fixed costs of having several bus drivers and the ambition to drive as 
small buses as possible in order to reduce the CO2-emissions. The fact that the difference 
between Scenario A and Scenario B in the general case is larger compared to the difference 
between the same scenarios in the specific case indicates that the chosen area for the specific 
case is not fully representative for the general case. The results above also tell that there are 
other areas in the general case that would gain more, with respect to lower CO2-emissions, by 
using more flexible and less regulated contracts. The solution times regarding the general case 
are less than 20 minutes and the solution times for the specific case are all very small, below 
one minute. 

The current situation, only use Express-buses, is compared to other alternatives regarding the 
specific case. The first alternative to investigate was to adaptive bus sizes. To find and use the 
smallest bus for each trip resulted in seven Express-buses, six Ordinary-buses and one 
Middle-bus and these changes would lead to 5 % lower CO2-emissions on the same number 
of active kilometers compare to the current situation. The second alternative investigated was 
to use another type of base bus, Middle-bus on all trips and then when necessary use 
additional, Mini-buses, on parts of the tours. By using fourteen Middle-buses and seventeen 
Mini-buses the CO2-emissions can be reduced by as much as 47 %.  

The results, however, only present the CO2-emissions from the active driving in the tours. 
The driving from the bus garage to the first tour in the morning and the driving from the last 
tour in the evening back to the bus garage are not taken into account. Also the fact that the 
buses used on one or several sub distances between stopping places on one tour also are used 
for other sub distances on other tours lead to additional CO2-emissions. These extra CO2-
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emissions are not been taken into consideration in the above table. The circumstances of using 
additional buses on the trips lead to a larger number of active kilometers, 6 677 compared to 
5 750. The plan of where different buses will be used has been showed to the planning 
manager. He has, from his point of view, estimated the practical need for buses in the current 
area to be 10 additional Mini-buses. Therefore the calculations regarding costs are made for 
using 10 additional buses. The results measured in emissions and costs for using different 
kind of combinations of bus types on the fourteen bus trips are presented in Table 5.2.  

Table 5.2 The results regarding CO2-emissions and costs from the specific case. 
Used buses      Active           CO2 kg/year    Difference   Total costs         Difference 
                         kilometers                                                  (SEK/year) 
 

 

14 Express             5 750           1 518 000               0 %      30 449 000                 0 % 
7 Express               5 750           1 438 000             - 5 %      28 009 000              - 8 % 
6 Ordinary 
1 Middle 

14 Middle              6 677              800 786            - 47%      24 997 660            - 18 %     
10 Mini    
 
The calculations made by the planning manager showed that adding 10 more buses in the 
current situation will increase the costs by 10 %. There is apparently a gap from decreasing 
the costs by 18 % to increasing the costs by 10 % due to how the additional buses can be 
scheduled. However, the value of lowering the emissions and in turn improving the 
environment is hard to measure and compare to the increasing related costs. 

6. Conclusions 

The results of the mathematical model indicate that all parts involved in the public 
procurement process, the public authority, the entrepreneur and the customers, will gain from 
more flexible and less detailed contracts. The results from the general case expose notable 
lower levels of CO2-emissions when the contracts are more flexible and without detailed 
restrictions. The levels of CO2-emissions decrease by 34 % from the current situation to the 
most flexible scenario (Scenario B). The results from the specific case indicate that the costs 
could be reduced as well, depending on how efficient the additional smaller buses can be 
planned. The results indicate that the emissions can be reduced up to 47 % by using smaller 
buses in traffic and the costs can in worst case increase by 10 %. Anyway, there are 
possibilities to decrease the costs as well if the operations planning changes. That could be 
done for example by expanding the planning area for the buses in order to increase the 
possibility to make use of returns to scale and coordination advantages. Other kinds of 
entrepreneurs, such as taxicabs, could also be used in addition to the ordinary buses. That will 
lead to more flexibility. Another base for getting lower cost could be to plan the bus trips in a 
different way. The occupancy level on the buses in general could probably be higher if the 
tours for a bus trip have more equal occupancy levels. The number of on and off-going people 
in the studied bus trips in the specific case varies a lot along the trip. The possibility to use 
parking places for the buses along the tours in addition to the bus garage could also decrease 
the bus driving. Directions for future research could therefore include the above suggestions 
in order to show the possibility to reduce both the CO2-emissions as well as the costs 
considerably. In order to get a more complete view, other aspects, for example the traveler 
behavior connected to the level of occupied buses should be further investigated. The results 
from the optimization model show that detailed rules in the public procurement process lead 
to increased CO2-emissions and probably higher overall costs, and therefore it would be 
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highly motivated by the politicians to evaluate the Swedish system. The research will 
therefore contribute to the operation management planning in order to achieve the overall aim 
to reduce CO2-emissions. The actors in the public bus transport business should as well be 
interested in getting insight in how fewer restrictions in the contracts will affect them. 
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Abstract: The large amount of CO2 emissions and of fossil fuel consumption by the transportation sector makes 
the sector central for attaining the EU energy and climate policy targets. Consequently, new propulsion systems 
are developed in the automotive industry, which currently have cost disadvantages compared to conventional 
internal combustion engines (ICE). The article provides a review on support measures for electric vehicles which 
have been currently implemented within the European Union. In a case study analysis for Austria, we analyze 
different policy instruments including a CO2 tax aiming to support the introduction of electric vehicles in 
Austria. We have calculated and compared total costs of ownership (TCO), which includes all costs associated 
with the ownership of an automobile including costs of purchasing, operating and maintaining, charges and taxes 
as well as costs of recycling and disposal. A survey on main specifications of electric vehicles has been 
conducted among the main automobile manufacturers and importers in Austria. Based on this survey, TCO have 
been calculated dynamically from 2011 to 2020 for a business as usual (BAU) scenario considering currently 
implemented taxes and subsidies for ICE and electric vehicle systems. Three alternative policy support measures 
have been assessed to promote EV to ICE until 2015. We conclude that an up-front price support seems to be 
favorable over taxation systems. The paper focuses only of the effectiveness of the three policy support measures 
but does not analyze their efficiency. 
 
Keywords: Electric vehicles, Total cost of ownership (TCO), Fiscal policy instruments, Break-even 

1. Introduction 

Currently, 98% of the transportation sector in the EU depends on fossil fuels. The sector is 
responsible for approx. 21% of the greenhouse gas (GHG) emissions, with more than half of 
the emissions produced by passenger cars [1]. The EU Directive (2009/33/EC) on the 
promotion of clean and energy efficient road transport vehicles has been released to foster a 
broad market penetration of environmentally-friendly vehicles in order to decarbonize the 
transportation sector and to reduce oil dependency.  
 
Several new propulsion systems as plug-in hybrids, range extenders as well as electric 
vehicles have emerged and entered the market or are ready to enter the market in the near 
future [2]. However, in order to achieve a shift in the transportation sector the cost 
disadvantages of the newly emerged propulsion systems have to be overcome. Economic 
viability and a successful introduction of alternative propulsion systems will mainly depend 
on economic aspects such as relative costs. The gap between the total cost of ownership 
(TCO) of alternative transportation systems and ICE should be temporarily closed by 
appropriate policy interventions to promote environmentally-friendly vehicles. 
 
Current research regarding the economic viability of electric vehicles (EV) focused mainly on 
lifecycle cost analysis [3,4,5]. Thiel et al. [3] compared the well-to-wheel CO2 emissions, 
costs and CO2 abatement costs of passenger light duty vehicles including gasoline vehicles, 
diesel vehicles, diesel hybrid vehicles, plug-in hybrid and battery electric vehicles [3]. A static 
comparison has been conducted for the years 2010, 2020 and 2030 under a new energy policy 
scenario for Europe. They conclude that electric vehicles can clearly contribute to a 
decarbonization of the transportation system if renewable electricity is used. According to [3], 
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current cost disadvantages of electric vehicles can be overcome by adequate policy support 
instruments to attain payback periods of less than five years.  
 
Ogden et al. [4] conducted an analysis of the societal lifecycle cost of transportation including 
the purchase price, fuel costs, externality costs of securing oil supply and damage costs for 
emissions of air pollutants and greenhouse gases which are calculated over the full fuel cycle. 
Thomas [5] developed a dynamic computer simulation model that compares the societal 
benefits of replacing conventional gasoline cars with vehicles that are partially electrified, 
including hybrid electric vehicles. He concludes that electric vehicles in combination with 
hybrids, plug-in hybrids and biofuels will be necessary to achieve an 80% reduction in 
greenhouse gas emissions below 1990 levels by simultaneously cutting dependence on 
imported oil and eliminating nearly all controllable urban air pollution from the light duty 
vehicle fleet. However, to increase market shares, market barriers have to be overcome. 
Therefore, the consumer perspective and thus effective and efficient policy instruments 
should be the focus of further research. Taxation systems regarding vehicles vary strongly 
between countries.  
 
The aim of the article is to analyze different policy instruments by comparing total cost of 
ownership (TCO) of EV and ICE in Austria. TCO are calculated dynamically from 2011 to 
2020 for a business as usual (BAU) scenario considering currently implemented taxes and 
subsidies for ICE and EV in Austria. In contrast to lifecycle cost analysis of alternative 
propulsion systems, our analysis focuses mainly on the total cost of ownership and places the 
consumer perspective in the center of the analysis. The consumer perspective is placed in the 
center of our analysis as only early adopters are willing to accept the current cost differential 
between ICE and EV. As such instruments necessary to close the gap are considered to be 
necessary in order to achieve a mass market introduction. 
 
The article is structured as follows. Section 2 provides an overview of the support schemes 
currently launched in the EU-15. Section 3 presents the methodology and data. An analysis on 
different policy support instruments to equalize the TCO of EV and ICE in Austria is shown 
in Section 4 and section 5 presents major conclusions from our analysis.  
 
2. Implemented support schemes for EV in the EU-15 

Many EU member states have introduced national targets for the EV driving stock, the 
expansion of charging infrastructure, or production targets of electric vehicles [6]. Most EU 
member states overcome the cost disadvantage of alternative vehicles by introducing policy 
instruments such as an up-front price support in order to increase the affordability of electric 
vehicles by reducing the marginal capital cost, which is considered as one of the key barriers 
for consumers [7]. Within the EU-15, passenger cars have mainly been the target of a tax 
reform that takes into account the CO2 emissions of vehicles. Policy instruments that are 
currently implemented in order to stimulate the up-take of alternative propulsion systems 
consist of [7]: 

- Registration or purchase taxes  
Registration or purchase taxes are an up-front cost and can have a strong impact on 
CO2 emissions and the market, if costs are differentiated with regard to the specific 
CO2 emissions of the vehicles. In France, a bonus/malus system has been introduced 
whereby vehicles above certain CO2 emission thresholds have to pay a malus and 
vehicles under the threshold receive a bonus. Such a system may increase the political 
acceptability as well as of consumers, because it can be designed in a revenue neutral 
manner [7]. 
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- Circulation or motor taxes    
Circulation or motor taxes have according to [7] a limited effect on the purchase 
decision as they are annual or monthly charges. Although they are considered to be 
politically acceptable, their impact to promote EV is rather low as the cost range of 
such measures is limited.   

- Fuel taxes 
Fuel charges have limited short-term effects, because they do not change the 
purchasing decision of consumers in the longer term [8]. Furthermore, they are 
considered to be politically prohibitive. 

 
Policy instruments to stimulate the up-take of alternative propulsion systems are subsidies, 
taxation of benefits in kind and treatment of depreciation (relevant for company cars) and in 
use and parking charges [8]. Table 1 provides an overview of the currently implemented 
support measures [7-10].  
 
Table 1: Policy instruments to supporting EV in the EU-15  
Country Economic instruments for the support of EV 

Austria Exemption from fuel consumption tax 
Exemption from monthly vehicle tax 

Belgium Purchasers of electric cars receive a personal income tax reduction of 30% of the 
purchase price (with a maximum of EUR 9,000) 

Finland Exemption of fuel tax 
Italy A tax incentive of EUR800 and a two year exemption from annual circulation tax is 

granted for the purchase of a new passenger. 
Denmark Exemption from registration tax and annual circulation tax. Further EV qualify for 

free parking 
Germany EV exempt from the annual road tax for a period of five years from the date of the 

first registration 
Spain Various regional governments grant tax incentives for the purchase of alternative 

fuel vehicles including EV – approx. EUR 6,000 
France Bonus-Malus System; New Cars with CO2 emissions below 125 g/km receive a 

premium. EV receive currently EUR 5,000 
Greece EV exempt from registration tax. If engine capacity below 1929 cc, exemption 

from road tax. Further EV are even allowed to drive in Athens when parts of the 
city are restricted to ICE to reduce traffic congestion.  

Ireland EV exempt from registration tax – approx. EUR 2,500. 
The Netherlands approx. EUR 6,400 reduction from the registration tax 
Portugal Exemption from registration tax 
Sweden Exemption from annual road tax for a period of 5 years upon first registration 
United Kingdom Exemption from annual road tax 
Ireland Exemption from registration tax 
Luxemburg Annual circulation taxes based on CO2 emissions  
 
3. Data and Methodology  

Total cost of ownership (TCO) includes all costs arising with the ownership of an automobile 
including costs of purchasing, operating and maintaining, charges and taxes as well as costs of 
recycling and disposal over a specified timeframe under consideration of opportunity costs. 
TCO is defined as following: 
 
𝑇𝐶𝑂 =  −𝐼 + ∑ 𝑐 (1 + 𝑟)−𝑡𝑁

𝑡=1 +  𝑅 (1 + 𝑟)−𝑁 ,  (1) 
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where I represents the purchase price, c maintenance and operating costs, r the discount factor 
and R the resale price. Maintenance and operating costs include infrastructure charges, 
insurance, fuel consumption tax (NoVA) and the monthly engine related vehicle tax 
(motorbezogene Versicherungssteuer).  
 
TCO have been calculated for limited vehicle options based on a survey conducted with the 
main automobile manufacturers and importers in Austria. The survey includes data on 
technical specifications and costs. The EVs included in the analysis are either already 
available for sale or will be in the near future. The survey has been conducted with the 
automotive offices of Nissan, Peugot, Renault, Mitsubishi and Think City in Austria. The ICE 
have been chosen of similar size and technical specifications, which are the most often sold 
cars in the vehicle class [11]. Technology and performance assumptions for ICE have been 
derived from the respective automobile manufacturers [12,13]. Table 2 provides an overview 
of the main specifications as well as the main resulting performance and cost figures of EV 
and ICE for which the TCO have been calculated dynamically over the period 2011 until 
2020.  
 
Table 2: Technical, performance and cost assumptions of analyzed vehicles 
 VW Golf 

Rabbit 
VW Golf 
Rabbit 

Nissan Leaf Peugeot 
iOn 

Mitsubishi 
i-Miev 

Technology           

ICE engine displacement (l) 1.6 1.2 - - - 
Turbocharger (yes/no) yes yes - - - 
PT power (kW) 77 77 - - - 
Electric motor power (kW) - - 80 47 49 
Battery capacity (kWh) - - 24 16 16 
Energy source Diesel Gasoline Electricity Electricity Electricity 

Performance           

Weight (kg) 1,314 1,314 1,545 1,120 1080 
Acceleration 0-100 km/h (in s) 11.3 10.6 - - - 
Top speed (km/h) 190 190 140 130 130 
Fuel consumption (l/100km) 4.1 5.2 - - - 
Electricity consumption 
(kWh/100km) 

- 0 15 15 15 

Tailpipe CO2 emissions (g/km) 107 121 - - - 

Costs           

Vehicle incl. VAT and NoVA 
(EUR) 

20,350 22,120 39,600 36,000 35,900 

NoVA (fuel consumption tax  in 
% of purchase price) 

4% 4% 0% 0% 0% 

Battery cost (EUR/kWh) - - 600 600 600 
Battery cost (EUR) - - 14,400 9,600 9,600 
Loss in value p.a. 17% 16% 32% 32% 32% 
Maintenance cost (EUR/100km) 4.6 4.1 2.5 2.5 2.5 

 
The TCO have been calculated over a period of five years assuming that 15,000 km are 
traveled annually. According to the survey, automobile manufacturers expect that the battery 
of EV needs to be replaced after approx. 75,000 km. We assume that vehicles are sold after 
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five years, because no estimates on battery replacement costs are currently available. Both 
assumptions refer to results of [13] and have been confirmed by the survey. The percentage 
loss in value p.a. as well as maintenance costs are guesstimates of manufacturers received in 
the survey. Average figures are applied to all EV, because the guesstimates from the 
respective manufacturers differ slightly and empirical values are not available yet. We also 
assume that the purchase price of ICE will not change over time, because further efficiency 
gains in ICE are costly [2]. Furthermore, learning effects from increased production volumes 
decrease the purchase price. The learning effects have been depicted from an analysis 
conducted by [15] and are consistent with [3,14,16]. Currently, battery costs amount to 
approx. 600 EUR/kWh and shall decrease to approx. 300 EUR/kWh by 2015 if the projected 
production volumes are reached. Projected productions volumes are reflected in the assumed 
learning rate and have not been separately been calculated. As such price reductions resulting 
from an increase in production volume are already reflected in the calculation of the TCO. 
 
The current gasoline price in Austria amounts to 1.3 EUR/l and for diesel to 1.1 EUR/l 
including taxes and charges. The gasoline and diesel prices are assumed to be consistent with 
the projected oil prices in the Annual Energy Outlook. The electricity price for Austrian 
households amounts currently to 0.15 EUR/kWh including taxes and charges. The average 
increase in the electricity price (EEX Phelix baseload) from 2000 until now has been approx. 
2.8% p.a. Similar price developments are assumed to 2020.  
 
4. Results 

The three policy scenarios consist of an up-front price support, a CO2-tax as well as a fuel 
consumption tax for ICE, respectively. The level of incentive to make EV competitive from 
2011 onwards is shown for each policy instrument.  
 
In a BAU-scenario, the EV becomes cost-competitive with ICE in the year 2015. TCO of ICE 
are increasing over time mainly due to rising fuel costs. The decrease in TCO of EV is mainly 
attributed to the projected decreases in battery costs. The TCO time line for EV and ICE is 
shown in Fig. 1.  
 

 
Fig. 1: TCO – BAU-scenario 
 
The BAU scenario implies that TCO of ICE and EV will converge in 2015. However, it only 
may convergence if the projected volumes are produced to realize the necessary economies of 
scales. Consequently, subsidies may be necessary to realize the projected production volumes. 
As shown in Section 2, many countries have currently implemented or are considering to 
implement an up-front price support (e.g. usually in the form of an exemption of the 
registration tax) for alternative propulsion systems. An up-front price support is considered as 
an effective policy instrument, because consumers put much larger emphasis on the purchase 
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price of a vehicle than on the resulting maintenance and operating costs [8]. However, by 
introducing an up-front price support for EV, the question arises of how much price support is 
necessary to incentivize sufficient uptake of EV.  
 
In our analysis, we have calculated alternative levels of upfront price support to offset the gap 
between ICE and EV TCO (table 3). It is assumed that covering the entire price differential 
would require large amounts of subsidies despite remaining technical limitations such as 
limited range that may lead to higher costs [8]. However, a regressive price support system 
would minimize windfall profits. Nevertheless, the interviewed representatives of automotive 
manufacturers clearly stated that final purchase prices are set under consideration of 
governmental support and that EV will be available for sale only in countries with 
governmental support measures at a level that is considered sufficient from the perspective of 
car manufacturers. The level of price support should be adjusted annually to account for 
learning effects. High political and public acceptability is attributed to an up-front price, 
however some moral hazard problem will remain [7].  
 
Table 3: Levels of up-front price support until 2015 in Euro 

 
2011 2012 2013 2014 2015 

up-front price support 10'000 8'000 5'500 3'000 0 

 
In a second scenario, we have analyzed the level of a CO2 tax for the transportation sector in 
order to promote EV. A CO2-tax is generally considered to be an effective policy instrument 
from an environmental point of view, because it contributes to lowering CO2 emissions. 
Furthermore, it is a cost-effective policy instrument as it generates revenues for the 
government that can be used to subsidize cleaner technologies [18]. Besides reducing 
greenhouse gas emissions, a CO2-tax has the capacity to reduce other external costs of ICE 
such as changing driving habits, reducing traffic congestions and other emissions e.g. fine 
dust [18].  
 
A CO2 tax can be levied by directly taxing gasoline and diesel corresponding to the carbon 
content of the respective fuel. This implies that a CO2 tax would result in an increase in the 
respective fuel price. The level of CO2 price necessary to sufficiently promote EV is shown in 
Table 4 and Table 5 shows the resulting gasoline and diesel prices.  
 
In our analysis, the implementation of a CO2 tax becomes effective, if the CO2 price is 
approx. 2’000 EUR/t. Currently, the CO2 price on the EU Emission Allowances spot market 
trades at 15 EUR/t. Increasing the CO2 tax to up to 2’000 EUR/t is seen as politically 
infeasible. Therefore, the introduction of a CO2 tax as sole policy instrument to reduce the 
price differential and to achieve a certain market penetration of EV is not considered viable.  
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Table 4: Required levels of CO2 tax until 2015 in EUR/t 

 
2011 2012 2013 2014 2015 

CO2 tax  2'500 2'300 2'250 1'000 0 
 
Table 5: Resulting gasoline and diesel prices until 2015 

 
2011 2012 2013 2014 2015 

Golf Rabbit Gasoline 
     CO2 emission g/km 121 121 121 121 121 

Fuel consumption l/ km 0.052 0.052 0.052 0.052 0.052 
CO2 emission g/l 2'327 2'327 2'327 2'327 2'327 
CO2 tax ct/g 0.250 0.230 0.225 0.100 0.050 
ct/l 581.7 535.2 523.6 232.7 116.3 
Golf Rabbit Diesel 

     CO2 emission g/km 107 107 107 107 107 
Fuel consumption l/ km 0.041 0.041 0.041 0.041 0.041 
CO2 emission  g/l 2'610 2'610 2'610 2'610 2'610 
CO2 tax ct/g 0.250 0.230 0.225 0.100 0.050 
ct/l 652.4 600.2 587.2 261.0 130.5 

 

     

 
The necessary levels of the fuel consumption tax (NoVA) have been analyzed as third policy 
option. Currently the NoVA amounts to 4% of the purchase price for the cases under 
consideration. As shown in Table 6, the NoVA would need to be increased by up to 45% in 
order to sufficiently support EVs from 2011 onwards. Similarly to the CO2-tax, an increase in 
the NoVA as sole policy instrument is considered to be politically infeasible and it may cause 
adverse effects on the total automotive market. 
 
Table 6: Required level of NoVA in % 
 2011 2012 2013 2014 2015 
NoVA 45 40 35 30 0 

 
5. Concluding Remarks 

Several TCO have been calculated for EV and ICE. The BAU-scenario shows that EV shall 
be competitive with ICE in the year 2015 if no additional policy actions are taken. However, 
significant learning effects are assumed to decrease costs of electric cars. Such learning 
effects can be mainly triggered if policy makers sufficiently support research and 
development of new environmentally friendly vehicle technologies. The analysis shows that 
both CO2 and NoVA taxes, which increase the costs of ICE, have to be prohibitive to make 
electric cars competitive. Introducing such levels of taxes seems not politically feasible 
besides other adverse effects on the vehicle market. Therefore, up-front price support systems 
(e.g. direct financial support, exemption from registration tax, bonus/malus system, etc.) seem 
to be favorable over the taxation systems. These results are confirmed by literature. Even 
though cost disadvantages can be overcome by policy support instruments, technical 
limitations of EV such as limited range and relatively long charging times remain. In addition 
to closing the TCO gap between EV and ICE and to overcoming technical limitations, policy 
makers shall focus on providing infrastructures for a large-scale take-up of EV.  
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Abstract: The present study analyzes the performance and combustion characteristics of 10%, 20%, 30% and 
40% blending of Koroch Seed Oil Methyl Ester (KSOME) and Jatropha Methyl Ester (JME) with diesel as fuels 
in a d iesel engine. The brake specific fuel consumption (BSFC) was more for the methyl ester blends and 
particularly for the JME blends. The brake thermal efficiency (BTE) was slightly lower for the biodiesel blends 
and for the JME blends it was less compared to that of the KSOME blends. The indicated power was more in 
case of the blends; however it reduced significantly for the 40% blend of KSOME. Both the KSOME and JME 
blends exhibited similar combustion trend with that of diesel, however, the blends showed an earlier start of 
combustion with shorter ignition delay. The ignition delay was less and the combustion duration was more for 
the JME blends as compared to t he KSOME blends. The overall observation was that the KSOME blending up 
to 30% showed an acceptable performance and combustion trend whereas the JME blends showed favorable 
combustion trend but due its comparatively higher fuel consumption characteristics, finally the engine BTE was 
less with the JME fuel blends.  
 
Keywords: Biodiesel, diesel engine, Koroch seed oil, Jatropha   

1. Introduction 

Biodiesel obtained from non e dible plant species such as Jatropha curcas (Ratanjot), 
Pongamia pinnata (karanj), Calophyllum inophyllum (Nagchampa), Madhuca indica 
(Mahua), Hevea brasiliensis (Rubber seed) are gaining importance as possible renewable 
alternate fuels in India.  Biodiesel is non toxic, biodegradable, and environmentally friendly 
as it c ontains minimum sulfur and aromatics. However, its higher viscosity leads to poor 
atomization of the fuel spray and incomplete combustion, coking of the injector tips, oil ring 
sticking and thickening and gelling of the engine lubricant oil. Its lower calorific value and 
lower volatility are regarded as its disadvantages. Therefore, the 5-20% (by volume) blending 
with standard diesel has been considered as suitable at present for using in existing diesel 
engines without any modifications. Many researchers have evaluated the performance of 
conventional diesel engines fuelled by bio-diesel and its blends. Raheman and Ghadge [1] 
while evaluating the performance of a single cylinder, four stroke Ricardo E6 engine with 
various biodiesel blends and pure biodiesel from Mahua seed oil found higher BSFC and 
lower BTE in case of the blends. Ramadhas et al. [2] used Rubber seed oil and its blend in a 
single cylinder diesel engine and observed that the blends containing 20–40% of rubber seed 
oil in the blend yielded an engine performance closely matching that of diesel oil. Raheman 
and Phadatare [3] used karanja methyl ester and its blends in a single cylinder, four-stroke, 
direct injection (DI) diesel engine and observed  slightly higher torque in case of 20% 
blending (B20) and 40% blending (B40) while lower  torque was observed with 60% blending 
(B60) to pure biodiesel (B100) when compared to diesel. BSFC was lower for B20 and B40 
and found to be higher for blends ranging from B60–B100. The BTEs were also higher for 
B20 and B40.  Sahoo and Das [4] made a combustion analysis using neat biodiesel from 
Jatropha, Karanja and Polanga; and their blends (B20 and B40) at various loads. Saravana et 
al. [5] observed lower delay period, lower maximum rate of pressure rise and heat release 
with 20% blending of crude rice bran oil methyl ester (CRBME) in a stationary small duty DI 
diesel engine. The BSFC of CRBME blend was found to be only marginally different from 
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that of the diesel. Qi et al. [6] evaluated combustion and performance of a single cylinder four 
stroke diesel engine (rated power 11.03 kW, rated speed 2000 rpm) with biodiesel produced 
from crude soybean oil. However, the performance and combustion trend vary depending 
upon the type of biodiesel used, engine configurations, test conditions, and the method of 
analysis. Also, the appropriate blend that would give optimum engine performance and best 
combustion characteristics may vary from biodiesel feedstock to feedstock, its production 
processes and the type of engine in which it is used. For the present investigation, biodiesel 
was prepared from Koroch seed and Jatropha curcus oil using a two step acid base catalyzed 
trans-esterification process in a laboratory scale. The properties of the various blends prepared 
by mixing biodiesel in various volumetric proportions with diesel obtained from Numaligarh 
refinery limited (NRL) are summarized in Table 1. The properties were determined at the 
Quality and Control Laboratory of NRL. Koroch is a tree found in abundance in the forests of 
north east India and oil obtained from Koroch seed has its own unique characteristics as a 
potential source of biodiesel. The author of this paper has not come across any study on diesel 
engine performance and combustion involving KSOME and its diesel blends. Although 
related literatures are available for JME, still blends of JME have been chosen as fuels for a 
comparative analysis.  
 
Table 1. Properties of NRL diesel and various biodiesel blends 

 
2. Methodology 

Tests were performed in a single-cylinder; four-stroke, naturally aspirated, DI diesel engine 
and its specifications are given in Table 2. T he test engine is provided with necessary 
instruments for combustion pressure, fuel pressure and crank-angle measurements. The in-
cylinder and the fuel pressure are sensed by two piezo sensors. Signals from these pressure 
transducers are fed to a charge amplifier. A high precision CA encoder is used to give signals 
for top dead centre (TDC) and the CA. The signals from the charge amplifier and the CA 
encoder are supplied to a data acquisition system which is interfaced to a computer through 
engine indicator for obtaining pressure CA diagram. There are provisions in set up a lso for 
interfacing airflow, fuel flow and load measurement. The engine is coupled with an eddy 
current dynamometer for controlling the engine torque through computer. A Lab view based 
engine performance analysis software package evaluates the on line engine performance. The 
tests were conducted at steady state and 100% load at average engine speed of 1,535 rpm 
where the average engine torque was 21.85 Nm. This yielded an average brake power (BP) of 
3.5 kW in each fuel test. Three test runs were performed under identical conditions to check 
for the repeatability of all the results. The repeatability of the results was found to be within 
an acceptable limit. The test results were then averaged and the average test results have been 
reported. 

Fuel NRL diesel KB10 JB10 KB20 JB20 KB30 JB30 KB40 JB40 
Density at 15°C 

(gm/cc) 
Kinematic Viscosity  

at 40°C (cSt.) 
HHV 

(kJ/kg) 
Cetane index 46.60 46.34 47.48 46.50 48.01 46.34 48.54 45.39 48.61 

Flash point (°C) 46 47 47 49 52 53 54 55 53 
Pour point (°C) 3 -3 3 0 -3 3 -6 6 -6 
Sulpher content  

(ppm) 489 

45247.4 45161.2 

440 452 390 370 302 308 274 292 

3.28 2.85 

45553.0 45489.9 45682.4 45418.1 45471.9 45348.9 45379.0 

0.8552 0.8661 0.8574 

2.34 2.64 2.58 2.84 2.62 3.07 2.74 

0.8460 0.8500 0.8474 0.8548 0.8512 0.8594 
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Table 2.  Engine Specifications 
Make and Model  Kirloskar –TV1 
Rated power and speed   3.5 kW and 1500 rpm 
Type of Engine  1 cylinder, DI type, 4Stroke 
Compression ratio (CR)  12-18:1 
IV Opening  4.5° before TDC 
IV Closing  35.5° after BDC 
EV Opening  35.5° before BDC 
EV Closing  4.5° after TDC 
Bore & Stroke  87.5mm and 110mm 
Nozzle opening pressure  220 bar 
Cooling Medium  Water cooled 
 
3. Results and Discussion  

3.1. Performance Characteristics  
3.1.1. Brake thermal efficiency 
Fig. 1 shows the BTE of the test engine for the tested fuels. It was observed that the BTE with 
the methyl ester fuel blends were comparatively less. The BTE decreased with increasing 
proportion of methyl ester in the blends. Further, the BTE for the JME blends were less 
compared to that for the KSOME blends. The BTE values with NRL diesel, KB10, JB10, 
KB20, JB20, KB30, JB30, KB40 and JB40 are 25.63%, 24.86%, 23.89%, 24.34%, 23.24%, 
24.13%, 22.41%, 22.35% and 22.18% respectively. K and J here refer to KSOME and JME 
respectively. Compared to KSOME blends, slightly lower BTEs for the JME blends was 
mainly due to their increased fuel consumption rates for maintaining a constant BP output. 
Since the density and viscosity values of the JME blends were lower and the HHVs were 
higher compared to their corresponding KSOME blends, fuel consumption for the JME blends 
should have been lower than those of KSOME blends. Similarly the BTEs of the JME blends 
should also be more due to better combustion resulting from lower viscosities of JME blends 
compared to their KSOME counterparts. But the opposite trend in fuel consumption and BTE 
could not be understood. An energy balance study determining the various energy losses 
could be an appropriate future work for confirming this opposing trend.  
 
3.1.2. Brake specific fuel consumption 
The BSFC for the blends of JME and KSOME are compared with NRL diesel and is shown in 
Fig. 2. It was seen that the BSFC for the biodiesel blends was more. BSFC was marginally 
higher in case of the JME blends. This is due to higher fuel consumption rate in case of the 
JME blends. The fuel consumption rate for NRL diesel, KB10, JB10, KB20, JB20, KB30, 
JB30, KB40 and JB40 are 1.15 kg/h, 1.187 kg/h, 1.23 kg/h, 1.214 kg/h, 1.27 kg/h, 1.228 kg/h, 
1.32 kg/h, 1.328 kg/h and 1.34 kg/h respectively. 

 
 
 
 
 
 
 
 
 

           Fig. 1. BTE for the tested fuels                                      Fig. 2: BSFC for the tested fuels 
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3.1.3. Indicated power 
From Fig. 3 it is observed that the engine IP operated with the blends is slightly more except 
for the blend KB40. The engine IP produced with NRL diesel, KB10, JB10, KB20, JB20, 
KB30, JB30, KB40 and JB40 are 5.6 kW , 5.76 kW, 5.7kW, 5.80 k W, 5.83kW, 5.92 k W, 
6.02kW, 5.42 kW and 6.09kW respectively. It was observed that the loop work i.e. the work 
done during the gas exchange process and the compression work were less while the 
combustion and expansion work were more in case of the blends. Hence the net work done 
during the cycle was more and this resulted in higher IP. Slightly higher IP with the methyl 
ester blends may also be due to combustion of relatively more amount of fuel in case of the 
blends. Although the calorific values of blended fuels were lower than that of NRL diesel, the 
fuel energy was more for the blends and particularly for the JME blends due to relatively 
higher fuel consumption rate. Lower IP with KB40 was due to increase in the compression 
and loop works and decrease in the expansion work. The viscosity of KB40 was higher and 
may be due to poor combustion of this fuel blend it resulted in cylinder pressure variation 
leading to lower IP. Again, the IP with the JME blends was comparatively more than that with 
the KSOME fuel blends. It was due to higher energy input in respect of these blends and also 
due to higher net works done during the cycle as can be seen from the Table 3 shown below.  

 
Table 3. Various works done during the cycle  

Fuel NRL diesel KB10 JB10 KB20 JB20 KB30 JB30 KB40 JB40
Combustion and Expansion work (kJ) 724.13 728.18 721.84 719.64 734.99 743.05 748.1 692.86 749.90
Comprssion work (kJ) 309.80 300.51 285.98 286.15 288.43 294.92 288.63 311.35 280.55
Loop work (kJ) 24.16 20.12 10.42 18.32 8.48 14.64 13.84 42.97 8.55
Net work (kJ) 390.17 407.55 425.44 415.17 438.08 433.49 445.63 338.54 460.80  
 
4. Combustion characteristics 

4.1. Pressure crank angle diagram,  peak pressure and rate of pressure rise  
The pressure CA variation at full load is shown in Fig. 4 for the tested fuels. It was observed 
that pressure rise takes place early in case of the biodiesel blends. As compared to the 
KSOME blends, the pressure rise was earlier in case of the JME blends. Early pressure rise 
for the JME and KSOME blends may be due to their lower ignition delay which can be found 
out and will be discussed separately in section 3.2.4. Early pressure rise with JME blends in 
comparison to that with the KSOME blends implies relatively lesser ignition delay for the 
JME blends. It was also seen that more the amount of biodiesel in the blend, early is the 
pressure rise that occurs.  Fig. 5 shows the peak cylinder pressure for the tested fuels. The 
peak pressure depends on the amount of fuel taking part during premixed combustion which 
in turn depends upon the delay period and the spray envelope of the injected fuel. Larger the 
ignition delay more will be the fuel accumulation, which finally results in a higher peak 
pressure. It was seen that the peak pressure for NRL diesel as well as the KSOME blends was 
almost the same at full load, the peak pressure values for KB10, KB20, KB30 and KB40  
being 57.35, 57.62,  57.31 a nd 57.16 ba r respectively, as against a p eak pressure value of 
57.43 bar for NRL diesel. However, the peak pressure for the JME blends were slightly less 
and these being 57.02, 56.98, 56.04 a nd 55.93 ba r for JB10, JB20, JB30 and JB40 
respectively. This is again due to combustion of relatively less amount of fuel during 
premixed phase of combustion as a result of lesser ignition delay period associated with the 
JME blends. The CAs at which these peak pressures occurred were 370, 370, 370, 370, 370,  
369, 370, 369 and 369 degree CA for NRL diesel, KB10, JB10, KB20, JB20, KB30, JB30, 
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KB40 and JB40 respectively. Even though the pressure rise was occurring earlier in case of 
the JME and KSOME blends, but the peak values occurred almost at the same CA for these 
blends at full load. This may be due to lower rate of pressure rise in case of the biodiesel 
blends which is shown in Fig. 6. Rate of pressure rise was slightly more in case of the 
biodiesel blends towards the end of compression and it was more in case of the JME blends as 
compared to the KSOME blends. The pressure rise rate first decreased during the delay period 
for all the fuels and then it increased before the start of combustion (SOC) with a sharp rate of 
rise after SOC. However the peak of the rate of pressure rise was less and it also advanced in 
case of the biodiesel blends. Compared to the KSOME blends, the peak of the rate of pressure 
rise was less in case of the JME blends with early occurrence of the same.   
 

      Fig. 3. Indicated power for the tested fuels      Fig. 4. Pressure crank angle variation for the fuels  
 
 
 

 
 
 
      Fig. 5. Peak pressure for the tested fuels                  Fig. 6. Rate of pressure rise for the tested fuels 
 
4.2. Net heat release rate 
The heat release rate was calculated by first law analysis of the pressure CA data.  
The apparent net heat release rate which is the difference between the apparent gross heat 
release rate and the heat transfer rate to the walls is given by Equation (1) as given below. 

θγθγ
γ

θ d
dpV

d
dVp

d
dQn

1
1

1 −
+

−
=   (1) 

An approximate range for γ  (specific heat ratio) for diesel engine heat release analysis is 1.3 
to 1.35. However the values of γ  which will give more accurate heat release information are 
not well defined [7]. In the present analysis value of γ  for all the fuels were taken as 1.35. 
Lower heat release rate was observed in case of methyl ester blends at full load as can be seen 
from Fig. 7. In the equation (1), it is the second term in the right hand side which mainly 
influences it over a w ide range of TDC and therefore the rate of heat release is directly 
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proportional to the rate of pressure rise. Since the pressure rise was earlier in case of the 
biodiesel blends and also due to the early occurrence of the peak of the rate of pressure rise 
which was also lower for the blends it is seen in Fig. 7 that the net heat release rate also 
followed the same trend. As obviously the rate of net heat release raised early in case of the 
JME blends as compared to that of the KSOME blends. Similarly the peak of net heat release 
rate was also less for the JME blends. It was also seen that the net heat release rate was higher 
particularly for the JME blends during the reaction controlled diffusion and late combustion 
phases.   
 
4.3. Cumulative heat release 
Cumulative heat release is shown in fig. 8 for the tested fuels. It was observed that cumulative 
heat release was more for most of the biodiesel blends towards the later part of the 
combustion process which means that greater amount of heat was released in case of the 
blends for producing a given output. This was due to greater heat release as a result of 
diffusion combustion in case of the blends. As the amount of fuel taking part in combustion 
was more in the case of the KSOME and JME blends therefore it resulted in higher amount of 
heat release with the biodiesel blends.  This is also the reason of higher IP associated with 
these blends. Although the calorific value of the KSOME and JME blends was less compared 
to that of NRL diesel but the lower calorific value of these fuel blends were compensated by 
their higher fuel flow rate and hence cumulative heat release increased in case of the blends. 
In case of the JME blends both the fuel consumption rates and the calorific values were more 
compared to their KSOME counterpart. Therefore the cumulative heat release was also more 
for the JME blends. Slightly lower cumulative heat release in case of JB10 was due to lower 
heat release during later part of its diffusion combustion. Exceptionally the cumulative heat 
release for the blend KB40 was significantly lower towards the later part of combustion.  
Although the fuel consumption rate was higher but may be due to incomplete burning of this 
particular fuel blend together with its lower calorific value it resulted in low cylinder pressure 
and low rate of pressure rise during the later part of combustion. This ultimately affected the 
cumulative heat release. The reason for incomplete burning can be its higher viscosity due to 
which it led to poor atomization and ultimately resulted in lower heat release. The same can 
also be the reason of lower engine IP produced with this particular fuel blend.   
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Fig.7. Net heat release rate for the tested fuels   Fig.8. Cumulative heat release for the tested fuels 
 
4.4. Igniton delay  
Ignition delay is the time period between start of injection (SOI) and SOC. The point of SOI 
was determined from measurement of the fuel injection pressure profile. SOI is usually taken 
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as the time when the injector needle lifts off its seat. As no needle lift sensor was fitted to the 
injector, therefore the CA at which the fuel pressure in the fuel line reached its maximum 
value followed by a sudden drop in pressure, was considered as the SOI. Criterion based on 

max 







2

2

θd
pd  is widely used to predict SOC [7] and was also used in the present study to 

determine SOC.  Fig. 9 shows the ignition delay for NRL diesel and various biodiesel blends 
at full load. It was found that the ignition delay period for the KSOME and JME blends was 
less. Further, the delay period was found to be less for the JME blends compared to the 
KSOME blends and the prediction made in pressure CA and heat release analyses was found 
to be correct. Cetane index of the KSOME and JME blends were higher and therefore the 
ignition delays were less for the biodiesel blends. Cetane index of the JME blends were 
comparatively higher and hence delay periods were lower for the JME blends compared to 
KSOME blends. Moreover, biodiesel typically contains unsaturated fatty acids and these get 
oxidized when exposed to oxygen environment. May be due to presence of higher oxygen 
content, biodiesel blends get ignited earlier than that of diesel. Another reason could be the 
rapid preflame chemical reaction of the biodiesel mixed fuel with high temperature air during 
injection and also the thermal cracking due to which the high molecular weight ester 
(biodiesel) breaks down to lighter compounds and ignites earlier resulting in shorter ignition 
delay.  
 
4.5. Combustion duration 
Determination of combustion duration of a diesel engine is a difficult task because the total 
combustion process consists of phases such as rapid premixed combustion, mixing controlled 
combustion and the late combustion of fuel present in the fuel rich combustion products. It 
can be defined as the time interval from the start of heat release to the end of heat release [4]. 
Banapurmath et al. [8] evaluated the combustion duration considering the CA interval 
between the SOC and 90% cumulative heat release. They observed higher combustion 
duration with Honge, Jatropha and Sesame oil methyl esters which they attributed to the 
longer diffusion combustion phase of the esters. Rao et al. [9] however observed lower 
combustion duration with JME blends and it was stated to be due to early start and faster rate 
of combustion. In the present study the CA at which the cumulative heat release is the 
maximum has been considered as the end of combustion. Fig. 10 shows the combustion 
duration for NRL diesel and the various methyl ester blends at full engine load. It was seen 
that, the combustion durations of KB30 and NRL diesel were the same (47◦ CA duration) and 
it was slightly less for the other KSOME blends. Even though the amount of injected fuel was 
more for the KSOME blends but slightly lesser combustion duration may be due to fact that 
biodiesel is oxygenated in nature which helps in early completion of combustion of the blends 
as it was the case for KB10. But with the increase in the amount of biodiesel in the blend, 
combustion duration increased for KB20 and KB30 which may be due to increase in the 
amount of fuel injected. But again the combustion duration decreased in case of KB40, which 
may be due to higher viscosity of this particular blend. However for the JME blends, the 
combustion durations were slightly more compared to the KSOME blends and these were 46, 
47, 50 and 50◦ CA for JB10, JB20, JB30 and JB40 respectively. Slightly higher duration of 
combustion particularly with respect to JB30 and JB40 could be due to earlier start of 
combustion and relatively longer diffusion combustion for these blends.    
 
5. Summary and Conclusion  

Compared to NRL diesel operation, the KSOME and JME blends resulted in slightly poor 
performance in terms of BTE and BSFC. However the IP produced with the methyl ester 
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blends was more except for the blend KB40. Although the fuel consumption with KB40 was 
higher, but may be due to higher viscosity it resulted in poor fuel atomization leading to 
incomplete combustion, lower heat release and hence lower IP.  All the blends revealed 
almost similar pressure CA characteristics, however early pressure rise and lower ignition 
delay was observed in case of the blends. Compared to the KSOME blends, the ignition delay 
period and the pressure rise were early in case of the JME blends. The JME blends also 
showed better combustion trend with improved rate of pressure rise and heat release due its 
lower viscosity, increased fuel consumption and slightly higher calorific value. However, 
BTE values were slightly lower for the JME blends.  

      

Fig.9. Ignition delay of the various fuels               Fig. 10. Combustion duration of the fuels 
 
References 

[1] H. Raheman, S.V. Ghadge, Performance of compression ignition engine with mahua 
(Madhuca indica) biodiesel. Fuel 86 (2007) pp. 2568–2573 

[2] A.S. Ramadhas, C. Muraleedharan, S. Jayaraj, Characterization and effect of using rubber 
seed oil as fuel in the compression ignition engines, Renewable Energy 30 (2005) pp. 
795–803 

[3] H. Raheman, A.G. Phadatare, Diesel engine emissions and performance from blends of 
karanja methyl ester and diesel, Biomass and Bioenergy 27 (2004) pp. 393 – 397 

[4] P.K. Sahoo, L.M. Das, Combustion analysis of Jatropha, Karanja and Polanga based 
biodiesel as fuel in a diesel engine,  Fuel 88 (2009) pp. 994–999 

[5] S. Saravanan, G. Nagarajan, G. L. N. Rao, S. Sampath, Combustion characteristics of a 
stationary diesel engine fuelled with a blend of crude rice bran oil methyl ester and diesel, 
Energy 35 (2010) pp. 94–100 

[6] D.H. Qi, L.M. Geng, H. Chen, Y.ZH. Bian, J. Liu, X.CH. Ren, Combustion and      
performance evaluation of a diesel engine fueled with biodiesel produced from soybean 
crude oil 

[7] J.B. Heywood, Internal combustion engine fundamentals. New York: McGraw-Hill;1988. 

[8] N.R. Banapurmath, P.G. Tewari, R.S. Hosmath, Performance and emission 
characteristics of a DI compression ignition engine operated on H onge, Jatropha and 
Sesame oil methyl esters. Renewable Energy 2008; 33:1982-8 

[9] G.L.N. Rao, B.D. Prasad, S. Sampath, K. Rajagopal, Combustion Analysis of Diesel 
Engine Fueled with Jatropha Oil Methyl Ester - Diesel Blends. Int J of Green energy 
2007; 4:645–58 

3540



Performance Study of a Diesel Engine by using producer gas from Selected 
Agricultural Residues on Dual-Fuel Mode of Diesel-cum-Producer gas 

D.K.Das1, S.P.Dash2, M.K.Ghosal1* 

1 Department of Farm Machinery and Power, College of Agricultural Engineering and Technology, Orissa 
University of Agriculture and Technology, Bhubaneswar-751003, Orissa, India 

2 Orissa Lift Irrigation Corporation, Government of Orissa, Orissa, India. 
* Corresponding author. Tel: +91 9556271208, E-mail: mkghosal1@rediffmail.com  

Abstract: Of all the alternative sources of energy for rural areas, producer gas from biomass appears to have the 
greatest potential. As an agricultural country, India has large supply of biomass resources. It is estimated that 
about 40 to 60 percent of agricultural residues are either lost or put to inefficient use. This calls for better 
utilization of these resources by thermo-chemically converting into producer gas in the current context of 
limitedness of petroleum based fuels for use in internal combustion engines. Diesel engines are widely used in 
Indian agricultural farms for a variety of stationary and mobile operations. The usual approach of producer gas 
utilization in diesel engines consists of operating existing compression ignition engines on producer gas cum 
diesel dual-fuel mode. There is also a lack of information on the use of different types and conditions of biomass 
to generate producer gas as a supplement fuel for diesel engines. Therefore, an effort was made to develop a gas 
producer system utilizing the locally available biomass materials to power a diesel engine that can be used on 
small horse power tractors and stationary machines. Experiments were conducted to study the performance of a 
diesel engine (four stroke, single cylinder, 5.25 kW) with respect to its thermal efficiency, specific fuel 
consumption and diesel substitution by use of diesel alone and producer gas-cum-diesel (dual fuel mode) through 
a downdraft gasifier. Performance of the engine was studied by keeping biomass moisture contents as 8%, 12%, 
16%, and 21%, engine speed as 1600 rpm and with variable engine loads. The gas producer system developed 
for a 5.25 kW diesel engine was found to perform satisfactorily by using three types of biomass such as wood 
chips, pigeon pea stalks and corn cobs. The average value of thermal efficiency on dual fuel mode was found 
slightly lower than that of diesel mode. The specific diesel consumption was found to be 60 to 64 % less in dual 
fuel mode than that in diesel mode for same amount of energy output. The average diesel substitution of 64% 
was observed with pigeon pea stalks followed by corn cobs (63%) and wood chips (62%). Based on the 
performance studied, the producer gas may be used as a substitute or as a supplementary fuel for diesel 
conservation, particularly for stationary engines in agricultural operations in the farm. 

Keywords: Biomass gasification, Producer gas, Downdraft gasifier, Diesel engine. 

 

1. Introduction 

The escalating oil prices and scarcity of fuel oils coupled with exploding population have 
resulted in serious energy crisis. There is thus a pressing need to develop technology for 
utilizing the renewable energy sources that can make significant contribution to the economy 
and the well being of the rural people. 

Of all the alternative sources of energy for rural areas, producer gas from biomass appears to 
have the greatest potential. As an agricultural country, India has large supply of biomass 
resources. It is estimated that about 40 to 60 percent of agricultural residues are either lost or 
put to inefficient use. This calls for better utilization of these resources by thermo-chemically 
converting into producer gas in the current context of limitedness of petroleum based fuels for 
use in internal combustion engines. Producer gas is generated from solid carbonaceous fuels 
such as wood, charcoal, coal, agricultural and forest residues and also animal wastes by 
gasification process (Hindsgaul C et.al., 2000, Dogru M. et.al., 2000, Bhattacharya S.C. et.al., 
2001, G. Sridhar et.al., 2001, Das and Pandey, 1993 and Pathak and Jain, 2004). Gasification 
is an irreversible thermo-chemical process by which feed stock is thermally decomposed and 
the end products are principally in gaseous form, the main combustible components being 
carbon monoxide and hydrogen. The main advantages of gases as a fuel over liquid or solid 
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fuels are that (i) gases burns with higher efficiency than the solid or liquid fuels, (ii) they have 
a higher rate of heat release (iii) the rate of energy output is easily controlled and adjustable, 
and (iv) gaseous fuels with good energy utilization can be used for power sources. A good 
quality producer gas has an energy content of about 5200 kJ/Nm3. A gas producer requires 2.5 
to 3 kg of wood to generate about the same energy as 1 liter of diesel (Tiwari and Ghosal, 
2007). 

Diesel engines are widely used in Indian agricultural farms for a variety of stationary and 
mobile operations. The usual approach of producer gas utilization in diesel engines consists of 
operating existing compression ignition engines on producer gas cum diesel dual-fuel mode. 
The thermal efficiency of gasifiers in which producer gas is produced has been found to be 
70-80 per cent and that of the gasifier-engine system to be 16-20 percent  (Tiwari and Ghosal, 
2007). The problem is more acute and serious in nature when producer gas is used to run 
motor vehicles particularly for agricultural operations. Past studies indicate that a very little 
effort has been made in this direction. There is also a lack of information on the use of 
different types and conditions of biomass to generate producer gas as a supplement fuel for 
diesel engines. Therefore an effort was made to develop a gas producer system utilizing the 
locally available raw materials to power a 5.25 kW (7 hp), single cylinder diesel engine that 
can be used on small horse power tractors, known as power tillers. The major objectives in 
this study were as follows: 

(i) To fabricate the different components of a gas producer system to operate a 
5.25 kW (7 hp) diesel engine. 

(ii) To evaluate the performance of the above engine with respect to thermal 
efficiency, specific diesel consumption and diesel substitution by using 
different types of biomass. 

 
2. Fabrication of gas producer system 

A gas producer system consisting of a gasifier, a cooler cum cleaner unit, a filtration unit and 
a mixing device was designed and fabricated to operate a 5.25 kW diesel engine on dual fuel 
mode (Fig.1). A downdraft type gasifier operating under suction induced flow was designed 
for a maximum engine gas requirement of 10.70 Nm3/h taking a maximum hearth load of 0.9 
Nm3/cm2-h. The upper part of the gasifier was the fuel container and the lower part was the 
hearth with ash pit. The hearth section of the gasifier was V-shaped. 

The primary air intake was through a pipe extended from top to the hearth with a provision to 
adjust the air inlet height. The ignition tube was passed through the hearth which was closed 
during gasification and opened only while starting to introduce fire. Ash pit was covered with 
a metal filter known as grate through which ash and soot particles were collected. A hand 
blower was attached to the gasifier for initial charging. The cooler-cum-cleaner unit consisted 
of a radiator to radiate heat from hot water, a venturi to provide sufficient space for cooling 
the gas and a water tank. The other attachments to the cooling system were a fan driven by a 
0.375 kW motor to lift water from the tank to the radiator. A two stage filtering unit was 
developed to filter the dust and soot particles. The first stage consisted of gravel, charcoal, 
coconut coir and cotton layers each of 15 cm thickness where as the second stage consisted of 
only two layers of cotton each of 15 cm thickness. Both the filtering units were packed in 
different boxes. 
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1. Gasifier 8. Gas outlet 15.  Gas flow venturi 
2. Air inlet pipe 9. Gas cooling venturi 16. Air flow venturi 
3. Blower 10. Radiator and fan 17. Air control gate valve 
4. Blower outlet 11. Fan motor 18. Air filter 
5. Ignition pipe 12. Filter stand 19. Air gas mixing device 

6. Gasifier stand 13. Primary filter 20. Intake manifold 
7. water pipe with U bends 14. Secondary filter 21. Diesel engine 

 

Fig. 1 A gas producer system. 
 

3. Methodology 

A single-cylinder 4-stroke 5.25 kW diesel engine of a commercial power tiller was used for 
the experiment. The intake manifold of the engine was modified using a T-section to 
introduce the mixture of air and gas into the engine during suction stroke. The quantities of 
gas and air flowing to the engine were measured separately with the help of two venturi 
sections provided in the T-section. The U-tube manometers were connected to the venturi 
section with polythene tube to measure the pressure drop across them. The original fuel 
supply of the engine from its fuel tank was cut-off for the operation on dual fuel mode and the 
diesel fuel was supplied from an auxiliary tank provided with a fuel measuring set-up. In 
order to measure the load applied to the engine, a prony brake dynamometer was used. A 
strain gauge transducer was used to measure the temperatures of oxidation and reduction 
zones in the gasifier and the exit gas from the gasifier and the filtration unit. 

3.1. Performance evaluation of engine 

The diesel engine (specifications given in Table-1) was tested on diesel as well as on dual fuel 
mode at the engine speed 1600 r/min and six loads (7.5N, 12.5N, 20N, 30N, 40N and 50N). 
The composition of the gas was also studied (CO=22.8%; CO2= 7.2%; O2=0.5% and other 
gases= 69.50%). For dual fuel operation, the types of biomass used were wood chips, pigeon 
pea stalks and corn cobs. Three materials were used at four different moisture contents (8, 12, 
16 and 21 percent on wet basis). Each test was conducted for a period of 5 minutes with two 
replications. During each test on diesel, the engine load, engine speed and fuel consumption 
were measured. The observed data were utilized to calculate the engine thermal efficiency, 
specific diesel consumption and percent diesel substitution. The performance of a diesel 
engine operated on dual-fuel mode was generally evaluated in terms of specific diesel 
consumption, engine thermal efficiency and per cent diesel substitution. These parameters 
were determined as follows, 

a) Specific diesel consumption (SCD) : SDC is given by  
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SDC = 
pt

v dd

1000

3600 
 

pt

v dd6.3  (1) 

 

where SDC  = specific diesel consumption, g kW-1h-1; dv  = volume of diesel consumed, cm3’ 

d  = specific weight of diesel, kg/l; t  = time required to consume dv  in second; and p = 

engine power, kw. 
b) Thermal efficiency: The thermal efficiency is expressed as the ratio of output power to the 
power supplied by the fuel. 
i) Thermal efficiency of engine on diesel alone: Thermal efficiency of engine on diesel alone 
is given by  
 

fuel frominput Power  

power Brake
t   (2) 

 

The power input from fuel in eqn. (2) is given by  
 

fp  = 
3600

cdd fcv  
 (3) 

 

Where fp  = Power input from fuel, kW; dcv = calorific value of diesel = 39 MJ/kg 

d = densityof diesel = 640 kg/m3; and cf = fuel consumed, cm3/h. Substituting the values of  

dcv   and d , the eqn (3) yields  
 

Pf = 
3600

f84039 c
 = 9.1 cf  (4) 

 

Using eqn (4.), eqn (2) gives  
 

c
t f

Brake

1.9

power 
  (5) 

 

ii)Thermal efficiency of engine on dual fuel mode 
The formula used for calculating the thermal efficiency of engine on dual fuel mode is given 
by  

gas frominput power   dieselpilot  frominput Power 

power Brake
t 
  (6) 

 

Power input from producer gas is given by  
 

gp  = 
6.3

cg gCV 
 (7) 

  
where gp  = power from producer gas, kW; gcv = calorific value of producer gas, KJ/Nm3; 

and cg = gas consumption, Nm3/h. Substituting eqns. (5) and (7) in eqn. (6),   
 

6.3
1.9

power 

cg
c

t gCV
f

Brake



  (8) 
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iii) Diesel substitution: The per cent diesel substitution is given by  
 

ds  = 100


d

dgd

D

DD
  (9) 

 

Where ds  = diesel substitution, per cent; dD = diesel consumption by the engine on diesel 

alone, cm3/h; and dgD = diesel consumption by the engine on dual fuel mode, cm3/h. 
 
Table-1 Specifications of gas producer engine system under test 
I. Engine 
(a) Type 4-stroke cycle diesel engine 
(b) Number of cylinder 1 
(c)  Cylinder capacity (cc) 450 
(d) Bore (mm) 80 
(e) Stroke (mm) 90 
(f) Crank shaft speed (rated), r/min 2200 
(g) Rated capacity (kW) 5.25 
(h) Grade of oil SAE 30 
(i) Fuel High speed diesel 
(j) Cooling system Water-cooled 
II. Gasifier 
(a) Type Moving bed, co-current Down draft  
(b) Material of construction Mild steel 
(c) Hearth opening (mm) 60 
(d) Grate mesh size (mm) 10 
(e) Total weight (kg) 37 
 

4. Results and discussion 

The relationship between engine load and thermal efficiency at the four levels of moisture 
content (8%, 12%, 16% and 21%) for the different types of biomass (wood chips, pigeon pea 
stalks, corn cobs) is shown in Figs. 2 , 3 and 4 at engine speed of 1600 r/min. The trend shows 
that the thermal efficiency increased with a decreasing rate with increase in engine load for all 
the biomass fuels at all the biomass moisture levels tested. This may be due to better 
combustion of relatively rich gas-air mixture at higher loads. It is also observed that with 
increase in biomass moisture from 8 to 21 per cent, the thermal efficiency also increased 
marginally from 28 to 31 per cent with wood chips, 30 to 32 per cent with pigeon pea stalks 
and 29 to 32 per cent with corn cobs. The slight increase in thermal efficiency from 8 to 21 
per cent moisture range might have been caused due to better combustion of premixed 
mixture of gas and air on dual-fuel mode resulting in reduced requirement of total energy 
input at different loads.   
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 Fig. 2 Variation of thermal efficiency with engine load 
on dual fuel mode at different moisture contents of wood 
chips 

Fig. 3 Variation of thermal efficiency with 
engine load on dual fuel mode at different 
moisture contents of pigeon pea stalks 
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The effect of different types of fuel on engine thermal efficiency at 1600 r/min is shown in 
Fig. 5.  The trend showed that there was a slight drop in thermal efficiency of engine on dual-
fuel mode, compared to that on diesel alone.  Based on mean values, it may be reported that 
the thermal efficiency of diesel engine when tested, dropped from 32.3 per cent on diesel fuel 
mode to 30.5 per cent on dual-fuel mode using wood chips.  However, the efficiency of 
engine on dual-fuel mode using pigeon pea stalks and corn cobs was found almost at par with 
that on diesel mode.  This showed that the combustion of air-gas mixture while using pigeon 
pea stalks and corn cobs was better compared to wood chips, even though the energy content 
of wood chips was relatively high. The variation of specific diesel consumption and diesel 
substitution with engine load on dual-fuel mode of a diesel engine at different biomass 
moisture levels has been shown in Figs. 6 through 11. The trend of the curves showed that the 
specific diesel consumption, in general, decreased with increase in engine load at different 
moisture levels for all the three types of biomass used.  However, a definite trend of variation 
of diesel substitution with engine load has not been established.  It has shown increasing trend 
with load in most of the cases, whereas in a few cases a decreasing pattern has also been 
observed.  This kind of trend is not uncommon in the existing literatures.  It is usually 
reported that if the energy content of the gas remains relatively stable, a higher load means a 
higher consumption of diesel fuel and thus a lower percentage of diesel fuel displacement.  
But if the quality of the gas in terms of its energy content is not stable, an increase in load can 
also increase the percentage of diesel fuel substitution.  The decrease in specific diesel 
consumption with load is primarily due to increase in diesel fuel consumption at a decreasing 
rate. From the mean values of specific diesel consumption and diesel substitution in the test 
engine at different operational parameters (taking all loads into consideration), it was 
observed that the specific diesel consumption of engine on dual-fuel mode using wood chips 
decreased from 87.9 g/kWh at 8 per cent moisture level to 75.9 g/kWh at 12 per cent moisture 
level beyond which it again increased and rose to 161.8 g/kWh at a biomass moisture level of 
21 per cent.  The diesel substitution on the other hand, varied from 50.5 to 68.8 per cent in the 
same moisture range showing maximum value of 72.3 per cent at a moisture level of 12 per 
cent.  Similar trends of variation of specific diesel consumption and diesel substitution were 
also noticed in case of the other two biomass fuels.  For the sake of comparison, the minimum 
values of specific diesel consumption using pigeon pea stalks and corn cobs were observed to 
be 82 and 87 g/kWh respectively, whereas the maximum values of diesel substitution for 
these fuels was found to be about 71.3 per cent at a moisture level of 12 per cent.  This 
showed that the minimum values of specific diesel consumption were derived at a particular 
biomass moisture level (12 per cent) where diesel substitution was maximum.  This was 
perhaps due to better quality of gas obtained at this moisture level as reflected by its higher 
CO content resulting in better combustion of air gas mixture. The variation of specific diesel 
consumption with engine load for the test engine on diesel mode as well as on dual-fuel mode 
using different types of biomass is shown in Fig. 12 for a particular set of operating 
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Fig. 4.  Variation of thermal efficiency with engine 
load on dual fuel mode at different moisture 
contents of corn cobs 

Fig. 5 Effect of engine load on thermal efficiency 
with different types of fuel 

3546



parameters.  The data indicated a slight decrease in specific diesel consumption with engine 
load both on diesel as well as on dual fuel operations.  As expected, the specific diesel 
consumption on diesel mode is much higher than that on dual-fuel mode for all the engine 
loads tested. Comparing the performance of engine on the basis of the mean values of specific 
diesel consumption, it was observed that the engine consumed 60 to 64 per cent less diesel on 
dual-fuel mode than that on diesel mode for the same amount of energy output. The effect of 
engine load on per cent diesel substitution for different types of biomass is shown in Fig. 13.  
The trend showed increasing pattern of diesel substitution with engine load as explained 
earlier. Based on the mean values of diesel substitution, it can be pointed out that the average 
diesel substitution of 64 per cent was found with pigeon pea stalks followed by corn cobs (63 
per cent) and wood chips (62 per cent) throughout the range of biomass moisture. From the 
results discussed above, it can be stated that the gasifier system developed for 5.25 kW diesel 
engine has indicated satisfactory performance by showing, on an average 60 to 65 percent 
saving in diesel consumption while utilizing three types of locally available biomass fuels. 
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Fig. 6. Variation of specific diesel 
consumption with engine load on dual fuel 
mode at different moisture contents of wood 
chips 

Fig. 7.  Variation of diesel substitution with engine 
load on dual fuel mode at  different moisture 
contents of wood chips 
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Fig. 8. Variation of specific diesel consumption 
with engine load on dual fuel mode at different 
moisture contents of pigeon pea stalks 
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Fig.  10. Variation of specific diesel consumption 
with engine load on dual fuel mode at different 
moisture contents of corn cobs 
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5. Conclusions 

Based on the studies conducted, the following conclusions may be drawn. 
(i) The gas producer system designed and developed for a 5.25 kW diesel engine was 

found to perform satisfactorily by using different types of biomass such as wood 
chips, pigeon pea stalks and corn cobs. 

(ii) The average value of thermal efficiency of engine was found to drop slightly from 
32.3 percent on diesel mode to 28.7 percent on dual fuel mode using wood chips as 
biomass fuel. However the efficiency found on dual fuel mode with pigeon pea 
stalks and corn cobs was comparable to that on diesel mode. 

(iii) The mean values of specific diesel consumption of engine on dual-fuel mode for 
all the three biomass fuels were less compared to diesel mode and their diesel 
substitution was more. 

(iv) The average diesel substitution in a 5.25 kW diesel engine was found in the range 
of 62 to 64 percent using three types of biomass fuels. 

The above findings presented in this paper would provide useful information to all those 
engaged in design, manufacture and use of gasifier system for satisfactory and mobile 
operation of stationary engine used in agricultural purposes. 
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Abstract:  A comparative study has been carried out on the performance of compression ignition engine (CI) 
using common diesel fuel (CDF) blended with both refined soybean (Glycin max) and sunflower (Helianthus 
annus) oil as straight vegetable oil (SVO) as well as their corresponding fatty acid methyl esters (FAME) with 
respect to CDF. Low cost methyl esters of vegetable oil were prepared using own patented technique where 
ultrasonic energy has been found to be beneficial. SVOs and corresponding FAMEs were blended with CDF 
separately at different proportion to act as fuel for research CI engine. Both engine performance and fuel 
combustion characteristics were evaluated from the present study at different loads with varying compression 
ratios. Graphical relationships of load (kg) in engine against various engine performance parameters such as: 
brake thermal efficiency (%), brake specific fuel consumption ((kg/kWh), brake mean effective pressure (bar), 
cumulative heat release (kJ) and emission characteristics have been plotted for each set of fuels with respect to 
CDF. The relationship developed identifies the advantages of using blended FAME prepared with the patented 
processes over their corresponding SVO and CDF in the CI engine. 
 
Keywords: CI engine, Straight vegetable oil, FAME, Blended fuel, CDF 

1.  Introduction 

The Energy and Environment will determine the fate of mankind in this century. The alarming 
rise of energy demand in the growing civilization is mainly met by fast depleting fossil fuel. 
The transport sector is the highest consumer of fossil fuel as common diesel fuel (CDF) 
requiring more than 29 per cent of its total consumption. Due to its high sulphur, aromatics 
and nitrogen content the CDF is considered to be the single largest polluter of the 
environment. As the agro based vegetable oil is carbon neutral of renewable energy source 
and free of sulphur as well as aromatics, it behaves environmental friendly biofuel. However, 
the straight vegetable oil (SVO) fails to act as ideal fuel primarily because of its high viscosity 
and poor atomization in fuel spray for its low volatility. It often leads to deposit and chocking 
of injector, combustion chamber and valves [1]. These hurdles are reduced to minimum by 
subjecting the vegetable oil mainly to the process of dispersion or Transesterification. 
Dispersion of SVO with common diesel fuel, also called blending is to provide a simple as 
well as cheap fuel for the CI engine.  
 
1.1. Transesterification of vegetable oil and animal fats  
Chemically, vegetable oil and animal fat are triglycerides in which one glycerol molecule is 
esterified with three molecules of different long chain fatty acids [2] each with 15-20 carbon 
numbers raising its average molecular mass over 800amu. This reason might be responsible to 
inherit high kinematic viscosity and lowers vapour pressure. The process adopted to transfer 
one heavier ester to three lighter esters (esters of three different fatty acids with lower 
aliphatic alcohols) is called Transesterification reaction. Combination of these different 
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FAME molecules with viscosity and carbon equivalent to CDF is able to replace fossil fuel as 
ideal fuel for CI engine, popularly called Biodiesel [3].  
 
1.2.  Fuel for the performance of Unmodified Compression Ignition Engine: 
CDF is a mixture of hydrocarbon molecules with varying carbon chain of C6-C18. The 
presence of smaller hydrocarbon chains with their high vapour pressure contributes to lower 
flash point of CDF to below 600C which is ideal to start ignition under common compression. 
While FAME of particular fatty acid (biodiesel), a compound of fixed carbon number 15-18 
acquires very low volatility is contributing high flash point (>1300C) thus fails to get 
atomized in unmodified CI engine for early ignition. The hurdle is minimized by blending the 
biodiesel with CDF. A system known as the “B” factor is generally used to state the amount 
of biodiesel in CDF fuel mixture such as: 100% biodiesel is referred to as B100, while 20% 
biodiesel when mixed with 80% CDF is labeled B20 and so on. Obviously, the higher the 
percentage of biodiesel, the more eco-friendly is the fuel. Blended fuel up to B20 has 
successfully used in unmodified engines [4-7].  
 
The aim of the article is to evaluate the acceptability of biodiesel prepared at reduced 
parameters by employing ultrasonication at various steps of the composite process such as the 
purification of crude vegetable oil, transesterification, separation of FAME from the reaction 
mixture and purification of crude FAME to make ASTM standard. An unmodified CI engine 
setup with variable compression ratio is adopted to study the engine performance and 
combustion of fuel for different fuel and evaluate brake power (kW), brake thermal efficiency 
(%), brake specific fuel consumption (kJ/kW-hr), brake mean effective pressure (bar), of 
engine against various engine loads (especially lower loads). A comparative statement would 
be prepared for each set of four combinations of SVO-CDF, their corresponding FAME-CDF 
in different ration against CDF to find out the most acceptable fuel for the CI engine. 
 
2.  Methodology 

2.1. Materials 
Refined Soybean oil of Nature fresh (India) and refined sunflower oil of Fortune brand (India) 
are collected from retail outlets and analysed to evaluate the free fatty acid (FFA), 
phospholipids and moisture content following ASTM 6751 method. Refined varieties of 
soybean oil and sunflower oil were found to contain such impurities within permissible limit 
to prepare biodiesel. Fatty acid methyl esters (FAME) of refined soybean oil and sunflower 
oils were prepared following in house patented process [8]. CDF collected found to have the 
acceptable range of fuel specification for CI engine [9]. Low energetic (1kW) Ultrasonic 
Processor Sonapros PR-1000 model (M/s Oscar Pvt. Ltd., Mumbai, India) was used for 
transesterification at various steps of the composite process.    
 
2.2. Preparation of fuels for the comparative studies 
Four sets each of both soybean oil and sunflower oil were prepared by blending 5% and 10% 
of the two SVOs and their corresponding FAMEs with rest quantity of common diesel fuel 
(CDF). Samples of soybean and sunflower oil blends (as shown in Table 1) were taken to 
evaluate the fuel properties in CI engine and make a comparative study with 100% CDF. 
Physical properties of this fuel were measured following ASTM 6751 method. Results within 
a range for both the fuels were reported in Table 2. 
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Table 1. Set of fuels for the comparative study in CI engine 
Vegetable oil CDF 

% 
Percentage of SVO in blended      

common diesel fuel 
Percentage of FAME in blended 

common diesel fuel 
05%  SVO  10% SVO  05% FAME 10% FAME 

Soybean oil 100 SVO SB B05 SVO SB B10 FAME SB B05 FAME SB B10 
Sunflower oil 100 SVO SF B05 SVO SF B10 FAME SF B05 FAME SF B10 
 

Table 2. Physical properties for Common Diesel Fuel (CDF), SVOs (soybean and sunflower oil) and 
corresponding methyl esters (Biodiesel) 
Sl. 
No. 

Properties of Fuel CDF 
 

Vegetable oil Biodiesel 
 

01 Kinematic Viscosity(cSt)  
at 400 C 

2.5-5.5  35-65 5-8 

02 Gross caloric value (kJ/kg) 42000 39,000-48,000 30000-39477 
03 Density at 200 C, kg/m3 0.835 0.825-0.894 0.865-0.877 

04 Flash Point (0 C) 38 >200 130-175 
05 Cetane Number   45 40-50 40-58 
 

A Research engine, make Kirloskar type, 1 cylinder, 4 strokes diesel, water cooled with 
variable compression ratio (VCR) of M/s Apex Innovation Pvt. Ltd., Sangril, Maharashtra, 
India was procured to study the CI engine performance. The engine is of constant speed (1500 
rpm) type having maximum load 12kg with a capacity of 661.1cm3. The engine performance 
with various sets of fuels (shown in Table 1) was studied at lower loads of 2, 4, 6 and 8 kg 
under different compression ratios (16, 17 &18). The data acquisition system was used to 
create pressure-crank angle plot for both diesel and cylinder pressure. Also the pressure-
volume plot was obtained to study the power generated by the engine at various compression 
ratios. Brake Specific Fuel Consumption and Brake Thermal Efficiency were obtained from 
load and fuel consumed etc. The engine Brake Power was measured by Eddy current 
dynamometer. Air inlet flow was measured using pressure transmitter and water flow by 
rotameter. Exhaust emission analysis was done with a multi gas analyser, M/s Netel (India) 
Ltd. under varying operating conditions. 
 
3. Results and Discussion 

3.1. Brake Specific Fuel Consumption (BSFC) of Soybean and Sunflower oil 
Results on BSFC (i.e. the ratio of fuel mass flow of an engine to its output power) for all four 
sets of both soybean and sunflower fuel blends and CDF with engine loads of 2 to 8 kg 
against each compression ratio (16-18) are drawn but only CR 18 is shown in Fig. 1 and   Fig. 
2 respectively. It is observed that the BSFC(kg/kWh) is highest for B05 of both FAMEs when 
the engine load is only 2kg and CR 16, which further decreases linearly at higher CRs (17 and 
18). BSFC for all fuels decrease uniformly when engine load increases to 8 kg because 
combustion improves due to increases in pressure and temperature. 
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On comparing the results of Fig. 1 (soybean oil) with Fig. 2 (sunflower oil) it is observed 
that BSFC values for both fuel sets are almost identical at engine load 8 kg.  Values for B10 
of both fuel blends are less than that of B05 but almost equal to CDF. With low gross 
calorific values of biodiesel, it is expected to have high BSFC for the B10 blended fuel. The 
presence of easily combustible linoleic and oleic acids with unconjugated and unsaturated 
fatty acids in respective FAME probably balanced such negative effect. 
 
3.2. Brake mean effective pressure for soybean oil and sunflower oil 
Brake mean effective power (BMEP) is the measure of the useful power output of the engine 
and may be represented by the equation (1). 
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Fig. 3. BMEP (bar) vs variable engine load 
s(kg) plot at CR-18 for four fuel blends of 
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(kg) at CR-18 plot at CR-18 for four fuel 
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               BMEP = 2πTnC/Vd                                        (1) 

where T = torque(Nm), nc = number of revolution per cycle and for 4 stroke engine it is 2, 
and Vd = displacement in volume.  
 
Experimental results of brake mean effective pressure for each fuel of soybean set are drawn 
against engine load of 2-8 kg for each CR values of 16-18. The power outputs for all fuels are 
increasing with rise of engine load but shows same trend for all compression ratios. The 
BMEP comparison plots with respect to CDF at CR 18 for soybean and sunflower fuel blends 
are shown in Fig. 3 & 4 respectively. BMEP is found to be much high for B10 of both 
soybean-FAME and sunflower-FAME at compression ratio 18 with 8 kg engine load.  

 
3.3. Brake thermal efficiency  
The variation of brake thermal efficiency with engine load of 2-8 kg at compression ratio 18 
for both soybean and sunflower fuel sets are presented in Fig. 5 and 6 respectively. It 
increases with increase in load under all compression ratios for both the fuel systems along 
with that of CDF. This may be due to the reduction in heat loss and increase in power with 
increase in load. The brake thermal efficiency for B05 and B10 for both fuel systems are less 
than that of CDF. This lower brake thermal efficiency obtained could be attributed to lower 
GCV values of biofuels. Hence it may be concluded that the performance of the unmodified 
CI engine with biodiesel prepared [10] with less operating parameter is comparable with 
conventional common diesel fuel. 
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3.4. Brake power  
The power output for all fuels increase with rise of engine load but shows same trend for all 
compression ratio at higher loads. Fig. 7 shows FAMEs give slightly better power with 
respect to SVOs.   
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 Fig.7. Brake power (kW) vs various engine loads (kg) plot at CR-18 for SVO and FAME (Biodiesel 
10) fuel blends of soybean and sunflower oil with respect to CDF 

 
3.5. Cumulative Heat Release  
From Fig. 8 it is clear that heat release of CDF is more than soybean SB B10 and slightly 
lower than sunflower SF B10 since biodiesels have less calorific value whereas out of these 
two biodiesels sunflower derivative is easily combustible than that of soybean. 
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3.6. Exhaust emission characteristics  
Exhaust emission profile for Common Diesel Fuel (CDF), and methyl esters (Biodiesel) of 
soybean and sunflower (B10) at CR 18 were studied and the results are given in Table 3. 
Combustion efficiency of these fuels under study increases with rise in engine load. It is seen 
that the combustion efficiency of B10 of both soybean and sunflower FAME are much better 
than that of CDF. SB B10 FAME is found to be more efficient fuel than SF B10. However, 
NOx emission increases at higher loads due to rise in temperature in the compressor. 
 
Table 3. Exhaust emission characteristics for Common Diesel Fuel (CDF), and methyl esters 
(Biodiesel) of soybean and sunflower (B10) at CR 18 
Engine 
Load 
(kg) 

CDF Soybean (SB B10) Sunflower (SF B10) 

% CO2 % O2 NOX 

(ppm) 
% CO2 % O2 NOX 

(ppm) 
% CO2 % O2 NOX 

(ppm) 

2 

4 

6 

8 

1.7 

2.0 

2.6 

2.9 

18.2 

17.5 

16.8 

16.2 

72 

116 

161 

208 

2.9 

3.5 

3.9 

4.6 

16.1 

15.6 

15.0 

14.0 

144 

235 

290 

321 

2.4 

2.8 

3.1 

3.4 

17.2 

16.6 

16.1 

15.7 

106 

162 

226 

269 

 

4.  Conclusion 

The fatty acid methyl esters prepared from soybean and sunflower oil with own patented 
composite process employing ultrasonication has been successfully tested in unmodified 
compression ignition engine. Amongst various engine performance data evaluated, the BSFC 
parameters although suggest biofuel to be inefficient than CDF, however, considering the 
exhaust emission factor biofuel is acceptable. SVOs possess better performance, but taking 
the viscocity into account FAMEs look better fuel from the present study.  From BMEP 
studies biofuels show better performance than CDF. With reference to the studies on BTHE, 
brake power and emission characteristics B10 soybean-FAME fuel is most acceptable fuel 
amongst the all studied nine fuels including CDF for the CI engine with lower load up to 8 kg 
at compression ratio 18. Hence it may be recommended as renewable fuel and prominent 
replacement for CDF in unmodified compression ignition engine. 
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Abstract: Diesel engines are major contributors of air pollution by its exhaust gasses such as particular matter, 
carbon oxides, oxides of nitrogen, and sulfur compounds. Also, the diesel as a fossil fuel is threatened to decay 
with depletion of its sources. Hydrogen as a renewal energy and promising fuel might use to solve that troubles 
and crisis. A multi cylinder, natural aspiration, four stroke, compression ignition, and water cooled engine is 
tested under hydrogen diesel different blends and at different operating conditions. A hydrogen induction set up 
is built in the lab with all of the acquitting sensors and measuring instruments. The safety rules are considered. A 
continuous hydrogen induction in the inlet manifold is selected technique for this investigation. Experimental 
tests are done to investigate engine thermal performance and exhaust emission constituents under those blends 
circumstances. The optimum operating conditions and optimum parameters for those blends are found. The 
investigation led to find that, the optimum rate of hydrogen induction is 7.5 lpm. This optimum rate reduced the 
diesel fuel consumption by 20 % and increased the brake thermal efficiency by about 8-9%. The NOX emission 
is reduced.     
 
Keywords: Hydrogen, Compression ignition engine, Performance, Exhaust emission, Dual Fuel. 

1. Introduction 

Since 1878 to this day, diesel engine played the role of one primary source of power in human 
life. Many life sectors are depended on diesel engine such as agriculture and transportation. 
Diesel engine possesses a high reliability and durability with reasonable fuel consumption. 
Unfortunately, diesel engine is the main contributor to world’s pollution. It has smoke and 
NOX as major exhaust emissions. Numerous research efforts are concentrated on finding 
solutions to this problem. In 1970, the energy crisis ignited the competitions and research to 
find new energy sources or renewable energies. For both challenges, save our environment 
and save the energy sources, hydrogen is found as a promising solution. Hydrogen is nearly 
ideally suited as energy carrier because of its physical and chemical properties. It can be 
produced from water and conversely, on combustion forms water again in a closed cycle with 
very low formation of NOX. It seems that the improvement in the engine performance under 
steady conditions is mainly attributed to the contribution of the hydrogen properties to the 
combustion process. The use of hydrogen with diesel engine might supplement wholly or 
partially without substantial hardware modification in arrangement of diesel engine [1]. The 
replacement of diesel by hydrogen totally needs high compression ratio above 29 along with a 
drop in the engine power and efficiency. Duel fuel mode or hydrogen diesel blends are more 
preferable [2]. The idea of using hot diesel drops as an igniter to air- hydrogen blend is 
applied. Many techniques have been studied and tested to inject or induct the hydrogen in air 
manifold or air intake passage. Carburetions, timing intake injection and induction, 
continuous injection or induction are the techniques mostly used [3]. 
 
Each technique has advantage and disadvantage. However, indirect injection or induction 
techniques pose no requirement of high compression ratio to run the engine under hydrogen-
diesel blend. Verhelst at el. [4] used air port injection method to investigate the hydrogen 
effect on SI engine which might apply in diesel engine as well. Masood et al [5, 6] 
investigated direct injection and in port induction with modeling to those blends. Saravanan et 
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al. [7-10] investigated different techniques in the hydrogen injection and induction with 
recycling to exhaust gas and tested the timing and duration of hydrogen injection.   
 
In this paper, a continuous induction of hydrogen in the air inlet manifold of a multi cylinder, 
compression ignition engine is adopted to investigate engine performance and exhaust gas 
emission constituents experimentally under different hydrogen induction rates and loads.  

2. Experimental set-up 

The experimental set up used for the present investigation consists of a four cylinder, four 
stroke, water cooled, indirect injection, naturally aspirated, and compression ignition engine 
developing a rated maximum power of 37 hp or 26.7 kW and running at varied speed 
equipped with a hydrogen induction system and an eddy current dynamometer with variable 
loading arrangement. The eddy current dynamometer gives the value of load in terms of Amp. 
only. The engine is coupled directly to the dynamometer and is mounted on a test bed with 
suitable connections for lubricating and cooling systems. The specification of the engine used 
for the study is given in Table 1.  
 
Fig. 1 illustrates the schematic of the set up. Hydrogen induction system consists of high 
pressure hydrogen gas cylinder at 14.6 bar pressure, regulating valves, fine valve and digital 
mass flow meter to measure hydrogen flow rate. Nitrogen gas cylinder, flame arrestor, flame 
trap, non-return valve are used as a protection devices. PT 100 thermometer type is used to 
measure the exhaust temperature. Diesel weight flow rate is measured using strain gauge. Air 
surge tank with vertical water manometer is used to measure air pressure difference and to 
calculate the airflow rate in inlet manifold pipe. While a non contact tachometer is used to 
measure the engine speed. All the instruments are calibrated against traceable standards.  

 

Fig. 1. The experimental setup 

Table 1. Engine specification 
   Make and model Stride Engine 1.5 E2 DSL 
General details  Four cylinder, four stroke, compression ignition, vertical, water 

cooled, indirect injection 
Bore 73 mm 
Stroke 88.9 mm 
Compression ratio 23:1 
Max. power 27.6 kW @ 4000 rpm 
Max. torque 83.4 Nm @2250 rpm 
Capacity 1489 cm3 
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3. Experimental procedure 

The following step by step procedure is followed during the experimental investigation:  
Start and run the diesel engine at 1500 rpm (most of previous investigations tested the diesel 
engine at this rate speed) for about 15 minutes to warm the engine and attain steady state 
condition before the data is acquired. 
1. Set the fuel supply system in only diesel mode and record the data of fuel consumption 

rate, air difference pressure, engine speed, exhaust gas temperature, and exhaust gas 
constituents under no-load condition. 

2. Repeat the observations under different load conditions at the eddy current dynamometer 
with loadings at 0.5, 1, 1.5, and 2 Amp. of load.   

3. Run the engine on diesel mode. Then, set the induction of hydrogen in the an inlet 
manifold at a specified rate of 1 lpm and run the engine under dual fuel mode to attain 
steady state condition. 

4. Record the data of fuel consumption rate, air pressure difference, engine speed, exhaust 
gas temperature, and exhaust gas constituents under 0.5 Amp. load condition. 

5. Repeat the procedure in steps 4 and 5 under different load conditions at the dynamometer 
with loadings at 1, 1.5 and 2 Amp.  

6. Repeat the experiment for different hydrogen induction rates of 2, 3,…, up to 18 lpm. 
7. Close the hydrogen cylinder valve and open the nitrogen cylinder valve and purge the 

hydrogen gas from the induction system to avoid any burning of residual hydrogen gas.  
8. Stop the induction of nitrogen and bring the engine to no load condition before switching 

off the engine. 

4. Results and discussion 

From an initial experimental study, it is found that the maximum rate of hydrogen induction at 
a given loading is to be restricted up to 18 lpm and the maximum loading possible on the 
engine is 2 Amp. due to engine load capacity restriction. This is the constraint within which 
the present experimental investigation is carried out.  
 

Fig. 2 illustrates the relation between brake thermal efficiency and hydrogen induction rate at 
1500 rpm speed and various loads. The brake thermal efficiency calculated by [1]:  

𝑏𝑟𝑎𝑘𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) = 𝐵𝑟𝑎𝑘𝑒 𝑃𝑜𝑤𝑒𝑟
�𝑚𝑓×𝐶𝑉𝐷+𝑚𝐻2×𝐶𝑉𝐻2�

                                   (1) 

It is seen that, the brake thermal efficiency significantly increases with hydrogen induction 
rate. The rate of increase in brake thermal efficiency with continuous hydrogen induction is 
found to be higher at higher loads of 1, 1.5, and 2 Amp. load, while, there is no significant 
change in the efficiency with load of 0.5 Amp. The reason may be attributed to the higher 
caloric value of hydrogen which is approximately twice that of diesel. For a given load and 
speed condition, the influence of extra energy addition due to hydrogen induction on brake 
thermal efficiency is apparent from Eq. (1). The extra energy induction decreases the need of 
diesel fuel required. At full load, there is 20% increasing in brake thermal efficiency when the 
hydrogen induction rate changed between 0 lpm and 18 lpm. 
 
Fig. 3 gives the variation in diesel fuel consumption with hydrogen induction rate for various 
loading (0, 0.5, 1, 1.5, and 2 Amp.) of diesel engine running at 1500 rpm. The engine running 
at constant speed needs less amount of diesel at a specified brake load due to extra energy 
available from hydrogen. It can also be noticed that the rate of reduction in diesel fuel 
consumption is higher at higher loading. At high load condition, the rate of reduction in diesel 
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fuel consumption is found to be about 40% between hydrogen induction rate from 0 to 18 
lpm. This is observed to be true for higher loading of 1, 1.5, and 2 Amp. However, at no 
loading or light loadings of 0 and 0.5 Amp respectively, the reduction in diesel fuel 
consumption for hydrogen induction rate from 0 to 18 lpm is found to be about 25-30 %. 

    
Fig. 2 Variation of brake thermal efficiency               Fig.3 Variation of diesel fuel consumption       
with hydrogen induction rate for various                    with hydrogen induction rate for various  
loading of diesel engine                                               loading of diesel engine  
 

 
Fig. 4 Variation of brake thermal 
efficiencywith hydrogen induction rate for 
variousloading of diesel engine 
 

The variation of the brake specific energy 
consumption (BSEC) with hydrogen 
induction rate at different loading 
conditions is shown in Fig. 4. It is seen that 
the hydrogen induction in the atmospheric 
air intake manifold of the engine enhances 
the consumption of energy to produce 
more usable power. Basically, the BSEC 
decreases with increase in load with the 
engine running at a given constant speed. 
The same trend is observed with various 
hydrogen induction rate also. With the 
induction of hydrogen, the decrease in 
BSEC is more significant when the load 
applied is beyond 1.0 Amp.

 At constant induction rate, the decrease in BSEC is of the order of about 3 times when the 
load is increased from 0.5 Amp. to 2.0 Amp.    

 Fig. 5 illustrates the effect of hydrogen induction rate on the exhaust temperature of diesel 
engine at different loading conditions with speed held at 1500 rpm. The increase in exhaust 
temperature is an indicator of combustion process behavior. The increment in exhaust 
temperature is directly indicating to the increment in the energy released increment in the 
combustion chamber. It can be noticed a margin increase in exhaust temperature due to the 
high caloric value of hydrogen. 
 
The effect of hydrogen induction rate on volumetric efficiency is represented in Fig. 6. It is 
observed that irrespective of the loading condition, volumetric efficiency decreases by about 
10% when the hydrogen induction rate increased from 0 to 18 lpm. The reason for such a 
trend may be attributed to the following. A naturally aspirated diesel engine working at a 
constant speed is found to operate with constant air suction rate. The rate of suction air 
decreases with increase of load resulting in a decrease of volumetric efficiency. In the range 
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of loading under consideration, the decrease is found to be a maximum of about 5%. 
However, at a constant speed and load, the volume intake of air decreases when hydrogen 
induction rate is increased which results in decrease of volumetric efficiency. The reduction in 
suction air rate leads to incomplete combustion affecting obviously the emission 
characteristics. 

  
  Fig. 5 Variation of exhaust temperature               Fig. 6 Variation of volumetric efficiency        
   with hydrogen induction rate for various              with hydrogen induction rate for various  
   loading of diesel engine                                         loading of diesel engine  

Fig. 7 shows the variation of equivalence ratio with continuous hydrogen induction rate for 
various loading of diesel engine running at constant speed. The trend is in consistent with that 
observed in Fig. 3. For diesel hydrogen duel fuel system, the equivalence ratio is calculated 
using Eq. (2) [12]. The equivalence ratio increases with loading increase. The equivalence 
ratio decreased as hydrogen induction rate increased for a given load.   

∅ =

[𝐺]

[𝐴𝑖𝑟]− [𝐻2]

�[𝐻2]
[𝐴𝑖𝑟]�𝑠𝑡

� [𝐺]
[𝐴𝑖𝑟]�𝑠𝑡

                                                                                                 (2) 

Where,φ is equivalence ratio, [G], [Air], and [H2] are respectively diesel, air, and hydrogen 
molar concentrations. Subscript ‘st’ stands for stoichiometric. The thermal performance 
evaluation of the effect of continuous hydrogen induction in inlet manifold to naturally 
aspirated multi cylinder water cooled diesel engine running at a constant speed of 1500 rpm 
indicates improvement in brake thermal efficiency. The notable feature of the effect of the 
hydrogen induction is the significant reduction in diesel consumption rate required. However, 
an optimum hydrogen induction rate could not be ascertained for maximizing thermal 
efficiency and minimizing diesel consumption rate as hydrogen induction rate beyond 18 lpm 
poses serious flash back problems.  
 
In view of the above observations, experimental investigations are further carried out to 
quantitatively estimate the emission characteristics and evaluate whether there should be an 
optimum hydrogen induction rate, which does not seriously affect pollutant emission rates. 
Figs. 8-12 represent the effect of continuous hydrogen induction rate on the emission of the 
various exhaust constituent gases such as CO, CO2, HC, NOX, and O2 when the engine is run 
at different load.  
 
It is seen from Fig. 8 that, the hydrogen induction rate has significant effect on CO emission. 
The reason for such a trend is due to the proportionate decrease in the content of inlet 
manifold air. In the case of fuel rich mixture, the CO emission increases while for that of lean 
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fuel mixture, it remains fairly constant. As diesel engines are operated with lean fuel mixture, 
CO emission is generally low [13]. However, with hydrogen induction rate increased from no 
induction to 18 lpm, the CO percentage emissions increases from about 0.15% to 0.95% with 
the loading of 2 Amp. Similarly, it is found that there is significant effect of hydrogen 
induction rate on CO emission for the engine running at 0, 0.5, 1 and 1.5 Amp. loads. 
 
Since diesel consumption rate increases with increase in loading. There is an increase in CO2 
emission by about three times (i.e from about 2.5% to 7.5%) with no hydrogen induction. 
Further, similar trends are observed with hydrogen induction rate, Fig. 9. Further, it is seen 
that there is no significant effect on CO2 emission when hydrogen induction rate increased 
from 0 to 18 lpm for engine running at constant speed and load.  
 
Fig. 10 illustrates the effect of hydrogen induction rate on unburned hydrocarbon (HC) 
emission. It is observed that there is a considerable increase in HC emission when hydrogen 
induction rate is increased beyond 7.5 lpm. At 18 lpm hydrogen induction rate the HC 
decreased by about 8 times when the load varied between 0 and 2 Amp.     
 
Hydrocarbons, or more appropiately organic emissions, are the consequence of incomplete 
combustion of the hydrocarbon fuel. The level of HC in the exhaust gases is generally 
specified in terms of total hydrocarbon concentration expressed in parts per million carbon 
atome or volume percentage (as in present work). While total hydrocarbon emission is a 
useful measure of combustion inefficiency, it is not necessarily a significant index of pollutant 
emissions. Engine exhaust gases contain a wide variety of hydrocarbon compounds. 
Hydrocarbon compounds are divided into different categories and scales. The simplest scale, 
which divides the HC into classes as methane and non methane hydrocarbons, probably best 
approximates the end result for all HC emissions. All hydrocarbons except methane react, 
given enough time. In diesel the HC constituents vary from methane to the heaviest 
hydrocarbons. The multi gas analyzer used into present work measured the HC on basis of the 
methane. Unburned hydrocarbons or partially oxidized hydrocarbons emission levels from 
diesel vary widely with operating conditions, and different HC formation mechanisms are 
likely to be most important at different operating modes. Engine idling or low speed and light 
load operations produce significantly high hydrocarbon emissions than full load or high speed 
operation [11]. These notes can be observed in the Fig. 10. The increment in hydrogen 
induction rate causes reduction in the intake air which results in a displacement of some 
volume of the intake air. With increase in load , therefore, the percent content of CO in 
exhaust gases slightly decreases for a given hydrogen induction rate. This slight reduction in 
per cent content of CO in exhaust gases may be either due to the formation of  lean mixture 
when only diesel is used as base fuel or/and due to the conversion of CO to CO2. 

   
Fig. 7 Effect of hydrogen induction rate on               Fig. 8 Effect of hydrogen induction rate on 
equivalence ratio                                                         on CO emission at difference loading 
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 The effect of hydrogen induction rate on NOX emission is given in Fig. 11. It is seen that 
there is 20% decrease in NOX emission at smaller loading of 0, 0.5, and 1 Amp. from the 
condition of no induction to 7.5 lpm hydrogen induction rate. However, at higher loading, the 
decrease in NOX emission is only about 6-7% between the same ranges of hydrogen induction 
rate. The constituent gases of NOX emission are mainly NO and NO2. Although the amount 
of the NO2 is increased with higher hydrogen induction rate, the decrease in the amount of 
constituent gas NO plays a dominant role in the decrement in NOX formation. The reduction 
in the amount of intake air has contributed to the reduction in NOX emission in spite of the 
increase in the exhaust temperature. Fig. 12 illustrates the effect of hydrogen induction rate on 
O2 emission. It is observed that there is only a marginal decrease in O2 emission with increase 
in hydrogen induction rate. However, as the load on the engine is increased from 0 to 2 Amp., 
there is a 30 – 35 % decrease in O2 emission.  

    
Fig. 9 Effect of hydrogen induction rate on                 Fig. 10 Effect of hydrogen induction rate on               
CO2  emision at difference loading                                       HC emission at difference loading          

    
Fig. 11 Effect of hydrogen induction rate on               Fig. 12 Effect of hydrogen induction rate on  
NOX at difference loading                                            O2 emission at difference loading 

5. Conclusion  

Based on the experimental studies conducted on the thermal performance and pollutant 
emissions using a indirect injection multi cylinder naturally aspirated diesel engine with and 
without continuous hydrogen induction in the inlet manifold, the following conclusions are 
drawn: 
 

1. A continuous hydrogen induction into the inlet manifold is a unique way of addressing 
simultaneously issues related to thermal performance and pollutant emission from 
diesel engine operated with diesel as a fuel. The system may be treated as hydrogen 
diesel dual fuel system as energy from hydrogen is also utilized. 

2. There is a monotonous effect of continuous hydrogen induction rate on thermal 
performance parameters such as brake thermal efficiency, diesel fuel consumption rate 
and volumetric efficiency. And hence thermal performance tests alone cannot predict 
optimum hydrogen induction rate needed.  
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3. Based on both thermal performance and pollutants emission studies, it is seen that 
hydrogen induction rate about 7.5 lpm gives an optimum performance keeping the 
emissions level at a reasonable low levels. At 7.5 lpm, the levels of CO, CO2 and HC 
are not increase significantly while the NOX is reduced. The 7.5 lpm hydrogen 
induction rate approximately reduced the diesel fuel consumption by 20% and 
increased the brake thermal efficiency by about 8∼9%.   
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Abstract: In this study, the influence of methanol/diesel and ethanol/diesel fuel blends on the combustion 
characteristic of an IDI diesel engine was investigated at different injection timings by using five different fuel 
blends (diesel, M5, M10, E5 and E10). The tests were conducted at three different start of injection {25o, 20o 

(original injection timing) and 15o CA before top dead center (BTDC)} under the same operating condition. The 
experimental results show that maximum cylinder gas pressure (Pmax) and maximum heat release rate (dQ/dθ)max 
increased with advanced fuel delivery timing for all test fuels. Although the values of Pmax and (dQ/dθ)max of 
E10 and M10 type fuels were observed at original injection and retarded injection (15o CA BTDC) timings, 
those of the diesel fuel were obtained at advanced injection (25o CA BTDC) timing. From the combustion 
characteristics of the test fuels, it was observed that ignition delay (ID), total combustion duration (TCD) and 
maximum pressure rise rate (dP/dθ)max increased with advanced fuel delivery timing. The ID increased at 
original and advanced injection timings for ethanol/diesel and methanol/diesel fuel blends when compared to the 
diesel fuel. It was also found that increasing methanol or ethanol amount in the fuel blends caused to increase in 
ID and to decrease in TCD at all injection timings. At original injection timing, the (dP/dθ)max increased with 
increasing methanol or ethanol amount in the fuel blends. To see the cycle to cycle variation, the fifty cycles of 
each fuel were also investigated at the different injection timings. It was found that, at the advanced injection 
timing, cyclic variability of the test fuels was higher when compared to the original and retarded injection 
timings. The maximum cyclic variability was observed with the M10 at the advanced injection timing. 
 
Keywords: Ethanol, Methanol, IDI diesel engine, Injection timing, Combustion characteristics  

1. Introduction 

Compression ignition (CI) or diesel engines are widely used for transportation, automotive, 
agricultural applications and industrial sectors because of their high fuel economy and thermal 
efficiency. The existing CI engines operate with conventional diesel fuel derived from crude 
oil. It is well known that the world petroleum resources are limited and the production of 
crude oil is becoming more difficult and expensive. At the same time, with the increasing 
concern about environmental protection and more stringent government regulation, the 
researches on the decreasing of exhaust emissions and improving fuel economy have become 
a major research issue in the engine combustion and development. A lot of research related to 
the emissions reduction has been performed by using different injection parameters such as 
injection time and injection pressure, exhaust gas recirculation and oxygenated alternative 
fuels. In the recent years, methanol and ethanol are attractive oxygenated alternative fuels for 
diesel engines. The oxygenated alternative fuels such as methanol and ethanol have provided 
more oxygen during combustion. Therefore, the oxygenated alternative fuels and blends with 
gasoline and diesel fuel are more clean combustion processes than that of diesel and gasoline 
fuels [1-7]. The studies related to the alternative fuels should be enhanced for diesel engines 
especially for indirect injection (IDI) diesel engines. Because, they have a simple fuel 
injection system and lower injection pressure level. They do not depend upon the fuel quality 
and have lower ignition delay (ID) and faster combustion than direct injection (DI) diesel 
engines. 
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For a diesel engine, the fuel injection timing is a major parameter that affects the combustion 
and exhaust emissions. If the start of fuel injection timing is earlier, the initial air temperature 
and pressure will be lower, so that the ID will increase. The increase in the ID period causes 
to increase in the premixed burning phase, the cylinder gas temperature and the NOx 
emissions. However, this trend decreases PM emissions. If the start of fuel injection timing is 
later (when piston is closer to TDC), the temperature and pressure will be slightly higher, 
therefore the ID will decrease. For this reason, injection timing variation has a strong effect on 
the combustion characteristics and exhaust emissions, because of changing maximum 
pressure and temperature in the cylinder. 

Canakci et al. [2] experimentally investigated the combustion and exhaust emissions of a 
single cylinder diesel engine at three (25, 20 or iginal injection timing and 15o CA BTDC) 
different injection timings when methanol/diesel fuel blends were used from 0 to 15%, with 
an increment of 5%. The results indicated that the Pmax decreased and the ID increased with 
the increase of methanol mass fraction at all injection timings. The increment in the ID caused 
to the deteriorating combustion thereby reduced the Pmax. Also advanced injection timing 
boosted the Pmax and the rate of heat release because of the increase in ID. Huang et al. [8, 9] 
used the diesel/methanol blend and combustion characteristics and heat release analysis in a 
CI engine. According to the experimental results, the increase in methanol mass fraction in 
the diesel/methanol blends resulted in an increase in the heat release rate at the premixed 
burning phase and shortened the combustion duration of the diffusive burning phase. The ID 
increased with increasing of the methanol mass fraction. This trend was more obvious at low 
engine load and high engine speed. TCD and Pmax increased by advancing fuel delivery 
timing. The Pmax, the (dP/dθ)max and the (dQ/dθ)max of the diesel/methanol blends obtained a 
higher value than that of diesel fuel. Yao et al. [10] researched the effect of diesel/methanol 
compound combustion (DMCC) fuel injection method on combustion characteristics. In this 
fuel injection method, the methanol was injected into the air intake of each cylinder. The 
diesel fuel was injected into the cylinder to ignite a methanol/air mixture. This system was 
tested on naturally aspired diesel engine. The test results showed that the ID increased and the 
cylinder gas temperature reduced with the DMCC fuel injection method due to the high latent 
heat of methanol.  

Xing-cai et al. [11] conducted research on the heat release and emissions of a h igh speed 
diesel engine fuelled with ethanol/diesel blend. They found that the ID increased and TCD 
shortened for ethanol/diesel fuels when compared to diesel fuel. It was observed that the 
maximum heat release rate of ethanol/diesel blends were lower than that of diesel fuel. In the 
other studies, Rakopoulos C.D. et al. [12] investigated the effect of ethanol/diesel blends with 
5%, 10% and 15% (by vol.) ethanol on the combustion and emissions characteristics of a high 
speed direct injection diesel engine. According to the experimental results, the ID for the E15 
blend was higher than pure diesel fuel; also there was no significant difference among the 
Pmax for each load conditions.  

The combustion characteristics of IDI diesel engines are different from the DI diesel engines, 
because of greater heat-transfer losses in the swirl chamber. This handicap causes the brake-
specific fuel consumption (bsfc) of the IDI engine to increase and the total engine efficiency 
to decrease compared to that of a DI diesel engine. Because of these disadvantages of the IDI 
diesel engines, most engine research has focused on t he DI diesel engines. However, IDI 
diesel engines have a simple fuel injection system and lower injection pressure level because 
of higher air velocity and rapidly occurring air-fuel mixture formation in both combustion 
chambers of the IDI diesel engines. In addition, they do not depend upon the fuel quality and 
produce lower exhaust emissions than DI diesel engines [13].  
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From the literature review, it w as concluded that the combustion characteristics of an IDI 
diesel engine have not been clearly investigated when using methanol/diesel and 
ethanol/diesel fuel blends at different injection timings. For this reason, this study 
experimentally investigated the effects of methanol/diesel and ethanol/diesel fuel blends on 
the combustion characteristics of an IDI diesel engine and compared them with those of diesel 
fuel.  

2. Materials and method 

In this study, a naturally aspirated, water-cooled, four cylinders IDI diesel engine was used as 
a test engine. The test engine specifications are compression ratio: 21.47, the maximum brake 
torque (95 Nm) was obtained at 2000 rpm and the maximum power 38 kW at 4200 rpm, start 
of injection timing: 20o CA BTDC and injector opening pressure: 130 bar. A hydraulic 
dynamometer was directly coupled to the engine output shaft. Fig. 1 shows the schematic 
diagram of the experimental setup. The following parameters were recorded during the each 
test: engine speed, load, fuel consumption, air flow rate, and ambient, cooling water inlet-
outlet, and oil and exhaust temperatures. Conventional diesel fuel, methanol and ethanol were 
used, and their properties are shown in Table 1. To obtain cylinder gas pressure and fuel line 
pressure data, piezoelectric-type sensors were used. The cylinder gas pressure sensor was 
installed on the first cylinder of the engine head. The cylinder gas pressure was obtained by 
using a Kistler water-cooled piezoelectric sensor type 6061B. An AVL quartz pressure sensor 
8QP500c was mounted on the fuel line of the first cylinder to measure the fuel line pressure. 
The outputs of the pressure sensors were amplified by a Kistler charge amplifier 5015A type. 
The output of the charge amplifier and a signal from the magnetic pick-up were converted to 
digital signals and recorded by an Advantech PCI 1716A data acquisition card, which has a 
16-bit converter and 250 kS/s sample rate. The pressure and crank angle data were stored in a 
computer. A computer program was written to collect the pressure data, with a resolution of 
0.25° of crankshaft angle. To analyze the cylinder gas pressure, a combustion analysis 
program was written. To eliminate cycle-cycle variation, the cylinder gas pressure data of 50 
cycles were averaged using a computer program. Then, the pressure data was used to 
calculate the heat-release rate. Experiments were performed after the test engine reached to 
the steady-state conditions. The steady-state conditions were determined with the engine oil 
temperature (~70 °C). The test engine was run at least 5 min after the test engine was loaded, 
and then data was collected for each test. The test procedure was repeated 3 times to verify 
the each engine test condition, and the results were averaged. 

 
Fig. 1: Schematic diagram of the experimental set-up 
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Table 1. Properties of the test fuels 
 Methanol  Ethanol Diesel  
Formula CH3OH C2H5OH C10.8H18.7 
Molecular weight (kg/kmol) 32 46 170 
Boiling temperature (oC) 64.7 78 180 – 330 
Density (g/cm3, at 20 oC) 0.79 0.78 0.83 
Auto-ignition temperature (oC) 470 423 235 
Lower heating value (MJ/kg) 20.27 26.8 43 
Cetane number 4 5-8 50 
Viscosity (mm2/s, at 25oC) 0.59 1.2 2.6 
Heat of vaporization (MJ/kg) 1.11 0.856 0.280 

 
3. Heat release analysis 

The heat release analysis was based on the changes of the cylinder gas pressure and cylinder 
volume during the cycle. Therefore, some assumptions were made to calculate the heat release 
rate. It was assumed that no pa ssage throttling losses exist between both chambers. Large 
temperature gradients, pressure waves, leakage through the piston rings, fuel vaporization and 
charge mixtures were ignored. Hence the intake and exhaust valves assumed to be closed. 
After using these assumptions, the heat release rate is calculated by using the following 
formula:  
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Where: (dQ/dθ) is the combination of heat-release rate, P is cylinder gas pressure, V is 
cylinder volume, θ is the crank angle, k is the ratio of specific heats. 

The parameters of combustion characteristics are ID, start of combustion, TCD which are 
obtained from heat release curve. The heat release curve in a diesel engine examines ID and 
TCD. The ID is defined as the time between the start of injection and the start of combustion. 
The start of injection time is determined by the fuel line pressure reached the injector nozzle 
opening pressure. The start of combustion is defined as the point where the heat release rate 
turns from negative to zero. The TCD is defined as the time from the start of combustion to 
the end of the heat release.  

4. Results and discussion 

In this study, the engine test was conducted at three different start of injection {25o 

(advanced), 20o (original) and 15o (retarded) CA BTDC} under 1400 rpm and 40 Nm. The 
maximum fuel/air ratio was observed at 1400 rpm for diesel fuel, therefore the test condition 
was chosen as 1400 r pm. The relationship between the combustion characteristics and 
injection timings were focused by using conventional diesel fuel (D), E5, E10, M5 and M10. 
These fuel blends content of methanol or ethanol in different mass ratios (e.g., E5 contains 
5% ethanol and 95% diesel fuel by mass). In this study, the combustion characteristics 
defined as the cylinder gas pressure and heat release rate were analyzed as shown in Fig. 2. 
The ID, TCD, (dQ/dθ)max, (dP/dθ)max, and the variation of the fifty consecutive Pmax were 
also investigated as shown in Figures 3 and 4. 
 
Fig. 2 illustrates the cylinder gas pressure and heat release rate of test fuels at three different 
injection timings under the same engine operating conditions. As shown in Fig. 2, it can be 
clearly seen that the cylinder gas pressure and heat release rate increased by advancing fuel 
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injection timings for all test fuels. This behavior was such that, as injection started earlier, the 
cylinder gas pressure and the heat release rate become higher due to more fuel injected during 
the ID period. In addition, the location of Pmax and the start of combustion points occurred 
early with advanced fuel injection timing. Therefore the premixed combustion phases 
occurred earlier and also this phase finished before TDC at 25o and 20o CA injection timing. 
Diffusion or controlled combustion phase of the M10 and E10 formed lower burning than that 
of other test fuels at original injection timing. The lower viscosity and density of M10 and 
E10 led to high atomization and vaporization, so the lower burning was observed in the 
diffusion combustion phase. At the same time, the fraction of the heat release in the premixed 
or uncontrolled burning phase of the E10 and M10 blends decreased and the peak of premixed 
combustion phase of these blends increased at original injection timing. These results can be 
explained by increasing ethanol and methanol mass fraction in the blends. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Cylinder gas pressures and net heat release rates of the test fuels at 1400 rpm and 40Nm 
 
Fig. 3 shows the variation of ID, TCD, (dQ/dθ)max and (dP/dθ)max under three different 
injection timings. It was observed that the ID decreased with retarded injection timing for all 
test fuels. This behavior can be explained by the pressure, temperature and vaporization in the 
cylinder increased with retarded injection timings. It was found that, at advanced and original 
injection timings, the IDs of the blends are longer than that of conventional diesel fuel. This 
effect was interpreted by two different reasons. The first reason is that cetane numbers of the 
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blends which are lower than that of conventional diesel due to the cetane number decreased 
with the increase in methanol and ethanol mass fraction in the fuel blends. The second reason 
is that the methanol and ethanol have higher heat of vaporization than that of conventional 
diesel fuel. It was observed that the IDs of the E5 and M5 were shorter than that of E10 and 
M10 due to lower cetane number of the E10 and M10 blends. The TCD decreased with 
retarded fuel injection timing for all test fuels. The reason for the decrease in TCD is the 
increase in the premixed or uncontrolled combustion phase due to long ID and decrease in the 
diffusion or controlled combustion phase. It was revealed that, at all injection timings, TCD 
with blends was longer than that of conventional diesel fuel. This result can be explained by 
the increasing amount of the oxygen in the blends. It is known that the increase in amount of 
the oxygen enhances the combustion and causes to the diffusion combustion phase which 
becomes shorter.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Effect of injection timing on the ID, TCD, (dQ/dθ)max and (dP/dθ)max at 1400 rpm, 40 Nm for 
each test fuel 
 
As shown Fig. 2, the net heat-release profile has a slight negative dip during the ID period, 
which is mainly heat loss from the cylinder during the fuel vaporizing phase. It is more 
obvious at retarded injection timings. Because of the temperature in the cylinder increasing 
with retarded injection timing, the injected fuel during the ID period causes an increase in the 
evaporation heat. Therefore, the (dQ/dθ)max decreased with retarded injection timings for all 
test fuels. The (dP/dθ)max increased with the advancing injection timing as shown in the Fig. 
3. This can be attributed to the increase in the injected fuel into the engine cylinder during the 
ID period, and so that produced higher the (dP/dθ)max and the cylinder gas pressure. Also, 
there is no significant difference among the (dQ/dθ)max and the (dP/dθ)max of the test fuels at 
advanced and retarded injection timing, while at original injection timing, the (dQ/dθ)max and 
the (dP/dθ)max of the blends were higher than that of conventional diesel fuel. The main 
reason for this situation is that in order to obtain the same bmep from the blends, more fuel 
was injected into engine cylinders due to the blends have lower heating value than that of 
conventional diesel fuel. At the same time, it w as observed that the (dQ/dθ)max and 
the(dP/dθ)max increased with the increase in the mass fraction methanol and ethanol in the 
blends at original injection timing. This was caused by E10 and M10 fuel blends which have 

3570



more oxygen rate than E5, M5 and conventional diesel fuel. Thereby, the combustion became 
better and the (dQ/dθ)max and the (dP/dθ)max increased. 
 
Fig. 4 shows the average of the Pmax achieved from 50 consecutive cycles for all test fuels and 
all injection timings. It was observed that the cyclic variability decreased with the retarding 
fuel injection timings. Specially, at 25o CA injection timing, the cyclic variability of the M10 
test fuel was higher than those of other injection timings. As shown in Fig.4, similar cyclic 
variability and the smooth operation of the engine can be achieved by using E5, E10, M5 and 
M10 blends when compared the conventional diesel fuel.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 Effects of blends and fuel injection timing on the variation of maximum cylinder gas pressure  
 
5. Conclusion 

The paper presented the results of experimental research on the effects of injection timing on 
the combustion characteristics of an IDI diesel engine using the ethanol and methanol blends 
with diesel fuel. The following conclusions can be drawn from the current paper: 
(1) The Pmax and premixed combustion rate increased with advanced fuel injection timings 

for all test fuels. 
(2) The location of Pmax and the start of combustion points occurred early with advanced 

fuel injection timing. 
(3) The ID and TCD decreased with retarded injection timing for all test fuels. 
(4) It was determined that the IDs of the blends were longer than that of conventional diesel 

fuel at originally and advanced injection timings.  
(5) An increase in the mass fraction of the methanol and ethanol in the fuel blends generally 

caused to increase in ID, but it decreased TCD. 
(6) The retarding of injection timing decreased the (dQ/dθ)max and the (dP/dθ)max for all test 

fuels. 
(7) It was found that the characteristics of (dQ/dθ)max and (dP/dθ)max of the blends are higher 

than that of conventional diesel fuel. These characteristics increased with the increase of 
methanol and ethanol mass fraction in the fuel blends at original injection timing. 

(8) It was observed that the cyclic variability decreased with the retarding fuel injection 
timings. Also, the maximum cyclic variability was observed with the M10 at the 
advanced injection timing. The fuel blends used in the current study may replace with 
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conventional diesel fuel in terms of the combustion characteristics, cycle to cycle 
variation and smoothness of the engine operation.  
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Abstract: Bioenergy is one way of achieving the indicative target of 10% renewable energy outlined in the EU 
Directive 2009/28/EC. This paper assesses the consequences for land use, greenhouse gas (GHG) emissions and 
fossil fuel substitution of increasing the use of bioenergy for road transportation. Different technologies, 
including first and second generation fuels and electric cars fuelled by bio-electricity are assessed in relation to 
existing bioenergy uses for heat and power production. The paper applies a spatially explicit energy system 
model that is coupled with a biomass production model to allow estimating impacts of increased biomass 
utilization for energy production on agriculture and forestry. Uncertainty is explicitly considered with the help of 
Monte-Carlo simulations of input parameters. Results indicate that second generation fuels perform better with 
respect to land use than first generation ethanol and that costs are lower. Biodiesel is also a cheap option, 
although the total potential is limited at a low level due to constraints in feedstock production. Electric vehicle 
mobility minimizes land use, however, costs are still high and prohibitive. First generation ethanol production is 
effective in reducing domestic GHG emissions because it does not induce feedstock competition with existing 
bioenergy uses (i.e. heat and power production). However, land use change is significant. 
 
Keywords: biofuels, electric cars, e-mobility, 2020 goals, spatially explicit optimization 

1. Introduction 

Directive 2009/28/EC requires all member states of the EU to guarantee a share of 10% of 
renewable fuels in transportation by 2020. The target may be reached by various measures, 
including an increase in the share of biofuels and an increase in the share of renewably 
produced electricity in the transportation sector. However, since the large scale introduction 
of biofuels in the US and Europe an extensive discussion has evolved because the large land 
requirements were identified as cause for direct and indirect greenhouse gas (GHG) emissions 
[1], [2] and as the driver for increasing competition between food and fuels [3], [4]. In 
Austria, bioenergy has played traditionally an important role. It provided around 8% of the 
primary energy demand in 2006, mainly for heating purposes [5]. Other uses of bioenergy 
developed in recent years, include biofuel and power production. Austria has complied with 
the 5.75% indicative EU biofuel target since late 2008 and used around 4.00 TWh of biodiesel 
and 0.60 TWh of ethanol in 2008 [6]. A further increase of the supply of biofuels will be diffi-
cult to achieve, particularly if only domestic biomass supply is considered. However, new 
technologies are emerging that aim to increase biofuel productivity and diversify feedstock 
supply. Second generation biofuels that may use ligno-cellulosic feedstock for fuel production 
are regarded as a sustainable alternative to first generation biofuels which are mainly prod-
uced from food and feed crops [2], [7]. A technological alternative is electric cars. Technical 
and economical barriers currently prevent the large scale introduction of electric cars, 
however, future potentials are considered significant [8], [9]. Electric cars will only contribute 
to renewable energy targets if the electricity for cars is produced in a renewable manner. 
Biomass is one possible source for this purpose. An existing study estimates [10] that the 
utilization of biomass resources for electricity generation and subsequent utilization in electric 
cars is a far more effective way of using limited land resources for transportation than the 
conversion of food and feed crops to first generation ethanol. However, the assessment relied 
merely on technical details without considering economics and alternative uses of biomass in 

3573



the energy sector – e.g. for heating. This paper contributes to research by applying a spatially 
explicit agricultural-bioenergy-system model to evaluate several technological options for the 
transportation sector, including first and second generation fuels and electric cars, with 
respect to land use, GHG emissions and fossil fuel substitution. The techno-economic charact-
eristics of future biofuel production as well as of electric cars are not well known yet. Also, 
high uncertainty is attached to future price energy scenarios. We therefore apply a Monte-
Carlo simulation of input parameters to explicitly include uncertainty in the modeling process. 
 
2. Methodology 

2.1. Model and Model Boundaries 
A spatially explicit, techno-economic mixed integer program is developed and applied to 
assess the costs, land use and GHG emissions of different bioenergy conversion routes. The 
model minimizes the costs of supplying Austria with transportation fuels, heat and electricity 
from either bioenergy or fossil fuels. It is static and simulates one year of operation. The 
current model version considers domestic biomass supply and energy demand only and does 
not allow imports and exports of biomass or bioenergy commodities. The model determines 
which bioenergy plants of a specific size and specific location shall be built and which dem-
and regions are supplied with bioenergy and/or with fossil fuels. Each plant produces various 
energy commodities, e.g. the heat produced in a combined heat and power (CHP) may be de-
livered to district heating networks (Figure 1). By-products of biofuel plants are sold as ani-
mal feed. Biomass supply curves endogenously determine the price of feedstock from forestry 
and agriculture, while prices of fossil fuels and energy demand are defined exogenously. 
Taxes currently applied to both fossil and bioenergy fuels are not included in the model.  
 
2.2. Technologies 
We assess several bioenergy technologies which are able to replace fossil fuels in the 
transportation sector along with technologies that convert biomass to heat and power. First 
generation biofuels are classified into ethanol produced from fermentation of starchy and 
sugar crops (e.g. wheat and corn) and biodiesel which is produced from vegetable oil derived 

 
Figure 1: Diagram of the mixed integer programming model. 
 
from oil crops (e.g. sunflower and rapeseed). Both technologies are commercially available 
and are currently used for the production of biofuels in Austria. Ethanol is blended with 
gasoline. A blend of 5% ethanol and 95% gasoline is considered safe to be used in all cars, 
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while all cars sold currently on the market are also able to handle a blend of 10% of ethanol. 
Similar limitations apply to biodiesel [11]. Second Generation biofuels are able to use 
cellulosic feedstock and even waste for the production of biofuels. There are two major 
technological options [7]. The biomass can be gasified and subsequently upgraded to liquid 
transportation fuels such as methanol or synthetic natural gas (SNG) which can also be used 
as transportation fuel. The second option is the hydrolysis of cellulose to sugars that are 
fermented to ethanol afterwards. We assess gasification only as it is estimated to be 
economically more viable than hydrolysis with fermentation [12], [7]. Second generation 
production technologies are currently under research and first pre-commercial installations are 
being built. US legislation requires 572 TWh of yearly cellulosic biofuel production until 
2022 [13], therefore a rapid increase in the construction of second generation facilities can be 
expected. Current cars cannot run solely on methanol and the amount of methanol that may be 
blended to gasoline is, similar to ethanol, limited. SNG requires significant modifications to 
the car, including the installation of a gas tank. Electric cars are currently globally under 
research, however, costs and ranges of batteries are major economic and technical obstacles to 
full implementation of the technology. Ranges of above 150 km are currently only achieved at 
very high costs [9]. Also, electric cars need the large scale deployment of charging stations. 
Metering of power and billing still has to be developed. The model considers investment costs 
for electric cars. Costs associated with additional infrastructure necessary for electric cars are 
not included. With respect to power production, the model allows two technologies: steam 
engines and biomass integrated gasification combined cycle (BIGCC) plants. While steam 
engines are well established in Austria and the installed capacity exceeded 300 MW in 2007 
[5], BIGCC is a technology that is still under research. It allows higher electrical conversion 
efficiencies than steam engines but capital costs are also significantly higher. We assume that 
power can be either used to fuel electric cars or that it is simply sold on the electricity market 
at a fixed price. Heating technologies modelled include fuel wood furnaces, pellet furnaces 
and heating plants for district heating networks. 
 
2.2.1. Total Cost of Ownership – Cars 
We use the concept of total cost of ownership (tco) to assign different costs to different cars in 
the model. Costs for fuels are endogenously determined by the model and are therefore not 
included in the calculations of tco. The tco per km is described by equations (1)-(3): 
 

 (1) 

 
 (2) 

 

 (3) 

 
The tco is determined by the annuity of capital costs C of the car, assuming an interest rate i 
and a lifetime t. For electric cars, the battery cost B is additionally considered as explained 
below. Total necessary yearly investment costs are divided by the kilometres km driven 
annualy. Additionally, operation & management costs per km of om are assumed. These costs 
are assumed to be lower for electric cars because maintenance of the electric motor is less 
complex than for an internal combustion engine (ICE) [9]. The lifetime of the car is limited to 
ten years, however, if the car is driven a lot (i.e. more than maxKm), the lifetime is further 
reduced as indicated by equation (2). The lifetime of a battery is significantly less than that of 
the carriage. A change of the battery within the lifetime is therefore probable and is modelled 
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by equation (3): the annuity of battery costs is derived by adding up the discounted battery 
costs over the whole life time, assuming that one battery costs bc. The battery is changed in 
year y when the driven kilometres since the last change exceed the lifetime of the battery. The 
tco depends significantly on the kilometres driven each year. A higher amount of kilometres 
implies lower specific capital costs per km. We therefore estimate ten classes of annual car 
utilization based on data provided by ÖAMTC. ÖAMTC, the biggest Austrian Automobile 
Association, checks approximately 10% of all cars for their technical liability each year. The 
total driven kilometers and the year of the first registration of the car are collected in the 
examination of the cars. An approximate estimate of the yearly driven kilometers can be 
derived from this data. We classified the cars by the annual driven kilometers into ten classes 
(0 km - 10,000 km, 10,001 km - 20,000 km, …, 90,000 km – 100,000 km). For each class, the 
mean of the yearly driven kilometers by car and the mean of the sum of driven kilometers by 
all cars in the class are determined. The sum of driven kilometers is linearly extrapolated from 
the ÖAMTC data with data of total Austrian car ownership from Statistik-Austria to allow an 
estimate for whole Austria as ÖAMTC data only covers around 10% of all registered cars. 
 
2.3. Demand 
We estimate current transportation demand from the ÖAMTC data and assume that the 
demand for transportation remains constant until 2020. We assume a total of 60 billion annual 
kilometres for personal transportation and total of 24 billion tonne kilometres for cargo 
transportation by truck. Although transportation fuel consumption has historically seen 
significant increases in the last years, the increase was significantly caused by “tank tourism” 
due to lower fuel taxes in Austria. We exclude demand from “tank tourism” from our analysis 
and also assume that public transportation will take a higher share of the overall transportation 
supply, thus allowing that road transportation remains constant. While the model allocates 
biomass resources to various conversion routes depending on energy prices and production 
costs, the demand for biomass heating is assumed to not fall under 17 TWh in the simulations. 
This is a possible decline of 5 TWh from current consumption levels. Setting a lower bound 
for biomass consumption for heating is reasonable because adjustment of individual heating 
devices to new economic conditions generally takes a lot of time.  
 
2.4. Uncertainty 
Most of the parameters in the study are of high uncertainty. Uncertainties on the performance 
and costs of various technologies as well as uncertainty about future energy prices are high. 
We explicitly address this issue by performing Monte-Carlo simulations of the MIP model 
and conducting an extensive sensitivity analysis. We first define plausible ranges for the 
uncertain parameters from a literature research and assume that the parameters are distributed 
uniformly within that range. For energy and CO2 prices, correlation between the prices of oil, 
gas, gasoline and CO2 are determined from historical spot prices. The input data for the 
Monte-Carlo simulation is generated by performing a Latin Hypercube Sampling procedure 
and combining it with the Iman-Conover method to guarantee correlation of correlated 
parameters in the procedure [14]. Latin Hypercube Sampling is used to guarantee that the 
whole parameter range is covered in the Monte-Carlo simulations. Results are given in form 
of probability distributions and a stepwise regression analysis is performed to examine the 
sensitivity of results to input parameters. The assumption on the distribution of the most 
important parameters is reported in Table 1. Further parameters modelled stochastically are 
biomass costs, conversion efficiencies and investment costs of bioenergy plants. 
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Table 1: Main model parameters and uncertainty ranges  
 Lower Bound Upper Bound 
Price of oil (€ MWh-1) 40 60 
Price of gas (€ MWh-1) 30 50 
Price of gasoline (€ MWh-1) 42 62 
Price of electricity (€ MWh-1) 54 74 
Price of carbon (€ MWh-1 tCO2

-1) 21 55 
Battery costs (€) 4,000 6,500 
Replacement distance battery (km) 70,000 90,000 
Investment costs electric cars (w/o battery) (€) 14,000 16,500 
Investment costs gasoline cars (€) 16,500 16,500 
Investment costs diesel cars (€) 17,000 17,000 
Investment costs gas cars (€) 17,500 17,500 
O&M costs electric car (€ km-1) 0.02 0.025 
Conversion efficiency car – Gasoline (km MWhfuel

-1) 2,000 2,200 
Conversion efficiency car – Diesel (km MWhfuel

-1) 2,250 2,450 
Conversion efficiency electric car (km MWhelec

-1) 5,600 7,000 
 
2.5. Scenarios 
We model one baseline scenario, that assumes no policy intervention at all, and 7 policy 
scenarios. Three of the scenarios assume that 5% (S5), 10% (S10) and 15% (S15) of the 
transportation sector are supplied by bioenergy, allowing all technologies to be selected by the 
model. The other four scenarios examine the impact of a 10% target of renewable 
transportation fuels, if only single technologies (i.e. ethanol (eth), methanol (met), sng (sng), 
electric mobility (emo)) are allowed. Biodiesel is not modelled in these scenarios because 
domestic feedstock production is too low to supply 10% of the transportation sector with 
biofuels. 
 
3. Results 

3.1. Technologies and fuel utilization 
The first three scenarios allow free choice of technologies. Biodiesel and methanol supply the 
biofuels in these scenarios. Biodiesel is however limited at around 0.5 TWh due to restrictions 
in feedstock supply of oil-crops. Second generation methanol is the supplement to biodiesel to 
complete the full target. E-Mobility plays a role in the first three scenarios - however, variat-
ion is very high and the contribution is significantly lower than that of methanol. Ethanol and 
SNG are not selected in the first three scenarios. These results indicate that methanol 
production can be considered superior to ethanol in terms of costs – although the variation of 
results is generally high, the dominance of methanol over ethanol is stable. Competing 
bioenergy technologies (i.e. heating and power production) are mainly reduced in S15, met 
and SNG. This is due to the high demands for woody biomass for biofuel production which 
increases prices for the feedstock and therefore makes production of power and heat partly 
unprofitable. The ethanol scenario has less influence on the woody biomass market as ethanol 
feedstock competes with food and feed crops. Biodiesel is mainly used in the freight sector 
where it substitutes diesel. Ethanol and methanol are used for personal transportation in 
driving classes with low annual distances because fixed capital costs contribute more to the 
total costs of transportation in those classes than the distance dependent fuel costs. Higher 
classes with higher annual driving distances are more likely to be supplied by electric cars 
where the influence of the high capital costs of the car and the battery decrease and the fuel 
costs become more important.  
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Fig. 2: Differences in CO2-Emissions, Fossil Fuel Substitution and Costs between the baseline and the 
biofuel scenarios.  
 
3.2. CO2 Emissions, Fossil Fuel Substitution and Costs 
Figure 2 shows CO2 emissions, fossil fuel substitution and costs calculated as the difference 
from the baseline scenario. A significant reduction in CO2 emissions and an increase in fossil 
fuel substitution are achieved by the eth and the emo scenario. These two scenarios also have 
highest costs. The variance of costs is highest in emo due to the large uncertainties in the 
development of the costs of electric vehicles. However, the model only considers domestic 
GHG emissions while effects of indirect land use change on GHG emissions are not modeled.  
 
3.3. Land use  
While the eth policy substitutes a lot of fossil fuels, the land use effects are also substantial in 
comparison to the other policy scenarios (See Figure 3). Up to 200,000 ha of agricultural land 
are converted to energy crop production while all other scenarios stay well below 50,000 ha. 
This implies that food and feed production is reduced significantly in the eth scenario while 
all other policies have rather low impacts on the production of other agricultural products. 
There are two reasons for this: first, productivity is higher for second generation fuels and for 
electric mobility due to higher total conversion efficiencies (see Figure 3). Second, these 
technologies rely on lignocellulose resources that may come from additional forest harvesting 
or that may otherwise be used for power and heat production (see Figure 3, bottom-right). 
There are also important differences between the S10, met, sng and emo scenarios.  Com-
bining biodiesel and methanol for the biofuel goals as in S10 reduces land use change in 
comparison to the methanol only scenario. Biodiesel therefore plays a small, but important  
role in the technological portfolio. Figure 3 shows that SNG is more efficient in converting 
biomass than methanol. Electric mobility has by far the lowest impact on land use change and 
on additional forest wood utilization. 
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Fig. 3: Differences in Land Use, Feedstock Utilization and Forest Wood utilization between the 
baseline and policy scenarios. 
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3.4. Sensitivity Analysis 
Table 2 show the results of the sensitivity analysis performed on the results of the S15 
scenario. We checked for the influence of parameters on the deployment of electric mobility 
to show which factors mainly influence the competition between second generation fuels and 
electric mobility by performing a regression of the input parameters on the output variables (a 
stepwise regression procedure is used). The regression coefficients are normalized. The most 
important input parameters regard the cost for the electric car (i.e. battery costs, investment 
costs, O&M). The carbon price and the kilometers until replacement of battery also prove to 
significantly influence the results while the gasoline price does not show significant influence 
on results. 
 
4. Discussion  

Results of our study are in line with other studies that estimate lower land use for bio-electric-
cars than for biofuel production [10]. They are also in line with studies that come to the 
conclusion that battery replacement costs are currently the biggest economic barrier to the 
large scale introduction of electric mobility in the transportation sector [8], [9]. However, 
there are additional barriers to electro-mobility that were not modelled within this study: the 
change from cars that are refuelled at gas stations in very short time to cars that need hours of 
recharging and that have a comparably low driving range probably plays a more important 
role than sole considerations of the tco. The model results indicate that drivers who use their 
car a lot are more likely to choose electric cars than those with low car utilization because of 
lower fuel costs. However, technical reasons may impede the utilization of electric cars for 
those drivers: the low range and the high recharging times may render electric cars 
impractical for them. With respect to economics, renewable electricity production from wind 
or small water power plants may produce electricity at much more competitive costs than 
biomass powered thermal plants. Therefore, electric cars may be more competitive than stated 
in this study due to lower fuel costs from renewables. The GHG emission effects of biofuel 
policies have to be considered in conjunction with the land use change that is caused by the 
expansion of biofuel production. The GHG emissions stated in this paper do not include 
indirect or leakage effects of the policies. However, it can be clearly stated that fuelling 
electric cars with electricity produced from biomass induces by far the least change of land 
use and can therefore be considered to also minimize leakage effects.  
 
Table 2: Results of sensitivity analysis. Confidence levels: *** 0.999, ** 0.99 and *  0.95 
 Coefficient  
Amount of electric mobility (R2 0.49)   
Battery Costs -0.54 *** 
Investment costs electric car -0.28 *** 
O&M costs electric car -0.12 * 
Gasoline price 0.08  
Kilometers until replacement of battery 0.15 ** 
Carbon price 0.17 ** 
 

5. Conclusions 

Second generation biofuels have less impact on land use than first generation ethanol due to 
two reasons: yields of biofuel per hectare are higher for agricultural land and the feedstock 
may additionally come from forests. Biodiesel has high yields per hectare, but the total 
domestic potential is limited at a low level. The lowest land use is implied by the utilization of 
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electric cars, which, at current technological standards, are still very costly in comparison to 
cars fuelled by liquid fuels. With respect to policies for promoting second generation biofuel 
production, one has to consider that investments in second generation biofuel production will 
have a long-term effect on the utilization of biomass resources. The results of the study 
indicate, however, that the gains in efficiency in relation to first generation fuels are relatively 
low while significant efficiency increases can only be expected when developing a 
transportation system based on electricity. A large scale introduction of second generation 
biofuels has to be considered very carefully therefore and in the light of a possible total 
restructuring of the transportation sector within the next 20 to 30 years. 
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Abstract: The initial step of this analysis corresponds to the evaluation of the current state of the art (SoA) for 
various alternative fuels (AFs) and alternative sustainable automotive technologies (ASATs) across Europe, 
taking into account their detailed energetic, environmental and economic variables. The method to assess 
economic and environmental performance of AFs and ASATs corresponds to a well-to-tank (WTT) and tank-to-
wheel (TTW) assessment complemented by scenarios until 2030, with projections of reference and high prices of 
major input variables of analysis. This analysis determines short and long term economic performance taking 
into account technology learning. 2nd generation biofuels offer potentials for meeting future fuel-energy demand, 
and are currently supported by main governments and programs. Initial results of this study also indicate that 
second generation biofuels offer promising solutions in terms of environmental performance but production 
costs, conversion efficiencies and by-products are major challenges that can influence the overall economic 
performance considerably. In addition, price volatilities for first generation biofuels feedstock play a major role 
on the competitiveness and economic performance of these fuels. 
  
Keywords: Sustainable transport, Low carbon fuels, Alternative fuels, Mobility technologies, Economic 
assessment 

1. Introduction 

Biofuels and alternative fuels (AFs) have emerged strongly since last one decade as 
sustainable alternatives for the reduction of fossil fuel energy demand and emissions in the 
transport sector. Various AF production options include 1st generation biofuels (biodiesel and 
bioethanol) obtained from well established fermentation, oil extraction and trans-esterification 
processes, as well as emerging 2nd generation biofuels via BTL, gasification, CTL and other 
processes.  Currently, several technological challenges and bottlenecks exist in different AF 
production options at different levels across the whole supply chain. Biomass supply 
constraints, inefficient and capital intensive production processes, fuel transportation and 
supply, onboard usage related problems and many others are such challenges that affect the 
success and proliferation of these AFs. The expected economic and environmental 
performance of these alternatives require not only a clear understanding of the current state of 
the art, but also a comparison between various alternatives along the complete supply chain as 
“well-to-tank” and “tank-to-wheel” analysis. Within this study, scenarios for the future 
development of the most important input variables in different AF production pathways have 
been defined with feedstock costs and production-scale effect variations that influence the 
overall economic performance. 
 
2. Methods and modelling structure 

The current state of the art and developments of AFs and ASATs have been studied by 
various authors in different projects and studies. In this study, the characterization of 
technologies along the whole technology cycle included an extensive literature review 
including research papers, studies, industrial information, etc. from 2003 until 2010, as well 
as expert’s interviews and assessments in order to screen the state of development of 
alternative fuel technologies along the technology cycle curve (S-Curve) [1,4]. State of the art 
updates and projections until 2030 were collected for 26 different AFs pathways through 
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techno-economic databases including information on biomass feedstock requirements, 
production process input characterizations (inputs, quantities, efficiencies, costs, emissions) 
and other techno-economic and techno-environmental parameters. The main formulas and 
assessments used in this study include the annual cost of capital (ACC): 
 

ACC = 
𝑰𝑹

𝟏−� 𝟏
(𝟏+𝑰𝑹)𝑻𝒆

�
∗ 𝑻𝒊 ∗ 𝟏 − � 𝟏

(𝟏+𝑰𝑹)𝑻𝒆
� ∗ ��𝑻𝒕−𝑻𝒆

𝑻𝒕
�� 

 
Ti corresponds to total investments, Te to economic lifetime and Tt to technical lifetime while 
IR is the interest rate. For this particular research it was established as 8% for all AF 
technologies; however it could be higher for 2nd generation and other unavailable technologies 
due to risks related. Total costs have been estimated as the sum of capital costs and O&M 
costs which were either found in existing examples or estimated based on the technical 
configuration of plants and assuming operating conditions (e.g. annual operation hours) by 
taking into account maintenance due to associated risks of new technologies [1,2,4]. 
 
2.1. Technology Learning 
Technology learning is projected in the future development of specific investment costs based 
on the cumulative number of plants in relationship to an assumed progression ratio [4,5,6,7,8]. 
The currently existing plants especially for 2nd generation AF technologies are either very new 
or with short commercial history thus making it difficult to have reliable data and technology 
experience. Therefore, this parameter has been built as an adjustable progress ratio (Pr) as 
experienced in case of other industries like aviation, machinery, wind mills etc. and it reflects 
a maximum of 10 to 30% progress ratio differentiated in small and large scale plants. The 
following equation indicates the specific investment costs (SIC) taking into consideration 
total investments (Ti) and installed capacities (Ic). The indicator TPI corresponds to a 
technological progress indicator based on the assumed cumulative number of plants as 
function of time within 5 years periods.  
 

𝐒𝐈𝐂 =
𝐓𝐢
𝐈𝐜
∗ 𝐓𝐏𝐈 ∗ �

𝐋𝐨𝐠 𝐏𝐫
𝐋𝐨𝐠 𝟐

� 

2.2. Well to Tank (WTT) and Tank to Wheel (TTW) assessment 
The WTT assessment in this study relates to the amount of energy expended and the 
associated GHG emitted in various steps involved in production and delivery of the fuel. The 
economic assessment of the pathways considers the scale of production and revenue 
generated through by-products and other associated production costs. Depending on inputs, 
WTT economic performance [c€/kWh] and CO2 emissions have been calculated with the 
steps involved in producing one kWh of alternative fuel and the corresponding inputs (like 
electricity, heat, fuel and biomass feedstock) as well as the corresponding emissions factors 
for each particular input variable. This detailed WTT analysis of the pathway(s) describes 
various processes involved in cultivation of the feedstock until the distribution of finished fuel 
at the filling station. The TTW assessment accounts for the energy expended and the 
associated GHG emitted by the fuel and vehicle technology combinations. In this assessment, 
the internal combustion engine vehicles were considered to propel with pure biofuel (such as 
ETBE, FT-diesel) or blended with conventional fossil fuel (E85, B5) [3,4,11].  Complete 
WTW CO2 emissions were assessed by combining the emission generated during the fuel 
production pathways WTT [gCO2eq/km] and TTW [gCO2eq/km] emissions generated by 
combustion of fuel at the level of vehicle. The data that WTW assessment includes are the 
WTT emitted GHG and expended energy (i.e. excluding the energy content of the fuel itself) 
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per unit energy content of the fuel [MJf/100 km] and the TTW energy consumed by the 
vehicle per unit of distance covered.  
 
3. Assumptions 

3.1. WTT – Technology Pathways 
Biofuel technology pathways were pre-selected by carrying out a pathway analysis based on 
the evaluation of costs and emissions performance at various stages of production until 
delivering biofuel at the filling stations. Year 2010 was selected for comparison between 
conventional and advanced biofuels, as AFs were to have a commercial start up onwards. In 
the respect of WTT assessment, 26 biofuel pathways were analyzed in this research and they 
are described in detail below.  
 
Biodiesel pathways stated include rapeseed and sunflower grain cultivation and transportation 
to the extraction of oil in small scale (SS) or large scale (LS) extraction plants, production of 
biodiesel in small scale (SS) or large scale (LS) plants, distribution by trucks and storage at 
filling station (FS). The consideration of by-products for the assessment result in 8 pathways 
for the case of biodiesel as indicated below. 
 

 

Figure 1: Biodiesel WTT pathways 
Source: [1,2] 
 
For bioethanol, 12 WTT pathways were analysed for both conventional (1st generation) and 
advanced options (2nd generation) considering biomass production and transport, bioethanol 
production and distribution until the filling station (FS).  Bioethanol production is modelled in 
small scale (SS) and large scale (LS) plants and the revenues generated from by-products 
were considered for the assessment (separate pathways for by-products revenues). For 
lignocellulosic ethanol, by-products have been considered along all the pathways but the 
differences lie among the feedstock used.  
 

The six BTL Pathways (Figure 3) take into account the scale of production plants (small 
scale, medium scale and large scale) as well as the use of by-products (electricity, heat) 
however, the differences lie on the biomass pre-treatment techniques using either pyrolysis oil 
or woodchips pre-gasification in small, medium and large scale F-T Diesel production plants. 
Power generation data is currently based on demonstration or CHP standard configurations on 
efficiency and costs. The use of power generation by BTL has the highest contribution to 
reduce emissions and increase competitiveness. 
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Figure 2: Bioethanol WTT pathways 
Source: [1,2] 
 
 

 
 
Figure 3: Biomass-to-Liquids Pathways 
Source: [1,2] 
 
3.2. Scenarios definition 
One reference and one high price scenarios are defined in this research including the 
projection of the most important drivers for the production development of alternative fuels 
AF (e.g. feedstock prices, input prices, co-products). This is a new approach combining not 
only a mere techno-economic characterization of several technologies but simulating future 
economic performance under changing the most important parameters dynamically in 5 years 
steps until 2030. The scenario I (reference) projects until 2030 the most important input 
materials for alternative fuels production such as biomass feedstock prices, electricity, heat 
and fuels. The projection reflects conditions before the economic crisis for scenario I 
considered as a reference projection. Scenario II reflects a high prices environment for the 
same parameters.  
 
With respect to the technology learning the progress ratio, shown as indexed changes in 
percentage below, reflects enhanced learning as cumulative capacities and production are 
achieved (scenario II). However, the technology learning projections partially simulate a 
normal and enhanced learning conditions for AF technologies not directly correlated with the 
price development of scenario I and II. The values for the major inputs projections for both 
scenarios and progress ratios are shown in Figure 4 in [c/kWh] and Figure 2 in [%].The 
projections have been cross checked with experts’ assessments and the review of several 
studies on feedstock prices since 2004 until 2010 [1,2,4,9,10,11]; however, Figure 4 
projections assumptions have been made based in correlation with the development of the 
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projected diesel prices for both reference and high price environments. Two progress ratios 
changes for technology learning are assumed for modelling technology learning possibilities 
as shown in Figure 5. 
 

 
Figure 4: Assumed price changes for AF technologies inputs for scenario I (left) and II (right) until 
2030 – [c/kWh] 
 

 
Figure 5: Changes in progress ratios (PR) for AF technologies (large and small scales) for scenario I 
(left) and II (right) until 2030- [% - index year 2010] 
 
The scenario assumptions should be carefully interpreted as they have strong interaction with 
other variables (e.g. yields, climate conditions, dietary changes, etc) not directly modelled in 
the present construct. These scenarios have been defined for all pre-selected pathways, in 
particular with their inputs such as feedstock for 1st and 2nd generation biofuels, heat, 
electricity or heavy fuel oil (HFO) among others. In addition, a further assumption is done for 
technology learning with lower or higher progress ratios in 5 years steps differentiated for 
small and large scale units.  
 
4. Results and discussion 

Results of WTT assessment are illustrated for biodiesel and bioethanol pathways in Figure 6 
and Figure 7. BTL results are also available but omitted in graph form due to space limitation.  
Both figures illustrate the economic performance changes of AFs pathways for both the 
reference and high price scenarios as well as due to the considerations in enhanced 
technology learning progress ratios for the years 2010 until 2030 in 5 years steps. The number 
below the graphs corresponds to the number assigned to the pathway for each particular 
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alternative fuel analysed. Pathway 11 (2010) and 27 (2030) for example are identical in 
configuration but 27 reflects 2030 results. Production economic performance increases 17% 
in scenario reference while almost 20% in scenario II compared to 2010 values. A 2.5% 
annual increase of rapeseed prices until 2030 (high prices) increases in 16% the costs for oil 
extraction and biodiesel production when compared to the reference scenario. The learning 
effects are observed in the right side graphs where pathway number 27 reduces its cost 
performance in further 2% by learning with high progress (experience) ratios of 75% for large 
scale plants and 80% for small scale plants. 
 

 
Figure 6: Results of the integrated WTT analysis (economic performance) for Biodiesel pathways for 
scenario I and II (up) and technology learning (right side graphs)- [c/kWh]  
 
For biodiesel, as observed in the figures, pathways corresponding to large scale facility 
production, taking into account by-products credits, perform better with respect to economics 
(and emissions). The major part of the costs for all pathways corresponds to the extraction and 
production, especially the biomass feedstock prices varying from 50 to 85% of total 
producing costs. Oil extraction and subsequent biodiesel production are highly sensible to the 
variation on agricultural production costs.  
 
Bioethanol pathways are grouped for starch (cereals) and sugar-beet crops and lignocellulosic 
biomass options (straw-2nd generation). The results indicate that the largest part of the costs 
for all options correspond to bioethanol production, of which the biggest share corresponds to 
the biomass costs and delivery at the bioethanol production facilities. Non-agricultural 
biomass feedstock (e.g. Straw) is less vulnerable to feedstock prices changes than the 
agricultural feedstock for 1st generation bioethanol, exhibiting higher vulnerability to volatile 
sugar and cereals markets. The benefits from increased learning rates remain marginal for 

                                                           
1 Biodiesel from Rapeseed in large scale facility without by-products credits. Pathway 2 considers by-products 
also large scale. Pathway 3 and 4 are small scales with the same by-products considerations. 
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most of the producing options despite of a strong increase in experience (lower ratios) and 
therefore lower costs.  
 

 
Figure 7: Results of the integrated WTT analysis (costs) for Bioethanol pathways for scenario I and II 
and technology learning (right side graphs) 
 
The best cost performance corresponds to large scale plants considering by-products credits 
for animal feed substitution for both cereal and sugar crops. Large scale lignocellulosic 
bioethanol performs also better in 2010 while in 2030 it also demands logistically an 
organized supply of straw, however outperform compared to 1st generation options in 
reference and high price scenarios. However, such a facility does not exist currently in the 
market and this is just an indicative value of the cost ranges of these technologies. 
Furthermore, short rotation crops (wood) as feedstock for the production of bioethanol with 
similar plant characteristics have been used in the analysis. This technology is still in 
development phase and it could mean that higher capital expenditures, especially for large 
capacities are needed. This technology will enter the market only around 2010 and onwards, 
and efficiency improvements as well as capacity enlargements are expected to reduce costs in 
the future. Within the results, the highest emission reduction potentials are obtained for BTL 
facilities as the energy spent in the process is recovered using the co-generated gas to produce 
electricity and heat that can be reused internally in the process (self-sufficiency). Followed by 
the BTL facilities, the second highest reduction potentials are obtained from lignocellulosic 
ethanol. For biodiesel and bioethanol further emissions improvements are achieved when 
considering by-products credits as they substitute other materials. 
 
5. Conclusions 

The strong dependency of 1st generation alternative fuels on agricultural feedstock is observed 
in the results for their reference and high price scenarios developments. These technologies 
have still the potential to achieve costs reductions through learning, increase production, 
economies of scale; however, the results presented here only show a marginal benefit to 
increase economic performance. The high volatility of agricultural markets combined with 

8.0 7.8

3.5 3.2

9.5 9.4

3.8 3.7

9.7 9.5

6.6
5.4

9.9 9.6
7.5 7.1

10.2
8.8 8.5

7.2

11.3
9.5 10.0

8.2

0

2

4

6

8

10

12

14

16

17 18 19 20 43 44 45 46 13 14 15 16 39 40 41 42 9 10 11 12 35 36 37 38

2010 2030 2010 2030 2010 2030

Straw (Lignocell. Crops) Sugarbeet (Starch Crops) Wheat (Starch Crops)

Bioethanol

Biomass Transport Extraction Biofuel Production Transport & Distribution Filling Station

8.0 7.8

3.5 3.2

9.1 9.1

3.5 3.4

9.7 9.5

6.6
5.4

9.0 8.7
7.1 6.7

10.2
8.8 8.5

7.2

10.8
8.9 9.8

7.9

0

2

4

6

8

10

12

14

16

17 18 19 20 43 44 45 46 13 14 15 16 39 40 41 42 9 10 11 12 35 36 37 38

2010 2030 2010 2030 2010 2030

Straw (Lignocell. Crops) Sugarbeet (Starch Crops) Wheat (Starch Crops)

Bioethanol

Biomass Transport Extraction Biofuel Production Transport & Distribution Filling Station

8.3 8.2

4.0 3.7

9.9 9.8

4.5 4.3

10.510.3

7.5
5.4

11.110.8
8.7 8.3

11.4
10.1 9.8

8.5

13.0
11.211.8

9.9

0

2

4

6

8

10

12

14

16

18

17 18 19 20 43 44 45 46 13 14 15 16 39 40 41 42 9 10 11 12 35 36 37 38

2010 2030 2010 2030 2010 2030

Straw (Lignocell. Crops) Sugarbeet (Starch Crops) Wheat (Starch Crops)

Bioethanol

Biomass Transport Extraction Biofuel Production Transport & Distribution Filling Station

8.3 8.2

4.0 3.7

9.6 9.5

4.1 4.1

10.510.3
7.5

5.4

10.2 9.9
8.4 7.9

11.4
10.1 9.8

8.5

12.5
10.611.5

9.6

0

2

4

6

8

10

12

14

16

18

17 18 19 20 43 44 45 46 13 14 15 16 39 40 41 42 9 10 11 12 35 36 37 38

2010 2030 2010 2030 2010 2030

Straw (Lignocell. Crops) Sugarbeet (Starch Crops) Wheat (Starch Crops)

Bioethanol

Biomass Transport Extraction Biofuel Production Transport & Distribution Filling Station

3587



strong climatic changes and increase in food demand poses higher pressures to producers to 
develop strategies that keep supply prices down. However, the results of this analysis indicate 
that large scales plants might have the possibility to perform better than smaller producers, 
partially also reflected on the possibility to have stocks (not modeled here), however, there are 
high direct increases in the economic performances of these options in these kind of fuels in 
high price scenarios prospects. Bioethanol pathways (2nd generation (4-9.5 c/kWh) and 
starch/cereals 8-11 c/kWh) are close to get competitive with diesel projected prices in 2030 
for both large and small scale configurations with by-products credits. Biodiesel inputs are 
strongly correlated with diesel prices increases and therefore results indicate that these 
pathways remain uncompetitive. BTL results for high price scenario considering stronger 
technology learning (ca. 7.8 - 12 c/kWh) are closer to be competitive to diesel projected prices 
in 2030 for large scale configurations with centralized biomass treatment concepts. 
 
Furthermore, advanced AFs (2nd generation biofuels) that are in R&D and Demonstration 
phase (non commercial technologies) pose higher risks for investors despite of the fact that 
they could have faster technology learning when entering the markets especially for certain 
portions of second generation routes such as lignocellulosic, BTL and Hydrogen. These 
options are high capital intensive with still unresolved technological challenges on biomass 
supply possibilities; meet end-use properties like energy content, chemical stability, refueling 
infrastructure, storage and ex-ante feedstock price projections. The better economic 
performance observed in these results are partially true in case lower biomass waste streams 
are used or high value by-products (co-generation) add to the income flows. However, these 
results should be considered cautiously as the input data for the simulation is based on data 
that is to be proved in real operating conditions that at the moment can only be obtained by 
demonstration or pilot projects. In emissions terms, pathways performing better relate to the 
ones where by-products credits are taken into account especially co-generation plants which 
definitely will reflect emissions reductions, requiring on the other hand more investments for 
additional facilities.  
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Abstract: Hybrid electric vehicles (HEVs) are commercialized and plug-in hybrid electric vehicles (PHEVs) are 
becoming more popular. PHEVs are charged by plugging into electric outlets or on-board electricity generation. 
These vehicles can drive at full power in electric-only mode over a limited range. As such, PHEVs offer valuable 
fuel flexibility. The charging of PHEVs has an impact on the distribution grid because these vehicles consume a 
large amount of electrical energy and this demand of electrical power can lead to extra large and undesirable 
peaks in the electrical consumption. The improvements in power quality that are possible by using coordinated 
charging are emphasized in. It also indicates that not coordinating the charging of PHEVs decreases the 
efficiency of the distribution grid operation. Several automakers are preparing for the next generation of 
passenger transportation, Plug-in Hybrid Electric Vehicles (PHEVs). Using data from the Tehran Regional 
Electric Company (T.R.E.C), this study sought to understand how different charging scenarios for PHEVs could 
impact electricity demand in Tehran. 
 
Keywords: Plug-in hybrid electric vehicles; Charging scenario; Distribution grid 

1. Introduction 

Plug-in hybrid electric vehicles (PHEVs) are a new and upcoming technology in the 
transportation and power sector. As they are defined by the IEEE, these vehicles have a 
battery storage system of 4 kWh or more, a means of recharging the battery from an external 
source, and the ability to drive at least 10 miles in all electric mode [1]. These vehicles are 
able to run on fossil fuels, electricity, or a combination of both leading to a wide variety of 
advantages including reduced dependence on foreign oil, increased fuel economy, increased 
power efficiency, lowered greenhouse gas (GHG) emissions and vehicle-to-grid (V2G) 
technology [2–4]. These claims are backed by data suggesting that fueling a PHEV would 
cost the equivalent of 70 cents per gallon of gasoline when electricity costs 10 cents per kWh 
[4] and that an all electric driving range of 40 miles could lower oil consumption by two-
thirds [4]. Currently, there is little storage available in the power grid so demand and 
generation must be perfectly matched and continuously managed to avoid frequency 
instabilities. PHEVs have an energy storage capacity which is rather small for each individual 
vehicle, but the number of vehicles will be large, yielding a significant energy storage 
capacity. At any given time, at least 90% of the vehicles are theoretically available for V2G 
[5,6]. These vehicles must be connected to the grid when idle. There must be enough vehicles 
plugged in during the day to provide grid services therefore it could be beneficial to give 
incentives to vehicle owners to stay plugged in. Most of the weekdays, vehicles follow a 
schedule which does not vary much from week to week [5]. The electrical storage of PHEVs 
could provide grid services via V2G concept and add a surplus value to the vehicle owner [7]. 
The reason for choosing Tehran for this study is the air pollution. Cut oil subsides in Iran is 
another reason for choosing Tehran for this study. At such low prices, domestic demand for 
energy in Iran has grown very rapidly. With the price reform, you will dampen domestic 
demand, which means more efficient energy use domestically, more energy available for 
profitable exports, and higher revenues for the country. From a domestic perspective, if prices 
are higher, the energy sector in Iran will become more profitable and hence be able to invest, 
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extract, and produce more. Furthermore, if the Iranian people are able to restrain their 
consumption, this will have a positive side effect on the global oil market. This will also push 
the domestic automobile industry to modernize itself. The country produces about 1.5 million 
cars per year, targeting the domestic market of 74 million people. Since gasoline is almost 
free, carmakers have little incentive to make their product energy efficient. But when gasoline 
price rises to the international level, Iranian car manufacturers will have to change the way 
they operate and increase the energy efficiency of their vehicles. Once this happens, Iranian-
made cars will be more competitive on the export market.  
 
2. Transition from conventional vehicles to Plug-in Hybrid Electric Vehicles (PHEV) 

For the first time it was German inventor, Nikolaus Otto, who made it possible to use 
combustions engines in cars for the first time by the invention of the first four-stroke internal 
combustion engine in 1862. These types of engines are continuously being used in so-called 
conventional vehicles. The low-efficiency of ICE (Internal Combustion Engines) and high 
emission production are the most negative points about these types of vehicles. In the figure 1, 
the recent development in car industry is been shown. 
 

 
Figure1. Schematic on development in car industry 
 
As it can be seen from the figure (1), the first important breakthrough in car industry after the 
implementation of ICE in vehicles is the transfer from conventional vehicles to hybrid electric 
vehicles. These types of vehicles are first commenced in 1997 in Japan by the introduction of 
Toyota Prius. The main specification of this type of vehicle is the operation of the ICE on its 
efficient interval by means of a regenerative braking system. The latest generation of the 
vehicle is introduced in the market recently. They are mostly called PHEVs (Plug-in Hybrid 
Electric Vehicles) with additional capability to be charged from the grid. 
  
3.  Plug-in Hybrid Electric Vehicles (PHEV) 

A PHEV is basically has the same structure as a Hybrid Electric Vehicles (HEV) but the grid 
charging capability is additional feature which consequently result in the necessity of higher 
battery capacity. 
 
Grid connection capability in PHEVs will make it possible to coordinate energy resources for 
domestic consumption and also will lead to lower emission production from private cars in 
the business and residential areas. 
 
The large percentage of the total emissions production is from the low-duty cars which are 
private and company cars. Reducing emission production is a big challenge for both 
developed and developing countries. On the other hand, the other major challenge in today’s 
world in the high consumption of fossil fuels with increasing price and diminishing number of 
resources. Low-duty cars are one of the major sources of fossil fuel consumption. Therefore, 
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high fuel consumption and emission production are the major incentives to make changes in 
the low-duty car sector. Moreover, the new ways of electricity generation can be considered 
as an incentive for introduction of PHEVs.  
Global green house gas emissions from the different sectors are show graphically in Figure 2. 
These gases are included Carbon Dioxide (72% in total), Methane (72% in total) and Nitrous 
oxide (26% in total) [8].  
 
Table 1. Charging Times for Different PHEV-20s Vehicle Classes under Various Circuit Voltage and 
Amperage Levels 
Vehicle 

Type 
 

Pack 
Size 

(kWh) 
 

Rated 
Pack 
Size 

(kWh) 

Charging 
Circuit 

 

Charging 
Size (kW) 

 

Charger 
Rate 

(kWh/hr) 

Time to 
Charge 

Empty Pack 
(hours) 

 
 
 
 

Compact 
Car 

 

5.1 4.1 

120 V 15 
Amp 
120 V 

20Amp 
240 V 

40 
Amp 

 

 
 

1.4 
1.9 
7.7 

1 
1.3 
5.7 

4 
3 

0.7 

 
 

Mid-
Sized 
Sedan 

 

5.9 4.1 

120 V 15 
Amp 
120 V 

20Amp 
240 V 

40 
Amp 

 

 
 

1.4 
1.9 
7.7 

1 
1.3 
5.7 

4.7 
3.5 
0.9 

 
 

Mid-
Sized 
SUV 

 

7.9 6.3 

120 V 15 
Amp 
120 V 

20Amp 
240 V 

40 
Amp 

  

1.4 
1.9 
7.7 

1 
1.3 
5.7 

6.3 
4.7 
1.1 

 
 
 

Full-
sized 
SUV 

9.3 7.4 

120 V 15 
Amp 
120 V 

20Amp 
240 V 

40 
Amp 

  

1.4 
1.9 
7.7 

1 
1.3 
5.7 

7.4 
5.6 
1.3 

 
As shown in the figure 2, 14 percent of the emissions are produced by transportation sector 
which is close to the industrial sector. This means that by removing the emissions from the 
transportation sector, the total emissions can be reduced approximately as much as industrial 
sector. The introduction of PHEVs can be even more interesting when the emissions from 
power station are low and the electricity is generated from clean resources. 
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Figure2. Global Green house gasses emissions [8]. 
 
Conversion of the cars from the ones with fossil fuel consumption to the ones with electricity 
consumption is not just interesting from the car sector but also it is interesting from the grid 
point of view. The high intermittency of the electricity from renewable resources can be 
synchronized with the intermittency of consumption of electric cars. However, new 
generation is needed in order to charge the electric cars. The technical parameters of different 
plug-in vehicles are summarized in Table 1. 

 
4. Plug-in Hybrid Vehicle Charging Scenarios  

Electric Power Research Institute (EPRI) has performed studies regarding the energy 
requirements for potential PHEV vehicle designs. This information, which is summarized in 
Table 1, provided a basis for the charging scenarios. Figure 3 shows the power demanded for 
different PHEV-20 vehicle classes using a standard household electrical circuit of 120 volts 
and 15 amperes.  
 

 
Figure 3. Power Demand Schedules for Different PHEV Vehicle Classes using a 120V/15A Circuit 
Charger. 
  
The power demand schedules in Figure 3 show a consistent draw of power for the first few 
hours and then a partial power demand during the last hour of charging. For example, the 
Compact Sedan PHEV-20 requires 4.1 kWh of energy to fully recharge the battery from a 
20% SOC. 1.0 kW of power is needed over the first 4 hours, and 0.1 kW during the 5th hour. 
This compact sedan therefore would require 4.1 hours to recharge at a rate of 1.0 kW per 
hour. Since most household outlets already contain 120 volt/15 amp outlets, it was assumed 
that most PHEVs that reach the market will charge through these circuits. Mid-sized sedan 
plug-in hybrids with all-electric ranges of 20 miles were used as the standard in the baseline 
scenarios. Variations to the electric range were used later in this paper. Using the information 
on charging rates and battery capacity, PHEV power demand curves were generated based 
around three types of charging scenarios.  
 
The three scenarios representing how vehicle owners might charge their vehicles in the course 
of a day are summarized below: 
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Simultaneous Charging: All PHEV owners charge their vehicles at a specified time. This 
scenario is an adequate upper limit since recharging all the vehicles at one time maximizes the 
power demanded by plug-in hybrids 
.  
Continuous Charging: A random percent of PHEVs are connected to the grid throughout the 
day, requiring a continuous demand of power. A random value between 1% and 50% were 
established for each hour, representing the percent of PHEVs that are connected to the grid. 
  
Normal Distribution Charging: PHEV charging follows a normal distribution around a 
specific hour of the day (or mean hour). This represents a scenario between the two limits.  

  
For the simultaneous and normal distribution charging scenarios, an evening charge time of 6 
pm is used for the baseline. In the simultaneous charging scenario all PHEVs plug in at 6 pm. 
For the normal distribution recharge, most of the PHEVs begin charging between the hours of 
4 pm and 8 pm (mean hour of 6 pm and standard deviation of 2 hours). Combining the 
charging scenarios above with the time of day charge and charging circuit size provided the 
baseline scenarios for this study. Each of these is scenarios are summarized in Table 2. 
 
Table 2. Description of Baseline Scenarios 
Scenario  

Scenario 1 All mid-sized sedan PHEV-20s begin charging at 6 pm using 120V/15A 
charging circuits.  

 

Scenario 2 A random percent between 1% and 50% of mid-sized sedan PHEV-20s 
charge throughout the day, using 120V/15A charging circuits.  

 

Scenario 3 Mid-sized sedan PHEV-20s charge as a normal distribution about mean 
hour 6 pm, with a standard deviation of 2 hours, using 120V/15A 

charging circuits.  
 

 
Different penetrations of plug-in hybrids were used with each of the charge scenarios above. 
The PHEVs penetrations represented 5%, 10%, 15%, and 20% of the number of registered 
vehicles in Tehran.  
 
5. Baseline Charging Scenarios  

Using knowledge from previous EPRI studies on lithium-ion battery technology and power 
demand (table 1), baseline scenarios were created and applied to electricity load demand from 
the Tehran Regional Electric Company (T.R.E.C). The results from the different baseline 
scenarios are presented with peak load day. As a reference, the average load in August 2010 is 
also shown. Figure 4 provides a visual representation of how different penetrations of PHEV-
20s recharging at typical household electrical outlets might affect electricity load in Tehran.  
 

 
Figure 4. Load profile for PHEV-20 with varying penetrations charging under Scenario 1. 
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As shown by the peak load day and average August load curves, electricity load is the lowest 
(below 2500MW) between midnight and 8 am. Electricity generation begins to ramp up 
starting at 4 am up until 4 pm where it peaks. Electricity load decreases at a faster rate than its 
initial ramp-up and between the hours of 7 pm and 9 pm, load levels are sustained for a brief 
period. Peak hours roughly occur between 2 pm and 6 pm. The scenario above represents 
vehicle owners that all recharge at the same time in the evening (6pm) resulting in a sudden 
spike in demand.  
 
Figure 5 represents a continuous charging scenario, where up to 50% of PHEV owners could 
begin to recharge their vehicles at any one particular time. While its probable that PHEV 
owners will follow a more structured recharge pattern, this scenario helps demonstrate how 
free access to recharging can spread the demand throughout the day, with slight fluctuations.  
 

 
Figure 5. Load profile for PHEV-20 with varying penetrations charging under Scenario 2. 
 
The amount of PHEV-20s that are allowed to charge at any given time is constrained to 50% 
in the above figure. Open access to the power grid for PHEV owners in this scenario 
distributes the additional power demand throughout the day, creating a completely new load 
profile curve.  
 
A more realistic scenario is represented in Figure 6, where recharging occurs as a normal 
distribution around a specific time period. In this case, it is assumed that most PHEV-20 
owners will begin recharging once home from work, around 6 pm.  
 

 
Figure 6. Load profile for PHEV-20 with varying penetrations charging under Scenario 3. 
 
Under Scenario 3, the initial wave of PHEV owners begin charging at 3 pm, and at 6 pm, 
almost 20% of the owners begin charging. Since the PHEV-20s that connected to the grid 
between 3 and 5 pm still have not finished fully charging, this lengthens the amount of load 
necessary to meet demand. The maximum additional electricity demand in this scenario 
occurs around 8 pm and the last set of PHEV-owners charge at 10 pm, requiring additional 
power into the late nighttime hours.  
 
The additional power demand at any given hour for the simultaneous scenario represents the 
load that is sustained for the duration of the charge, in this case, over four hours. Whereas the 
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simultaneous demand occurs over a short period, the continuous charging maintains a 
consistent load on the grid throughout the day with much smaller power required. The range 
for the normal distribution scenarios display the lowest power demand when the fewest 
PHEV-20s are charging, and the largest demand which occurs at 8 pm, when most vehicles 
are connected to the grid.  
 
6. Time of Day Charging Variations  

The first variation from the baseline scenario is altering the time of day that charging of plug-
in hybrid vehicles begin. Shifting the charging to the morning creates the potential for 
additional load during peak hours. Figure 7 below shows the load profile for the peak day, 
applying a morning (mean hour of 9 am) charge to the load curve. 
 

 
Figure 7. Load profile for PHEV-20 with aarying penetrations charging under a morning (9 am) 
normal distribution scenario.  
 
As the morning charging scenario demonstrates additional that could occur when PHEV 
owners plug-in their vehicles after the morning commute leg, the following scenario shows 
how a nighttime charging scenario might impact Tehran’s grid, as shown in Figure 8.  
 

 
Figure 8. Load Profile for PHEV-20 with Varying Market Penetrations Charging under a Nighttime 
(10 pm) Normal Distribution Scenario.  
 
Charging the PHEV-20s around a mean hour of 10 pm creates additional demand during the 
hours when load is diminishing, and reaches into hours when load is the lowest (3 and 4 am). 
Although the additional demand by PHEVs will ultimately require more electricity 
generation, charging during the nighttime hours, as shown above, helps to flatten the load 
curve. Utilizing electricity generation resources into hours when load is low and some 
electricity is unused, improves efficiency. Although more electricity supply is necessary to 
meet the demand from PHEVs in all cases, charging at night reduces the need for generating 
resources to be turned off and back on again. 
 
7. Discussion 

Under the simultaneous charging sharp increases can incur and although this is unlikely, it is 
important to understand this as a potential worst case scenario. The second recharge scenario, 
where less than 50% of PHEV owners are actively charging their vehicles, the overall load 
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profile experiences a shift to meet the elevated demand. Although vehicle owners may have 
the capability to recharge their vehicles multiple times per day, due to the smaller battery 
power capacity of PHEV-20, vehicle owners may not frequently recharge. For longer electric 
range PHEVs, such as a PHEV-60, or larger vehicle designs, such as Sport Utility Vehicles 
(SUVs) which require more energy, the battery may require multiple recharges throughout the 
day, if the goal is to fully utilize electric drive capability. The final recharge scenario, where 
recharging follows a normal distribution around 6pm, demonstrates a more realistic behavior 
pattern. While no sharp increases in demand are expected, it is anticipated that a gradual ramp 
up in load demand occur during the late afternoon hours and that these resources would be 
utilized into the evening hours.  
 
8. Conclusion 

The results of the study have provided insight into the how Tehran’s electricity grid may be 
impacted from the introduction of plug-in hybrid vehicles. Hours of the day when recharging 
is expected to occur in large numbers, such as when commuters arrive home from work, can 
have significant impacts on demand. In the absence of dramatic infrastructure changes with 
respect to charging stations for PHEVs, most owners will recharge using standard 120V/15A 
electrical outlets. The charging of PHEV-20 under a 120V/15A circuit would not 
inconvenience most vehicle owners. The time of day for recharging plug-in hybrid vehicles is 
an important factor to be considered when planning for this new technology. Late evening 
hour recharges create additional demand when electricity generation begins to ramp down, 
only requiring existing generating units to be utilized for a longer duration. If the addition of 
recharge stations in parking lots where incorporated into the scenario, it would be possible for 
a portion of vehicle owners to recharge when generation is beginning to ramp up, as shown in 
the morning charging scenarios.  
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Abstract: In Europe, passenger cars use over 65% of total transport fuel energy and produce around 12% of total 
EU carbon emissions. Under such circumstances advanced technologies and modifications in multiple 
powertrain technologies in passenger cars hold an important key to reduce emissions and energy demand into 
future. This study compiles a set of efficiency improvement technologies and makes use of a ‘Bottom-up 
simulation’ to assess the effects of introduction these technologies on total energy demand and CO2 emission 
from passenger cars up to 2030 in the EU-27. The integration of improvement technologies in vehicle will serve 
the purpose of increasing fuel efficiency, enhancing performance and provide further technical and 
environmental benefits, but it will also result in incremental costs over the vehicle baseline prices. This research 
also assesses changes in specific driving costs, cost of CO2 avoidance and the payback period of incremental 
costs on the vehicle’s economic performance. The technical improvement potentials’ options considered in this 
study show that a 5% to 22% increase in fuel economy of car is possible. And based on assumed diffusion of 
technologies across total gasoline and diesel vehicles, this study infers a potential of 19% to 34% savings in 
energy demand and CO2 emission by 2030.  
 
Keywords: Low carbon vehicles, Vehicles innovation, Energy efficiency, Bottom-up modelling, Technology 
market diffusion 

1. Introduction  

Across Europe cars have given the public greatest mobility that is adjustable to different 
usages, driving locations and preferences, and this trend will continue to grow into future. 
Over the last few years, increasing environmental concerns, rising oil prices and continuous 
urge for technological developments have stimulated industries and nations across the world 
to move towards better efficiency and sustainable practices in the transport sector. To tackle 
the problems associated with constantly increasing transport fossil fuel demand and 
greenhouse gas (GHG) emission, it has become very important to consider the alternative 
fuels and alternative cars for meeting environmental benefits.  

In the last few years, the European car manufacturers have invested significant amount of 
money in the technology R&D, and have introduced more than 50 advanced technologies into 
the cars for the purpose of efficiency gain and emission reduction. In addition to the varied 
upcoming vehicle technologies like battery electric vehicles and hydrogen fuel cell vehicles, 
nowadays a large number of vehicle and powertrain improvement technologies are aimed at 
increasing the fuel economy and efficiency of the existing conventional vehicles through 
technical improvements. The core analysis of this paper is based on such ‘technical 
improvement potentials’. This paper is an extension of an ongoing research under the project 
ALTERMOTIVE, contracted under Intelligent Energy Europe.  

Currently, a huge diversity of fuels and advanced powertrain technologies are available in 
Europe. Table 1 states various alternative automotive mobility technologies (AAMTs) 
mapped under different developmental stages along the technology curve (Research, 
Demonstration and/or Commercial state). In Table 1 it can be seen that in addition to the 
conventional diesel and gasoline cars, few other AAMTs like Natural Gas Vehicles and Flexi 
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Fuel Cars already exist in the European market on commercial level. These technologies also 
show continuous process of developments for achieving higher vehicle efficiency and better 
customer satisfaction. The technologies included under Demonstration phase are not at 
commercial scale yet, but depending on the speed of progress and overcoming market and 
cost barriers these may come to commercial phase in next few years. The technologies 
exhibiting the R&D phase will continue to progress to overcome technical challenges and 
incompatibilities, and will come to commercial phase no sooner than 2020-2025. 

Table 1: Alternative Automotive Mobility Technologies - State of the Art in Europe (2010) 

 Commercial Demonstration R&D 

T
ec

h
n

ol
og

ie
s 

NG (LNG/CNG) 
Flex-Fuel Vehicle 
(conventional fuel + BD/BE) 
Bi-fuels (NG + 
Gasoline/Diesel) 
Gasoline-Electric Hybrid 
Electric Vehicles:  
Micro-Mild Hybrid  
BEV  (only light vehicles, no 
convertor, DC Motor, 
Range<100 km            

Solo/High blend BE 
Diesel-Electric Hybrid 
Electric Vehicles:  
Enhanced HEV-PHEV  
BEV (with convertor, AC 
Motor, Range > 100 km) 
Full Hybrid 
FC hybrids (conventional 
fuel + hydrogen) 

Solo/High blend BD 
Biogas 
Electric vehicles:  
FCV- PHEV (Plug-In 
functionality for 
FCV/HEV) 
BEV (with convertor, AC 
Motor) 
FCV 

Source: (Toro, et al., 2010) 

Abbreviations = NG: Natural Gas, LNG: Liquid NG, CNG: Compressed NG, BD: Biodiesel, BE: Bioethanol, 
EV: Electric Vehicle, HEV: Hybrid EV, BEV: Battery EV, PHEV: Plug-in Hybrid EV, DC: Direct Current, AC: 
Alternative Current, FC: Fuel Cell, FCV: FC Vehicle    
 
2. Methodology 

The method implemented for this study starts with the review of various technical 
improvement potentials in the European passenger cars along with their potentials in 
enhancing the vehicle efficiency. In next step, this study selects two sets of innovative 
improvement technologies called as ‘Technology Option 1 & 2’ and assesses the impacts of 
their integration on vehicle’s energy demand, CO2 emission, and economic performance. The 
main assessments applied in this study with the bottom-up simulation and economic 
estimations are: 

1. Assessing the improvements in the vehicular energy consumption and consecutive 
CO2 emission as a result of integration of Technology Options – Techno-
Environmental assessment.  

2. Assessing the changes in economic performance of the car as a result of incremental 
costs and technical improvements – Economic assessment. 

3. Assessing the potentials of technologies in overall energy demand and emission 
reduction at assumed diffusion rates across EU-27 car fleet – Techno-Environmental 
assessment.  

2.1. Techno-Environmental assessment: 

The techno-environmental assessment carried through the bottom-up simulation is done to 
assess the energy demand and CO2 emission by the total European passenger cars (including 
all types’ such as gasoline, diesel, hybrid, bioethanol etc.) for a fixed annual driving distance. 
For setting up an energy demand baseline, energy demand projections and car fleet size 
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forecasts in EU-27 until 2030 were derived from Fiorello, et al., (2009). Then the bottom-up 
simulation tool was built up by using different vehicular data and other input values (like fuel 
economy, average annual traveling etc.) to assess the overall energy demand and CO2 
emission up to 2030. The general formula for the assessment is: 

௧ܦܧ ൌ ∑൫ܨ௜,௧ ൈ ௜,௧ܦ ൈ  ௜,௧൯   [PJ] Eq. 1ܧܨ

Where, EDt is the total energy demand (including different fuels Fu) in the year t, i is the 
model year, F is the number of vehicles of a model year i running in year t on fuel Fu. D is 
the annual distance travelled by a car of model year i in year t using fuel Fu. FE is the average 
fuel economy (MJ/100km) of the car for a model year i, using fuel Fu running in year t.     

Changes in fuel economy: It was considered that when the technical improvements occur 
into the car by implementation of ‘Technology Options’, the fuel economy increases by a 
certain %. The equation used to assess changes in the fuel economy is: 

௘ܧܨ  ൌ ௕ܧܨ ൈ	ሺ1 െ%்ܧைሻ  [MJ/100km]   Eq. 2 

  

Where, FEe is the enhanced fuel economy, FEb is the baseline fuel economy of the vehicle 
and %ETO is the percent (%) by which the ‘Technology Option’ enhances the vehicle 
efficiency. 

2.2. Economic assessment: 

The fuel efficiency of the vehicle can be enhanced by implementation of advanced innovative 
technologies, but the introduction of new technologies in vehicle will cause extra upfront 
investments and additional costs to the manufacturers and these costs will add extra price over 
the vehicle price (McKinsey, 2009). Thus, it is technically feasible to reduce the fuel 
consumption of new vehicles, but additional costs will be incurred. In this study, following 
assessments were done. 

Incremental Cost of technology options: The concept of Retail Price Equivalent Multiplier 
(RPE factor) that represents the average additional price consumers would need to pay for an 
advanced technology was used to assess the incremental costs of technologies. 

ை்ܥܫ ൌ ெܥ ൈ  Eq. 3         ݎ݋ݐ݂ܿܽ	ܧܴܲ

Where ICTO is the incremental cost of Technology Option, CM  is the manufacturer cost of 
technologies (derived from AEA, 2009) and RPE factor is the retail price equivalent 
multiplier (derived from Vyas, et al., 2000; NRC, 2010). 

Specific Driving Costs: the cost of driving per kilometer of vehicle. This cost in the analysis 
was interpreted as an aggregate construct of vehicle investment costs linked to 8% annual 
O&M costs, fixed annual driving distance and the vehicle lifetime of 10 years. 

ࢊ࡯ࡿ ൌ
ெ&ࡻ	ାࢇࡵ

࢒ࢇ࢛࢔࢔ࢇࡰ
 [€/km]      Eq. 4 

Where, SCd  is the specific driving cost, Ia is the annual investment cost, O&M is the operation 
and maintenance cost and Dannual is the annual distance travelled by the car. 
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Average payback Period: It is the time period in which the incremental costs can be 
compensated by the monetary savings that occur as a result of decreased fuel demand by 
technical improvement. 

௔௩௚ܤܲ ൌ 	
஼೔

௒ௌ€/౗
    [Years]    Eq. 5 

Where, PBavg is the average payback period, Ci  is the incremental cost and YS€/a is the 
annual monetary saving (€/a) per year through reduced fuel expenditure. 

Cost of CO2 avoidance or CO2 abatement costs: It is assumed that for a technically improved 
vehicle the driver has to bear extra investment costs over the vehicle price. So, how much 
does it cost (in €) to the driver for saving each tonne of CO2 is called the cost of CO2 
avoidance. It is calculated by the following formula. 

ݐݏ݋ܿ	ݐ݊݁݉݁ݐܾܽܽ	ଶܱܥ ൌ 	
஼೔

்௢௡௡௘	஼ைమ	ೞೌೡ೐೏
 [€/tonnne]  Eq. 6 

Where, Ci  is the incremental cost and Tonne CO2saved is the CO2 saved within vehicle life 
time. 

2.3. Sources, Data and Assumptions: 

2.3.1. iTREN Reference Scenario (Deliverable-4, 2009): Fiorello, et al., (2009) 

This report was chosen for fleet characteristics and energy demand projections as it delivers 
the quantified data in Europe until 2030 and more importantly the assessment carried in the 
study does not consider any technical improvements of the cars after 2008. Table 2 states the 
data and values extracted from Fiorello, et al., (2009).  

Table 2 : Baseline values and assumptions (EU-27 passenger car fleet)  
 Unit 2005 2010 2020 2030 

Total no.of cars-EU-27 1,000 vehicles 211,062 228,120 265,628 294,220
Total Energy Demand PJ 8,435 9,251 9,630 10,301 

CO2 emissions* Million tonnes/year 624 684 712 761 
Emissions MillionTonnes/year 793 760 833 840 

Gasoline Price €/litre 1.07 1.40 1.27 1.34 
Diesel Price €/litre 0.92 1.25 1.16 1.24 

Source: (Fiorello, et al., 2009), *Calculated by Authors 
 
2.3.2. Concawe (WTW, Version-2b, 2006 and TTW, Version-3, 2008) 

Average characteristics and data for the European passenger cars like vehicle price, engine 
power, fuel economy, fuel specific emission factor of the fuel etc. were derived from the 
Concawe reports mentioned above.  Table 3 states the data derived for gasoline and diesel 
cars. 

Table 3: Data and values derived from Concawe reports 
 Unit Gasoline Diesel 
Vehicle Price € 19,000 20,000 
Capacity Fuel/Engine Power kW 77 74 
Av. Travelling distance* Km/yr 18,000 20,000 
GHG emission gm CO2 eq.per km 165 140 
Specific driving costs* €/100 km 24.18 22.90 

Source: (Concawe, 2008); *Authors’ assumption/calculations 
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2.4. Efficiency Improvement Technologies 

There are many efficiency improvement technologies that can be introduced in today’s 
vehicles without changing the vehicle’s basic type, general size, or performance. Virtually all 
of the technologies are capable of increasing vehicle efficiency and reducing fuel demand, but 
they all are not equally ready for the commercial production. The technologies grouped as 
Technology option 1 and 2 in Table 4 were chosen based on their readiness as they are 
applicable into the conventional diesel and gasoline passenger cars within 2010-2012 
timeframe.  

Table 4: Technology Options considered for the study 

 Technology Option 1 Technology Option 2 
Technology Combination 
 

1. Reduced engine 
friction losses 

2. Improved 
aerodynamics  

3. Low rolling 
resistance tyres 

1. Improved aerodynamics 
2. Vehicle Weight reduction 
3. Optimized transmission 
4. Mild downsizing with Turbo 

Charging 
5. Start-stop-system 
6. Use of advanced devices (tyre 

pressure monitoring system, gear 
shift indicator etc.) 

Expected efficiency increase Around 5% Around 22% 

Source - eff. Increase (EPA, 2008) (McKinsey, 2009) 

Tech. cost assumption* 10% over car baseline 
price 

30% over car baseline price 

Status in Europe Integrated into new cars 
by most manufacturers 

High consideration for application 

*Source: (TNO, 2006), (AEA, 2009) 

 
2.5. Technology Diffusion Assumption 

The term technology diffusion in this study refers to the widespread integration of 
Technology Options into the new European gasoline and diesel cars up to 2030. For the 
simulation, the diffusion was considered only within gasoline and diesel cars because both the 
Technology Options are compatible into these cars without rendering any change to the size 
or performance of the car. Moreover, gasoline and diesel cars represent the biggest share in 
the total EU-27 car fleet and this trend of majority will continue to increase at least until 2030.  

To build the stock of new cars in EU-27 until 2030, a review of historical vehicle registration 
data and socio-economic developments was done. Then the review was complemented with 
the expected GDP growth to establish the expected trend of new car registrations in EU-27. 

The two scenarios considered for this study are:  

Scenario 1: Technical Potential - Assessment of the maximum energy demand and CO2 
emission reduction potential offered by the technologies under the assumption that 
Technology Option 2 diffuses extensively across the fleet.  

Scenario 2: Autonomous Potential - Assessment of the reduction potential form the 
technologies under the assumption that the Technology Option 2 diffuses to a limited extent 
within the new fleet, however followed by autonomous technological progress the 
Technology Option 1 diffuses widely across the fleet. 
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Table 5: Technology Diffusion Assumption 

    2010 2015 2020 2025 2030 
Scenario 1  
(Tech.Pot) 

Diffusion of Tech. Op 2 into new cars 10% 30% 50% 75% 100%
Diffusion of Tech. Op 2 into old cars 10% 20% 25% 30% 25% 

Scenario 2 
 (Auto.Pot) 

Diffusion of Tech. Op 2 into new cars 10% 15% 20% 30% 35% 
Diffusion of Tech. Op 2 into old cars  10% 15% 18% 20% 20% 

 

3. Results 

The results presented in Table 6 are derived by considering the integration of Technology 
Options into the vehicle. The assessment methods for the techno-environmental and economic 
assessment take into account all the salient aspects like baseline vehicle price, additional 
investment costs Technology Options, engine size and fuel capacity, yearly driving distance, 
diesel and gasoline fuel price projections until 2030 from (Fiorello, et al., 2009).  

Table 6: Results of techno-environmental and economic assessments at the vehicular level 

Assessed value Unit 
Baseline 

value 
(G) 

Gasoline Car 
Baseline 
value (D) 

Diesel Car 
Tech. 
Op.1 

Tech. 
Op.2 

Tech. 
Op.1 

Tech. 
Op.2 

Average cost of 
‘Technology Option’ 

€ - 350 2,800 - 350 2,450 

Sp. Driving Costs €/100 km 24.18 24.62 27.74 22.90 23.30 25.71 
Fuel economy MJ/100km 220 209 171.6 190 180.5 148.2 

Specific CO2 emission gCO2/km 165 156.8 128.7 140 133 109.2 
Fuel expenses* €/100km 9.49 9.02 7.40 6.63 6.29 5.17 
Fuel economy km/litre 14.7 15.5 18.9 18.9 19.9 24.2 
Fuel economy l/100km 6.78 6.44 5.29 5.30 5.04 4.13 

Yearly energy demand MJ/yr 39,600 37,620 30,888 38,000 36,100 29,640 

Yearly CO2 emissions 
Tonnes 
CO2/yr 

2.94 2.80 2.30 2.79 2.65 2.18 

Cost of CO2 avoidance €/Tonne - 238 432 - 250 398 
Average payback 

period* 
Years - 4.1 7.4 - 5.3 8.4 

Source: Assessed by authors, * considering 2010 fuel price from (Fiorello, et al., 2009) 
 

The energy demand and emission potential results presented in Table 7 show as what could be 
achieved when technologies are implemented into the assumed percentage of the EU-27 new 
gasoline and diesel cars. The scenarios developed within this study show that 19% to 34% 
reduction in total energy demand and subsequent CO2 emission can be achieved by 2030.  

Table 7: Results of total energy demand and emission saving potential 
Results 2010 2015 2020 2025 2030 

Baseline – Energy Demand (PJ) 9,253 9,439 9,630 9,959 10,300 
Technical Potential (S1) 9,121 8,197 7,935 7,550 6,797 

Autonomous Potential (S2) 9,186 8,600 8,514 8,344 8,328 
Scenario 1/Baseline -1.43% -13.16% -17.59% -24.19% -34.01% 
Scenario 2/Baseline -0.72% -8.89% -11.59% -16.21% -19.14% 

Baseline - CO2 emission (Mil.tonne) 684 698 712 736 761 
Technical Potential (S1) 674 606 587 558 502 

Autonomous Potential (S2) 679 636 629 617 615 
Scenario 1/Baseline -1.41% -13.11% -17.59% -24.15% -34.03% 
Scenario 2/Baseline -0.70% -8.84% -11.57% -16.16% -19.14% 

Source: Own calculations 
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degree of technology readiness and high consideration by the manufacturers for integration 
within the current production lines.  

Results stated in this study (in Table 6) have shown the increasing pattern of fuel economy in 
gasoline and diesel cars. Technology Options 1 & 2 have the potential to enhance vehicle 
efficiency by 5% and 22% respectively, which can save between 0.14 and 0.64 tonneCO2/year 
per car for a fixed driving cycle. Results of economic assessment show the decreasing pattern 
of fuel expenditure in terms of €/100km or €/Year. The assessment shows that both the 
Technology Options may increase vehicle cost by 10% and 30%, but as a result of increased 
fuel economy and reduced fuel expenditure, the additional investment can be reimbursed 
within the certain time period considered as the ‘Payback period’. The Technology Options 
are projected to result in a net cost benefit to the owner over a 10 year vehicle lifetime 
because the cumulative fuel expenditure savings offset the higher incremental costs. The 
results of technology diffusion based on bottom-up simulation show that there is a potential of 
between 19% and 34% reduction in the energy demand and CO2 emission in the EU-27 up to 
2030. 
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Abstract: This study presents experimental performance of an R134a automotive heat pump (AHP) system 
driven by a d iesel engine and capable of utilizing the heat absorbed from the ambient air, engine coolant and 
exhaust gas. The experimental setup was developed from the components of the air conditioning system of a 
compact-size car, and tested by changing the engine speed, engine load and air temperatures entering the 
condenser and evaporator. The steady-state and transient performance characteristics of the AHP system for each 
heat source were evaluated by applying energy analysis to the system based on experimental data. Then, the 
performance parameters of the AHP system for three different heat sources were compared with each other and 
with those of the baseline heating system. The results show that the AHP system using engine coolant provides 
higher heating capacities and air temperatures at the register outlet in the first five minutes of the tests. However, 
the baseline heating system usually performs better than the AHP system when the steady-state is achieved. The 
AHP system caused an increase in the engine brake specific fuel consumption within the range of 4–54% 
depending on the engine load. 
 
Keywords: Automotive heat pump, R134a, Refrigeration, Air conditioning, Automobile 

1. Introduction 

Passenger vehicles equipped with a water-cooled internal combustion engine usually utilize 
the engine waste heat in order to perform comfort heating of the passenger compartment 
under cold weather conditions. However, this coolant-based heating system cannot provide an 
appropriate thermal comfort in the passenger compartment until the coolant temperature rises 
to a certain value. This problem is more critical for the vehicles employing high-efficiency 
diesel engines due to the lack of sufficient waste heat within an acceptable duration of 
operation after the engine is started up. With the intention of obtaining thermal comfort 
rapidly, some vehicles utilize heaters using fuel or electricity. However, these systems have 
disadvantages such as high initial and operating cost, low efficiency and leading to air 
pollution as well as global warming. On the other hand, the problem of insufficient heating 
can be solved by adding some low cost components to the present air conditioning system of 
the vehicle to operate it as a heat pump. The automotive heat pump (AHP) system can heat 
the passenger compartment individually, or it can support the present heating system of the 
vehicle. In the literature, there are several investigations on the performance of AHP systems. 
Among these studies, Domitrovic et al. [1] simulated the steady-state cooling and heating 
operations of an automotive air conditioning (AAC) and heat pump system using R12 and 
R134a, and determined the change of the cooling and heating capacities, coefficient of 
performance (COP) and power consumption with ambient temperature at a fixed compressor 
speed. Hosoz and Direk [2] evaluated the performance of an air-to-air R134a AHP system, 
and compared its performance with the performance of the air conditioning system. Rongstam 
and Mingrino [3] evaluated the performance of an R134a AHP system using engine coolant as 
a heat source, and compared it with the performance of a coolant-based heating system at an 
ambient temperature of –10ºC. Scherer et al. [4] reported an on-vehicle performance 
comparison of R152a and R134a AHP systems using engine coolant as a h eat source. 
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Antonijevic and Heckt [5] developed and evaluated the performance an R134a AHP system, 
which was employed as a supplementary heating system. They carried out the tests at very 
low ambient temperatures and compared the performance of the AHP system with that of 
other supplemental heating systems.   
 
In this study, an experimental AHP system capable of providing a conditioned air stream by 
utilizing the heat absorbed from the ambient air, engine coolant or exhaust gas was developed. 
In the experimental system, after passing through the indoor unit, the conditioned air stream 
was sent to the vehicle passenger compartment through a flexible air duct. In the experiments, 
the engine speed, engine load and air temperatures entering the condenser (indoor unit) and 
evaporator (outdoor unit) were controlled and concisely adjusted. The investigated 
performance parameters were the air temperature at the compartment front register outlet, 
mean air temperature in the passenger compartment, heating capacity, coefficient of 
performance and the increase in the brake specific fuel consumption (BSFC) of the engine 
caused by the operation of the AHP system. 
 
2. Methodology 

The experimental AHP system was usually made from the original components of an AAC 
system of a compact size car. As schematically shown in Fig. 1, it employs a seven-cylinder 
fixed-capacity swash-plate compressor, a p arallel-flow micro-channel outdoor coil, a 
laminated type indoor coil, two thermostatic expansion valves, a reversing valve to operate 
the system in reverse direction in heat pump operations, a brazed plate heat exchanger 
between the engine coolant and the refrigerant to serve as an evaporator and another plate heat 
exchanger to extract heat from the exhaust gas.  
 
All lines in the refrigeration circuit of the system were made from copper tubing, and 
insulated by elastomeric material. The indoor and outdoor coils were inserted into separate air 
ducts of 1.0 m  length. In order to provide the required air streams in the air ducts, a 
centrifugal fan and an axial fan were placed at the entrances of the indoor and outdoor air 
ducts, respectively. These ducts also contain electric heaters located upstream of the indoor 
and outdoor coils. The indoor and outdoor coil electric heaters can be controlled between 0–2 
kW and 0–6 kW, respectively, to provide the required air temperatures at the inlets of the 
related coils. The refrigeration circuit was charged with 1600g of R134a. In order to gather 
data for the performance evaluation of the experimental AHP system, some mechanical 
measurements were conducted on i t. The employed instruments and their locations are 
depicted in Fig. 1, and the characteristics of the instrumentation are reported in Table 1. 
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Fig. 1. Schematic illustration of the experimental AHP system and test vehicle (The arrows show the 
flow paths in the heat pump operations using ambient air and exhaust gas as a heat source).  
 
Table 1. Characteristics of the instrumentation. 

Measured variable Instrument Range Uncertainty 
Temperature Type K thermocouple –50–500 ºC ± % 0.3 

Pressure Pressure transmitter 0–25 bar ± % 0.2 
Air speed Anemometer 0.1–15 m s-1 ± % 3 

Refrigerant mass flow rate Coriolis flow meter 0–350 kg h-1 ± % 0.1 
Compressor speed  Digital tachometer 10–100000 rpm ± % 2 

Torque Hydraulic dynamometer 5–750 Nm ± % 2 
 
The refrigerant mass flow rate was measured by a Coriolis mass flow meter. The temperatures 
of the refrigerant and air at the inlet and outlet of each component were measured by K-type 
thermocouples. The refrigerant pressures at the inlet and outlet of the compressor were 
measured by both Bourdon gauges and pressure transmitters.  

 
The AHP system was driven by a Fiat Doblo JTD diesel engine with a cylinder volume of 
1900 cc and a maximum power of 77 kW at 4000 rpm. The engine torque and speed were 
measured by means of a hydraulic dynamometer with a maximum measuring power of 100 
kW, a maximum torque of 750 Nm and a maximum speed of 6000 rpm. The fuel consumption 
was measured using an electronic scale and a chronometer. Most of the measurement data 
were acquired through a data acquisition system and recorded on a computer.  
 
The conditioned air stream discharged from the condenser duct was supplied to the passenger 
compartment of the test automobile Renault Safrane. The connection between the evaporator 
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duct and the compartment was performed using an insulated flexible air duct. In order to 
measure the compartment temperatures, a thermocouple was located at the outlet of the front 
register, another one was suspended in the air close to the front left seat at the driver neck 
level, and the last one was suspended in the air close to the rear right seat at the passenger 
neck level. 

 
Fig. 1 also illustrates the refrigerant flow paths in the experimental heat pump system for the 
cases of using ambient air or exhaust gas as a heat source. In order to perform the heat pump 
operation, the reversing valve is energized. Then, the reversing valve directs the high 
temperature superheated vapour refrigerant discharged from the compressor to the indoor coil. 
Afterwards, the refrigerant condensed in the indoor coil enters the outdoor unit (evaporator) 
through the thermostatic expansion valve (TXV2). The refrigerant evaporates by absorbing 
heat from the ambient air stream, which can be preheated by the exhaust gas/air heat 
exchanger in the heat pump operations using the exhaust gas as a h eat source. Finally, the 
evaporated refrigerant is drawn by the compressor through the reversing valve.  
 
In order to operate the experimental system as a heat pump using engine coolant as a heat 
source, the refrigerant is directed to the refrigerant/coolant heat exchanger after passing 
through the TXV2. In this case, the refrigerant absorbs heat from the engine coolant and has a 
high superheat at the exchanger outlet. In order to test the baseline heating system, the heater 
core is located downstream of the indoor coil and connected to the proper terminals of the 
engine thermostat. Further information on the experimental AHP system and its 
instrumentation can be found in references [6, 7]. 
 
The performance parameters of the experimental AHP system can be evaluated by applying 
the first law of thermodynamics to the system. Using this law for the indoor coil (condenser), 
the heating capacity of the experimental AHP system can be evaluated from 
 

)( ,, outcondincondrcond hhmQ −=                                 (1) 
 
where rm is the refrigerant mass flow rate and h is the enthalpy of the refrigerant. 
 
Assuming that the compressor is adiabatic, the compressor power absorbed by the refrigerant 
can be obtained from  
 

)( ,, incompoutcomprcomp hhmW −=   (2) 
 
The energetic performance of the AHP system is found by evaluating its COP, defined as the 
ratio between the heating capacity and compressor power, i.e. 
 

comp

cond

W
QCOP



=                                                          (3) 

 
The power output from the engine, which is called the engine brake power, can be determined 
from the product of the engine torque and engine speed, i.e.  
 

30
nTWbrake

π
=                                                    (4)    
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The brake specific fuel consumption of the engine can be evaluated from 
 

brake

F

W
mBSFC



3600=                                                                              (5) 

 
where Fm  is the fuel consumption rate of the engine. 
 
3. Results 

In order to perform the tests, the diesel engine was operated at five different speeds, namely 
850, 1200, 1550, 1900 and 2250 rpm. Because the diameters of the crankshaft and compressor 
pulleys are the same, the engine speed is equal to the compressor speed. The tests at 850 rpm 
were performed at the dynamometer loads of both 5 Nm (idling operation) and 60 Nm, while 
tests at other speeds were performed only at the dynamometer load of 60 Nm. In all tests, the 
air flow rate at the front register outlet was adjusted to its maximum (0.403 m3s-1).  In the tests 
using ambient air and exhaust gas as a heat source, the air flow rate passing through the 
outdoor coil was also adjusted to its maximum (0.52 m3s-1).  Before performing the tests, the 
air temperatures at the inlets of the indoor coil (Tind coil, ain) and outdoor coil (Toutd coil, ain) both 
were fixed to 5 °C. Meanwhile, the relative humidity of the air stream entering the outdoor 
coil was between 50 and 70%. After these adjustments, the diesel engine was started up and 
the engine speed along with dynamometer load was rapidly adjusted to the required values.  
Using data acquired in the test operations, the steady-state performance of the AHP system 
was evaluated from the Eqs. (1–5), while the air temperature at the outlet of the front register 
and the mean air temperature in the compartment were considered as the parameters showing 
the transient behaviour of the system.  
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(a)                                                                                  (b) 

Fig. 2. The change of the air temperature at the compartment front register outlet (a); the change of 
the mean air temperature in the compartment (b) (both temperatures were recorded at the end of five- 
minute operation period). 
 
Fig. 2 (a) shows the comparison of the fifth minute air temperatures measured at the front 
register outlet of the vehicle for the AHP systems and baseline heating system for different 
compressor speeds and dynamometer loads. It can be seen that the AHP system using engine 
coolant has higher air temperatures at the front register outlet compared with the AHP 
systems using ambient air and exhaust gas as well as with the baseline heating system. As the 
engine coolant temperatures increases, the evaporating temperature also increases, thus 
yielding higher condensing temperatures and conditioned air temperatures. It is seen that in 
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the heat pump operations, the air temperature at the front register outlet rises immediately 
after the compressor is started up. At 850 rpm speed and 5 N m load conditions, the AHP 
system using engine coolant provides a fifth minute air temperature at the front register outlet 
of 32°C, while the AHP system using ambient air and exhaust gas yields 26 and 23°C, 
respectively, and the baseline heating system provides only 18 °C, which is unacceptably low.  
 
The air temperature at the front register outlet rises for all AHP systems when the engine 
speed and load are increased. In the AHP systems using engine coolant and exhaust gas, this 
increase is due to the elevated coolant and exhaust gas temperatures, respectively. As the 
engine speed increases, the refrigerant mass flow rate also increases, thus providing higher 
heat rejection in the condenser and higher air temperatures at the front register outlet for all 
AHP systems. Although the AHP system using engine coolant yields higher fifth minute 
conditioned air temperatures than the baseline heating system, the AHP systems using 
ambient air and exhaust gas cannot usually provide so high temperatures. Fig. 2 (b) 
demonstrates the changes of the fifth minute mean air temperatures in the passenger 
compartment as a function of compressor speed. When the engine speed and load are 
increased, the mean air temperature in the passenger compartment rises for all AHP systems 
and the baseline system. For the operations with the engine coolant, this increase is due to the 
elevated coolant temperature.  
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(a)                                                                                     (b) 

Fig. 3. The change of the heating capacity at the end of five-minute operation period (a); the steady-
state heating capacity (b). 

 
Fig. 3 (a) indicates the variations in the fifth minute heating capacity as a function of 
compressor speed. The heating capacity at the end of the five-minute operation period 
increases with the compressor speed at a constant engine load. At 60 Nm load conditions, the 
coolant based AHP system has the highest fifth minute heating capacity at all engine speeds, 
which is usually followed by other heat pump systems and baseline heating system. Fig. 3 (b) 
demonstrates that the steady-state heating capacities are usually higher than the fifth-minute 
ones. In the AHP system with the engine coolant, the refrigerant absorbs a greater amount of 
heat from the coolant heat exchanger, thereby providing considerably higher heating 
capacities compared with the AHP system with ambient air or exhaust gas. In the tests 
performed at 850 rpm and 5 Nm, the coolant based AHP system has the highest steady-state 
heating capacity, which is followed by the baseline heating system, AHP system using 
exhaust gas and AHP using ambient air in descending order. However, as the compressor 
speed is increased, the heating capacity of the baseline heating system gets higher.  
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Fig. 4(a) indicates the variations in the coefficient of performance of the experimental AHP 
system as a function of compressor speed based on steady-state data. It is seen that the COP 
for heating decreases by increasing the compressor speed since the compressor power 
increases faster than the heating capacity does with increasing compressor speed. The AHP 
system using engine coolant provides the highest COP compared with the AHP systems using 
ambient air and exhaust gas. Fig. 4 (b) shows the impact of the operation of AHP systems on 
the brake specific fuel consumption at different compressor speeds and engine loads. The 
BSFC increase caused by the AHP operations is very low when the engine speed and load are 
at high values because most of the power provided by the engine is applied to the 
dynamometer at these conditions. On the other hand, most of the power provided by the 
engine is used by the compressor of the AHP system when the engine is operated at low 
speeds and loads. Therefore, the increase in the BSFC due to the operation of the AHP system 
ranges between 4% and 54% depending on the engine speed and load. 
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Fig. 4. The change of the COP (a); the increase in the brake specific fuel consumption caused by the 
operation of the AHP system (b).  

 
4. Discussion and conclusions 

Both transient and steady-state performance parameters of an experimental automotive heat 
pump system charged with R134a and using ambient air, exhaust gas and engine coolant as a 
heat source have been evaluated. The AHP system was coupled to the passenger compartment 
of a test vehicle by means of a flexible air duct in order to supply the conditioned air stream to 
the compartment. The performance of the AHP system for each source was revealed by 
performing tests at various compressor speeds and engine loads. The performance parameters 
of the AHP system for each heat source were compared with those of the system using other 
heat sources and with those of the baseline heating system. Based on experimental data, the 
heating capacity, coefficient of performance, air temperature at the front register outlet, mean 
air temperature in the compartment of the test vehicle and the increase in the BSFC caused by 
the operation of the AHP system were presented as a f unction compressor speed. The 
following conclusions can be drawn from this investigation: 
 
• When the engine is operated at idling conditions (n=850 rpm and T=5 Nm), the AHP 

system using engine coolant provides the highest steady-state conditioned air temperatures 
and heating capacities compared with the AHP system using ambient air and exhaust gas 
and with the baseline heating system.  
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• On increasing the engine torque and speed, the baseline heating system provides higher 
heating capacities after the steady-state has been achieved.  

• The AHP system using any heat source yields higher conditioned air temperatures and 
heating capacities than the baseline heating system at the end of five-minute operation 
period when the engine is operated at the idling conditions.  

• Only, the AHP system using engine coolant as a heat source provided a better fifth-minute 
heating capacity than the baseline heating system at speeds over 850 rpm when the engine 
load is 60 Nm.  

• The AHP system using the engine coolant yields the highest COPs, while the AHP system 
with ambient air results in the lowest ones.  

• The AHP system causes an increase in the BSFC of the engine within the range of 4–54% 
depending on the engine speed and load. 
 

Compared with the baseline heating system, when the engine speed and load are at low 
values, the use of all considered AHP systems at transient phase are advantageous in terms of 
heating capacity and conditioned air temperature. Because the AHP system using the engine 
coolant provides higher heating capacities than other alternatives, this system can heat the 
passenger compartment individually, or it can support the present heating system of the 
vehicle in expense of increased BSFC.  
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Abstract: New Zealand is a small isolated country in the South Pacific with a population of 4.3 million people 
that has a strong commitment to reducing greenhouse gas emissions stemming both from its drive for global 
branding of principal export commodities and a desire to invest in new green technologies. New Zealand’s 
renewable electricity generation reserve using biomass and wind alone is as much as 11 times the 2009 annual 
electricity demand. In this study the practical limits of fossil fuel reductions in the electricity and road transport 
sectors of the New Zealand economy are investigated using the multi-region partial equilibrium economic model 
UniSyD to examine a low carbon scenario in which oil reaches a maximum of US$200/bbl in 2030 in 
conjunction with a carbon tax of US$200 per tonne of carbon dioxide equivalent. In this scenario biofuel and 
electric drive vehicles are found to constitute 8% and 36% of the light vehicle fleet in 2050 respectively, with the 
balance of 56% still being fossil fuel vehicles. Government regulation is likely needed to reduce the proportion 
of fossil fuel vehicles to below 30% of the total fleet. 
 
Keywords: Alternative fuel vehicle, battery electric, hydrogen fuel cell, emissions 

1. Introduction 

New Zealand is a small isolated country in the South Pacific with a population of 4.3 million 
people that has a strong commitment to reducing greenhouse gas emissions stemming both 
from its drive for global branding of principal export commodities and a desire to invest in 
new green technologies. As part of the commitment to reduce greenhouse gases New Zealand 
is one of the 187 countries to sign the Kyoto Protocol [1], one of 126 countries that agreed to 
the Copenhagen Accord [2], and in 2010, joined 28 other countries that have an emissions 
trading scheme [3].  
 
In 2009 New Zealand produced 72.5% of its electricity from renewable energy [4] with the 
government aiming to increase this to 90% by 2025 [5]. Based on data from [6] and [7] New 
Zealand’s potential renewable electricity generation reserve using biomass and wind alone is 
as much as 11 times the 2009 annual electricity demand with this being reduced to a factor of 
four if a wholesale electricity price limit of 8.4 USc/kWh is imposed. This provides 
opportunity to consider excluding fossil fuels from the electricity generation and transport 
sectors except where necessary to provide stability to the national electricity grid.  
 
Studies on the economic impacts of alternative vehicle technologies on the New Zealand 
economy ([8], [9], [10]) have shown that a hydrogen fuelled fleet offers significant savings 
over a long range (320 km) battery electric vehicle (BEV) fleet. To achieve up to 80% 
reductions in greenhouse gas emissions from the transport sector a transition to all-electric 
vehicles will be necessary. This transition will include the adoption of a range of vehicle 
technologies [11]. 
 
Replacing fossil fuels in the electricity generation mix in New Zealand was shown to be 
possible for the period 2005-2007 [12]. The key factor in optimizing supply was the effective 
use of hydro in conjunction with wind. Wind energy spillage, peak load shifting and back-up 
fossil based peaking plant, were also important elements.  
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In this study the practical limits of fossil fuel reductions in the electricity and road transport 
sectors of the New Zealand economy to 2050 are investigated using the multi-region partial 
equilibrium economic model UniSyD4.4. The term “practical limit” in the context of this 
study means the utilization of all the available renewable energy resources of New Zealand 
that are economically viable within the scenario parameters. These resources include hydro, 
geothermal, wind, biomass (lignocellulose, rape seed) and solar. 
 
2. Methodology 

To explore the practical limits of fossil fuel reductions in the electricity and road transport 
sectors two scenarios were constructed. Each scenario excluded plug-in hybrid vehicles 
(PHEV) on the basis that these are an intermediate technology between conventional internal 
combustion engine vehicles (ICEV) and full electric drive vehicles. The scenarios are: 
 
(i) Fossil Future (FF) in which no electric vehicles except hybrids (HEV) compete with the 

ICEV fleet before 2050. The carbon tax is US$15/t-CO2eq and the oil price rises at 2% 
per annum in real terms to a maximum of US$120/bbl by 2030.  

(ii) Renewables Future (RF) in which BEVs with a 320 km range and HFCVs compete for 
market share in the vehicle fleet along with HEVs. The carbon tax is US$200/t-CO2eq and 
the oil price rises at 4.7% per annum in real terms to a maximum of US$200/bbl by 2030. 
No coal fired fossil fueled electricity generation is permitted. 

 
The scenarios were simulated using the multi-regional partial equilibrium model UniSyD4.4 
[8]. This is a system dynamics based model with a high degree of technological specificity in 
the electricity generation and transport sectors of the New Zealand economy. Each energy 
sector considers existing technologies and those that are contending to come on-stream to 
2050 such as co-generation of hydrogen and electricity from coal or natural gas with 
sequestration as an option [8]. The model contains about 1150 variables and equilibrates 
supply and demand in fortnightly time steps in four primary markets in 13 geographic regions 
of New Zealand. These four markets comprise electricity generation, hydrogen generation, 
lignocellulose from purpose grown forests and the vehicle fleet. The model incorporates 
dynamic interactions based on the elasticity of prices with demand. The primary energy 
resource base for the model consists of hydro, geothermal, wind, biomass (lignocellulose, 
rape seed), natural gas, coal and solar.  
 
The electricity market regions generate, import and export electricity based on the price of 
regional production and grid transmission costs. Options for electricity generation or energy 
saving on a domestic scale include micro-cogeneration of electricity and heat using either 
hydrogen or natural gas along with rooftop photovoltaics and solar thermal water heating. 
Temporal fluctuations in wind are neglected.  
 
In the hydrogen market there are four centralised plant types of biomass gasification, coal 
gasification, large steam methane reforming and coal co-generation of hydrogen and 
electricity with sequestration of emissions using a solid oxide fuel cell topping cycle. There 
are five sizes for each plant to match supply with change in demand. Plants in the electricity 
and hydrogen markets are built by extrapolating demand growth from the previous three years 
up to four years in the future.  
 
In the lignocellulose market, supply from forests is directly related to the forest residuals and 
purpose grown forest supply curve based on data from [6]. The biomass cost is determined on 
a marginal pricing system set in competition between the use of biomass for hydrogen, 
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bioethanol production and electricity generation. The decision to build a new biomass based 
plant is determined by the same mechanism as the hydrogen market.  
 
The vehicle market model uses a standard logit choice, also known as a conditional logit 
model [13] to determine the market share of any particular vehicle technology. The market 
share is a function of elasticities of fuel cost, purchase price as shown in Fig. 1, maximum 
range and consumer driving distance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Purchase price of alternative vehicles. 
 
The standard logit choice model used in this study gives the market share of item i (Si), as a 
function of the price (pi), the price elasticity (β i), and the intrinsic preference parameter (γi). 
The market share, S, is given by [13]: 
 

𝑆𝑖 = 𝑒�𝛽𝑖𝑝𝑖−𝛾𝑖�

∑ 𝑒�𝛽𝑗𝑝𝑗−𝛾𝑗�𝑗

        (1) 

A significant feature of Fig.1 is that the long term purchase price of BEVs with a 320 km 
range is likely to be 80% higher than the mean of the other options. In the vehicle market 
ICEVs, HEVs, FCVs, and BEVs compete for market share. As imported vehicles represented 
48.6% of the light fleet in 2009 [14] the imported and New Zealand new light vehicle fleets 
are modeled separately. 
 
3. Results 

The model results for the Fossil Future and Renewables Future scenarios are shown in Figs. 2 
and 3 respectively. Under the FF scenario Fig. 2a shows electricity generation from wind 
increases rapidly after 2025 with the mandated phasing out of fossil fuels. Wind penetration in 
2050 is 35% of total generation by 2050 with hydro 38%, geothermal 18% and 9% other 
renewable generation such as biogasification. In Fig. 2b the electricity price averages about 
7.0 USc/kWh after 2030 with the price spike in 2022 reflecting a short term electricity 
shortage due to the phasing out of coal production that is independent of carbon tax policy. In 
Fig. 2c, bioethanol production from forest resources provides fuel for 12% of the vehicle fleet 
by 2050 (Fig. 2e and 2f) with the balance of 88% being fossil fueled. In Fig. 2d GHG 
emissions decrease by 7% between 2010 and 2050 with a 34% reduction during the period 
2020 to 2030 with the reduction in fossil fueled electricity generation. Improving fuel 
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economy in the vehicle fleet limits increases in GHG emissions for the period 2030 to 2050 to 
17%.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 2: For the Fossil Futures scenario: (a) Electricity generation profiles. (b) Hydrogen production 
profiles. (c) Wholesale electricity price. (d) Wholesale hydrogen price. (e) Biomass demand and price. 
(f) GHG emissions. (g) Light vehicle fleet. (f) Heavy vehicle fleet (g) Fuel economy. (h) Fuel cost per k 
of travel. 
 
Under the RF scenario in Fig. 3a the high carbon tax eliminates coal fired generation and 
natural gas generation ceases by 2018. By 2050 the generation profile consists of 41% wind, 
36% hydro, 14% geothermal and 9% other renewable generation such as biogasification. 
Total renewable generation is 97%. In Fig. 3b the electricity price rises to a high of 13 
USc/kWh in 2013 with the sudden rise in carbon tax from US$15/t-C to US$200/t-C. Prices 
average about 7.2 USc/kWh after 2030. In Fig. 3c hydrogen production commences with 
forecourt electrolysis in 2015 with large scale hydrogen production from biogasification 
commencing in 2020.  Fig. 3d shows that the hydrogen production price is close to 
US$5.00/kg after 2020. In Fig. 3e biomass use rises sharply from 2016 to 2020 as a primary 
fuel for hydrogen production by biogasification. In Fig. 3d, GHG emissions decrease by 58% 
between 2010 and 2050. In Fig. 3g light BICEVs, HFCVs, and EVs constitute 8%, 28% and 
8% respectively of the light vehicle fleet in 2050, with the balance of 56% being ICEVs and 
HEVs. In Fig. 3h, heavy BICEVs and HFCVs constitute 14% and 44% respectively of the 
heavy vehicle fleet in 2050, with the balance of 42% being ICEVs and HEVs.  

(a) 

(c) (d) 

(e) 

(b) 

(f) 
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Fig. 3: For the Renewables Future scenario: (a) Electricity generation profiles. (b) Wholesale 
electricity price. (c) Hydrogen production profiles. (d) Wholesale hydrogen price. (e) Biomass demand 
and price. (f) GHG emissions. (g) Light vehicle fleet. (f) Heavy vehicle fleet (g) Fuel economy. (h) Fuel 
cost per k of travel. 
 
4. Discussion 

Two primary consequences emerge from a comparison of the Fossil Future and Renewables 
Future scenarios. Firstly in 2050 in both scenarios all generation excluding backup peak load 
generation is renewable. The only effect of the high carbon tax in the RF scenario is to 
reduce geothermal generation by about 4% and replace this with wind. All GHG emissions 
are from the vehicle fleets. GHG emissions in the RF scenario are 54% less than in the FF 

(a) (b) 

(c) 

(h) (g) 

(d) 

(e) (f) 
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scenario by 2050 which equates to a 54% reduction by weight in fossil vehicle fuel. Secondly 
the proportion of light ICEVs under the RF scenario of 56% is 32% less than that under the 
FF scenario of 88%. The fact that the combined penetration of ICEV and HEV in the RF 
scenario remains high at 56% is a result of  the improving fuel economy of ICEVs and HEVs 
that enhances the competitiveness of these technologies and delays their replacement by all 
electric BEV and HFCV technologies. Reducing the penetration of ICEV and HEV to less 
than 30% of the total fleet may require government regulation to encourage adoption of 
electric vehicles. The primary focus of any regulation should be to reduce the purchase price 
of electric vehicles with subsidies while recovering the subsidy as a fuel tax. The motive 
behind this is that purchasers value an incremental reduction in purchase price at twice that 
of a reduction in running costs [15]. 

The average electricity price under RF remains stable at about 7.2 USc/kWh despite the 
increased electricity demand for hydrogen production by electrolysis and subsequent 
recharging of electric vehicles. This increase in electricity price is buffered by the large wind 
resource available at less than 8.4 USc/kWh referred to earlier in this study. 

Wind penetration in the RF scenario is 41% by 2050 which poses significant issues for the 
stability of New Zealand’s electricity grid. In Denmark the Danish Transmission System 
Operator is planning for up to 50% wind penetration in the transmission system [16]. 
However New Zealand cannot import electricity from neighboring countries.  

Mason et al. [12] examined wind penetration in the New Zealand electricity system of up to 
35% during 2005-2007 when demand totaled 54% of expected demand in 2050. The study 
concluded that penetration rates of 19% could be achieved by utilizing the existing hydro 
system to balance periods of low wind generation with almost no reduction in electrical 
energy from hydro generation.  

Wind penetration of 18% has been estimated [17] to incur integration costs of 0.6 USc/kWh 
as shown in Table 1.  

Table 1. Wind integration cost (adapted from [17]). 
Year 2010 2020 2030 

Installed wind power capacity (MW) 634 2066 3412 
Wind energy (PJ) 8.3 24.1 39.1 
Wind energy as % of total generation 5 12.5 18 
Additional wind integration cost (USc/kWh) 0.14 0.14 0.61 

 

Recent wind integration studies [17, 18] suggest enough standby generation must be 
available to meet a ‘no wind’ scenario. Analysis of a 19-year daily synthetic wind speed 
dataset [19] showed that no wind generation is likely to occur for two days every three years 
under a geographically diverse wind portfolio. In order to cater for the ‘no wind’ scenario 
requirement at 41% wind penetration in 2050, New Zealand will require active demand side 
management, smart flexible gas contracts and peaking based hydro management coupled 
with fast start standby thermal generation. This could include remote shut-down of selected 
hot water heating installations, and short term diversion of electricity and gas supplies from 
selected large industrial electricity users such as aluminum [20] and methanol [21] 
production plants. Diversion from large industrial plants has the potential to provide 
additional backup electricity generation of up to 50% and 66% respectively of predicted 
wind generation in 2050 under the RF and FF scenarios. Further measures may involve a 
mixture of pumped hydro storage using off peak electricity, or changing the operating limits 
of hydro lakes for very short periods. 
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To ensure grid stability a number of load balancing generation and load shifting options will 
be needed. Load balancing options would principally include hydro with support from fossil 
fuelled peaking plants. Load shifting options could include remote shut-down of selected hot 
water heating installations, pumped hydro storage using off peak electricity, and smart 
metering that allows real time electricity billing to encourage fast consumer response to 
electricity price. 
 
This study used an upper bound carbon tax of US$200/t-C to examine renewable energy 
penetration limits. Marginally lower penetration rates of renewable energy may be possible 
with a carbon tax of US$100/t-C although a detailed study of this option is outside the scope 
of this paper. 
 
5. Conclusions 

New Zealand’s has the potential to achieve over 90% electricity generation from renewables 
by 2050 but maintaining or exceeding this target to 2050 will require complex integration of 
peak load backup generation to balance the variability of wind generation. This target is 
largely independent of the carbon tax due to the large and economically viable wind resource. 
In the vehicle fleet, in the absence of plug-in hybrid vehicles and without government 
regulation, 44% of the light vehicle fleet is expected to be electric drive by 2050.  The 
penetration rates of electric vehicles will be enhanced with purchase price subsidies 
capitalised from fuel taxes. 
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Abstract: This paper describes a novel concept regarding the method for research and development of future 
vehicles. It is shown that the traditional rate of progress cannot keep up with the increasingly pressing issues of 
global warming and social sustainability. A new, holistic approach which takes into account the form, operation 
and social aspects of the future society is suggested. This approach tries to remove the boundaries between 
different sections of science and also accelerate the rate and speed of adoption of new technologies into the final, 
mass-produced vehicle. Such an approach can pave the way for the creation of a vehicle that reaches our goal of 
zero accidents and zero emissions. 
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1. Introduction 

The issue of global warming and its relation to human-induced emissions is well known. In 
2009, both the European Union and G8 leaders agreed that CO2 emissions must be cut by 
80% by 2050 in order to stabilise the concentration of greenhouse gas (GHG) emissions in the 
atmosphere at a level of 450 ppm of CO2 equivalent and keep global warming below the level 
of 2ºC. Transport accounts for about one-fifth of global energy use and one-quarter of energy-
related CO2 emissions [1]. To achieve the necessary deep cuts in greenhouse gas emission by 
2050, transport must play a significant role and achieve 95% decarbonisation. Car ownership 
worldwide is projected to triple to over two billion by 2050 and, without strong global action, 
a respective growth of energy use and CO2 emissions will occur [1]. Fig. 1 shows estimation 
for EU total greenhouse gas emissions. It can be seen that, following the baseline scenario 
which already includes large efficiency improvements, especially in industry, the emissions 
are expected to remain constant. The amount of additional effort that must be put in each 
sector in order to achieve the necessary emission cuts is clearly visible [2]. 
 

 
Fig. 1.  EU total GHG emissions forecast for 2050 and comparison to target. 
 
Similarly, annual global road-traffic fatalities sum to more than 1 million and injuries to more 
than 50 millions [3]. Awareness, technological advances and stricter legislation have lead to 
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the reduction of injuries and fatalities in developed countries as can be seen in Fig. 2; however 
the increasing level of car adoption, especially in developing countries, means that the global 
number of fatalities and injuries is likely to increase [3]. The cost of road accidents, in both 
social and financial terms is not negligible. For example, the cost of fatalities in EU-27 during 
2006 corresponded to approximately 2% of the total GDP [4]. 
 

 
Fig. 2.  Road accident statistics for EU-27 [5][6]. 
 
Current automotive technology improves at incremental steps, as conventional, long-existing 
concepts are optimised towards their theoretical limits. Compared to previous decades, current 
cars provide higher levels of safety and have a similar or lower environmental footprint at the 
same time. Stricter legislation and industrial competition have supported this trend by leading 
to the introduction of new or improved technologies in the course of the years. However, 
growing concerns of the climate change mean that this rate of progress is not viable, as shown 
in Fig. 1.  
 
The introduction of the mass-produced automobile represented a revolution in affordable, 
highly flexible mobility and convenience. This flexibility makes its use appropriate especially 
in cases where large investments in mass transportation are not viable. Its usage has led to 
significant changes in society and has contributed to economic growth, supporting the growth 
of small and medium-size businesses over the years. Currently, transport is one of the 
backbones of European economy, accounting for about 7% of GDP and more than 5% of total 
employment in the EU. How can we continue to enjoy the benefits of car mobility in a 
sustainable way, without the associated risks of traffic accidents and accelerated climate 
change? In the following sections we try to share selected elements of our vision for research 
carried out in Toyota Motor Europe for creating the future image of automotive 
transportation, as well as the necessary technologies to make this sustainable. More 
specifically, in Section 2 we describe our research methodology. In Section 3 we outline our 
perceived image of the future car and present key technologies that will render it possible. 
Finally, in Section 4 we summarise our findings. 
 
2. Research strategy 

The automobile has evolved over several decades into a practical and reliable product by 
following a solid approach of thinking and engineering. This traditional approach is starting to 
become a limitation to the rate of further technology improvement, unable to keep up with the 
requirement for drastic changes shown in Section 1. The automotive industry is faced with a 
lot of challenges to deliver innovative products to its customers, and some will likely require a 
big innovation jump. Currently developed and emerging technologies need to be implemented 
in new vehicles rapidly, at a rate and on a scale that is unprecedented in the last 40 years of 
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transport evolution. New technologies that deal with weight reduction, performance 
optimisation and efficient usage of energy resources need to be developed for reversing the 
trends of the past decades and achieving our targets in GHG emission cuts, without a negative 
impact on existing levels of quality and comfort. This will require answers to paradoxical 
questions such as how can we produce a vehicle which is extremely lightweight and 
completely safe at the same time? How can we manufacture a vehicle which provides 
complete freedom and pleasure to the driver and passengers, without any environmental 
impact? Such questions are indeed paradoxical when following the traditional way of 
thinking. A fresh, “out of the box” approach is therefore needed to provide answers and 
solutions which are realistic and feasible in a short timeframe compatible with our extremely 
challenging targets. 
 
2.1. Limitations of current methodology 
Before describing a new research strategy, we first reflect on the more than 100 year long 
automotive history in order to understand the logic and the potential of the current direction 
for improving the environmental performance of cars. Fig. 3(a) shows the history of average 
fuel consumption in Europe and the US for the period 1975-2002. In comparison, fuel 
consumption of the first mass-produced vehicle, Ford Model T, in 1908, was around 11-18 lt 
per 100 km [7]. It can be seen that after period of a relatively strong improvement in average 
fuel economy during the 70s, homologated consumption has roughly stabilised in the US and 
drops only slowly in EU. This can be explained by Fig. 3(b), which shows the relative 
evolution of vehicle mass, power and engine size in EU for the same period. It is clear that 
during the same period, vehicles have become heavier, more powerful and relatively faster. 
Increases in engine size and vehicle mass can partly be attributed to dieselisation (as diesel 
vehicles have a lower power/mass ratio), but even so it is evident that the trend for bigger, 
faster and theoretically safer cars has off-set the gains in efficiency. 
 

 
Fig. 3.  Evolution of (a) US and EU motor vehicle economy from 1975 to 2003 and (b) average 
weight, power and engine size of new cars sold in EU from 1975 to 2002[8] 
 
As a second example, Table 1 shows the evolution of a typical vehicle over the last decades. 
As specifications can vary a lot over different countries and model generations, some typical 
values are shown, corresponding to a compact sedan vehicle, with comparable acceleration 
performance. The trend of increasing weight and dimensions is obvious, with a current 
vehicle being more than 0.5 meters longer, and almost double the weight, compared to 40 
years ago. It is also interesting to note that the average fuel consumption has had small 
fluctuations over the years, with significant reductions being achieved in the last decade, 
bringing us back to the levels of 1960’s. These numbers also verify the findings of the average 
vehicle evolution trends, with the levels of safety and comfort improving considerably over 
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the last decades at the expense of potential improvements in performance and fuel 
consumption. 
 
Table 1. Evolution of Toyota Corolla Sedan typical specifications. Figures obtained from internal 
TME material. 
Year Length 

(mm) 
Weight 

(kg) 
Engine 

size 
(lt) 

Power 
(kW) 

Acceleration 
(s) 

Cd 
(-) 

CdA 
(m2) 

Fuel 
consumption 
(lt/100km) 

1966 3848 700 1.2 50 13.7  0.6 6.4 
1970 3945 801 1.4 63 11.6  0.61 6.82 
1974 3995 930 1.6 61 12.6 0.43 0.776 7.92 
1979 4048 821 1.5 55 11.5 0.43 0.798 7.51 
1983 4135 920 1.6 62 11.6 0.37 0.696 7.22 
1987 4191 955 1.6 70 11 0.33 0.62 7.22 
1991 4270 1000 1.6 81 10.4  0.631  
1997 4295 1035 1.6 81 10.7 0.33 0.644 7.81 
2000 4365 1125 1.6 81 10.3    
2006 4540 1310 1.6 97 10 0.3 0.73 6.4 
 
The design and production of a car is a very challenging exercise, with many contradictory 
demands. Such demands, limited by existing practices and infrastructure investments, lead 
invariably to compromises in the final product, and do not allow the full potential of 
technology to be exploited. The shortcomings of this approach can also be noticed in the 
current development of new generation, alternative drive-train vehicles, which are essentially 
developed on the platform of traditional ICE cars with a direct replacement of engine and the 
addition of energy storage or conversion devices in space which could opportunistically be 
used for the comfort of the passengers or as optimised shape for drag reduction. Similarly, the 
current strategy of tackling the possible dangers that inherently quiet electric vehicles may 
pose to pedestrians by adding artificial noise is another example of lack of “new thinking” in 
what could be a chance for a significant reduction in urban noise pollution. 
 
2.2. New approach 
It becomes clear from subsection 2.1 that in order to induce the required paradigm shift, a new 
way of thinking and performing research is necessary. Since several years, we try to seek 
inspiration in all kinds of science around us. Such inclusive thinking incorporates cutting edge 
research in engineering. We can find interesting concepts in the work of several research 
groups. A recent example is the development of a battery which can also be used as a 
structural material [9], therefore removing significant duplication of the weight. Research 
from NASA has led to a self-sustainable marine vehicle [10], while Lotus Engineering has 
recently shown that a significant weight reduction can be achieved using relatively standard 
technologies and with a minimum impact in cost [11]. However, our truly multidisciplinary 
research approach extends beyond the conventional limits of engineering to concepts not 
directly related to vehicles, such as biology and social sciences, and can provide new seeds of 
technology which are not limited by topic and therefore also not in scope. In nature we 
observe many truly amazing technology-like functions, and we have long been looking here 
for inspiration to solve some of our fundamental engineering challenges related to both 
vehicle safety and sustainable energy efficiency. Another pillar of our approach is that we 
take into account the future society structure and operation and thus our real target becomes to 
increase the efficiency of the whole system, rather than a single component, as done 
traditionally. In such a holistic approach, we consider the automobile not as an individual unit, 
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but as a living part of a bigger organism. This way, many of the existing obstacles can be 
overcome and a higher rate of development can be achieved. 
 
In addition, we consider practical aspects such as the cost of new technology, investments in 
infrastructure, local energy resources availability, as well as human aspirations and market 
diversity. Sustainable mobility, apart from dealing with environmental and energy issues, 
must also satisfy the individual customer needs, meaning that it must maintain or improve 
upon the current acceptable levels of performance, safety, comfort and practicality. It must 
also respond and adapt to changes in lifestyle, such as urbanisation and network connectivity, 
converting such changes into opportunities for further improvements. Finally, it must 
maintain and extend the personal freedom of the driver and the passengers, keeping the 
aforementioned benefits of private transportation, in a socially and environmentally 
responsible manner. 
 
Such a quest for a potentially sustainable automotive transportation technology, as described 
in Section 1, is slowly starting to gain traction globally. A recent example is the LA Auto 
Show Design Challenge which has been providing a platform for presenting new ideas over 
the past seven years. A different theme, relevant to different aspects of future car usage, is 
employed each year, and some interesting ideas can already be seen [12]. 
 
3. Image of the sustainable vehicle 

Following the approach described in Section 2, we estimate that the amount of energy needed 
for car transportation by 2050 is possible to be one order of magnitude lower than current 
levels and the emitted greenhouse gases close, if not equal, to zero. By removing 
inefficiencies in all the subsystems and introducing new technology concepts, we are aiming 
at creating a vehicle which can propel itself without any fossil fuel derived energy support 
while maintaining the current levels of vehicle performance and occupants comfort. 
 
3.1. Evolving society 
The large-scale availability of affordable liquid fuels has essentially sparked a modern 
industrial revolution over the 20th century and shaped the transportation sector. Today 
transport is at a transition point, as it is starting to become a victim of its own success. The 
genesis of our image for the future car should therefore be viewed in the context of its 
existence inside the future society. A society which we believe will be characterised by the 
lack in cheap resources, growing levels of population and urbanisation. This future society 
will be more extrovert and will strive to remove inefficiencies following a global optimisation 
approach. In such an environment, information will constantly be transferred and exchanged, 
allowing each subsystem to automatically adapt its operation in order to support a smooth 
global operation. New information technologies, providing immense wealth of information, 
are already starting to move in this direction [13]. 
 
Apart from the information exchange, which is necessary for a smooth coexistence of the 
different structures in a society, another important concept which needs to be materialised is 
that of energy exchange. By this, we mean the constant adaptation of energy resources used, 
in order to achieve the most efficient energy production, as well as the constant energy re-
usage process, during which energy is converted into different forms without loss. The 
successful combination of energy and information exchange processes will ensure the 
achievement of such a smart and self-regulating entity. 
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3.2. Shaping the future car 
In such exchanging society, different means of transportation have their own role to play. We 
believe that the desire for the pleasure, freedom and practicality of personal mobility will not 
be eclipsed, and therefore the personal car will continue to have an important role. By actively 
taking advantage of opportunities presented in the future society, automotive transportation 
can adapt and be optimised in order to achieve successful merging and co-existence in the 
daily life of its citizens. 
 
A self-sustainable vehicle has, first of all, to remove the past inefficiencies. Fig. 4 shows the 
energy losses in two usual driving scenarios, according to [14]. It can be seen that the energy 
which finally results in the actual mobility of a conventional car corresponds to less than 20% 
of the available energy from the fuel. A lot of new technologies aim at reducing or removing 
such energy losses, although, arguably, the most significant of these losses is inherent to the 
historical operation of the thermal engine and is the hardest to tackle. Another source of 
inefficiency is the mass of the vehicle itself and the associated inertial effects. As shown in 
Section 2, the improvements in engine technology have been offset by the weight increase 
over the last decades, with the fuel economy not being able to improve as drastically as it 
could. It is highly paradoxical that a vehicle of more than 1000kgs is needed for the 
transportation of an 80kg person. It is clear that different technology is required in the design 
of future vehicles. 
 

 
Fig. 4.  Energy dissipation in (a) urban and (b) highway driving [14] 
 
Completely in line with our image of the future society, the future vehicle takes advantage of 
all the available information and energy forms in order to maximise its potential and optimise 
its operation. Like the combined intelligence of a school of fish that travel together in a way 
that offers them safety and ensures the minimum drag during their movement in the water, our 
future vehicle can communicate with its surroundings and adapt its operation in a way that 
removes the danger of accidents, while respecting the individuality and the preferences of the 
driver. Moreover, this communication and adaptation allows the usage and re-usage of the 
available energy in the best possible way without losses, but with continuous transformation 
from one form to another. 
 
A significant gain can be achieved by reducing the mass of the vehicle considerably. We 
envisage a five-fold reduction in this sector. A combination of ideas will be necessary for this 
target to be achieved. First of all, the novel intelligent safety systems will ensure that it is 
possible to avoid any dangerous situation at all times, and therefore reduce the reliance on 
increasingly stronger individual vehicle structures, which can be parallelised more to the 
sturdiness of an elephant, rather than the elegance and nimbleness of a bird. Then, a new 
generation of materials, inspired by nature and based on simple, cheap building blocks which 
gain their strength by their internal microstructure will allow the creation of vehicles which 
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are more in line with their natural surroundings. The human organism consists of materials 
which do not necessarily have significant individual strength or potential. However, due to 
their relative organisation and control under powerful sensory and cognitive skills, they can 
be protected by catastrophic damage and are capable of achieving comparatively amazing 
results. Finally, the integration of multiple functions in fewer structures or components can 
remove unnecessary weight. 
 
Such optimizations can significantly reduce the amount of energy which is necessary for 
mobility. This has initially a positive impact on the rate of existing resource depletion. More 
importantly, though, it can enable an era of desired self-sustainability, where the naturally 
occurring energy streams can be harvested and exchanged efficiently, thus minimising the 
link to fossil fuel consumption. 
 

 
Fig. 5.  Example of image enhancement by novel night vision algorithm: (a) Original frame. (b) Tone 
mapped version. (c) After noise reduction. (d) After noise reduction with sharpening.[15] 
 
Fragments of such ambitious thinking can already be seen in cutting edge research. An 
example of research is a novel night vision system, inspired by the eyes of nocturnal insects 
[15]. The algorithm developed in this project was born from understanding how an insect can 
hunt for food which is beautifully coloured flowers at night, navigating with its normal eyes. 
A sample result is shown in Fig. 5. Whereas traditional technologies might saturate in terms 
of performance, results obtained from such a holistic research framework can have the 
potential to leap-frog beyond current frontiers.  
 
3.3. Contribution of the engineer 
We are faced with the tough challenge of adapting this totally new knowledge back into 
existing systems and applications of our industry, to fully measure and evaluate its true 
potential, but it is a challenge which we are working hard to overcome. To do so, first we try 
to play a binding role by bringing different kinds of science together and removing the 
borders between them. Secondly, we try to identify the potential and feasibility of each 
technology, and quickly pursue its development and application into the final product through 
interaction with development, production engineers, marketing etc. For successful guidance in 
such an approach, we set a clear future target, like the one we are presenting in the current 
paper. We believe, based on our experience from ongoing projects, that this concept will 
allow a revolutionary design and integration of subsystems, paving the way to radically new 
implementations. 
 
4. Summary 

We have a dream of zero accidents and zero emissions for our future car. The pressing 
sustainability issues mean that our dream is relevant more than ever. In this paper, we propose 
the development of technologies which support the process of exchanging energy and 
information as a way to reach this target. By such challenging of traditional thinking we aim 
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to spark innovation for game-changing technologies, leading to a truly sustainable mobility 
solution, from both an environmental and social point of view. 
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Abstract: The main disadvantage of Electric Vehicle is the lack of capability of storing sufficient energy to run 
the vehicle for a long time. The energy storage capacity of battery used in electric vehicle is very low compare to 
conventional fuels used in modern automobiles. The operation, performance and efficiency of motor driven 
electric vehicles are much better than engine driven vehicles, at the same time electric vehicles are very much 
environment friendly. Still electric vehicles are falling behind in the automobile industries due to the problem of 
storage of energy. This paper is based on the concept of charging the batteries of an electric vehicle when it is in 
motion or propelling. This may be done by using the energy of wind which is caused by the relative motion 
between the vehicle and the wind surrounding it. Wind turbines can be mounted on the body structure of the 
vehicle to generate electricity in such a way that it must not create any additional drag force (rather than the 
existing drag force due to frontal area and skin friction) upon the vehicle. An elaborate aerodynamic analysis of 
the structure of the vehicle along with the flow pattern and wind turbine is presented in the paper. Some 
techniques and methods are proposed to minimize the drag imposed by the introduction of the turbines as much 
as possible. Optimum values of different design parameters and rated velocity of the vehicle are of prime 
concern. With this concept it may be possible to increase the mileage of an electric vehicle up to 20%-25% and it 
will also save the charging time of the battery to a great extent. Flow pattern over the vehicle is simulated using 
software called ANSYS CFX.      
 
Keywords: Electric Vehicle, Wind Energy, ANSYS-CFX, Wind Turbine, Drag Reduction 

1. Introduction  

When a v ehicle moves it experience wind resistance which are classified in two different 
forms- frictional drag and form drag. Frictional drag arises due to viscosity of air and form 
drag arises due to variation of air pressure in the front and rear side of the vehicle [1]. As the 
vehicle moves forward, it lefts the air stream behind. A turbulence or disturbance is created on 
the wind when a vehicle moves through it. If stationary wind turbines are placed near the road 
then energy can be extracted from the wind stream generated due to the movement of the 
vehicle. Such a study had been carried out in University of Arizona by a group of students. If 
it is possible to capture those wind streams within the vehicle itself then it c an be used to 
recover some of energy that has been used to overcome the form drag (aerodynamic drag) of 
the vehicle. If this wind energy is used to extract some power in such a way that it does not 
create any component of force or thrust opposite to the direction of the propulsion of the 
vehicle, then this gained energy can be used to produce electricity to charge up the battery of 
the electric vehicle itself. At the same time drag can be expected to be reduced by passing this 
air to the rear side (Low pressure side) of the vehicle. Air stream sliding over the body of the 
vehicle cannot enter into the rear side due to vortex shedding [1]. If air streams are allowed to 
flow in this region by any means then the form drag will be reduced by some amount and at 
the same time it ma y be possible to generate electricity using the kinetic energy of wind. 
Several studies had been carried out in this field but none of them are proved to be scientific. 
During the Second World War, wind turbines are used in submarines to charge up t he 
batteries when they remained static and float in the water. At present it is also common to use 
turbines in ships, caravans and vehicles when they are parked. But to extract power from a 
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moving vehicle is quite difficult as the turbine will act as a load for the vehicle. Most of the 
design showed that the turbines are placed over the vehicle roof without considering the fact 
that it will impose an additional load for the vehicle and on the other hand no measures had 
been taken to reduce it. A design by Rory Handel and Maxx Bricklin showed that it has four 
tactically placed air intakes which will channel the air flow over the car’s body towards the 
turbine. No such detailed design was available. 
 
In this paper the topic is dealt by considering all the scientific facts and laws of energy 
conversion. A new approach is proposed and simulation of the design is carried out to analyze 
the behavior of the model. Some theoretical formulas have been used for the purpose of 
calculations.   
 
2. Basic Theory 

It is assumed that the vehicle is moving in a calm and steady wind stream with zero wind 
velocity. If the vehicle is moving at a constant speed of 15 m/s (54 km/h), then we can think a 
wind stream with15 m/s is flowing around the vehicle. Normally this wind will cause a drag 
force which is opposite to the direction of the propulsion of the vehicle. At constant speed 
(zero acceleration) the energy requirements to move the vehicle forward are –To overcome 
the frictional force (rolling resistance of road) and to overcome wind resistance [1]. At this 
Condition, if the air stream flowing around the vehicle (which was not interacting with the 
vehicle previously) is allowed to enter inside and let it flow down to the rear side; then it may 
be possible to use these air streams to generate power. The vehicle has already interacted with 
this wind and it deflects the stream of wind at the two sides of it by stagnation at the front. 
This is the energy that had been lost from the vehicle to overcome the aerodynamic resistant. 
Now if these stream generated by the interaction of the wind and vehicle is captured within 
the vehicle in such a way that it would not impose an additional drag at the direction of 
propulsion of the vehicle, some of the energy can be recovered and fed back to the battery by 
means of conventional energy conversion processes. Placing a wind turbine can serve the 
purpose. At the same time it will help to increase the pressure at the back side (according to 
Bernoulii’s equation pressure will be increased if velocity is decreased and velocity will be 
reduced at the back side of the turbine after energy extraction) which will reduce the drag 
force that existed before with the conventional design of the vehicle. So, vortex shedding will 
be reduced at the rear side. For this it is necessary to modify the design of a vehicle which 
gives provision of air flow through the vehicle. On the other hand positioning of the turbines 
will also be important because they must be placed in such a way that they do not impose or 
create any additional drag on the vehicle. Symmetrical positioning of the turbine can do the 
trick as the thrust acting on the turbines will cancel each other. 
 
3. Design and Modeling 

We can consider a vehicle which is redesigned to allow airflow and wind turbine can be set up 
to extract energy. Wind turbines are set in parallel with the flow of air. This set up will not 
create any additional thrust at the direction of propulsion. Two basic equations will be needed 
to explain the air flow and power extraction.  
The air flow through the vehicle is given by, [2] 
 

Q = Cv A v (1) 
 
Where,   Q = flow rate in cubic meter per second. 
Cv = opening effectiveness 
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[Value for Cv is 0.5 - 0.6 for perpendicular flow and 0.25 – 0.35 for skewed flow] [2] 
A = Area in square meter 
v = air velocity in m/s 
This equation (1) will determine the amount of air flow through the vehicle inlet area. 
Output power from a wind turbine is given by [4], 
  

PT = 0.5 CP ρ Q v2 (2) 
Where, 
                   PT = Power output from the turbine in watt. 
                   Cp = Power co-efficient 
(Assuming, Cp = 0.4 for the design) [4] 
                    ρ = air density; 1.225 kg/m3. 
                    Q = air flow in m3/s. 
                    v = air velocity in m/s.  

 

 
 
 Fig. 1.  3D and isometric views of the model. The diameter of the turbine is 120 cm which is placed 
at the rear side of the vehicle. The length of the vehicle is 255 cm. All dimensions in the diagram 
are in centimeters. 
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In conventional vehicle air cannot go to rear side of the vehicle due to presence of boundary 
layers and vortex shedding. If a high-pressure and a low-pressure region can be connected via 
a neutral zone, then air can flow in between these pressure regions. Our design will allow the 
air to flow in this manner. The detail designs with dimensions are shown in the fig.1. 
 
The vehicle is run by a 1.5 KW DC motor which has five 12V, 120 A-h D.C battery to supply 
power to the motor. The vehicle has to move at a velocity of 54 km/h i.e.15 m/s. The design 
of the vehicle is shown here with all dimensions. In this design the wind turbines are set in 
such a way so that the axial thrusts on the turbines are 180° apart to each other which results 
in the cancellation of two thrusts. In this way this symmetrical positioning of the turbines will 
create no additional drag component over the vehicle.  P lacing the turbines on the top will 
increase the frontal area as well as the drag acting on t he vehicle. So that approach is not 
scientific. Rather some solar panels can be placed on the top to aid the recharging of the 
vehicle, both in motion and parked position. In addition if the vehicle is parked in a place 
where the wind velocity is above cut in speed then it is possible to charge the vehicle and thus 
it could aid the total charging system and hence charging time can be reduced.   
 
4. Wind turbine 

The wind turbine chosen for power generation has the features stated bellow [5] – 

 Two blades (for low solidity). 
 Horizontal axis. 
 Lift type.  
 High lift to drag ratio with efficiency ranging from 0.4 to 0.45. They need a relatively high 

tip speed ratio (λ = ωR / vw). For our design we have chosen λ = 6. For this value of λ it 
can be assumed that the value of Cp will be 0.4 to 0.45. 

 

 

 

 

 

 

 

Fig. 2: Power Coefficient and Axial Thrust Coefficient for HAWT [6]. 

From Cp – λ and CF – λ curve we can see Cp = 0.4 and CF = 0.055 [6] 

Where, 
CF = axial thrust co-efficient. 

So,  Cp/CF ≈ 7 
This implies that as at perfect dynamic matching generated power will be greater than the 
power spend due to thrust. In other words the generated power by a turbine will be greater 
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than the thrust acting on the blade as an aerofoil section has high lift to drag ratio. On the 
other hand, turbines are placed in parallel to the flow rather than perpendicular to the flow. 

5. Generator 

We want to use an A.C. generator with 3-Φ windings with increased no. of poles. The poles 
will be permanent magnets and the no. of poles will be 8. 

λ = 6 = ωR / vw;     ω = 6 vw/R = 
0.6

156 × = 150 rad/s;    R.P.M, N = 
2π

ω60 × = 1433.12; 

This eliminates the need of a gear box in the system. 
We shall use a three phase A.C. to D.C. converter to charge the batteries. Cúk converter is 
used to give a constant 60V at the output. The current of the converter will vary with the 
variation of the speed of the vehicle or the r.p.m of the turbine keeping the terminal voltage 
fixed. 

 
Fig. 2. C harging and control circuit of the battery. 3Φ windings are used to reduce the ripples. A 
motor control circuit can be used to control the motor and it will also introduce the provision of 
Regenerative Braking. Simple Power diodes can be used for designing the converter circuit. The cut-in 
velocity (minimum wind velocity to generate power) of the turbines is 5m/s. 
 
6. Calculation 
 
Using equation (1) we can calculate the amount of air flow,  
Q  = Cv A v = 0.25 × 0.8 × 1.131 × 15 × 2 = 6.8 m3/s 

Here,     A = πr2 = 3.1416 × 0.62 = 1.131 m2 

              v = 54 kmph = 15m/s 

Here multiplier of Cv is 0.8 as ratio of the inlet and outlet area is 1.38. Cv is chosen as 0.25 as 
it is a skewed flow [3]. 

So, Power, Pw     = 
2

1  ρ Q v2 = 
2

1  × 1.2 × 6.8 × 15   = 918 W 

Assuming, Cp    = 0.4 Then we have, 
                  PT    = 918 × 0.4 = 367.2 W ≈ 360 W 
So, each turbine will produce a power of 180 W. This much power will be fed back to the 
battery when it is moving at a constant velocity of 15m/s. 

So increase in mileages = (1500-1140)/1500 x 100% = 24%. This is due to the feeding back 
of some of the energy captured by the turbine which is spend to overcome the aerodynamic 
drag. That means the turbines are capturing some fractions of the energy which has already 
been spend by the vehicle to overcome the aerodynamic drag. 
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7. Simulation Result 

The Flow pattern over the model is simulated using ANSYS CFX. Two models had been 
chosen for simulation. One is the conventional design and another one is modified design 
which includes turbines on the vehicle. Using the simulation result the pressure difference and 
force acting in the direction of flow (i.e. the thrust acting against the direction of propulsion) 
is calculated. The simulation results are shown and analyzed in the following figures. 
 

 
 

 
 

 
Fig. 3.  Flow pattern around the vehicle using the velocity vectors. Wind is entering inside the vehicle 
and going out. Energy will be extracted from this flow.  
 

    

 

 
Fig. 4. S treamline of flow over the two different models of the vehicle. It may be noted that the 
vortexes on the modified design is reduced. On the other hand an additional propulsive thrust can be 
obtained as the streamlines are leaving the vehicle. 
 
Analyzing figure 3 and 4, it can be seen that the wake region and vortexes are reduced for the 
modified design which implies that the force (form drag) that existed before is reduced. So it 
can be concluded that the prediction of flow through the duct and hence reduction of drag 
should be possible with this modified design. On the other hand, turbines can be placed in 
these ducts for extraction of some of the kinetic energy contained in the flow. The inlet and 
outlet pressure along with forces of these two models found from simulation are tabulated in 
Table 1. 

(a) Conventional vehicle model without ducts for turbine (b) Modified vehicle model with ducts for turbine 

(a) Conventional vehicle model without ducts for turbine (b) Modified vehicle model with ducts for turbine 
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Table 1. Simulation results for pressure and forces 

Comparison 
Parameters 

Conventional Design Modified Design with ducts 
for turbine 

Inlet Outlet Inlet Outlet 

Pressure(Pa) 2.29185 -1.24196 2.28742 0.240414 

Force(Drag)(N) 45.9144 6.5354 15.5202 11.605 

 Table.1 shows the plane force and pressure over the two designs have been tabulated. The 
variation of force and pressure are identical for the both designs, but there are variations in the 
magnitudes of the parameters. The outlet pressure is increased for the modified design which 
indicates a reduction in form drag.    

      
. 
 
 
 
Fig. 5. Pressure contour around the two models.These figures indicate that the variation of pressure 
and generation of force due to this pressure variation would be identical but opposite in direction. 
This symmetry in the design should cancel out the additional thrust crated on the vehicle.  
 

                                           

 

Fig. 6. Force contour showing force exerted by the air on the two vehicles which are almost same. 

Further analyzing the diagrams we can see (from Fig.3) that the thrust will not be on the axis 
of the turbine. That means an additional drag force will arise due to placement of the turbines. 
We predicted that the thrust will be 180 degree apart and hence cancel out each other. But 

(a) Conventional vehicle model without ducts for turbine          (b) Modified vehicle model with ducts for turbine 

 
(a) Conventional vehicle model without ducts for turbine          (b) Modified vehicle model with ducts for turbine 
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from velocity vectors we found that the thrusts are not fully at opposite rather they are in a 
skewed direction. The horizontal components will cancel each other but the vertical 
components will impose a resultant force. Hence a resultant thrust will be generated against 
the direction of propulsion on the turbine.   
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 8 : Resultant thrust generated on the turbines due to air flow through the ducts.  

8. Conclusion 
The prime concern with this model is that whether this design will create any additional 
resistive force components opposite to the direction of the propulsion.  It has been found by 
the simulation that a drag will be induced due to addition of turbine. Overall simulation result 
along with graphs from Fig.3 will suggest that the overall effect will be same which means the 
modified design will experience almost same amount of drag compare to the conventional 
one. But the addition of turbines may give the provision of capturing some energy which will 
offer some benefits for the vehicle as discussed earlier. A physical structure of the design 
should be used to carry out wind tunnel tests which are yet to be done. At first the system may 
resembles with perpetual motion. But a careful observation may indicate that the system is 
trying to recover some of the energy spend to overcome the aerodynamic drag. The concept of 
placing symmetrical turbines is presented for the very first time by us. We believe it requires 
more research and elaborate analysis which we expect to continue in future. 
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Abstract: Whether biofuels production from starchy biomass can actually be environmentally is still an open 
question. A modelling approach for strategic systems design combining lifecycle analysis (LCA) and supply 
chain optimisation (SCO) analysis can significantly contribute to clarify the question. Here we discuss the 
possibility of managing and optimising the biomass cultivation stage and its integration through the entire 
production network in order to tune the environmental performance of bioethanol production. The design task is 
addressed through a quantitative modelling tool, which aims at steering crop management towards the best 
fertiliser usage and distillers dried grains with solubles (DDGS) end-use in order to ensure optimal whole system 
performance in terms of both profit and greenhouse gas (GHG) emissions. 
 
Results shows how a cr op management strategy devised from a whole systems perspective can significantly 
contribute to reduce biofuels carbon footprints. In particular, it is  observed that through whole systems 
optimisation, the GHG emissions of so-called first-generation biofuels can approach those associated with 
second generation ones. 
 
Keywords: Bioethanol, Whole system optimisation, Supply chain, GHG emissions 

1. Introduction 

Over the past years biofuels for transport have been acknowledged as one of the key issues 
within the world energy agenda. Among the alternatives, bioethanol through first generation 
productions was first hailed as the most appropriate solution aiming at a partial substitution of 
oil-based fuels. Although the initial verve, founded on the potential economic benefits as well 
as on the energy supply security ensured by a broad range of suitable feedstock (i.e sugar cane 
and starchy biomass), the first generation pathway has recently known oppositions by both the 
public opinion and part of the academic community. The core of the question revolves around 
ever increasing doubts on whether bioethanol could effectively ensure the expected potential 
in terms of global warming mitigation, particularly when the energy vector derives from the 
conversion of starchy biomass [1,2]. 
 
This did contribute to heat up an already existing debate on the actual carbon footprints of 
these productions. Most of the studies addressing the question [1-6] state that ethanol derived 
from starchy biomass can actually contribute to a partial oil displacement [3,4,6], although the 
effective environmental impact tightly relates to the technological and geographical context in 
which the system performs, and to specific details in the operation of the overall supply chain. 
For example, GHG emissions from corn-based ethanol production can be estimated between 
3% and 86% [5] lower than the emissions from gasoline production, depending on how the 
ethanol is produced. This large variability is mainly related to biomass production conditions: 
climate, properties of soil, cropping management and cultivation practice in general [3] can 
generally contribute to about 45% of the overall GHG emissions [7]. The raw nerve is 
represented by mineral fertilisers (mainly nitrogen-based ones) as their extensive application 
in biomass cultivation stage is the primary source of GHG such as nitrous oxide (N2O) [8]. 
On the other hand, nitrogen dosage would also entail direct effects on biomass production 
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parameters and, as a consequence, indirect effects on the subsequent stages of the network 
itself. Technically, increasing the nitrogen input per unit of cultivated land causes: i. a direct 
increase in the corn yield, and, indirectly, in the ethanol yield; ii. a direct increase in the yield 
of grain protein to the detriment of starch content of corn grains, and, indirectly, improving 
the by-products (i.e. DDGS) yield to the detriment of the ethanol yield; iii. a direct increase in 
costs related to fertilisers, but indirectly to reducing operating overheads as an indirect 
consequence of the potential increase in both ethanol and DDGS yield; iv. an indirect increase 
of the total global warming impact due to greater GHG emissions coming from both fertiliser 
production and N2O release from soil. 
 
Another important aspect of the lifecycle emissions relates to the end-use of valuable sub-
products (e.g. heat and power or DDGS), and the assumptions about the products that they 
displace (e.g. coal-derived energy and soya meal) [7]. This is influenced by nitrogen 
application, too: the potential increase in by-products yield coming from the over-dosage of 
mineral fertiliser can cause an indirect increase in emission credits coming from products 
displacement. 
 
All these issues evidence a conflicting situation which cannot be cleared up by means of a 
mere heuristic evaluation of the pros and cons of fertiliser application. Thus, it r aises the 
obvious need for a fully integrated analysis embodying all those issues (i.e. global warming 
mitigation together with economic and financial feasibility) that may help defining a more 
comprehensive and quantitative view of the interactions along the entire biofuels production 
system so as to assist both crop and fuel producers and, most importantly, policy makers in 
their strategic decisions. To the best of our knowledge, no analysis has so far been presenting 
the adoption of modelling tools to optimise the overall bioethanol supply chain by taking into 
account the entire set of production stages in the supply chain including biomass cultivation.  
 
Some of our prior works have addressed the development of optimisation tools linking LCA 
and SCO models (i.e. Multi-objective Mixed-Integer Linear Programming - MoMILP), and 
specifically devised for the optimisation of both the environmental and economic performance 
of biofuels production [7]. Here we discuss the possibility of managing and optimising the 
biomass cultivation stage, too, and its integration within a quantitative MoMILP model which 
aims at tuning the environmental performance of bioethanol production so as to identify 
strategies for deep, system-wide reductions of GHG emissions.  
 
Eventually, the emerging biomass-based ethanol production in Italy is assessed as a real world 
case study to demonstrate the actual approach capabilities in steering the crop management 
toward the best overall nitrogen fertiliser usage and DDGS end-use technical choice ensuring 
best whole-system performance in terms of both profit and GHG emissions. 
  
2. Methods and modelling assumptions 

The modelling framework here described is conceived as an optimisation problem in which 
the production chain is required to comply with both profit maximisation and impact 
minimisation criteria. Key components of the optimisation problem include biomass 
production response to nitrogen dosage (yields, costs, etc); biofuel production facilities capital 
and operating costs as a function of biomass characteristics; transport logistics costs and 
emissions; environmental burdens of biomass and biofuel production as a function of nitrogen 
dosage as well as of the DDGS end-use options; and energy market features (energy purchase 
prices and green credits). 

3638



The objective is to determine the optimal system configuration in terms of financial 
profitability (NPV) and GHG emissions. Therefore, key variables to be optimised include 
nitrogen dosage over the biomass crop field, DDGS end-use solution, system financial 
performance over a 10 years horizon and system impact on global warming. 
 
The problem is referred to a fixed land surface (30,000 ha) fully cultivated to supply the 
biomass needs of a unique production plant of flexible capacity, anyway ranging within a 
consistent interval, namely 80−120 kt/y. 
 
2.1. Mathematical formulation 
The mathematical formulation of the proposed framework is based on t he modelling 
approaches adopted in the design of multi-echelon SCs [9,10], by also introducing multi-
period features to address the financial analysis (which is performed over a 10-years time 
horizon). 
 
2.1.1. Objective functions 
The first objective considered is the NPV (ObjNPV [€]) of the business to be established. This 
imposes the maximisation of profit-related indexes, and hence the ObjNPV value is required to 
be written in its negative form: 
  

DNIFCCNPVObjNPV −=−=  (1.a) 
 
where FCC [€] are the facility capital costs and DNI [€] represents the discounted net 
incomes. 
 
The second objective is to minimise the total daily GHG impact (ObjTDI [kg CO2-eq/d]) 
resulting from the SC operation. Thus, the definition of ObjTDI needs to consider each life 
cycle stage contribution, as expressed by the following equation: 
 

∑= s sTDI IObj  (1.b) 
 
where Is [kg CO2-eq/d] are the stage-related environmental impacts resulting from the 
operation of the single stage s. 
 
2.1.2. Economics 
The FCC term accounts for the capital investment required to establish a new fuel conversion 
facility. However, this model allows for the choice between two different technological 
options according to the two mentioned options proposed for DDGS use: k =1, which 
involves the standard conversion technology in which DDGS is processed as a s imple by-
product to be sold to the animal fodder market; or k = 2 which envisages the construction of a 
CHP station fuelled by DDGS to produce heat and electricity.  
 
According to this, FCC can be calculated by alternatively assigning the capital investment 
value (CIk [€]) corresponding to the technological features adopted, as expressed by: 
 

∑ ⋅=
kn knk WCIFCC

, ,  (2) 
 
where Wn,k is the binary decision variable controlling whether to establish a production 
facility of type k when a nitrogen dosage n is applied: a value of 1 allows for the construction 
of the plant type k, otherwise 0 is assigned. 
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The discounted net incomes DNI is defined as the sum over the 10 year operating period of 
the annual profit before taxes (PBT [€/y]) plus the annual depreciation charge related to the 
capital investment (D [€/y]) minus the taxation charge for each year t (TAX [€/y]), as 
expressed by the following equation: 
 

∑ ⋅+−=
t tDTAXPBTDNI ε)(  (3) 

 
All the terms on the right hand side of Eq. (3) have been discounted through the application of 
a discount factor (εt) defined as [11]. 
 
The profit before taxes PBT represents the gross annual profit and has been defined as the 
difference between the total annual revenues TAR [€/y] and the total operating costs OC [€/y] 
for year t minus the depreciation charge D. Accordingly: 
 

DOCTARPBT −−=  (4) 
 
TAR represents the annual incomes which depend on both ethanol and DDGS sales: 
 

∑∑ ⋅⋅+⋅=
kn kknknkn kn MPdPdPeMPeTAR

, ,,, , ω  (5) 
 
where MPe is the bioethanol market price (set equal to 709 €/t according to [12]); Pen,k [t/y] 
and Pdn,k represent, respectively, the ethanol and DDGS production rate related to plant 
technology k when a nitrogen dosage n is applied to crop biomass; MPdn,k is the DDGS 
market value and depends on the DDGS end-use solution k. When DDGS is used as soy-meal 
substitute in the animal fodder market (k = 1), MPdn,1 is the market price that also depends on 
the nitrogen dosage n. On the other hand, if power generation is chosen as the end-use option 
(k = 2), MPdn,2 identifies the average market price per unit of electric energy sold to the grid. 
This does not depend on the nitrogen dosage n in any case. This modelling solution also 
requires the application of a conversion factor, ωn,k, to quantify the amount of by-product 
produced per unit of DDGS. Thus, when power generation is chosen as end-use solution (k = 
2), ωn,2 [kWhe/t10%m] identifies the amount of energy that can be sold to the grid per unit of 
DDGS produced. On the other hand, when DDGS is used as a soy-meal substitute in the 
animal feed market (k = 1), the amount of by-product to be sold should be equal to the overall 
DDGS production. In order to comply with Eq. (5), ωn,1 [t/t] has been set equal to 1. 
 
OC is given by the sum of the annual operating costs over the entire supply chain. This has to 
account for the contribution of all the supply stages (s), i.e. biomass production (BP), ethanol 
and DDGS production (EP) and transports (for biomass, BT, and ethanol, ET), minus the by-
products allocation credits (BC). Accordingly: 
 

∑ 








⋅−⋅+

⋅+⋅+⋅
=

kn
BknknETkn

BTknEPnknBPnkn

UCRdPePeUTCe
PbUTCbUPCePeUPCbPb

OC
,

,,,

,,,

)()(
)()()(

 (6) 

 
where Pbn,k represents the biomass production rate supplying a conversion plant of type k 
when a nitrogen dosage n is applied to crop fields, UPCbn [€/tDM] and UPCen [€/t] are 
respectively the unit production costs for biomass and ethanol, UTCb [€/tDM] and UTCe [€/t] 
define the unit transport costs for biomass and ethanol respectively, and UCRdn,k is the cost 
reduction per unit of DDGS used as a valuable alternative k and produced when a nitrogen 
dosage n is applied. 
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The last factor defining PBT in Eq. (4) is the depreciation charge D evaluated by simply 
dividing the total capital investment (FCC) by 10 (thus assuming a constant depreciation 
strategy). 
  
2.1.3. Environmental impact 
The definition of stage-related environmental impacts Is [kg CO2-eq/d] resulting from the 
operation of the single stage s is calculated as follows: 
 

∑ ∀⋅=
kn knknss sFfI

, ,,,      (7) 
 
where fs,n,k is the a g lobal emission factor representing the carbon dioxide emissions 
equivalent at stage s for technology k and nitrogen dosage n per unit of reference flow; 
whereas Fn,k uniquely defines the reference flows for each individual life cycle stage and 
expresses them explicitly as a function of the design variable controlling the optimisation 
problem. In this problem Pbn,k represents the reference flow for biomass production and 
biomass transport, Pen,k for ethanol production and ethanol transport, whereas Pdn,k refers to 
the emissions credits. 
 
2.1.4. Logical constraints and mass balances 
All the variables defined in the above are linked to the specific SC features through the 
definition of a set of constraints that must be satisfied in each of the SC stages. 
A set of relations is formulated to constrain the goods production rate together with the binary 
variables. In particular, Pbn,k is the dominant production variable and is defined as follows: 
 

knWGYLAPb knnkn ,    ,, ∀⋅⋅=  (8) 
 
where LA [ha] is the land availability (30,000 ha, as declared in the previous section) and GYn 
[tDM/ha] the grain yield per hectare when a nitrogen dosage n is applied. 
 
Once the biomass production is quantified, the ethanol and DDGS production rates can be 
derived by simply applying a specific conversion factor. Accordingly: 
 

nknkn PbPe γ⋅= ,,  and nknkn PbPd δ⋅= ,,  kn,    ∀  (9) 
 
where γn [tbiofuel/tbiomass] and δn [t10%m/tbiomass] are respectively the alcohol and DDGS yields 
when biomass is cropped by applying a nitrogen dosage n. 
 
2.2. Response curves  
The definition of the variables response to nitrogen dosage is based on the comprehensive 
work by Smith et al. [13], which, however, refers to wheat. Since no complete sets of data 
could be retrieved on corn, it was decided to tune up the wheat data set to corn cultivations on 
the few data available. Correlations for wheat reported in [13] have been used to define both 
the graphical and the mathematical dependence of corn grain yield (GY), grain protein content 
(PY), DDGS yield (DDGSY) and alcohol yield (EY) on nitrogen dosage (ND). The entire set 
of model parameters and their inherent dependence on ni trogen application have to be 
estimated on the basis of these response curves. Because we wish to maintain model linearity, 
we use a piecewise linear dependence of key variables on ni trogen dosage. The nitrogen 
dosage variable is discretised into a number (=12) of intervals n (25 kgN/ha of extension). 
Note that in general climatic and land characteristics may have an impact on the actual crop 
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response to nitrogen dosage and this should be taken into account when applying the 
methodology.  
 
The technological related parameters, i.e. GYn, δn, γn and µn, have been directly obtained by 
the corresponding response functions. In particular, µn is the soy-meal replacement factor 
representing the amount of soy-meal that can be replaced by DDGS. Thus, in this work we do 
not assume an allocation by energy on DDGS, but a substitution as fodder at iso-nitrogenous 
and iso-energetic conditions. According to [14], this has involved the application of a 
substitution ratio of about 0.68 kg soy-meal/kgDDGS (defined assuming a DDGS protein content 
of about 76% compared to soy-meal). Then, the DDGS protein content (and, hence, the 
substitution ratio response to nitrogen) has been scaled according to the nitrogen dosage 
applied. 
 
On the other hand, both economic and environmental parameters has been defined adapting 
the approaches of [7,15] by varying the nitrogen-dependent inputs according to the trend in 
the response curves. 
 
3. Results and discussion 

The modelling framework as presented was used to determine the optimal system 
configuration according to the two conflicting objectives discussed in the above. Design 
variables (the nitrogen dosage over the biomass crop field and the DDGS end-use option) 
were optimised by means of the CPLEX solver in the GAMS® modelling tool [16]. The 
model considers two technological options for DDGS end-use: i) soy-meal substitute to be 
sold in the animal fodder market, or ii) fuel fed to a combined heat and power (CHP) station. 
A first instance has been assessed by assuming standard market conditions for the electricity 
selling price (MPdn,2  = 91.34 €/MWhe). The sub-optimal set of solutions () coming from 
the trade-off between the environmental (total impact, TI, expressed in kt CO2-eq) and the 
financial (Net Present Value, NPV, expressed in M€) criteria is reported in Fig. 1.  
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Fig. 1.  Pareto set of solutions: NPV vs. Total Impact (TI) 
 
Point A on the diagram represents the best optimum in terms of economic performance that 
can be obtained by applying a nitrogen dosage of 237.5 kg N/ha and using DDGS as animal 
fodder substitute. However, this is not a feasible solution if we consider the EU targets (which 
impose a minimum of 50% of emission savings with respect to conventional fuels by 2017): 
point A, indeed, corresponds to a GHG emissions reduction of about 21% that totally amount 
to 238.9 kt CO2-eq (about 67.6 kg CO2-eq/GJEtOH). The mentioned target is never met if we 
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keep using the DDGS as animal feed substitute. Thus, it is worth to investigate on the other 
alternative, namely the use of DDGS to fuel a CHP station. In this case, we assist to a sensible 
GHG emissions reduction by still remaining within the economic feasibility region. It is 
possible to obtain payback times lower than 6 years from point B up to point C. The 
environmental optima (that also assures feasible economic conditions) involves a nitrogen 
dosage of 87.5 kg N/ha (point B) so allowing for a GHG emissions reduction of about 80% 
(17.1 kg CO2-eq/GJEtOH) with respect to gasoline and realising an NPV of about 25.7 M€ (the 
payback time is still reasonable and amounting to about 6 years). On the other hand, the 
financial optima (still assuring feasible environmental performance) involves a g reater 
nitrogen dosage (162.5 kgN/ha, point C) so resulting in higher GHG emissions, although still 
more than acceptable (21.2 kg C O2-eq/GJEtOH, corresponding to 75% of emissions savings 
with respect to gasoline), and realises an NPV of about 38.5 M€ (the payback time is now 5.5 
years). 
 
The situation might be even more profitable if the bioethanol business would be supported by 
governmental subsidies, as it is actually envisaged according to the latest Italian regulation on 
renewable energy: accordingly the electric energy produced from renewable energy sources 
can be sold at a price of 180 €/MWhe. The positive effect of these subsidies is evident from 
the set of sub-optimal solutions () reported in Fig. 1. Considering the solution involving 
DDGS as animal feed substitute, the situation does not change because green credits do not  
affect the financial features of this option. On the other hand, the financial performance is 
actually enhanced if DDGS is used to fuel a CHP station: the points between D and E 
represent feasible options in terms of both economic and environmental criteria. For instance, 
by applying a nitrogen dosage of 37.5 kgN/ha (point D) the environmental optima entails a 
GHG emissions reduction amounting to about 82% (15.8 kg CO2-eq/GJEtOH) with an 
economic profit of about 27 M€ over a 10 years horizon (the payback time is about 6 years, 
still). However, if the profit maximisation is preferred, it is possible to apply up to 162.5 
kgN/ha (point E) so as to keep within the environmental feasibility region (the GHG emissions 
reduction would be 75% with respect to gasoline) and realising excellent financial 
performance: as shown in Figure 7.6, the NPV now amounts to 68.4 M€ so allowing for the 
lowest payback time (4 years). 
 
4. Conclusions 

It is clear that the analysis of biofuels production is a complex task, particularly when 
environmental issues are taken into account. Broader information, analysis tools, interactions 
between different types of expertise are necessary to obtain a full comprehension of such a 
multifaceted problem. If the final goal is fuel instead of food, the overall chain might have to 
be operated in a different way and the boundary between “first-generation” and “second-
generation” biofuels may start blurring. This is why decision makers should be provided with 
tools capable of evaluating how the system may react to different options and how its design 
may change if optimised towards specific goals. On the one side, it is important to identify the 
existing optimal points; on the other hand, we need to assess how flexible the system is in 
terms of profitability, GHG emissions and environmental and social impacts. 
 
In this contribution we showed how whole-system optimisation tools can be exploited to 
address these issues. We considered the nitrogen balance optimisation and the technology 
selection in a first generation bioethanol supply chain according to economic and 
environmental goals. Results demonstrate that the only way to meet the EU standards (50% of 
GHG emission savings by 2017) on corn bioethanol in Italy is to adopt a technological 
solution envisaging the construction of a CHP station to be fuelled with DDGS. This requires 
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moderate nitrogen dosage as a m ineral fertiliser (about 160 kgN/ha) so as to reach GHG 
emission savings of about 75% with respect to gasoline production. It is also worth 
mentioning that a more thoughtful use of mineral fertiliser would also reduce other 
environmental impacts associated with fixed nitrogen application to agricultural soils (i.e. 
eutrophication and acidification of the ecosystem). However, this would require support 
through the deployment of governmental subsidies so as to ensure all the competitiveness and 
economic efficiency requirements imposed by the global market. 
 
Over the years, the discussion has broadened by incorporating the analysis of the entire supply 
chain and more recently even the indirect effects of land use change. In fact, future work will 
need to deal the analysis and modelling of the effects that the land conversion from crop-for-
food to crop-for-fuel would generate.  
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Abstract: Many countries are using and considering the increased use of biodiesel blended fuels to slow their 
growth of fossil fuel use for transportation purposes. Before the use of biodiesel fuels increase, it is critical that 
we understand the effect of using biodiesel blends on vehicle emissions, so that we better understand what air 
quality impacts to expect. Many previous reviews of biodiesel effects on emissions have combined all of the 
emissions data available to construct a single value for the effects on pollutant emissions. This includes 
combining emissions data from both light-duty and heavy-duty diesel vehicles and engines, combining vehicle 
data from chassis dynamometer and on-road emissions testing. In this review, we will analyze the effects on 
vehicle emissions of switching from petroleum diesel fuel to biodiesel blended fuels for light-duty and heavy-
duty vehicles, separately. We will not include engine emissions data in this analysis. For the heavy-duty 
vehicles, we will also separate results for on-road emissions testing from chassis dynamometer testing. The 
emissions of regulated pollutants will be evaluated, including hydrocarbons (HC), nitrogen oxides (NOx), carbon 
monoxide (CO) and particulate matter (PM), as well as carbon dioxide (CO2) emissions and fuel economy. In 
these analyses, we have found some statistically significant differences in the effects of biodiesel use on the 
emissions between heavy-duty vehicles based on dynamometer and on-road emissions testing, and light-duty 
vehicle dynamometer data. For vehicle emissions from heavy-duty vehicle tested using a dynamometer and on-
road emissions techniques, the emissions of CO, CO2 and PM were found not to be significantly different for 
B20, but the HC, NOx and fuel economy results were significantly different. The results of the heavy-duty and 
light-duty dynamometer emissions were found to not differ significantly for any pollutant, other than PM 
emissions when B20 blended fuels were used. When the results of the emissions studies were not significantly 
different, the results were combined to determine the effect of biodiesel use on vehicle emissions.  
 
Keywords: Renewable fuels, Biodiesel, Vehicle emissions, Regulated air pollutants, Hazardous air pollutants 

1. Introduction 

Many countries are evaluating a variety of alternative fuels for use in motor vehicles in an 
attempt to reduce greenhouse gas emissions and to improve the energy security of the country. 
Biodiesel and other biofuels are substitute fuels capable of replacing fossil fuels on a large 
scale in the transportation sector. Although biodiesel currently accounts for a small portion of 
the total diesel fuel used, increasing its use requires that we understand the impact that 
biodiesel could have on vehicle emissions, and ultimately on air quality. 
 
Vehicle emissions are affected by the fuel that is used. There have been several reviews of the 
effects of biodiesel fuel use on emissions, but many of these have used engine emissions tests 
in addition to or instead of vehicle emissions tests [1-4]. Emission measurement methods 
include engine and chassis dynamometer tests, tunnel studies, and more recently, remote 
sensing and portable (or on-board) emissions monitoring systems. Engine dynamometer 
systems are quite useful for research purposes, but because these systems test only the engine, 
they are missing many factors that may affect the real-world emissions of vehicles. Chassis 
dynamometer studies test the entire vehicle and can use realistic driving cycles which are 
expected to produce more representative emissions results. Chassis dynamometer testing is 
more complicated and expensive than engine testing, so less of that data is available. Remote 
sensing and on-board emissions measurements have also been used to assess the effects of 
using different fuels on vehicle emissions. Remote sensing uses spectroscopic measurements 
of a vehicle that passes through the light beam to measure the concentrations of emitted 
pollutants. These measurements provide only a snapshot of the emissions at a particular 
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location and thus cannot characterize an entire operating cycle for a vehicle. On-board 
emissions measurement systems offer the advantage of being able to capture real-world 
emissions during an entire operating cycle for the vehicle. In this review, we will focus on the 
analysis of vehicle emissions data that is more representative of real-world operating 
conditions, from chassis dynamometer and on-board emissions measurement systems. 
 
2. Analysis Approach 

In this paper, we will assess the impact of biodiesel fuel use by looking at the relative value of 
a property, such as pollutant emissions from a biodiesel blended fuel divided by that from 
conventional diesel fuel use for a particular vehicle. This reduces some of the variability in 
analyzing vehicle emissions data, since vehicles that emit larger or smaller quantities of a 
pollutant when using diesel fuel are expected to also emit larger or smaller quantities of that 
pollutant when using a biodiesel blended fuel. If the use of biodiesel fuels does not affect the 
property being studied the relative value will be 1. For example, a value of 1.12 indicates that 
the property has increased by 12% with biodiesel fuel use and a value of 0.89 would indicate 
a decrease by 11% with biodiesel fuel use. In this analysis, at least twenty measurements were 
required to assess statistical significance. This minimum number of measurements was used 
in an attempt to assure the representativeness of the data. These relative emissions and fuel 
economy data were tested for normality using the Lilliefors test. These data were found not to 
be significantly different from a normal distribution. This allows the use of conventional 
statistical techniques in these analyses. 
 
3. Heavy-Duty Diesel Vehicle Emissions 

Quite a bit of data exists for biodiesel blended fuels in heavy-duty (HD) diesel vehicles where 
the emissions were measured using chassis dynamometers and on-road using portable 
emissions monitoring systems (PEMS). These two different sources of emissions data will be 
analyzed separately. 
 
3.1. Heavy-Duty Diesel Chassis Dynamometer Studies 
The data used to assess the effect of biodiesel fuels use on HD vehicles from dynamometer 
studies comes from 19 different studies and includes 124 different tests. Much of the data on 
the emissions effects of biodiesel blended fuels from chassis dynamometer studies of HD 
diesel vehicles was for 20% blends of biodiesel with petroleum diesel (B20) and neat 
biodiesel (B100) fuels. Since a total of twenty valid measurements are required in order to 
assess the significance of the effect of biodiesel blended fuels on a measurement, only 
hydrocarbons (HC), nitrogen oxides (NOx) and carbon monoxide (CO) had sufficient data for 
the assessment of both B20 and B100 biodiesel, while sufficient data was also available for 
B20 blends to assess the significance of the effects on carbon dioxide (CO2), particulate 
matter (PM) and fuel economy. For these HD vehicles, the use of biodiesel led to a decrease 
for hydrocarbon emissions of 5.7 ± 4.4% (95% confidence interval) for B20 and 23.0 ± 9.2% 
for B100, a decrease for CO emissions of 4.1 ± 6.4% (not significant) for B20 and 24.0 ± 
7.2% for B100, and an increase in NOx emissions of 3.5 ± 2.3% for B20 and 9.0 ± 2.8% for 
B100. The use of B20 blended fuels also led to a decrease for CO2 emissions of  0.4 ± 1.0% 
(not significant), for PM emissions of 13.3 ± 5.1%, and for fuel economy of 2.6 ± 1.2%. 
There was an insufficient quantity of emissions test data for other biodiesel blends to 
characterize the variability in the emissions data, and to allow one to reliably assess the 
significance of the effects on the emissions of HD vehicles tested using chassis 
dynamometers. 
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3.2. Heavy-Duty Diesel On-Road Vehicle Emissions Studies 
The data used to assess the effect of biodiesel fuels use on HD vehicles from on-road studies 
comes from 14 different studies and includes 94 different tests. Almost all of the data for 
these on-road vehicle emissions tests of HD diesel vehicles are for B20 blends. For these HD 
vehicles, the use of  B20 blends led to a decrease for hydrocarbon emissions of 21.7 ± 4.4% 
(95% confidence interval), a decrease for CO emissions of 6.6 ± 5.4%, and a decrease in NOx 
emissions of 3.3 ± 3.4% (not significant). The use of B20 blended fuels also led to an increase 
for CO2 emissions of  3.0 ± 3.6% (not significant), a decrease for PM emissions of 15.2 ± 
6.0%, and an increase for fuel economy of 6.3 ± 8.1% (not significant). One of the major 
complications of the on-road PEMS testing for evaluating different fuels is the much poorer 
matching of the operating conditions of the vehicles with these different fuels. This generally 
leads to increased variability in the results. 
 
3.3. Differences between Chassis Dynamometer and On-Road Heavy-Duty Vehicle 

Emissions Data 
The chassis dynamometer and on-road vehicle emissions data for HD vehicles were tested to 
determine if the results were significantly different for these two testing procedures. It was 
found that there was no significant difference in the results of the emissions test methods for 
the CO, CO2 and PM data using B20 blends. However, the results were significantly different 
for the HC, NOx and fuel economy data between the two data sets. For the HC data, B20 
blends led to a significant decrease in HC emissions in both cases, but only about 5.7% for the 
dynamometer studies and 21.7% for the on-road studies. The decrease from the on-road 
studies with B20 were similar to the effects of B100 seen with the dynamometer data. For the 
NOx data, B20 blends led to a significant increase in NOx emissions of about 3.5% for the 
dynamometer studies, while there was a 3.3% decrease (not significant) in NOx emissions in 
the on-road studies. The data continues to support an increase in NOx emissions with 
biodiesel blends in HD diesel vehicles. In the case of the fuel economy data, B20 blends led to 
significantly lower fuel economy of about 2.6% from the dynamometer studies, but led to a 
5.7% increase (not significant) in fuel economy for the on-road studies. The data continues to 
support a decrease in fuel economy with B20 biodiesel blends in HD vehicles. 
 
Since there was no significant difference in the results of the dynamometer and on-road 
emissions studies using B20 blends for the HD vehicle emissions of CO, CO2 and PM, these 
data sets were combined and the significance of the effects on this larger pooled data set were 
assessed. For the CO emissions data with B20, a 4.1% decrease (not significant) was found 
from the dynamometer studies and a significant 6.6% decrease was found from the on-road 
studies. With the combined data set, a significant decrease of 5.3 ± 4.1% was found for CO 
using B20 blends. For the CO2 emissions data with B20, a 0.4% decrease (not significant) 
was found from the dynamometer studies and a 3.0% increase (not significant) was found 
from the on-road studies. With the combined data set, a 1.6 ± 2.2% increase (not significant) 
was found for CO2 using B20 blends. These data support the conclusion that the use of B20 
biodiesel fuels has no significant effects on the emissions of CO2. For the PM emissions data 
with B20, a significant 13.8% decrease was found from the dynamometer studies and a 
significant 15.2% decrease was found from the on-road studies. With the combined data set, a 
significant decrease of 14.5 ± 3.9% was found for PM using B20 blends. 
 
4. Light-Duty Diesel Vehicle Emissions using Chassis Dynamometers 

The data used to assess the effect of biodiesel fuels use on light-duty (LD) vehicles from 
dynamometer studies comes from 47 different studies and includes 259 different tests. LD 

3647



diesel vehicle emissions have been measured almost exclusively by use of chassis 
dynamometers. PEMS have not been used extensively in the study of LD diesel vehicle 
emissions. The available data consists of a number of studies conducted in North America, 
Europe, Asia and Australia. The studies conducted in North America tend to be dominated by 
studies of larger vehicles, including pickup trucks, while those elsewhere in the world include 
a larger fraction of cars, passenger and delivery vans. This data set also includes biodiesel 
fuels that are made from different biooil feedstock (soy, rapeseed, canola, palm, coconut, used 
cooking oils, animal fats, etc.). The emissions test data for light-duty vehicles contains many 
more tests with varying biodiesel percentages, not largely B20 and B100. 
 
Fig. 1 shows the relative emissions of HC, NOx, CO, CO2, PM and fuel economy effects of 
using various biodiesel blended fuels based on chassis dynamometer testing of LD vehicles 
from a number of different studies. From this figure it is clear that there is a relatively large 
quantity of data available with different biodiesel percentages, and that there is considerable 
variability in the individual measurements of the relative emissions effects of biodiesel 
blended fuels. Similar figures are seen when one looks at the HD diesel emissions data. For 
the regulated pollutant emissions, there are more that 20 sets of test results available for the 
B5, B10, B20, B30, B50 and B100 biodiesel blends. This allows the evaluation of statistical 
significance of the effects of these blends on vehicle emissions.   
 
For the LD diesel vehicle emissions we observed the following effects of the biodiesel 
blended fuels. For the HC emissions the effects of the biodiesel blends is an increase of 1.6 ± 
4.5% (95% confidence interval) for B5, an increase of 4.2 ± 5.2% for B10, a decrease of 4.1 ± 
5.5% for B20, a decrease of 0.3 ± 5.4% for B30, a decrease of 0.9 ± 10.3% for B50, and a 
decrease of 5.8 ± 14.8% for B100. None of the observed effects on hydrocarbon emissions are 
statistically significant. For NOx emissions the effects of the biodiesel blends was an increase 
of 1.1 ± 2.7% for B5, of 5.1 ± 2.3% for B10, of 5.8 ± 2.2% for B20, of 7.2 ± 2.7% for B30, of 
7.3 ± 3.5% for B50, and of 6.5 ± 3.5% for B100. The biodiesel blend effect on NOx emissions 
is consistently a statistically significant increase for all of these blend levels, except B5. The 
effect of the biodiesel blends on CO emissions show a decrease of 0.7 ± 2.9% for B5, an 
increase of 2.7 ± 5.9% for B10, a decrease of 5.5 ± 3.5% for B20, an increase of 4.8 ± 6.0% 
for B30, an increase of 4.7 ± 10.8% for B50, and an increase of 12.9 ± 14.3% for B100. For 
the CO emissions, none of the biodiesel blends above had a statistically significant effect, 
except the decrease observed for the B20 blend. For the CO2 emissions the effects of the 
biodiesel blends was a decrease of 2.0 ± 2.3% for B5, a decrease of 1.1 ± 0.9% for B10, a 
decrease of 0.4 ± 1.2% for B20, an increase of 1.1 ±1.4% for B30, an increase of 1.2 ± 1.3% 
for B50, and an increase of 0.8 ± 1.4% for B100.  This data shows a small statistically 
significant decrease in CO2 emissions only for the B10 blend. None of the other results are 
statistically significant. The effect of the biodiesel blends on PM emissions show a decrease 
of 1.0 ± 5.0% for B5, a decrease of 14.8 ± 3.5% for B10, a decrease of 5.8 ± 4.9% for B20, a 
decrease of 16.0 ± 3.6% for B30, a decrease of 9.1 ± 8.6% for B50, and a decrease of 7.0 ± 
14.8% for B100. The decrease observed for the B10, B20, B30 and B50 blends are 
statistically significant, and they are relatively large effects in the range of 6-16% decrease, 
but none of the other biodiesel blend levels resulted in a statistically significant effect. For the 
fuel economy results, only the B5, B10, B20, B30 and B50 blends had a sufficient quantity of 
data (more than 20 values) to assess the significance of the effects. The fuel economy was 
found to decrease (or fuel consumption increased) by 0.4 ± 1.2% for B5, by 0.3 ± 1.0% for 
B10, by 1.0 ± 1.8% for B20, by 1.3 ± 2.0% for B30, and by 1.9 ± 2.5% for B50. None of the 
fuel economy effects are statistically significant. 
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Fig. 1. Chassis dynamometer test results of relative emissions of hydrocarbons, nitrogen oxides, 
carbon monoxide, carbon dioxide, particulate matter, and vehicle fuel economy for biodiesel fuel 
relative to diesel fuel in light-duty diesel vehicles. 
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Sufficient data exists to allow one to begin to explore the effects of biodiesel fuel use on the 
emissions of formaldehyde, acetaldehyde and total polycyclic aromatic hydrocarbons (PAH) 
for LD vehicles. The effects of the biodiesel blends on formaldehyde emissions were 
increases of 28.9 ± 17.1% for B10, 27.5 ± 21.8% for B20 and 34.9 ± 8.7% for B30, while the 
effects on acetaldehyde emissions were increases of 40.7 ± 76.1% for B10, 69.9 ± 126% for 
B20 and 23.1 ± 7.2% for B30. All of the increases found for formaldehyde emissions were 
statistically significant, but only the acetaldehyde emissions increase for B30 was statistically 
significant. The results for the effects of the biodiesel blends on the emissions of total PAH were 
confusing, with the total PAH emissions reduced by 8.3 ± 6.4% for B10 and 8.9 ± 9.8% for B20, while 
for the B30 and B100 blends, the total PAH emissions increased by 21.2 ± 18.4% and 33.4 ± 53.7% 
respectively. Only the results for B10 and B30 were statistically significant. 
 
5. Comparison of Heavy-Duty and Light-Duty Diesel Vehicle Emissions 

The only comparisons that can be made between HD and LD diesel vehicle emissions are for 
B20 blends, where sufficient data exists for the HD diesel dynamometer and on-road and LD 
dynamometer tests, and for HC, NOx and CO emissions where sufficient data exists for HD 
and LD dynamometer tests with B100 fuels. For the HC emissions, we have found that the 
emissions from HD vehicles in the on-road emissions studies are significantly lower that the 
HD dynamometer test results. The HD on-road emissions results are also significantly lower 
than the LD dynamometer results, and the HD and LD dynamometer results are not 
significantly different from each other. The HD and LD dynamometer results have been 
combined for the B20 blend, resulting in an overall HC emissions decrease of 4.9 ± 3.5% 
from the combined dynamometer data. Again for NOx emissions, the HD on-road emissions 
results were significantly lower than the HD dynamometer results and were significantly 
lower than the LD dynamometer results. There was no significant difference between the HD 
and LD dynamometer results for NOx. The HD and LD dynamometer results have been 
combined for the B20 blend, resulting in an overall NOx emissions increase of 4.7 ± 1.6%. 
For the CO emissions, the HD on-road emissions results were not significantly different that 
the HD dynamometer results, and the combined HD emissions results were not significantly 
different than the LD dynamometer results. The HD dynamometer and on-road emissions 
results, and the LD dynamometer emissions results were combined for the B20 blend, 
resulting in an overall CO emissions decrease of 5.4 ± 2.9%. For the CO2 emissions, the HD 
on-road emissions results were not significantly different that the HD dynamometer results, 
and the combined HD emissions results were not significantly different than the LD 
dynamometer results. The HD dynamometer and on-road emissions results and the LD 
dynamometer emissions results were combined for the B20 blend, resulting in an overall CO2 
emissions increase of 0.9 ± 1.5%.  For the PM emissions, the HD on-road emissions results 
were not significantly different that the HD dynamometer results, but the combined HD 
emissions results were significantly lower than the LD dynamometer results. The HD 
dynamometer and on-road emissions results were combined for the B20 blend, resulting in an 
overall PM emissions decrease of 14.5 ± 3.9%. The fuel economy from HD vehicles in the 
on-road studies are significantly higher than the HD dynamometer test results. The HD on-
road fuel economy results are not significantly different from the LD dynamometer results, 
and the HD and LD dynamometer results are not significantly different from each other. The 
HD and LD dynamometer results have been combined for the B20 blend, resulting in an 
overall fuel economy decrease of 1.8 ± 1.1%. 
 
For the HC emissions from B100 blends, we have found that the emissions from HD and LD 
dynamometer data are not significantly different. The HD and LD dynamometer results have 
been combined for the B100 blend, resulting in an overall HC emissions decrease of 13.4 ± 
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9.2%. For the NOx emissions from B100 blends, the emissions from HD and LD 
dynamometer data are not significantly different. The HD and LD dynamometer results have 
been combined for the B100 blend, resulting in an overall NOx emissions increase of 7.5 ± 
2.4%. For the CO emissions from the B100 blend, the heavy duty dynamometer results are 
significantly lower than the LD dynamometer results. 
 
6. Conclusions 

Most reviews of the effects of biodiesel blended fuels use on vehicle emissions combine all of 
the available data engine and vehicle, LD and HD to assess the effects. As has been found in 
this work this is not always a valid approach. In this work, we have only used vehicle 
emissions data, no engine data, and we have found some significant differences in subsets of 
this vehicle data.  
 
In this work, it was found that there some of the emissions for HD diesel vehicles tested using 
dynamometers and on-road were significantly different. For B20 blends, the HC emissions for 
both test procedures led to significant decreases emissions in these emissions of 5.7% for the 
dynamometer studies and 21.7% for the on-road studies. In the cases of NOx emissions 
studies, a statistically significant increase in NOx emissions was found for B20 blends from 
the dynamometer data, while the on-road studies resulted in a 3.3% decrease that was not 
significant. For fuel economy, the dynamometer data for B20 showed a significant decrease in 
fuel economy of 2.6%, while the on-road data gave a 5.7% increase that was not significant. 
For each of these three measures for the two different sources of HD vehicle emissions data, 
the dynamometer data was significantly different from the on-road data. It is not be valid to 
combine data from the dynamometer and on-road studies of B20 blended fuels for HC and 
NOx emissions and fuel economy to determine the effects of using these fuels in HD vehicles. 
But since the B20 data for CO, CO2 and PM emissions derived from these two different test 
procedures are not significantly different, it is valid to combine these data sets to assess the 
overall effects of B20 on these emissions from HD vehicles.  
 
In comparing the results of studies on LD and HD vehicles for B20 blends, we have found no 
significant differences in HC and NOx emissions and fuel economy between the LD and HD 
dynamometer studies, and we have found no significant differences in emissions of CO and 
CO2 between the LD dynamometer and the combined HD dynamometer and on-road test 
data. But the PM emissions for B20 fuels are significantly different between the LD 
dynamometer and the combined HD dynamometer and on-road test data. Table 1 summarizes 
the statistically significant results for B20 blended fuels, where the HD and LD data are 
combined when there is no significant difference between the subsets of the data.   
  
Being able to partition data to allow one to explore subsets of vehicle emissions data requires 
large quantities of data. Many other factors need to be explored, but there is a shortage of 
adequate data to be representative of these other factors. There is inadequate data available to 
allow one to assess the effects of biodiesel fuel use on emissions of hazardous air pollutants, 
such as benzene, 1,3-butadiene, etc. As seen in this work, there is sufficient data to begin 
exploring the effects on LD vehicle emissions of formaldehyde, acetaldehyde, and polycyclic 
aromatic hydrocarbons. We need much more data to begin assessing the effects of biodiesel 
fuel use on ultrafine particulate emissions, especially, particle number and particle size 
distributions in emissions. Different biodiesel feedstocks are more commonly used in 
different areas of the world, such as soy oil in North America, rapeseed oil in Europe and 
palm oil in southern parts of Asia. Additional vehicle emissions data is necessary to explore 
the effects of different biodiesel feedstocks on vehicle emissions. 
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Table 1. Summary of statistically significant results for B20 and B100 biodiesel blends for combined 
LD and HD dynamometer (dyno) and HD on-road emissions data. 
Emission Biodiesel 

Blend 
Tests Biodiesel 

Effect 
95% Confidence 

Interval 
Number of 

Measurements 

HC B20 HD & LD Dyno -4.9% ±3.5% 204 

HC B20 HD On-road -21.7% ±4.4% 89 

HC B100 HD & LD Dyno -13.4% ±9.2% 122 

NOx B20 HD & LD Dyno +4.7% ±1.6% 227 

NOx B100 HD & LD Dyno +7.5% ±2.4% 143 

CO B20 HD, LD Dyno & 
HD On-road 

-5.4% ±2.9% 286 

PM B20 HD Dyno & HD 
On-road 

-14.5% ±13.9% 137 

PM B20 LD Dyno -5.8% ±4.9% 109 

Fuel 
Economy 

B20 HD & LD Dyno -1.8% ±1.1% 94 
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Abstract: With the ambitions to further increase its share of more sustainable vehicles, Stockholm Public 
Transport Authority (SL) carried out a project to evaluate the performance of ethanol hybrid buses together with 
bus manufacturer Scania and bus operator Nobina. Ethanol hybrid buses were operating in regular suburban 
public transport traffic in Stockholm between May 2009 and June 2010. The purpose of this paper is to evaluate 
the potential of the ethanol hybrid buses in general and their energy efficiency in particular. The evaluation is 
based on experimental data, mainly from standardised duty cycle tests, but also general experiences during the 
trail, for example error reports. The buses have a series hybrid powertrain with super capacitors as energy 
storage. At favourable conditions the fuel reduction is approximately 20 %. The potential additional fuel savings 
of the start/stop software has been tested and adds at least another 10 % fuel reduction. Not all of the hybrid 
system’s components are yet robust enough, thus they need further development to fully commercial. Hybrid city 
buses have great potential but are currently not technically mature and proven, nor have the overall costs over the 
lifetime of the vehicle reached a commercial level as yet.  

Keywords: Ethanol hybrid bus, Series hybrid, Duty cycle, Urban public transportation, Energy analysis 

1. Introduction 

Six ethanol hybrid buses and one reference bus were operated during a one-year field test to 
evaluate the robustness and energy saving potential of their hybrid powertrain. Partners in the 
project were the Stockholm Public Transport Authority (SL), the bus manufacturer Scania and 
the bus operator Nobina and it was carried out with funding from the Swedish Energy 
Agency. This is a unique project because it is one of the first times renewable-fuelled hybrid 
buses have been tested and operated in real traffic. The buses were operating in Stockholm’s 
south suburban areas but were also taken out of traffic to perform standardised duty cycle 
tests on a test circuit, tests intended to better reflect inner-city driving. The objective of the 
field test from Scania’s perspective was to test the hybrid powertrain in real traffic early in the 
development process in order to find weaknesses in the hybrid system. From SL’s and 
Nobina’s point of view the project aimed to evaluate the status and the potential of hybrid 
buses and was a way to enhance the development of even more environmentally friendly 
vehicles in their fleets. Already today (2010), SL has the world largest fleet of renewable-
fuelled buses with more than 400 ethanol buses and 100 biogas buses in operation out of a 
fleet of around 2000 buses. The target is that 50 % of all buses should run on renewable fuels 
at the end of 2011 and 100 % by 2025 [1]. In this paper the general operational findings are 
presented with focus on evaluation of robustness of the powertrain (one-year field test) and 
the energy efficiency potential (duty cycle tests). 
 
2. Methodology  

The objectives are to evaluate the robustness and the energy efficiency potential of ethanol 
hybrid buses. In order to evaluate the robustness of the hybrid powertrain, the drivers and 
technicians filed error reports during the one-year field test. To attain reproducible 
experimental data in order to evaluate the energy efficiency potential, duty cycle tests were 
carried out. More details about the experimental set-up, see section 5. Experiments and 
results. 
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3. Towards sustainable urban transportation 

There are many reasons for promoting more sustainable urban transportation: 
• To reduce emissions harmful to public health such as NOx, particulates and noise.  
• To reduce emissions of greenhouse gases, most important fossil CO2. 
• To secure energy supply for the transport sector in the long term.  

Additionally, by increasing the share of public transportation the problems with traffic 
congestion decrease. Traffic congestion becomes worse as the population in urban areas 
increases and cities become more densely populated while simultaneously more transports of 
people and goods must be carried out in the same or even less space than before.  
 
The CO2 emissions are, apart from increasing the share of public transport, tackled cost-
efficient by shifting from fossil to renewable fuels. This has positive impact also on the 
energy security issue, especially if bio fuels may be produced locally. Bio fuels may 
sometimes be used as low-blends in fossil fuels, and sometimes as high-blends or pure fuels. 
There are political targets and also legislation for introduction of bio fuels in various regions, 
e.g. the EU is to have 10 % renewable fuels by 2020 [2]. A local example is the Swedish 
Government’s vision that the Swedish transport sector should be independent of fossil fuels 
by 2030 [3]. Most widely spread renewable fuels are ethanol and biodiesel but other fuels, 
such as biogas are also getting increased attention in some markets [4].  
 
At the same time as more bio fuels are introduced in the transport sector, vehicles must be as 
energy or fuel efficient as possible, irrespective of the fuels used, i.e. fossil and/or renewable. 
Striving for fuel efficiency is an ongoing process and has been the single most important force 
of competition in the commercial vehicle industry for decades – fuel efficiency improvements 
are introduced when commercially feasible. Commercially feasible refers to the lifecycle cost 
of an improvement in comparison with its expected benefits. This is for fuel efficiency 
improvements the development and production costs, expected lifetime, replacement cost if 
the lifetime of a new component is short as well as additional repair and maintenance costs 
measured against fuel cost saving or CO2 saving. Hybridisation is one proposed method for 
vehicle fuel savings. A hybrid powertrain also gives the potential to improve the vehicle by 
other means and to make it more attractive for the passengers, e.g. noise impact can be 
minimised during start and acceleration since the internal combustion engine is assisted by 
one or more electric motors. If the vehicle has a series hybrid powertrain, i.e. a completely 
electric propulsion system, the powertrain usually offers a completely step less, and thereby 
very comfortable, drive without any jerks at all due to gear shifts. In this powertrain, there are 
also possibilities to improve the vehicle design and layout because there are basically no 
restrictions imposed by a mechanical transmission, prop shafts, cardan angles etc [5]. Even 
though hybrid buses seem to have a good potential there is no production of hybrid buses in 
common commercial terms, only small series production as tests and demo fleets, or 
politically driven and heavily subsidised fleets. In North America there are a few thousands 
hybrid buses running in Seattle, New York City, San Francisco and Toronto among other 
cities, all heavily subsidised by the government or local municipalities. The extra cost for 
hybridisation is usually very high, in the range of 100,000 € or even more extra per vehicle [6] 
and the technology is not yet proven, especially the energy storage systems (e.g. battery). 
Even so, hybrid buses, if designed and implemented in a clever and cost-efficient way, may 
play an important role in a future sustainable transport system due to their potential for energy 
saving, especially if combined with renewable fuels.  
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4. The bus 

The ethanol hybrid bus is a Scania OmniLink, a three axis, 13.7 meter long low-entry 
city/suburban bus with a rear boggie. The internal combustion engine (ICE) is a diesel engine 
slightly adapted (e.g. higher compression ratio) to combust ethanol according to the diesel 
combustion process. The renewable fuel (ED95) used for the engine consists of 95 % ethanol 
and 5 % additives (ignition improver, lubricating additive etc). This is the third generation of 
ethanol engines from Scania since start of production in the late 1980s. So far around 700 
ethanol buses have been delivered, mainly to Stockholm but also to number of cities 
worldwide.  
 
The hybrid buses are equipped with a series hybrid powertrain, i.e. with fully electric 
propulsion. A 150 kW electric motor propels the mid axle of the bus. A high power and high 
torque generator is mounted on the internal combustion engine. The electric motor, generator 
and power electronics are delivered by Voith. The energy storage system in the hybrid 
powertrain consists of super capacitors, not batteries. Four 125 V modules from Maxwell 
connected in series offer total usable storage capacity of 400 Wh.  

  
Fig 1. The Scania OmniLink ethanol hybrid bus and a schematic illustration of the series hybrid 
powertrain [Photo: Stefan Wallin, SL]  

A reference bus with an identical ethanol engine but equipped with a conventional six-speed 
hydraulic automatic gearbox with retarder from ZF was also operated during the field test. 
The reference bus has the same identical exterior dimensions (excluding the roof hood 
containing the energy storage) and interior design as the hybrid bus. The only difference is 
that the hybrid buses have one seat missing in front of the rear door of the bus due to a 
conduit for cabling and coolant pipes to the power electronics and the energy storage system 
mounted on the roof.  The hybrid bus is approximately 1.5 tonnes heavier than the reference 
bus. 

 

Fig 2. Technical description of the ethanol hybrid bus   
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5. Experiments and results   

The one-year field test generated considerable experience as regards the robustness of the 
hybrid powertrain. In order to evaluate the energy efficiency potential, duty cycle tests were 
carried out to obtain experimental data representing various traffic situations. The nature of 
the suburban route did not produce data relevant for an energy flow analysis for city traffic.  
 
5.1. Evaluation of powertrain robustness from one-year field test 
Based on error reports filed by the drivers and technicians during the field test, the main 
malfunctions were divided into three categories: 1) ICE, internal combustion engine 2) the 
bus in general and 3) hybrid powertrain-related errors. To further evaluate the hybrid 
powertrain, this section is divided into four subgroups (a – d) to evaluate the robustness of its 
main areas. Compilation of results from error report is shown in Figure 3. 

 
Fig 3. Error reports filed during the one-year field-test.  

The robustness of the hybrid powertrain is the focus for this paper, but just to mention 
something about the other two categories, also the internal combustion engine underwent 
development during the field test period, e.g. the fuel injections system was improved. 
Upgrading the engine eliminated many of the errors reported during the first part of the test 
period. The hybrid software is still under development; during the field test it was too 
sensitive to interference from e.g. abnormal parameter values sent from other hybrid 
components as well as the 24 V system voltage level. Through maintenance charging of the 
24 V start battery; the number of software reports was reduced. Malfunctions due to hardware 
are caused predominantly by three components: the direction sensor on the electric motor, the 
electric motor itself and the torsional damper between ICE and generator. Due to the hybrid 
management road safety system, incorrect indication of torque to the direction sensor will 
immediately shut down the system. Some sensors were malfunctioning and therefore replaced 
and other reported errors were just false alarms. The construction of the electric motor in the 
tested version was not durable enough for this 3-axle hybrid bus application and had a life of 
about 15 000 – 20 000 km in several buses causing many filed error reports. This problem 
arose rather late in the project and was not yet resolved when the field test ended, but is 
defined and considered possible to tackle with further development. The torsional damper (3c) 
was initially too weak and when replaced by a stronger one the problem was solved. The only 
problem reported concerning the energy storage was a fan failure and therefore not caused by 
the super capacitors. The super capacitors may, as far as this one-year field test is concerned, 
be regarded as suitable energy storage for the application as regards robustness.  
 
5.2. Evaluation of energy efficiency potential by standardised duty cycle test 
In order to evaluate the potential of the hybrid powertrain, standardised duty cycle tests, 
according to SORT – Standardised on-road tests cycles (developed by the International 
Association of Public Transport, UITP), were carried out. The key parameters in a traffic 
situation are the average speed and the number of stops per kilometre, see Table 1. Variations 
due to topography are neglected to make the test repeatable, hence duty cycles are assumed to 
be completely flat.  
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Table 1. Characteristics of the three SORT duty cycles, from UITP 2004 [7] 
 SORT 1 SORT 2 SORT 3 

Average speed [km/h] 12.6 18.6 26.3 
Stops per kilometre 5.8 3.3 2.1 
Time idling [%] 
Cycle type 

39.7 
Urban 

33.4 
Mixed 

20.1 
Suburban 

Figure 4 shows the three performed duty cycles’ continuous velocity profile coupled with the 
energy content in the super capacitors expressed as the state-of-charge (SOC) where 100 % is 
fully charged and the lowest level is restricted to 25 %  (half nominal voltage) to decrease the 
risk of chemical side reactions and thereby increase capacitor service life. Experiments show 
that the super capacitors obtain a high round-trip efficiency, generally above 90 %.  Super 
capacitors have high power density [8] and are therefore a suitable energy storage units for 
heavy vehicles equipped with regenerative braking. The kinetic energy accumulated during 
deceleration, is converted in the electric motor into electric power charging the super 
capacitors. If not stored in the super capacitors, it will be used to propel the ICE via the 
generator or, last of all, dumped in the resistor as heat to the cooling system, see Figure 1. 
SORT 1 tests show dynamic energy storage management without long time periods of 
completely charged or empty super capacitors. As seen in Figure 4 already during the SORT 2 
test the energy storage will be restricted in terms of size (400 Wh), i.e. the energy storage 
system is fully charged. During SORT 3 tests, the charge oscillates between its extreme 
values. The capacity of the energy storage system is therefore a limiting factor for a bus in 
driving situations similar to SORT 2 and 3 but feasible for SORT 1, urban operation. 

 
Fig 4. Velocity profile (top) and corresponding SOC profile (bottom) for SORT 1-3 test cycle 

Performed SORT cycle tests with the reference bus enable quantification of the absolute fuel 
consumption reduction generated by the hybridisation, see Table 2.  

Table 2. Fuel consumption SORT duty cycles.  
 Reference 

 Fuel consumption [litre/ 100 km] 
Ethanol hybrid bus 

Fuel consumption [litre/ 100 km] 
SORT 1 
SORT 2  
SORT 3 

89.5 
79.0 
71.0 

72.5 
63.0 
63.0 

A significant fuel consumption reduction is attained for the cycles SORT 1 and SORT 2, 
19 %, and 20 %, from 89.5 to 72.5 l/100 km and 79 to 63 l/100 km, respectively. The fuel 
consumption reduction for SORT 3 corresponds to 11 %, from 71 to 63 litre/100 km. In order 
to increase the level of detail, the energy spent per driving mode was explored, see Figure 5.  

3657



 
Fig 5. The energy and time spent per driving mode for duty cycle tests with hybrid bus according to 
the three SORT-cycles 

Even though a large time is spent idling (about 1/3 of the time), the fuel consumption during 
this driving mode is moderate (between 5 and 15 %). The most fuel-consuming driving mode 
is acceleration where approximately 60 % (varies between 57.7 and 62.8 %) of the total fuel 
consumption is utilised during about 30-35 % of the time. 

5.2.1. Start/stop 
To further decrease the fuel consumption it is possible to install a software start/stop feature, 
which automatically turns of the ICE when idling. Analogous to the time spent as in Figure 5 
the fuel consumption when the start/stop software operated was measured. The fuel 
consumption during idling drops drastically, now only consuming between 2.97 % (SORT 1) 
and less than 1 % (SORT 2 and 3). Decreasing the fuel demand during idling (which for the 
SORT cycles, corresponds to approximately 30 % of the time and in real traffic sometimes up 
to 60 % or more) has a significant impact on the overall fuel consumption, seen in Table 3: 

Table 3. Fuel consumption during SORT duty cycles with the buses  
  Reference 

[litre/ 100 km] 
Ethanol hybrid bus 

[litre/ 100 km] 
Ethanol hybrid bus with 
start/stop [litre/ 100 km] 

SORT 1 
SORT 2  
SORT 3 

89.5 
79.0 
71.0 

-19 % 
-20 % 
-11 % 

-33 % 
- 21 % 
- 13 % 

 
5.2.2. Energy flow analysis using Sankey diagram 
The energy flows through the electrified powertrain, see Figure 1, for the urban SORT cycle 
are illustrated in Figure 6 by a Sankey diagram. The Sankey diagram presents an average 
overview of the energy flows, and is not representative for a specific time during the cycle but 
is illustrative for the complete cycle. The energy flows in and out of key hybrid components 
are on-board measured data. The total power input is calculated from the instantaneous 
amount of fuel injected, in gram per stroke, using the lower heating value and density of 
ED95, 26.8 MJ/kg and 820 g/l, respectively. Losses for the ICE correspond to energy losses 
such as heat, mechanical and transmission losses. The energy consumption for running the 
auxiliary systems is also accounted for as an energy loss over the ICE. The efficiency in the 
generator is defined as the ratio between electrical power output and mechanical input. The 
generator and its inverter has experimentally proven to have an average efficiency of around 
92 %.The energy storage efficiency, when SOC-balanced just as the round-trip efficiency, is 
calculated as the ratio between the total energy storage output and total energy storage input. 
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The energy storage efficiency is consistently about 90 % for all the three cycle tests. When 
decelerating, the electric motor operates as a generator and recovers brake energy. The share 
recovered brake energy almost exceeds 20 % of total power input. The efficiency of the 
electric motor is defined as the ratio between the average power input from the powertrain and 
the mechanical power output. The experimental average efficiency of the electric motor is 
approximate 92%. The share of power dumped upon the resistor during the SORT 1 cycle is 
small which indicates adequate energy storage size. The share, which is not regenerated, 
constitutes the term of losses due to aerodynamic drag, rolling resistance, transmission losses 
and wheel brakes.  

 
Fig 6. Sankey diagram of average, experimental power (energy) flows for the SORT 1 cycle 
 
5.3. Field test – Urban Stockholm  
The SORT 1 cycle tests indicated that the series hybrid system has high potential for 
significant fuel consumption savings. This lead up to a one-day field test in central 
Stockholm, during rush hour, to evaluate the potential of transferring the SORT results onto 
public transportation. Both the ethanol hybrid bus and the reference bus operated two routes: 
2 and 66. To perform only a one-day test results in statistically uncertain values but still 
generates data that hopefully may indicate potential for urban regular transport. Due to 
organisational and legal reasons, since the bus operator participating in the project was not 
responsible for the inner-city bus routes, the city field test could not be prolonged. 

Table 4. Characteristics of routes 2 and 66 in Stockholm 
 Route 2 Route 66 

Average velocity [km/h] 12.2 12.4 
Stops per kilometre 6.15 5.0 
Time idling [%] 25.4 22.36 

The fuel consumption reductions are not of the same order as for the SORT tests. For route 66 
the hybrid powertrain gives an insignificant (less than 1%) fuel consumption reduction. The 
fuel consumption may be reduced by 9.3 % for route 2. An explanation to the poor result 
might be related to the test method used, that the buses were operated nose-to-tail, a method 
that normally works well in a controlled environment such as a test track. However, in dense 
real traffic when, apart from consider the other bus, other vehicles and pedestrians as well as 
traffic regulations, the bus is subjected to weak accelerations and decelerations, which results 
in poor brake-recovery for the hybrid bus.  
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5.3.1. London Hybrid Bus Trials 
The results from both the duty cycle tests and the field test are similar to the results of an 
extensive diesel hybrid bus trail in London, hosted by Transport for London (TfL), which also 
had difficulties in obtaining the significant fuel consumption reduction achieved during duty 
cycle test for regular public transport [6]. Based on the Millbrook proving ground’s London 
Transport Bus (MLTB) test cycle the average fuel consumption reduction was 31 %, an 
average attained from series, parallel and mixed hybrid buses, both single and double-decked. 
During the hybrid bus trail in London, 56 hybrid buses operated 10 routes. The results were 
scattered between almost reaching the TfL 30 % reduction target and an actual increase in fuel 
consumption. For all vehicle manufactures, the results indicated a much smaller (or non-
existing) fuel consumption reduction than expected. This indicates that fuel consumption 
reductions due to the hybridisation, when operating on public urban routes oscillate depending 
on the prevailing traffic situation since there are parameters in real-life traffic which can not 
be transferred to a test situation. A general conclusion from operation of hybrid buses in 
London is that the overall costs over the lifetime of a hybrid vehicle are not on a commercial 
level yet, i.e. the fuel savings do not equal the extra cost of the vehicles. 
 
6. Experiences and conclusions 

The series hybrid powertrain have experimentally shown potential for reducing the fuel 
consumption in urban traffic by up to 20 % and additionally 10 % when utilising the start/stop 
software. In conformity with similar experiments with hybrid buses, it is not evident that the 
fuel reduction potential may be realised on real life routes since the fuel reduction potential is 
dependent on the route characteristics. A recommendation for the next project is that the real 
inner-city fuel saving potential should be validated in real operation on inner-city bus routes. 
Some components of the hybrid system still need some development as regards robustness. 
The super capacitors did work consistently during the whole field test and may so far be 
considered to be suitable as energy storage for this hybrid vehicle application.  
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Abstract: Energy security and the mitigation of greenhouse gas emissions (GHG) are the driving forces behind 
the development of renewable fuel sources worldwide. In Sweden, a relatively rapid development in bioethanol 
usage in transportation has been driven by the implementation of national taxation regulations on carbon neutral 
transport fuels. The demand for bioethanol to fuel transportation is growing and cannot be met through current 
domestic production alone. Lignocellulosic ethanol derived from agricultural crop residues may be a feasible 
alternative source of ethanol to secure a consistent regional fuel supply in Swedish climatic conditions. This 
paper analyzes how the regional energy system can contribute to reducing CO2 emissions by realizing local 
small scale bioethanol production and substituting petrol fuel with high blend ethanol mixtures for private road 
transport. The results show that about 13 000 m3 of bioethanol can be produced from the straw available in the 
studied region and that this amount can meet the current regional ethanol fuel demand. Replacing the current 
demand for petrol fuel for passenger cars with ethanol fuel can potentially reduce CO2 emissions from 
transportation by 48%. 
 
Keywords: Agricultural crop residues, Straw, Bioethanol, Transport fuel, Greenhouse gas emissions (GHG) 

1. Introduction 

According to the EU Directive, the target share of renewable energy sources as a percentage 
of gross final energy consumption in Sweden in 2020 is 49% [1]. Over the period 1990-2006 
the proportion of renewable energy in final energy use has increased from 33.9% to 43.3%. 
Renewable electricity generation and renewable energy from the industrial sector contribute 
most to the proportion of renewable energy in final energy use in Sweden today with 18% and 
14% respectively. Renewable energy use in the transport sector accounts for less than 1% of 
the final energy use [2]. 
 
Road traffic dominates in domestic Swedish transportation and contributes 93% of the total 
energy use in the transport sector (2009) [3]. Road transportation, which consists of private 
transport (mainly passenger cars), public transport and trucks, uses mostly fossil fuels, petrol 
and diesel. Use of renewable fuels such as ethanol, FAME (fatty acid methyl ester), biogas, 
and renewable electricity increased to 5.4% of the total energy use in transport by the end of 
2009. Ethanol fuel made up 50% of liquid biofuels used in 2009 [3]. In 2007-2008 the 
corresponding share of ethanol fuel was almost 60% [4]. Along with a reduction in petrol fuel 
use in the last few years, ethanol use has also increased because almost all petrol is now a low 
blend E5 ethanol mixture. At the same time use of FAME and biogas increased by 8% and 
1% respectively. 
 
In Swedish transportation, the main current use of ethanol is as a 5% additive to petrol fuel 
(E5) or as high blend ethanol mixtures (E85, ED95). According to data presented by [3], from 
2003-2009 the share of E5 in petrol fuel in Sweden increased from 45% to 95%. Total ethanol 
use in the Swedish transport sector increased from about 150 000 m3 in 2003 to 391 000 m3 in 
2009 [5]. The use of low blend ethanol fuel (E5) grew from 125 000 m3 to 229 000 m3, 
whereas the use of high blend ethanol fuels (E85, ED95) grew from 25 000 m3 to 162 000 m3 
during the period 2003-2009 [5]. 
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However, domestic commercial ethanol fuel production in 2009 was 221 150 m3. Currently, 
bioethanol is produced by Lantmännen Agroetanol in Norrköping by fermentation of wheat 
grains with a capacity of 210 000 m3, which almost meets the demand for low blend ethanol. 
SEKAB in Örnsköldsvik produces 16 000 m3 ethanol from sugary liquor from sulphite pulp 
from Domsjö Factories, and the SEKAB pilot plant [6] produces 150 m3 ethanol from wood 
residues. 
 
Ethanol demand in Sweden is much higher than domestic ethanol production. In the Swedish 
climate, cultivation of lignocellulosic biomass for bioethanol production is a possible 
alternative but there are still hurdles to overcome for the conversion of lignocelluloses to 
biomass. Consequently, realizing local small scale ethanol production can help regions to 
become more fossil fuel independent. This can also contribute to decreasing local 
environmental impact caused by transportation when replacing petrol fuel with renewable 
fuel. GHG emissions from road traffic totalled 29.1 million tonnes CO2 eq in 2006, 63.6 % of 
the total Swedish transport sector emissions [7]. It is therefore of great importance to increase 
the use of biofuels in road transport, to make transport less dependent on fossil fuels and 
reduce GHG emissions. 
 
GHG benefits of ethanol are discussed by Börjesson, where GHG emissions are estimated for 
the current Swedish grain-based ethanol production system [8]. Studies on technical 
performance of ethanol production integration with existing combined heat and power (CHP) 
plants have been published in recent years [9-11]. Models analysing road traffic energy 
demand and GHG emissions from transportation are developed for transport systems in 
China, Greece and Denmark [12, 13]. 
 
This paper focuses on analysing the potential for CO2 emissions savings by substituting petrol 
use in the region with ethanol fuel, and does not consider the details of ethanol production. 
Based on an analysis of straw supply, current and potential ethanol and petrol fuel demand, 
we evaluate the possibilities for a self-sufficient road transport fuel system. 
 
The present paper addresses the following questions. What is the regional demand for 
bioethanol, in 2009 and in 2020? Is there sufficient cereal straw available for local ethanol 
fuel production in the studied region in 2009 and 2020? What proportion of CO2 emissions 
can be avoided in the region by substituting petrol use with ethanol fuel? 
 
2. Methodology 

In this study, input data is predominantly obtained from Swedish Official Statistics (SOS), 
which is also presented by state authorities (e.g. Swedish Energy Agency, Swedish Board of 
Agriculture) responsible for dissemination of statistical data in their respective areas. Input 
data collection is performed according to the structure shown in Figure 1. 
 
The study region comprises the Sala-Heby municipalities, with around 35 000 inhabitants and 
a total area of 2 443 km2 [5]. They are typical small municipalities with a predominantly 
service oriented economy. There are also small scale and decreasing farming and production 
industries and some tourist activities. A large part of the working population commutes to 
larger cities outside of the study region. Sala and Heby are neighbouring municipalities that 
belong to different counties (Västmanland and Uppsala) and are situated about 100 km 
northwest of Stockholm. 
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Fig. 1. A schematic flowchart for the local ethanol production study. 
 
This paper focuses on analysing the potential for CO2 emissions savings in the region by 
substituting petrol with ethanol fuel in transportation, ignoring the technological aspects of 
local small scale bioethanol production. The input year of the analysis is 2009. As cereal 
straw is considered as a feedstock for ethanol production in this study, all estimates are made 
for straw-based ethanol replacing regional petrol fuel demand. The study only considers fuel 
use by passenger cars as this is the dominant form of transport in regional road traffic. 
 
In the Sala-Heby region, a total of 25 buses that run on diesel and biogas are used in public 
transportation. In Sala, the local public transportation company, Västmanlands Lokaltrafik, 
plans to substitute at least 10 of its 12 buses for biogas fuelled buses by 2014 [14]. In Heby, 
all 13 buses run on diesel and will be substituted with biogas buses during 2011-2012 
according to the company’s plan [15]. Buses are therefore excluded from the current analysis 
as none of the buses currently run on ethanol fuel and there are no plans for them to do so in 
future. Data on bus transportation in municipalities is obtained from local collective 
transportation companies as official statistical databases only present data on a regional level. 
 
2.1. Data and assumptions 

2.1.1. Straw supply and ethanol production potential 

Input data is obtained from official statistics databases presented by the Swedish Board of 
Agriculture [16]. In this study, straw from wheat, barley and oats are considered as a 
feedstock for ethanol production as these types of cereals are the most commonly cultivated in 
the region. These cereals made up nearly 97% of the total cultivation area for cereals in the 
region in 2009 [16]. 

The ethanol production potential in the region (B) is calculated for each cereal type (wheat, 
oats and barley) using Eq. (1): 

∑
=

=
4

1i
EtOHiii YARYSB    (1) 

 
where B is straw-based ethanol production potential (MWh), Si is the cereals cultivation area 
(ha), Yi is the cereals yield in the respective county (kg/ha), Ri is the crop to residue ratio for 
each cereal type, A is the straw availability, YEtOH is the ethanol production yield from straw 
(litre/kg), and i is the type of cereal crop. 
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Input data for estimation of straw supply and ethanol production potential is presented in 
Table 1 and in the text below. 
 
Table 1. Input data for straw supply in the Sala-Heby region, 2009. 
Parameter Unit Type of biomass Reference 

  winter 
wheat 

spring 
wheat 

barley oats  

Ri 1 1.3 1.3 1.2 1.3 [17] 
Ci tonnes/year 14  733 12 464  41 137 30 549 Based on data from [5,15] 

* Cereals production, Ci= Si * Yi 
 
Cereals production (Ci) is calculated based on cultivation areas and average yields for cereal 
crop production. Cereal yields (Yi) for Sala and Heby municipalities correspond to average 
yields in the counties that the municipalities belong to. As a proportion of straw has to be 
ploughed back into the soil to maintain the soil fertility and avoid erosion, only about 57% by 
weight (A in Eq. 1) of the total amount of straw produced can be used for fuel production 
[17]. The energy content of pure ethanol is 6.24 kWh/litre [18]. 
 
The future straw supply in the region is analyzed for the following scenarios: 
• Scenario 2020-P1 – all the parameter values remain the same except areas for cereals 

cultivation. The total straw production is assumed to increase by 20% through use of 
fallow land for ethanol straw cultivation. Fallow land currently accounts for 29% of arable 
land for cereals production in the Sala-Heby region. 

• Scenario 2020-P2 – all the parameter values remain the same except the yield for ethanol 
conversion from straw, which is assumed to increase to 0.35 (litre/kg) (YEtOH) due to 
improvements in the process technology. 

• Scenario 2020-P3 – combines scenarios 2020-P1 and 2020-P2. 
 
2.1.2. Transport fuel demand 

There is a lack of statistics on motor fuel usage at the municipal level. We calculate the 
average distance covered per car and average fuel consumption per kilometre driven, and 
therefore the use of motor fuel based on the number of passenger cars registered in the 
municipalities of Sala and Heby. Input data was obtained from Swedish Official Statistics [5, 
19]. The Swedish Energy Agency is the state authority responsible for disseminating statistics 
in the field of energy use in transportation, and Transport Analysis (Trafa) produces statistics 
on vehicles types and distances covered. The development of passenger car use in Sala-Heby 
region is shown in Figure 2 (based on data from [19]). 
 
Ethanol fuel demand in the Sala-Heby region (D) is estimated for E5 and E85 ethanol 
mixtures using Eq. (2): 
 

∑
=

=
2

1i
iiii ECQSND    (2) 

 
where D is estimated ethanol fuel demand (MWh), Ni is the number of vehicles in use during 
a year, Si is the distance covered per vehicle in the respective county in a year (km), Qi is the 
fuel consumption per type of fuel and kilometre driven in each county (litre/km), Ci is the 
ration of pure ethanol to petrol in each type of fuel blend used, and E is the energy content of 
the fuel (kWh/litre). For E5 fuelled passenger cars i=1, and for E85 fuelled passenger cars 
i=2. 
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Fig. 2. Passenger cars in use by fuel type in 2006 -2009 in Sala-Heby. Based on data from [19]. 
 
It is assumed that all petrol fuel in the region is E5 fuel, as the share of low blend petrol in 
Sweden is 95% according to [3] and more detailed data on the regional share of E5 fuel and 
petrol fuel is not available. 
 
To evaluate current and future regional demand on transport the following scenarios were 
analyzed:  
• Scenario 2020-D1 – all the parameters remain the same except the numbers of passenger 

cars fuelled by petrol and ethanol fuels. The number of E85 fuelled cars increases and the 
number of E5 fuelled cars decreases, following the same trend as during the period 2006-
2009 for each vehicle type. In this way, the total number of E5 and E85 fuelled vehicles is 
projected to be 17 814, a reasonable increase of 10.5% the 2009 figure.  

• Scenario 2020-D2 – all the parameters remain the same except the amount of ethanol 
blended with petrol fuel, which is assumed to increase from 5% to 10% of the petrol fuel 
mixture, meaning that passenger cars are fuelled E10 with instead of E5. As in scenario 
2020_1, the total number of cars is 17 814, following the trend in car numbers for the 
period 2006-2009. Petrol fuel consumption per driven kilometre is assumed to decrease 
following the trend from 2006-2009 (-1.2%), and is 0.074 l/km in 2020. 

• Scenario 2020-D3 – this is the most extreme scenario, where it is assumed that all 
passenger cars are to be fuelled by E85 ethanol fuel. 

 
2.1.3. CO2 emissions from transportation 
Estimates of CO2 eq. emissions from passenger cars are based on the results presented by 
Johansson and Fahlberg [18]. Emissions rates in [18] and those presented in Table 2 are 
lifecycle based and include emissions from fuel combustion, production and distribution. The 
CO2 eq. emissions factors on which further calculations are based are presented for E5, E85 
and E10 (see Table 2). 
 
Table 2. Total CO2 eq. emissions factors by type of transport fuel [18]. 
CO2 eq. emissions by type of fuel, (g/kWh) 
E5 277.48 
E10 269.34 
E85 110.54 
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3. Results and discussion 

Regional straw production is estimated using Eq 1 and the input data presented in section 
2.1.1. This calculation estimates 98 924 tonnes of straw in 2009. Thus, current straw-based 
ethanol production potential in Sala-Heby is 13 015 m3 or 81 210 MWh as presented in Table 
3 for 2009 and future Scenarios. 
 
Table 3. Estimate of straw based ethanol production in Sala-Heby region. 

Parameter Unit 2009 2020-P1 2020-P2 2020-P3 
Bethanol MWh/year 81 210 97 452 98 012 117 615 

 
Regional ethanol fuel demand is estimated using Eq. 2 and the assumptions from the scenarios 
presented in section 2.1.2., and is presented in Table 4. 
 
Table 4. Estimate of ethanol fuel demand in Sala-Heby region. Parameters for year 2009 are input 
parameters obtained from statistical databases and reports. Values in bold are changed from 2009. 

Parameter Unit 2009 2020-D1 2020-D2 2020-D3 Referen
ce 

N1 1 15 705 13 251* 13 251 0 [19] 
N2 1 410 4 563** 4 563 17 814 [19] 
S1 km 14 267 14 267 14 267 14 267 [19] 

[19] S2 km 14 267 14 267 14 267 14 267 
Q1 l/km 0.084 0.084 0.074 not relevant  
Q2 l/km 0.126 0.126 0.126 0.126 [18] 
C1 1 0.05 0.05 0.1 not relevant  
C2 1 0.85 0.85 0.85 0.85  
E1 kWh/litre 8.598 8.598 8.474 8.598 [18] 
E2 kWh/litre 6.612 6.612 6.612 6.612 [18] 

Dethanol MWh/year 12 234 52 927 57 955 179 977 - 
*Average annual decrease in petrol fuelled passenger cars is 1.5%. Based on this rate the 
number of E5 fuelled passenger cars is estimated at 13 251. 
**Average annual increase in E85 fuelled cars during 2006-2009 is 39%, whereas assumed 
average increase after 2014 is 20%. It is assumed to be unlikely that the early increase of 39% 
is maintained until 2020. 
 
Distance covered per car and year for the whole Sala-Heby region is calculated from weighted 
averages of distances covered per car and year in each municipality. Distances covered by car 
in each municipality are obtained from [19] and are assumed to remain the same over the 
study period. Fuel consumption per driven km is assumed to decrease following the same 
trend as 2006-2009. E85 fuel consumption (Q2) is assumed to remain the same. In scenario 
2020-D2 E10 fuel is assumed to be used (C1=0.1). For Scenario 2020-D2, the energy content 
of the fuel (E1) corresponds to the energy content of the E10 ethanol mixture based on the 
assumption made for this scenario. 
 
Summarized results for straw based ethanol supply and ethanol demand are presented in 
Figure 3. These figures indicate that the regional transport system can become self-sufficient 
in ethanol fuel by implementing local small ethanol production from locally produced cereal 
straw. The system could become fossil fuel free by 2020 using this approach. 
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Fig.3. Ethanol supply potential and ethanol fuel demand in the Sala-Heby region (MWh). 
 
The CO2 eq. emissions from passenger cars were estimated (see Table 5), based on the same 
scenarios and approach as for the estimate of the ethanol fuel demand (see section 2.1.2.). 
Current CO2 eq. emissions from transport are 45 446 tonnes. Assuming that the number of 
passenger cars in the region continues to increase according to the trend of the last 5 years, 
and assuming that all cars will run on E85 in 2020, the total CO2 eq. emissions can be 
reduced to 23 591 tonnes CO2 eq., a reduction of 21 855 tonnes CO2 eq. or 48% from 2009. 
 
Table 5. Estimate of CO2 eq. emissions from passenger cars in Sala-Heby region. 

Parameter 2009 2020-D1 2020-D2 2020-D3 
Total CO2 emission from passenger cars 
fuelled by petrol and ethanol fuel, tonnes 

45 446 43 930 38 938 23 591 

 
Börjesson [8] studied the reduction of GHG emissions obtained from using ethanol instead of 
petrol, including GHG emissions from producing ethanol. Using wheat grain based ethanol 
produced in Sweden results in an 80% GHG emission reduction compared to petrol fuel, 
while ethanol from Brazilian sugarcane gives 85% emission reduction [8]. Börjesson 
concluded that the results are very much dependent on the structure of the individual system. 
Assuming some different scenarios for the type of cultivation land, use of by-products from 
ethanol production, the reduction of using ethanol from current production in Sweden can be 
as low as 55% [8]. This paper focuses on GHG emission savings from road private traffic if 
replacing current petrol use with locally produced straw based ethanol assuming different 
scenarios for future car fleet development and ethanol supply. The CO2 eq. emission factors 
presented in [18], on which the calculations in this paper are based, correspond to 76% total 
CO2 eq. emission savings for pure ethanol compared with pure petrol fuel. 
 
4. Conclusions 

This study shows that the available cereal straw in the studied region is sufficient to meet 
local ethanol demand for 2009. However, it is not sufficient for a scenario where all passenger 
cars are fuelled with E85. If passenger car numbers increase according to the current trend 
until 2020, 3% CO2 eq. emissions reductions can be achieved by using locally produced 
ethanol from cereal straw. CO2 eq. emissions can be reduced by 14% by replacing all petrol 
fuel with fuel containing 10% ethanol (E10 fuel), and by 48% if all passenger cars in the 
studied region use E85 fuel. 
 
This paper analyzes how the regional energy system can contribute to reducing CO2 eq. 
emissions by realizing local small scale bioethanol production and substituting petrol with 
ethanol fuels in road transportation. 
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Abstract: Dynamics of the global renewable energy market are mostly described in terms of investment and 
added capacity. The role and characteristics of cross border trade flows with renewable energy system 
components, however, remains blurred. While national environmental regulation and innovative capacity is 
important for the promotion of renewable energies the effect of regulation and innovative efforts on export 
dynamics remains ambiguous as empirical studies on the pollution haven and the Porter hypothesis reach 
diverging conclusions and rarely focus on the renewable energy sector. This paper closes the gap by: First, 
focusing on solar energy technology components, structure and development of international trade since 1996 is 
analyzed. Second, determinants of OECD exports are identified in an econometric panel study estimating a 
gravity trade model. The results unveil a highly dynamic global market for solar energy technology components 
since 2002, with Europe as dominant market and increasingly strong exports from China. Additionally, the 
analysis supports the Porter hypothesis as countries with a strong framework supporting renewable energies have 
gained a comparative advantage in exporting solar technology goods. Analyzing the importer side shows that 
tariff reduction and FDI inflows have increased imports.  
 
Keywords: Renewable Energies, International Trade, Trade Barriers, Regulation 

1. Introduction 

Diffusion and transfer of climate friendly energy technologies remain decisive topics in 
international climate negotiations as they play an important role in the nexus of economic 
development and a sustainable energy system transformation. Therefore, the development of 
the global renewable energy market is monitored in numerous studies. These studies 
commonly either refer to added capacity or investments into renewable energy projects to 
describe growth, structure and market development [1]. Although international trade has been 
identified as a decisive channel for technological change the role of the manufacturing sector, 
producing necessary components, and the international trade system in this production 
process is mostly neglected. While the interaction between trade flows and environmental 
regulation and the issue of clean technology transfer have become prominent literature 
strands, little effort has been put into accessing drivers and dynamics of global trade with 
specific renewable energy components. Additionally, current negotiation obstacles in WTO 
talks on environmental goods liberalization unveil that the relationship between trade, 
technology transfer and clean energy technologies are relevant.  
 
The objective of this paper is to analyze the structure and identify drivers of clean energy 
technology trade with a specific focus on solar energy technology components. This step is 
necessary before trade effects such as technology diffusion and sustainable development can 
be studied in later research. After outlining the methodology, this paper describes structure 
and development of the international market for solar energy technology components. 
Subsequently, potential drivers of these specific technology exports from OECD countries to 
the world are characterized in a panel study estimating a standard gravity model. Three 
hypotheses are empirically tested: First, as components for solar energy systems are research 
intensive, the innovative capacity in exporting countries affects the export performance with 
respective goods. Second, following the Porter hypothesis, countries with a strong policy 
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framework of supporting renewable energies have gained a comparative world market 
advantage as such a framework is likely to support a national renewable energy industry that 
is a striving for export markets. Third, barriers to trade and an unreliable policy environment 
in receiving countries are obstacles to clean technology trade as additional costs to exporters 
are imposed. 
 
2. Data description and methodology 

Numerous empirical studies adopted the gravity model to explain the relationship between 
international trade flows and environmental regulation with respect to various goods and 
sectors. Introduced by Tinbergen [2] the model became the workhorse of trade relation 
analysis. The popularity can be explained by its successful empirical performance and by 
strong theoretical foundations outlined in the literature [3]. The general formulation of the 
gravity model (1) describes trade flows (F) from exporting country i to destination country j at 
time t as a function of economic masses (M), distances (D) and an error term (η). It 
furthermore takes a gravitational constant (G) into account depending on t he units of 
measurement for Fij t, Mit,jt.  

(1) 
1 2

3ijt

ß ß
it jt

ß
ij ijt

M M
F G

D η
=  

As the aim of the study is to determine the drivers of international trade with solar energy 
technologies, the dependent panel variable is the bilateral export flow (EXPijt) from i to j at 
time t. The i-exporting countries are Australia, Austria, Belgium, Canada, Czech Republic, 
Denmark, Finland, France, Germany, Greece, Ireland, Italy, Japan, Korea, Netherlands, 
Norway, Portugal, Spain, Sweden, Switzerland, the United Kingdom and the United States. 
An analysis of developing country exports such as Chinese exports is excluded due to a lack 
of data on c ontrol variables. Nevertheless, the sample represents approximately 80 % of 
global exports in 2008. T he sample of j-importing countries includes 129 states, including 
OECD countries. The time period analyzed with the balanced panel goes from 2000 to 2007. 
Empirical computation requires the gravity model to be transformed into logs, establishing a 
linear relationship between variables. This also allows interpreting the percentage change in 
the dependent variable due to a change in explanatory variables. Based on t he explanatory 
variables, as explained in the subsequent sections, the exact gravity model applied has the 
following from: 
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2.1.1. Development of solar energy technology component exports 
Solar energy technology components are defined as investment goods and associated products 
needed in solar energy systems. This includes solar thermal and photovoltaic components. 
Reliable cross country data on trade flows with renewable energies are hardly available. 
National industry polls, commonly asking for sales as well as imports and exports, are likely 
to be biased as the number of companies active in the renewable energy market is unclear and 
poll return might be interest driven. Therefore, the representativeness of these polls is limited 
and can only be used as a rough indicator for national branch development. Furthermore, 
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industry polls do not guarantee data comparability. Therefore, international trade data based 
on the Harmonized Commodity Description and Coding Systems (HS 1996) using the 
UNCTAD COMTRADE database serves as the source of the dependent variable.  
 
The classification with respect to environmental goods and energy technologies has been well 
defined by the OECD [4]. Nevertheless, the aspired solar energy technology differentiation 
requires addressing data validity. A product group based on 6 -digit HS 1996 c odes, under 
which solar system components are traded, has been generated (Table 1). The problem is that 
data might be inflated as the products environmental end use cannot be monitored, i.e. goods 
that are used for renewable energy systems and goods that might be used otherwise are traded 
under a common HS code and the renewable energy goods share under one HS code might 
vary between countries. However, the method used constructs the best available proxy for 
cross time cross country analysis as data is available on an international common 
methodology. Furthermore, contrary to industry polls, imports of inputs are likely to be 
captured allowing a more comprehensive picture of the market. Finally, product similarity can 
be assumed making the actual end use irrelevant. 
 
Table 1. Nomenclature of solar energy technologies, HS 1996. 

HS Code Explanation  
Solar Thermal 
841911 Instantaneous gas water heaters. 
841919 Other instantaneous or storage water heaters, non-electric. 
840219(ex) Steam or other vapor generating boilers [Other vapor generating boilers, 

including hybrid boilers]. 
841950(ex) Heat exchange units [Heat-exchange units for solar thermal or geothermal 

applications]. 
900290 Concentrator systems to intensify solar power in solar energy systems, other 

optical elements of any material mounted 
Solar Photovoltaic  
850440(ex) Static converters [Inverters (for converting DC power to AC power)] - change 

solar energy into electricity. 
850720(ex) Other lead-acid accumulators [solar batteries], i.e batteries for energy storage 

in off-grid photovoltaic systems. 
854140(ex) Photosensitive semiconductor devices, including photovoltaic cells whether or 

not assembled in modules or made up into panels; light emitting diodes. 
 
The data show that exports have grown considerably from 1996 to 2008, whereas the largest 
growth occurred since 2002. Figure 1 supports the finding that the production of clean 
technology goods is highly skewed towards high income countries [5]. However, East Asian 
Pacific countries (LDCEAP), mainly China, have gained considerable market share. 
Interestingly, the data also show that the share of solar energy technology components in trade 
with industrial goods has been increasing since 1996. Although still low between 0,5 a nd 
1,5% this indicates a quite dynamic market as the solar component trade growth rate has been 
larger than industrial goods trade growth rates. Another insight is that although the OECD 
countries are major exporters, the group runs an increasing net trade deficit hinting to the 
dominance of only some countries. An analysis of the trade direction between regions 
underlines that main import markets are in high income OECD countries with most of the 
trade occurring between OECD countries. Another important trade direction is from 
developing countries to developed counties. Trade between developing country regions 
remains marginal. Overall, it becomes obvious that the international market for solar energy 
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technology components is dominated by Europe and China as the main exporting players. 
Europe furthermore is the dominating importer with most of the global trade occurring within 
Europe itself. 
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Figure 1. Development of Solar energy technology component exports by country group 1996-2008 

and market structure 2008 (Source: UNCOMTRADE) 
 

The analysis of country specific export flows and market shares underlines the dynamics and 
outlines the dominance of only some counties as well as the increasing importance of 
developing countries. Although, with a high increase in market volume the development of 
market export shares over time indicates a crowding out of some OECD exporters mainly due 
to strong export growth of China.  

 
2.1.2. General parameter of trade analysis 
The gravity model predicts that the bilateral trade volume is positively related to a countries’ 
income (GDPitGDPjt) [6]. A counter force in this respect is population size as countries with a 
larger population (POPit , POPjt) are expected to trade less. The reason is that available 
resources and the domestic market size are expected to be positively correlated with the 
population size. The anticipated sign is thus negative as the market is able to rather produce 
goods itself. Theoretically, with increasing distance (DISTij), trade and transportation cost 
increase, reducing trade volume and causing the expected sign to be negative. Further 
determinants of bilateral trade flows that are empirically justified are included. Sharing an 
official language (LANG) and having a common border (ADJij) is expected to increase 
bilateral trade flows as goods can be transported at lower costs. Data for these variables have 
been retrieved from the World Bank World Development Indicators (2009) and from the 
CEPII’s Gravity Dataset (2010).  

 
2.1.3. The role of environmental regulation 
The empirical literature on the interaction between trade and environmental regulation 
remains ambiguous regarding the support of either the polluter haven or the Porter hypothesis 
[7]. According to the Porter hypothesis, shocks produced by new, stricter regulation creates 
external pressure on the firms which are subsequently fostered to created new products and 
processes that positively affect the dynamic behaviour of that economy and hence its 
international competitiveness. Thus, countries with a stringent environmental regulation may 
become net exporters of clean technology. The lead market literature, which supports the 
Porter hypothesis, indicates that an early introduction of adequate technology support policies 
can create an industry with a co mpetitive world market advantage. A contrary theoretical 
effect of introducing environmental regulation is that specific clean technology demand is 
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generated causing additional imports as, in an open economy, foreign producers may provide 
technology either better or cheaper. 
 
This studies’ focus is on the effects of regulation on specific trade flows rather than on overall 
trade flows. Numerous policy instruments that increase the demand and supply of renewable 
energy technologies have been identified. The IEA report on ‘Renewable energy market and 
policy trends’ provides an overview of policies and time of introduction. Due to the 
heterogeneous character of these policies across countries the database does not facilitate an 
evaluation of regulatory stringency or renewable energy supportiveness in a panel context. 
Therefore, different measures of environmental stringency or renewable energy 
supportiveness, respectively, are used. In their study on export dynamics of energy 
technologies, Constantini and Crespil (2008) point out that an indirect measure of 
environmental stringency, such as CO2 emissions per unit of GDP is adequate to investigate 
the Porter hypothesis as well as the political importance of energy saving strategies [7]. The 
variables EnergIntit and EnvirREGit give the relative environmental strictness in exporting 
countries. The underlying assumption is that countries implementing stricter environmental 
regulation exhibit a positive effect on e xport dynamics of solar energy technology 
components. The measures are based on the following environmental indicators: 

- Level of Energy intensity 1996 – 2008 in tons of oil equivalent per thousand units of 
purchasing power parity GDP extracted from the IEA Energy Balance database; 

- Level of Carbon intensity 1996 – 2008 in kg per thousand units of purchasing power 
parity GDP extracted from the Carbon Dioxide Information Analysis Center database.  
 

Subsequently, following the literature, sample countries have been ranked on these relative 
and dynamic measures (1990 =100) assigning the lowest rank to the worst performer. In the 
given panel structure this ranking method better allows for a comparison of relative 
environmental strictness than a comparison of levels of energy use and emissions. 
 
The introduction of further variables controlling for environmental regulation and thus a 
renewable energy friendly policy environment is neglected. Although statistics suggest that 
the Kyoto Protocol induced more innovation there seems to be no s ignificant effect of the 
Protocol on technology transfer and thus trade.5 In addition, other proxies of environmental 
regulation such as environmental private and public expenditures, environmental tax revenues 
and public environmental protection expenditures are likely to be captured by applied 
controls. The same is true for expected returns on energy investment, which is generally best 
reflected by electricity price trends. But, as total primary energy supply and therefore the 
energy market size of a country, is included in the estimation, incentives to invest in 
renewable energies are respected to some extent.  
 
2.1.4. The role of the innovation system in exporting countries 
In general, innovation is assumed to be a product of knowledge generating inputs [8]. As this 
study focuses on highly innovative technology goods, two variables controlling for the role of 
the innovation system in exporting countries are included.  
 
First, a variable measuring a countries public technology specific research and development 
spending (RDBsolarit) is introduced. In theory, research and development increases exports as 
new technology might be developed which, in an open economy, is available to the world 
market as well. The variable enters the analysis lagged by one period assuming that the 
process of technology development takes some time until a new product is ready for market 
entry. Data is obtained from the IEA (2010) Energy Technology Research, Development and 
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Demonstration database. The data show that combined OECD public spending on s olar 
energy has been constant since 1990 and is decreasing since 2006. Yet, there is substantial 
country level variation leaving the actual effect on export performance unclear.  
 
Second, productivity of new knowledge is assumed to depend on the existing stock of ideas 
[8]. The patent stock of a country is the best proxy for knowledge stock in this respect. 
Therefore, patent counts for renewable energy have been extracted from the OECD (2010) 
Science, Technology and R&D Statistics database. Aiming at comparability and an unbiased 
estimation, only patent applications by inventor country issued under the international patent 
cooperation treaty have been included (Figure 2). 

 

 
Figure 2: Renewable Energy Patent applications by country of origin 1990 – 2007 

 
Based on the patent counts the countries’ patent stock has been calculated with depreciation 
rate α of 15% as is commonly done in the literature8: 
 
(3) 

 
Naturally, the stock of knowledge with respect to renewable energies differs substantially 
between countries. Therefore, the assumption to be tested empirically is that countries with a 
higher renewable energy knowledge stock export more to the world market.  
 
2.1.5. The role of barriers to trade and regulation in importing countries  
A general assumption is that tariff and non-tariff barriers inhibit trade while a positive general 
policy environment as well as environmental friendly regulation in importing states supports 
cross border flows of the specific high technology goods which are the focus of this study. 
Hence, import tariffs (Import_Tariffjit) applied to the compounded product group of solar 
goods are introduced as an explanatory variable. Data on the effectively ad valorem tariff 
applied by the importing country j to solar technology component exports from i in percent of 
the import value is obtained from the UNCTAD TRAINS database. The indicator serves as 
control for the potential impact of a liberalization of environmental goods as discussed in the 
WTO Doha negotiations and denounces the reduction of additional trade cost over time. The 
expected coefficient sign is negative as bilateral trade flows are high with lower tariffs as 
exporters face reduced trade costs. The development of tariffs over time seems to support the 
theoretical underpinning. While solar energy technology component exports of OECD 
countries increased significantly, the mean tariff applied by the samples importing counties 
decreased substantially from 10% in 1996 to 5% in 2008. 
 
Environmental regulation and renewable supportiveness in receiving countries potentially 
plays a role as demand for clean technologies can be satisfied through the world market. 
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Hence, the environmental stringency variable EnergREGjt is introduced as control for such 
regulation using the same method as for exporting countries described above. The study also 
includes the World Bank’s rule of law indicator (ROLj) as a p roxy for the quality of 
institutions and the capacity to respect legal rules which might be relevant for exporters. 
 
As currently the solar energy market development is often described in terms of investments, 
controlling for such investments to explain technology component export flows is necessary. 
Adequate solar technology specific investment data on a cross time cross country level is not 
yet available. Therefore, the best proxy in this respect is net foreign direct investment inflow 
in importing countries (FDIjt). Trade flows are tightly linked to foreign direct investments 
flows [9]. Following the literature on t rade flows and foreign direct investments the 
coefficient should be positive as a higher attractiveness of a county for FDI also exhibits a 
higher attractiveness for exports. 
 
3. Results 

The gravity model as stated in equation (2) has been estimated using random and fixed effects 
in order to control for country heterogeneity with robust standard errors clustered on country 
level. However, the significance of the Hausman test clearly indicates that exporting country 
individual effect (α) and the repressors are correlated. Thus, only the consistent fixed effect 
estimation coefficients on the repressors are reported in Table 2. Adequate tests for the 
robustness of the results have been conducted. 
 
Table 2. Gravity model and the role of environmental regulation, innovation and trade parameters 

 (1) (2) (3) (4) (5) (6) (7) (8) 
ln GDPijt 1,57*** 1,58*** 1,18*** 1,59*** 1,55*** 1,55*** 1,65*** 1,53*** 
ln  POPit -6,81* -7,19* -6,49* -6,89* -8,31* -6,81 -5,02 -11,63** 
ln POPjt -0,42*** -0,44*** -0,06 -0,45*** -0,43*** -0,43*** -0,46*** -0,41*** 
ln DISTij -1,01*** -0,98*** -0,99*** -1,00*** -1,01*** -1,00*** -0,99*** -0,93*** 
ADJij 0,01 0,06 -0,05 -0,01 0,15 0,16 -0,22 0,038 
LANGij 1,15*** 1,19*** 1,01*** 1,13*** 1,11*** 1,10*** 1,19*** 1,06*** 
Import Tariffijt -0,01***        
ln FDIjt  0,17***       
RoLjt   0,02***      
ln EnvirREGjt    0,11*     
ln EnergIntit     0,24*    
ln EnvirREGit      0,15*   
ln RDBsolarit-1       0,03*  
ln PatStockit        0,03 
Time dummies yes yes yes yes yes yes yes yes 
N 22382 21630 22550 22550 21793 19475 21263 36092 
R² 0,68 0,69 0,70 0,68 0,67 0,67 0,70 0,64 
note: significance level *** p<0.01, ** p<0.05, * p<0.1 

 
The results show that standard control coefficients of trade flow analysis such as income, 
population and distance have the expected impact. Thus, this set of controls is taken as basis 
for the analysis of the remaining control variables. These specific control variables also 
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behave as expected. A one unit increase in tariffs decreases imports by 0.01 units. Thus, 
Higher tariffs significantly decrease import flows while the relationship between investment 
inflows and the institutional quality in receiving countries is positive. The impact of 
environmental regulation in importing countries on trade flows is weak but positive. The role 
of the innovation system in exporting countries remains ambiguous. On the one hand public 
spending in solar energy technology has a positive significant impact on export flows. On the 
other hand the renewable energy patent stock has no s ignificant impact. The results of the 
study support the Porter Hypothesis as countries with a more stringent environmental 
regulation and a better energy intensive score export more solar energy technology 
components to the world market and thus seem to have gained a competitive advantage.  
 
4. Discussion and Conclusion 

This study applies an empirical gravity model to identify the main drivers of trade with solar 
energy technology components. Finding evidence for the Porter hypothesis and the 
importance of the innovations system the results are in line with findings of related work on 
environmental regulation and trade as well as with the OECD`s strategy on environmental 
regulation, innovation and green growth. Yet, besides the issues related to a potential dual use 
of products under one HS-code the effects might be biased by the use of rather broad control 
variable specifications such as general renewable energy patents instead of solar specific 
patents to construct the knowledge stock. Nevertheless, the results are interesting from a 
global climate negotiation perspective as it is  shown that the regulatory context in receiving 
countries is decisive for clean technology imports and thus potential technology transfer. 
 
Consequently, the remaining research agenda should focus on t echnology transfer in trade 
with these clean energy technologies as well as the study of potential trade effects. Within this 
context the construction of regulation measures capturing renewable energy supportiveness of 
a country more directly should be developed.  
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Abstract: Solar thermal systems are an ecological way of providing domestic hot water. They are experiencing a 
rapid growth since the beginning of the last decade. This study characterizes the environmental performances of 
such installations with a life-cycle approach. The methodology is based on the application of the international 
standards of Life Cycle Assessment. Two types of systems are presented. Firstly a temperate-climate system, 
with solar thermal collectors and a backup energy as heat sources. Secondly, a tropical system, with 
thermosiphonic solar thermal system and no backup energy. For temperate-climate systems, two alternatives are 
presented: the first one with gas backup energy, and the second one with electric backup energy. These two 
scenarios are compared to two conventional scenarios providing the same service, but without solar thermal 
systems. Life cycle inventories are based on manufacturer data combined with additional calculations and 
assumptions. The fabrication of the components for temperate-climate systems has a minor influence on overall 
impacts. The environmental impacts are mostly explained by the additional energy consumed and therefore 
depend on the type of energy backup that is used. The study shows that the energy pay-back time of solar 
systems is lower than 2 years considering gas or electric energy when compared to 100% gas or electric systems. 
 
Keywords: Environmental impact, LCA, Solar thermal systems 

1. Introduction 

Solar thermal systems have encountered a high interest over the last ten years in many 
locations worldwide [1,2]. Indeed, it is a robust, efficient and simple technology to implement 
for individual households: solar thermal relies on well known process and materials. Its 
capacity in reducing energy load for domestic hot water (DHW) is significant in locations 
with high irradiation level. 
 
Some studies have been carried out on thermosiphon solar water heaters in different countries 
[3-6] but none was focused on solar thermal systems with auxiliary energy source.  This study 
is focused on this second type of installation since they often are preferred for Northern-
European countries (collector and storage with integrated backup). 
 
The main purpose of the work is to characterize the environmental impacts of solar domestic 
hot water systems, or solar water heaters (SWH), integrating auxiliary heating (electric or gas 
heaters). Furthermore, this study also aims at identifying the most discriminating parameters 
to support implementation solutions. These systems’ performances are analyzed as case-
studies both for temperate climates (typically in France) and for tropical climates (typically in 
the Caribbean). 
 
Life Cycle Assessment (LCA) methodology is used for this environmental evaluation.  
Among several LCA impact indicators, this study focuses on primary energy consumption, 
global warming potential, effect on ecosystem quality and human health issues. Greenhouse 
gas emissions (expressed in CO2 equivalent) and non-renewable energy consumption are 
considered here as key LCA outputs. 
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Environmental performances of the different SWH with gas-backup, electrical-backup or no 
backup (for tropical zone’s systems) are compared with standard hot water systems without 
any solar contribution. 
 
2. Methodology 

This Life Cycle Assessment (LCA) study was performed in compliance with the ISO 
standards 14040 and 14044 [7,8]. 
 
2.1. Scope of the study 
This study has been carried out on individual solar thermal 
systems applied in the case of temperate and tropical climates. 
For temperate locations, four systems have been studied, 
namely two traditional systems without solar systems 
considering only electricity or gas heater, and two systems 
with solar system and integrated backup energy (electricity 
backup see Fig. 1 or gas backup). Due to the irregular solar 
irradiation all over the year, this kind of solar thermal system 
requires a backup system to reach the target temperature.  
For tropical climates, one thermosiphonic solar system 
(without backup energy) has been analyzed (Fig. 2). 
 
To study both temperate and tropical systems, two 
climatologically average located places have been determined, 
namely Lyon (continental France) for temperate climate and 
Le Lamentin (Martinique, overseas France) for tropical 
climate. 
 
The solar systems configuration and backup energy uses are 
different according to the climatic conditions. Therefore, two 
different Functional Units have been defined: 
 
The temperate climate Functional Unit: Production of DHW for a four-person household, 
(assessed to be 140 litres of 60°C) in temperate climate and 20 years of life expectancy. 
 
The tropical climate Functional Unit: Production of DHW for a four-person household, 
(assessed to be 200 litres of 50°C) in tropical climate and 20 years of life expectancy. 
 
Given that tropical-type SWH does not include backup energy, the target temperature (50°C) 
is an indicator required to calculate solar energy but it does not represent the real outlet water 
temperature. 
 
Corresponding irradiation levels and electricity mixes have been considered. 
 
2.2.  Inventory 
2.2.1. Inventory building strategy and sources 
Many hypotheses are necessary to evaluate the life cycle environmental impacts of DHW 
production. These hypothesis have been defined with the expertise of the consulting and 

Fig. 1. Sketch-plan of 
temperate-type solar water 
heaters (electric backup) 

Fig. 2. Sketch-plan of 
tropical-type solar water 
heaters 
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engineering partner1 as well as technical data collected from public industrial actors. Thus, the 
different systems’ component has been determined and sized. On the second hand, inventories 
for the electricity mix have been determined for the temperate-climate system. 
 
For this study, the ecoinvent 2.0 LCI database [9] was used. Ecoinvent 2.0 contains 
international industrial life cycle inventory data on a various range of activities (energy 
supply, resource extraction, transport services,…). However, most of the SWH components 
are not defined exactly in the existing database. Thus, it has been necessary to modify or 
create new processes. When components’ inventories were available in the database they were 
assessed in order to determine the validity of this inventory regarding the components’ origin 
and main characteristics (materials used, manufacturing process and weight). When 
necessary, some inventories were modified by applying a weight or size ratio. Some 
inventories have also been completed by specific technical data collected within this project. 
When no inventory was available for a component, a new inventory has been built by the 
project team to estimate the required data. 
 
As for the construction of the inventory, the composition of each component comes from 
different sources, which are described in Table 1. 
 
Table 1. Data collection for infrastructures in scenarios 

Component Sources 

Solar panel Ecoinvent modified (to match with the surface defined for the scenarios) 

Water Pump Ecoinvent modified (estimates, from the mass of material) 

Expansion Vessel Ecoinvent (slightly oversized compared to usual design, but minor impact) 

Hot water tank Ecoinvent modified (from a 2000 l tank) 

Solar regulation Rough estimate (from the mass of the material, mostly electronics) 

Mounting support Datasheets from manufacturers, completed by estimates when necessary 

Plumbing Experience and estimates from the consulting and engineering partner 

Electrical backup Ecoinvent (slightly oversized, but minor impact) 

Gas backup Ecoinvent modified (to exclude the impacts related to domestic heating) 

 
2.2.2. System boundaries 
The system boundaries are 
described in Fig. 3. They include the 
solar panels manufacturing (panels, 
mounting systems), water tanks, 
internal heat exchanger, pipes, 
hydraulic components (pumps, 
valves, expansion vessel), 
regulation, cabling and solar fluid. 
In addition, they also include the use 
phase (backup energy consumption 
for temperate-climate SWH) and the 
recycling of components. 
 

                                                           
1  Transénergie, http://www.transenergie.eu 

 Fig. 3.  Scheme of system boundaries 
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2.2.3. Scenarios 
Table 2 describes the four scenarios (scenarios 1-4) built for this study used for temperate 
climate systems. Scenario 5, standing as a reference for other scenarios results, comes from 
the ecoinvent 2.0 database. 
 
Table 2. Scenarios for temperate climates 

  Temperate climate Scenarios  

 Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

System Solar Thermal + 
Gas 

Solar Thermal 
+ Electricity 

Gas heater 
Electric 
heater 

Solar Thermal + 
Gas  

Solar Panels Flat plate collectors2  Flat plate collectors3 

Water tank 300 litres    
vertical tank 

300 litres    
vertical tank 

  
400 litres vertical 

tank 

Backup 
system 

Individual gas 
heater and heat 

exchanger4  

Electric 
resistance5  

Individual 
gas heater 

Electric 
heater  
tank  

Individual gas 
heater and heat 

exchanger5  

Other 
components 

Mounting system, pipes, 
regulation and solar station 

Pipes 
Mounting system, 
pipes, regulation 
and solar station 

Overall lifetime 
energy  consumption                              205 000 MJ ~330 000 MJ 

Solar coverage 50% None 58,4% 

Life expectancy 20 years 25 years 

 
 
Table 3 describes the scenario built 
for this study for tropical SWH 
which is based on a thermosiphonic 
solar system. Flat plate collectors 
inventory is an average of the three 
main products that exists on the 
Caribbean market. 
 

 
Table 3. Scenarios for tropical climate systems 

Tropical climate Scenarios 

System Thermosiphon 

Solar Panels Flat plate collectors5 

Solar tank 200 l horizontal tank 

Other components Mounting system, pipes 

Overall lifetime energy 
consumption 147 000 MJ 

Life expectancy 20 years 
 

2.3. Payback time indicator 
Energy Payback Time (EBPT) has been calculated with the following definition: 
 

production
p

backup
p

nfabricatio
p

avoidedE
EE

EPBT
+

=   (1) 

 

                                                           
2  Collector Area = 4,4 m² with solar panel coefficients : B=0,75 ; K=4,5 W/(m².K) 
3  Collector Area = 4 m² with unknown solar panel coefficients  
4  Integrated in the upper part of the tank 
5  Collector Area = 2 m² with solar panel coefficients : B=0,75 ; K=4,5 W/(m².K) 
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nfabricatio
pE : Non-renewable primary energy used for the fabrication of the installation. 
backup
pE

: Non-renewable primary energy used for the backup system.
 

 
production
pavoidedE : Non-renewable primary energy avoided (thanks to the backup energy used, 

in case of electric backup,  specific electricity mix of the country avoided where the SWH is 
installed.  
In the case of electric backup or the comparison with the full electric system, this method of 
calculating EPBT gives results only valid for the country where the solar panels are installed. 
 
3. Results and analysis 

Results have been calculated according to the impact 2002+ (v2.04) [10] method available in 
SimaPro 7.1 PhD and the database ecoinvent 2.0. 
 
3.1. Temperate climate-type systems 
3.1.1. Overall environmental impacts 
Scenarios are compared among all impact 
categories in figure 4. Figures 5 and 6 
present the results for the most significant 
impact categories with the details of their 
origin. 
 
It strikes that the necessary water 
auxiliary heating has a strong influence 
on the overall impact indicators. In the 
case of a SWH with electric backup 
(scenario 2), CO2 equivalent emissions 
are significantly cut down compared to a 
SWH with gas backup (scenario 1).  
However, considering the other three impact categories, SWH with gas backup appears as the 
best impact reduction potential option compared to “traditional systems” (scenarios 3 and 4: 
respectively gas only or electricity only) as well as SWH with electric backup. 
 
It is important here to point out that the electricity mix chosen here  influences thoroughly the 
environmental performances of the ST installation, as well as the comparison with the 
electricity only scenario. Indeed, according to ecoinvent 2.0, the French electricity mix has 
particularly low carbon content: 103g/kWh. Thus, the energy backup’s choice is critical 
according to the environmental impact reduction targeted. 
 
3.1.2. Distribution of environmental impacts 
The graphs below presents the climate change and non-renewable primary energy impacts. 
They show the distribution of the impacts of each scenario for the different main life cycle 
components. 
 
In each of the five scenarios, transports (of materials to the manufacturing plant, as well as of 
the products to the installation location) play a minor role in non-renewable primary energy 
consumption. The electricity consumed for the operation of the SWH accounts for a smaller 
amount of non-renewable primary energy too. Backup energy consumptions stand by far 

Fig. 4.  Comparison of the temperate-climate-
type scenarios on the complete lifetime 
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(>80-90%) for the most important part of for the climate change and non-renewable primary 
energy consumption impacts. Components of the solar thermal systems (solar thermal panels, 
pumps, solar tank and regulation system) finally make up for a lesser part of overall impacts, 
and once produced, consume very little electricity in the operating phase while providing 50% 
of DHW energetic demand. 
 
In the case of electric backup, CO2 equivalent emissions are low because the electricity mix 
chosen is mainly based on nuclear energy (France) and has particularly low CO2 emissions. 
On the other hand, the French electricity mix has an important primary energy use (13.6 MJ 
of primary energy per kWh, according to ecoinvent 2.0), which is why, in this precise 
configuration (scenario 2), electric backup stands for 91% of non-renewable primary energy 
(see Fig. 5). 

Fig. 5. Distribution of environmental impacts on climate change and non-renewable primary 
resources for the first four scenarios for temperate-climate-type SWH 
 
Figure 6 shows the impacts of the fabrication of the solar thermal systems’ components for 
the three scenarios with SWH. The results for those three scenarios show the same trend: solar 
thermal panels and the hot water tank are the major contributor to the environmental impacts 
of the two analyzed impact categories. Going further into details, it shows that the use of a 
large amount of steel stands for the most important part of the impacts of the hot water tank. 
As for solar thermal panels, it is aluminum (mainly for the frame) that causes most of the 

impacts. The major differences between the two SWH scenarios come from the fitting 
between the hot water tank and the boiler for the gas backup (fitting that is not necessary in 
the case of electric backup, which is integrated in the hot water tank). 
 Fig. 6.  Detailed environmental impact potential of temperate-climate solar thermal system on climate 
change and non-renewable primary resources 
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3.1.3. Comparison with ecoinvent 2.0 
Scenario 5 (the ecoinvent scenario) shows significant different results compared to the first 
two scenarios. This is due to the water tank used which is 1/3 larger in scenario 5 (400 l 
instead of 300 l). Besides, the transports hypotheses are much less favorable in scenario 5 
compared to the first two. On the other hand, the supposed solar coverage ratio (SCR) is 
noticeably higher in the ecoinvent scenario while the solar thermal panels surface is lower: 
respectively 58.5% instead of 50% for the SCR, and 4 m² instead of 4.4 m². A further 
examination indicates that the main differences of results between the two sets of scenarios 
comes from hypotheses and choice of study parameters (lifetime, SCR, annual energy 
demand), and therefore shows the coherence between scenarios 1 (gas backup) and 2 
(electrical backup) and the ecoinvent scenario (scenario 5). 
 
3.1.4. Energy payback time 
Energy payback time (cf. its definition in paragraph 1.3) has been studied in order to compare 
the energy required for the fabrication of SWH, to the energy avoided thanks to these systems 
while providing the same service (cf. functional unit). For the sake of clarity, only SWH with 
gas backup (scenario 1) has been compared to “traditional systems” (scenarios 3 and 4). 
Energy payback time is 1.5 years when comparing SWH with gas backup to gas only 
(scenario 1 to scenario 3), and less than 1 year when comparing SWH with gas backup to 
electricity only (scenario 4). 
 
3.2. Tropical-type scenario 
3.2.1. Environmental impacts and distribution 
As detailed in Table 2, the solar thermal systems studied here as the tropical-type scenario 
shows specific differences with the systems used in temperate-climate conditions. 
Considering that the impact of gas or electricity consumption makes up the major part of 
overall impacts in the previous scenarios, the impacts of this scenario are significantly 
different from the previous in terms of distribution. 
 
Fig. 7 shows the distribution of the impacts for 
each category. The water tank strikes as the 
major contributor to the impacts of the SWH, 
between 31% and 60% of each impact. 
The other significant contributions are made by 
the solar thermal panels (about 20% of the 
impacts), the pipes (mostly because of the copper 
used), 23% and 31% respectively for human 
health and quality of ecosystems. The support 
structure accounts for 7% to 11% according to 
the impact category. 
 
3.2.2. Energy Payback Time 
Payback time of tropical SWH (with no auxiliary energy) ranges between 5 and 6 months. 
 
4. Conclusions, recommendations and perspectives 

This study clearly shows that solar thermal systems are a very interesting solution to reduce 
the environmental impacts of domestic hot water production. 
The impact assessment results for temperate climate systems highlight the backup energy as 
the major factor on environmental impacts. However, this study does not end with a clear-cut 

Fig. 7. Distribution of environmental 
impacts of the tropical-type SWH for 
each category of impact 
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environmental hierarchy among the different SWH systems: electricity or gas as a backup 
energy. This is mainly due to characteristics of the French electricity mix that has a low CO2 
content but an important primary energy ratio. 
For all SWH, regardless of backup energy, solar panels, water tank and pipes emerge as the 
key environmental components. 
 
Therefore, considering those results, technical improvement related to the main impacting 
components can be realized to lower the environmental impacts of the solar thermal part of 
SWH. 
 
This project has been followed by a LCA on larger solar thermal installations to determine 
their related environmental impacts and compare with domestic solar systems6. 
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Abstract: This study presents the record and analysis of solar radiometry and selected meteorological parameters for 
Durban, South Africa over a full one-year period from January to December 2007. The results comprise of the key 
components essential in an assessment of the solar energy resource including global horizontal irradiance, global 
irradiance on a north-pointing tilted plane at 30° latitude angle, direct normal irradiance and diffuse horizontal 
irradiance. In addition, the ambient air temperature, humidity and rainfall records are presented and discussed. 
Selected solar radiometry variables obtained from the STARlab study were compared with data available from 
various sources including the HelioClim dataset, the NASA SSE database and the literature. The ongoing aim of this 
study is to build a reliable record of the solar resource for planning, engineering design and effective operation of 
solar energy systems and applications. 
 
Keywords: Solar energy potential, Radiometry data, Meteorological data, Renewable energy 

1. Introduction 

The development and deployment of sustainable energy technologies across the globe continues 
at a growing pace, and of the various options available, solar energy remains among the most 
promising. As a developing nation, South Africa possesses an abundant solar resource, yet the 
country has traditionally been a carbon-intensive economy. For example, coal provided 70% of 
its primary energy in 2004, and 90% of the country’s electricity [1]. In 2003, a government White 
Paper on Renewable Energy (WPRE) addressed future energy needs by committing the nation to 
achieving 4% of its anticipated power requirements from renewable sources by 2013 [2]. This 
target includes the deployment of end-use technologies such as solar powered water heaters, 
which South African power utility Eskom estimates could contribute 23% of the target. Eskom 
has since rolled out a large-scale solar water heating program, offering an incentive to consumers 
to replace existing electric geysers with the solar alternative [3]. In all these cases, however, an 
accurate and reliable understanding of the solar resource at the chosen geographic location is 
essential. Obtaining high-quality irradiation measurements poses a challenge due to the high cost 
of setting up and maintaining ground-based solar monitoring stations. As a consequence, only a 
limited number of solar resource assessment studies have been carried out in South Africa in 
recent years, which either possess inadequate resolution for use in coastal areas, or which have 
focused on sparsely populated desert regions in the Northern Cape province where concentrating 
solar power potential is greatest [3-5]. Densely populated urban areas on the east coast have 
largely been overlooked, yet this is where demand-side reduction programs could contribute 
greatly to lessening the country’s reliance on grid electricity. 
 
Durban is the largest city on the east coast of South Africa and in the province of KwaZulu-Natal 
(KZN). Despite high population density, growth and energy consumption few comprehensive 
studies have been done to characterize Durban’s solar resource [6,7]. Lefevre et al. [8] compared 
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satellite-derived data with ground-based irradiance data using 35 ground stations in Africa but 
only Pretoria and Cape Town are included.  
 
This study is part of a broader radiometric research program at Mangosuthu University of 
Technology, Durban, South Africa. Data were measured at a ground station located 3 km inland 
of the Indian Ocean coastline and is considered to be representative of the South Africa east coast 
region. This paper presents the record and analysis of the solar resource along with 
meteorological parameters for the period of January to December, 2007. In addition, the ambient 
air temperature, humidity, wind and rainfall records are presented and discussed. Selected solar 
radiometry variables obtained from the study are compared with the Meteosat-derived HelioClim 
dataset, NASA’s SSE resource, as well as the literature. The ongoing aim of this study is to build 
a reliable record of the solar resource for planning, engineering design and effective operation of 
solar energy systems and applications. The database is also intended to support research in 
radiometric modeling. We anticipate expanding the database to geographic areas beyond Durban 
to cover more of the South African eastern coastal region. These efforts are intended to support 
the deployment of renewable energy resources and reduce the burden on the South African 
electrical grid. 
 
2. Methodology 

The data were recorded at the Solar Thermal Applications Research Laboratory (STARlab) 
which is an outdoor solar energy research centre in Durban, South Africa (29°58’N; 30°55’E). 
The station is at 105.5 m above sea level. STARlab is equipped with instrumentation for solar 
and meteorological monitoring, including thermopile radiometers and a weather station. The 
serial numbers, mounting and parameters of the radiometry instrumentation are listed in Table 1. 
The STARlab control room houses solar radiometry and meteorology data logging 
instrumentation. This includes two Agilent Technologies 34970A data acquisition units (one as 
back-up) with 34901A 20-channel multiplex modules connected to a desktop computer. 
Monitoring equipment is connected via an uninterruptible power supply unit. Data logging is 
controlled by custom-developed LabVIEW application that records point values at 30 sec 
intervals, with each set of values written to a spreadsheet file that is date- and time-stamped with 
day, month, year as well as local clock time and a corresponding solar time. In this study the PSA 
Algorithm was used for locating the solar vector [9] and generating key information such as 
declination, azimuth, zenith and hour angles. The radiometry data are recorded in terms of solar 
time, with solar noon occurring when the zenith angle is at a minimum. To obtain irradiation 
values, the irradiances are integrated over time. Weather variables such as temperature, wind 
speed and direction, rainfall, humidity and atmospheric pressure are recorded at 30 minute 
intervals for each 24-hour daily period. STARlab instrumentation is subject to a daily 
maintenance routine. For the period of this study less than 4% of data were missing due to 
unavoidable equipment malfunctions. A simple linear interpolation technique, similar to that 
reported in [6,10] was employed to replace missing information. A flowchart of the solar data 
monitoring system used in this study is given in Fig. 1.  
 
The results of this study comprise key components essential to an assessment of the solar energy 
resource including global horizontal irradiance (Gt) global irradiance on a north-pointing tilted 
plane at 30° latitude angle (GtS), direct normal irradiance (GDN) and diffuse horizontal irradiance 
(Gd). 
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Table 1. Specification of STARlab radiometric instrumentation  
 
Instrument Serial 

number 
Mounting Parameter 

Eppley PSP # 34332F3 Horizontal plane, unshaded Total global irradiance (Gt) 
in the wavelength 
range 285 nm to 2800 nm  

Eppley PSP 
 

#33583F3 Inclined at 30° slope to the 
horizontal, aligned true north, 
unshaded 

Total global irradiance 
in the wavelength 
range at a 30° tilt angle (GtS) 

Eppley NIP #31955E6 Mounted on a ST-1 motorised 
solar tracker 

Direct normal irradiance 
in the visible wavelength 
range (GDN) 

Eppley 
TUVR 

#34623 Horizontal plane Ultra violet irradiance in the range 
295 nm to 385 nm  

 

 
Fig. 1. Flow chart of the method applied in generating the STARlab solar resource database  
 
In addition, the air ambient temperature, humidity, wind and rainfall records are discussed. 
Selected solar radiometry variables obtained from the STARlab ground-based records are 
compared with corresponding data available from HelioClim [11], NASA SSE [12] and sources 
in the literature. Data derived from Meteosat satellites have been used for comparison in a 
number of studies [8,13] and are currently in use by South African practitioners. 
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3. Results and Discussion  

3.1.  Radiometric analysis 
Records of global horizontal irradiance Gt (W/m2), global irradiance on a north-pointing tilted 
plane at 30º GtS (W/m2) and direct normal irradiance GDN (W/m2) were acquired from STARlab 
radiometers between January and December of 2007. The diffuse solar irradiance Gd (W/m2) is 
calculated using the closure equation [14]. 
 

𝐺𝑑 =  𝐺𝑡 −   𝐺𝐷𝑁 cos 𝜃𝑧     (1) 

 
where 𝜃𝑧 is the solar zenith angle. Daily cumulative irradiance values for Gt, GDN, GtS, and Gd 
are obtained by numerical summation of point values, to give Ht, HDN, HtS, and Hd, each 
representing a measure of energy per square meter (J/m2). Daily values are averaged for each 
calendar month in the study to yield monthly average daily irradiation per square meter. Monthly 
average daily irradiation is often quoted as an indicator of energy availability for renewable 
energy activities. As a southern hemisphere country, South Africa’s daily global horizontal 
irradiation trends higher between November and March. The winter period between April and 
October is characterized by clearer skies, but lower solar radiation intensity. The selected Durban 
results obtained from STARlab are compared with HelioClim-3 database values and NASA SSE 
datasets using the mean bias error (MBE) and root mean square (RMSE) approach to quantify 
difference .The MBE and RMSE are defined as follows: 
 

𝑀𝐵𝐸 = [∑(𝐻𝑠𝑎𝑡 − 𝐻𝑚𝑒𝑎𝑠)] 𝑛⁄    (2) 
 

𝑅𝑀𝑆𝐸 = {[∑(𝐻𝑠𝑎𝑡 − 𝐻𝑚𝑒𝑎𝑠)2] 𝑛⁄ }1 2�   (3) 
 

where 𝐻𝑠𝑎𝑡 is the predicted monthly average daily irradiation value for Durban from either 
HelioClim dataset or the SSE, 𝐻𝑚𝑒𝑎𝑠 is the measured monthly value from STARlab and 𝑛 is the 
number of calendar months. The MBE and RMSE percentage values are calculated using the 
measured annual averages for each irradiation component for Durban. It should be noted that 
MBE and RMSE represent differences between the measured and modeled values, and not 
fundamental measurement uncertainty of the instrumentation.   
 
The results show a typical trend for the southern hemisphere. For the eastern coastal region 
around Durban, two broad seasons can be identified: summer from November through March and 
winter from April through October. The monthly average of the daily global irradiation on the 
horizontal surface for summer and winter periods recorded at STARlab for 2007 were 5.62 
kWh/m2 and 3.6 kWh/m2 respectively with the annual average value of 4.45 kWh/m2. The 
highest value of 6.39 kWh/m2 was recorded in January while the lowest value of 2.81 kWh/m2 
was measured in June. Similarly, the monthly average daily direct normal irradiation for summer 
and winter periods were measured as 5.25 kWh/m2 and 4.94 kWh/m2 respectively, with the 
maximum value of 5.90 kWh/m2 recorded in February. The values of irradiation measured on the 
30° incline are higher than those on the horizontal from March through October. Between 
November and February, the values on the horizontal exceed those on the incline. For example, 
the monthly average daily of the global irradiation on the 30° incline for May, June and July was 
5.48, 4.30 and 4.89 kWh/m2, with an annual average of 5.04 kWh/m2. The corresponding values 
on the horizontal were 3.64, 2.81 and 3.17 kWh/m2 respectively. The annual averages of daily 
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global irradiation components recorded at STARlab are found to be in reasonably close 
agreement with values obtained from HelioClim-3 and the NASA SSE datasets. The MBE and 
RMSE statistics are given in Table 2 and Table 3. 
 
Table 2. Mean bias error and root mean square error for recorded data versus HelioClim data (Durban, 
2007) 
Solar radiation 
component 

MBE 
kWh/m2 

MBE 
% 

RMSE 
kWh/m2 

RMSE 
% 

Ht  0.6  13.4 0.7 15.1 
HDN -0.4   -9.1 0.6 15.6 
Hd  0.2    9.0 0.3 17.1 
 
Table 3. Mean bias error and root mean square error for recorded data versus NASA SSE data (Durban, 
2007) 
Solar radiation 
component 

MBE 
kWh/m2 

MBE 
% 

RMSE 
kWh/m2 

RMSE 
% 

Ht  0.3   5.6 0.6 12.5 
HtS  0.1  2.4 0.5 10.1 
 
Solar energy availability is often characterized by the diffuse fraction which provides a useful 
statistical distribution of the global irradiation at a location [6,14]. The diffuse fraction is 
particularly helpful in evaluating performance of systems such as flat-plate collectors. The 
monthly average diffuse fraction Kd  is the ratio of monthly average daily  diffuse irradiation on a 
horizontal surface (Hd) to the monthly average daily global total irradiation on a horizontal 
surface (Ht), as given in equation (4) [14], where Hd and Ht are measured in (kJ/m2). 
 

Kd = 
t

d

H
H

        (4) 

 
The ratio of monthly average daily diffuse to global irradiation is presented in Fig. 2. This shows 
the expected seasonal trend for the Durban coastal region, with the diffuse fraction decreasing 
over the dry winter season, then increasing towards the humid summer season.  
 

 
Fig. 2. Monthly average daily diffuse fraction values at STARlab 
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The measured annual average diffuse fraction for Durban in 2007 was 0.38. The annual 
cumulative values of solar energy measured in the year under consideration were 5881.85 MJ/m2 

for total global irradiance on a horizontal surface and 6592.09 MJ/m2 for total global irradiance 
on a northward pointing 30° incline. The latter represents a 13% increase in energy availability, 
confirming the value of tilting flat-plate collectors in Durban at an angle equal to the latitude. For 
this assessment of solar resource potential it is useful to do a comparison with other areas around 
the world. Table 4 includes measured cumulative total global irradiation in the horizontal plane 
for 10 global cities, against which the Durban results are compared. It should be noted that not all 
values in Table 4 for other locations were obtained in 2007. The comparison is nevertheless 
indicative of Durban’s relative solar potential. Arizona’s desert is often considered as a 
benchmark when evaluating a location’s solar resource and offers some of the highest solar 
potential in the world. Although this location has a significantly higher resource compared with 
Durban, the South African city exhibits similar solar energy potential to Sanary in France, 
Singapore and Miami (USA). Results suggest that Durban’s solar potential is considerably higher 
than those of Seattle and Coeur d’Alene (USA), as well as Melbourne, Australia. 
 
Table 4. Comparison of Durban measured annual total global irradiation in the horizontal plane with 
selected other locations  

Location Latitude 
 

Reference Year Annual 
totals 

[MJ/m2] 

Relative 
solar 

resource  
Durban, South Africa 29º58’S 

 
STARlab 

data 
2007 5881.9 100% 

Coeur d’Alene, Idaho 47º72’N [15] 1982-86 4485.6 76% 
Eugene, Oregon 44º05’N [15] 1975-97 4791.6 81% 
Hermiston, Oregon 45º82’N [15] 1979-97 5396.4 92% 
Ely, Nevada 39º15’N [16] 1961-90 6462.0 110% 
Phoenix, Arizona 33º32’N [16] 1961-90 7545.6 128% 
Seattle, Washington 47º68’N [16] 1961-90 4392.0 75% 
Miami, Florida 25º34’N [17] 2007 6242.0 104% 
Sanary,  France 43º08’N [17] 2007 5996.1 104% 
Singapore 01º22’N [17] 2007 6030.0 103% 
Melbourne, Australia 37º49’S [17] 2007 5385.0 93% 
 
3.2.  Meteorological parameters 
The meteorological parameters recorded and analyzed in this study were temperature, humidity, 
wind speed and direction as well as rainfall. Data were collected at 30 minute intervals over each 
24 hour daily period. Fig. 3 shows the maximum, minimum and average daily ambient air 
temperature while Fig. 4 shows maximum, minimum and average daily humidity throughout the 
year under study. Durban has a subtropical climate with hot and humid summer and mild winter. 
Maximum monthly average daily temperatures of 24.0 ºC, 24.9 ºC and 23.4 ºC were recorded in 
January, February and March respectively. The lowest monthly average daily temperatures were 
recorded in June and July at 18.5 ºC and 18.2 ºC respectively. Humidity remains high for most of 
the year due to the influence of the warm Mozambique current flowing along KwaZulu-Natal’s 
coast. The annual average monthly daily humidity recorded is 74.9%. Total rainfall recorded for 
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the year was 972 mm with a maximum value of 231.2 mm recorded in November and minimum 
of 1.4 mm measured in May.  
 

 
Fig. 3. Durban’s daily average, minimum and maximum temperatures throughout the year 
 

 
Fig .4. Durban’s daily average, minimum and maximum relative humidity throughout the year 
 
4. Conclusions 

With a population density exceeding the national average, the east coast of South Africa around 
the city of Durban offers good potential for reducing demand on the electricity grid by switching 
to sustainable technologies like domestic solar water heaters and energy-efficient architecture. 
For urban planners, engineers and equipment suppliers there is a growing need for reliable solar 
radiation data on which to base technical and economic projections. In this study we show that 
two satellite-based software tools, HelioClim and NASA SSE offer reasonable estimates of the 
solar resource and each might be considered a good ‘first stop’ for estimating available energy.  
For 2007, mean bias differences in the satellite-based data versus measured values for annual 
average daily global irradiation were 13.4% for HelioClim and 5.6% for SSE. Random mean 
square differences were 15.1% and 12.5% respectively, suggesting that the SSE database is 
slightly more accurate. The HelioClim database tended to underestimate direct normal irradiation 
by 9.1% with random mean square difference of 15.6%. SSE is also able to predict annual 
irradiation on a tilted surface. The bias and random errors for the NASA database versus 
measured readings from a sloping pyranometer at 30° latitude tilt were 2.4% and 10.1% 
respectively. The measured annual average of daily global horizontal irradiance for 2007 was 
4.45 kW/m2 while the annual cumulative value was 5881.85 MJ/m2. Overall, the solar resource 
for Durban is comparable to that of Singapore and Miami, marginally better than Melbourne’s 
and about 28% weaker than that of Phoenix, Arizona. We anticipate expanding measurement 
activities to cover more of South Africa’s eastern seaboard, via the recently established 
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GRADRAD network. These efforts are intended to aid radiometric research and reduce South 
Africa’s dependence on fossil fuels for power generation. 
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Abstract: Solar energy is the biggest energy resource on the earth. Latvia environment is very potential for solar 
usage, but there are many reasons why consumers have skepticism and a perception that the environment in this 
region is not suitable for solar energy usage. 
To have broken this stereotype, this study is conducted. The aim of this program is to explore the suitability of 
Latvian environment with the use of solar collector. For the attainment of objective monotype house will be 
modeled, the house will be equipped with the combined solar heat system, which will be placed in different 
regions. There are various amounts of sunny days in different regions, as well as diverse average temperature, 
wherewith the amount of heat differs. For the modeling of building, modeling program model of solar collectors 
will be used, which is provided for several solar heat systems, inter alias for the calculation of combined solar 
heat supply system and for the solving of several relevant tasks. Program is simulation program for the thermal 
solar energy systems. It suits both for determination of hot water use and heating system use.  
There are countries which are located in sunny regions and which history of solar energy usage is very 
longstanding, wherewith also technological achievements are high. Yet our contemporary rapid technology 
development enables to use ever more solar energy in the regions which are not so rich with the solar radiance, 
for example in Latvia. Interest about the usage of solar energy in Latvia increase – partly it is  explicable to 
unpredictable and essential price rise of fossil firing resources and partly to the desire to invest in technologies 
which could reduce this rise in price in the future.  

Keywords: Modeling, Simulation, Solar Energy, Renewable Sources, Combined systems 

1. Introduction 

During last few years significance of environmental problems increase. Wherewith, activation 
of environmental problems increases humans’ interest about different environmentally 
friendly technologies. One of the biggest air polluters are fallouts resulted from burning of 
fossil firing. That is why urgent becomes utilizations of renewable resources for the energy 
obtaining, which are less nocuous to environment. Latvia’s total final energy consumption is 
secured from local energy resources and the flow of primary resources from Russia, the CIS 
countries, the Baltic countries, EU and other countries. Currently, three types of energy 
resource making up approximately equal proportions dominate in the delivery of Latvia’s 
primary resources – oil products, natural gas and wood-fuel. Like many other European Union 
countries, Latvia is dependent on i mports of primary resources. The share of RES has 
traditionally been significant in Latvia’s energy supply and in 2008 it comprised 29.9% of the 
total final energy consumption. Interest about the usage of solar energy in Latvia increase – 
partly it is explicable to unpredictable and essential price rise of fossil firing resources and 
partly to the desire to invest in technologies which could reduce this rise in price in the future. 
That is the reason why is it n ecessary to investigate solar energy potential in Latvian 
conditions. 
 
Global radiance consists of direct and diffused radiance. Direct radiance is connected with the 
direction of sunbeams. Diffused radiance develops when molecule and particles in 
atmosphere disperse sunbeams in all directions. The duration and intensity of solar radiance 
depends on s eason, climatic conditions and geographical location. Global radiance of the 
earth on the horizontal area in the regions of solar zone may reach 2200 kWh/m2. Maximal 
volume of solar radiance in North Europe is 1100 kWh/m2. We can conclude that even in such 
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small country as Latvia are several different solar sliding duration zones. In the zone along the 
Baltic Sea is the longest solar sliding duration – more than 1900 hours, in its turn in Vidzeme 
heights it is the least – less than 1700 hours. Volume of Solar radiance is the main factor of 
solar energy usage in Latvia. [2] 
 
2. Methodology 

In order to define, how great volume of heat from building total use of the heat is possible to 
secure using solar heat energy, the model of the building will be created using modeling 
program. With the help of this program it is possible to carry out research, the modeling, the 
calculation of heat supply solar systems. Simulation of all type heating supply solar system is 
based on independent meteorological data. Time step of simulation is possible starting with 
one second even until one hour, it depends on situation, in its turn, there are a lot of versions 
of model simulation time periods – starting from one day until several years. The calculation 
basis in program has been integrated from subprogram Meteonorm. Using preferences of 
simulation program have been cleared up most effective location for solar collector in Latvian 
conditions. Comparatively, effective solar radiation may catch solar collector that is placed 
55° anent to horizon or slope and 0° anent to the South or orientation and which has clean 
horizon, nothing puts a slur and otherwise do not affect the activity of collector, that is why 
received amount of solar heat takes as average from all models that are placed in 
corresponding place and location. However first of all foreseeable tables has been made. Data 
about the volume of receivable heat from 1 m2 solar collector that depends from location, to 
be more precise in what angle as to the ground it has been put and in what orientation as to the 
South solar collector will catch the greatest volume of heat, has been put in the table.  

Table 1. Percipient heat volume from 1 m2 of solar collector in Riga dependence of location, kWh/m2. 

 

 

 

 

 

 

 

Such location is the most effective and in the table 1 there are the same data, then we can 
conclude that program is comparatively precise for the calculation in the Latvia conditions. 
The least received heat volume is when the solar collector is located 0° anent to the Earth 
horizon. This location is the most inappropriate for the detection of solar radiance. To 0° 
anent to horizon at any orientation, the volume of received heat is constant, because ray angle 
falling form the Sun anent to the area is constant at any orientation of solar collector. In the 
Table 1 it is clearly seen how volume of received heat change and its changes are twice as 
much bigger. Therefore the precise setting up of  solar collector has significant meaning. 
Although this calculation was done only for one type collectors, though the calculation 
corresponds to previously defined, we can conclude that in wholesale it is similar to all 
collectors. 

Orient. 
\slope 0° 15° 30° 45° 55° 60° 75° 90° 

0° 259 325 382 417 426 425 401 348 
15° 259 320 376 412 422 423 406 359 
30° 259 325 380 412 417 414 385 324 
45° 259 310 362 396 407 408 395 357 
60° 259 322 370 396 397 393 358 294 
75° 259 297 341 370 380 381 370 335 
90° 259 314 355 373 369 363 325 262 
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The collector efficiency mainly depends on the difference between the mean collector 
temperature and the ambient temperature Tm - Ta. If this difference is high then the heat 
radiation and the convection losses are high. At small temperature differences the efficiency 
can reach 90%. If the mean collector temperature drops below ambient temperature because 
of a cold heat transfer medium then the efficiency can exceed even 100%. In this case the heat 
transfer medium is not only heated by the sun, it’s also heated by the ambient air. [1] The 
efficiency is described by the efficiency curve. The temperature difference (Tm - Ta) divided 
by the irradiation normal to the collector (Gk) is the variable (x). 

     (1.) 

Following a typical efficiency curve of a regular glazed flat collector: 

 
Fig. 1. Efficiency curve of a glazed flat collector. 

The higher the mean collector temperature lowers the efficiency. The irradiation is 800 W·m-

2. This curve is described by a 2nd order Polynom with sufficient accuracy. This Polynom is 
clearly defined by three parameters, c0, c1, c2 (or a0, a1, a2; values measured under wind 
speed of 2-4 m·s-1): 

η= c0-c1x- c2Gkx2     (2.) 

where η – efficiency of collector; c0, c1, c2 – coefficient of polynomial set in model; Gk – 
tightness of solar radiation, that falls athwart to the surface of collector, 

The efficiency value amounts to c0, if the mean collector temperature and the ambient 
temperature are equal. This value should be high. c1 and c2 describe a combination of 
different loss factors. These values are low if a collector is well insulated. It is worth to 
mention that such polynomial is used in modeling program for the calculation of efficiency. 
[1] 
 
3. Results 

Since program isn’t potted to the conditions of Latvia, there isn’t meteorological data, which 
are necessary for activity simulating of the combined heat supply of solar system in the 
Latvian conditions in its data basis. Since this program contains meteorological data from all 
world, in order to get this necessary information, accurate coordinates from different towns of 
Latvia, which are located in different zones of sun shining: Riga, Liepaja, Daugavpils has 
been entered. For the more visible efficiency determination of heat supply solar system, also 
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coordinates of typical sunny south city Bremen (Germany) and cool northern city Boden 
(Sweden). Wherewith, computer models will be created for different climatic zones and 
conditions in the European Union countries.  

 

Fig. 2. Locations of cities that are used for modeling 

Those data of communities that are used for the modeling of combined solar heat supply 
system are shown in table 2.  

Table 2. Meteorological data for Meteonorm  
Place of location Latitude Degrees of 

longitude 
Elevation above sea 

level, m 
Riga, Latvia 56,88° 24,13° 14 

Liepaja, Latvia 56,49° 21,02° 1 
Daugavpils, Latvia 55,87° 26,52° 105 

Boden, Sweden 72,80° 12,58° 121 
Bremen, Germany 65,78° 21,67° 31 

 
Initially model one family building with the floor space 150 m2, 4 pe rsons will live in that 
building. Heat loss through demarcation constructions of building (external walls, roof, 
windows etc.) makes essential part form total use of heat energy. Power efficiency of 
demarcation constructions is able to evaluate when thermal coefficient of given construction 
is U (W/m2·K). Because in Latvia there is relatively cool climatic conditions, than building 
must be well isolated with heavy constructions. Walls are made from bricks and from outside 
they have 0.2 m heavy insulation. Air exchange 0.6 l/h, and radiant 400W. Require heating 
capacity 6.1 kW at -8°C.  Looking closely at balance sheet of used and acquired heat of each 
place we can conclude that in all chosen places development of heat use during year is 
similar, only volume of heat differs.  
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Table 3. Heat energy consumption for space heating depending from location, kWh/m2 per year. 
Place of location Common use of heat 

energy  for room heating 
(kWh per year) 

Use of heat energy for 
room heating on 1 m2  

(kWh/m2 per year) 
Riga, Latvia 12 650 85 

Liepaja, Latvia 12 500 80 
Daugavpils, Latvia 13 615 92 
Bremen, Germany 9 652 65 

Boden, Sweden 27 342 182 
 
In warmer climatic zone use of thermal energy reduces. Because Bremen is located closer to 
equator and its average temperature is superlative for all viewed cities, for that reason 
required volume of thermal energy is the least. Yet looking closely at Boden, which is located 
close to the North, it is contrary. Distinction among Riga, Liepaja and Daugavpils brings 
about location of those towns’ towards the sea. Temperature at the sea in winter is warmer 
wherewith volume of thermal energy for room heating is different, yet towns are located 
relatively close to each other, wherewith volume of thermal energy is not very different. As in 
the building lives 4 persons and it is known that on one person provides 2 m2 solar collectors, 
than for the building model use 8 m2 flat area collectors. Previously we found out that solar 
collector works most effective when its slope angle is 55°C anent to horizon and 0°C anent to 
the South. We estimate position along vertical of solar collector modules. Wherewith, we can 
define thermal conductivity and thermal capacity of pipes, as well as the stream speed in 
pipes. Pump and system described values are calculated automatic after input of necessary 
data. In this case inputted values are the following: flow of pump, flow speed of their process 
120 l·h-1 and back process 0, 06 m ·s-1. Also one more important parameter of efficiency 
determination of combined solar heat supply system is heat carrier data of used solar 
collector. Usually water is used like heat carrier, due to its availability, low price and suitable 
physical qualities. In combined heat supply solar systems, water can be used only in the inner 
supply of heat and water. For the very reason in Latvia conditions pipes are excluded as heat 
carrier in exterior contour. Therefore glycol solutions must be chosen as the heat carrier in 
pretence model. Necessary volume of heat for the preparation of hot water in all climatic 
conditions is nearly identical 4069 kWh in a year. In some places suspended volume of solar 
heat is different.  

Table 5. Perceptive solar heat volume, kWh/in a year. 
Place of location Common use of heat 

energy  for room heating 
(kWh per year) 

Use of heat energy for 
room heating on 1 m2  
(kWh·m-2 per year) 

Riga, Latvia 3 200 400 
Liepaja, Latvia 3 345 418 

Daugavpils, Latvia 3165 395 
Bremen, Germany 2930 366 

Boden, Sweden 2890 360 

It is not possible to unequivocal assert that solar collectors works more effective closer to 
the South and to the North they do not  work effective. The most effective works solar 
collector that is located in Riga and not the solar collector in Bremen that is closer to the 
South. It is explained by the less requirement of system for heating, because during the year 
in all models the volume of warm water for the preparation of hot water and containers heat 
loss is equal. In a period when heating is necessary but available volume of solar heat 

3698



energy is sufficient not only for the preparation of hot water but also for the room heating, 
combined solar system has been used valuable. In the Northern models such periods are 
longer, wherewith the volume of used solar energy is greater. Riga’s model in comparison 
with Bremen model volume of used solar energy is greater, because the air temperature in 
Bremen at the beginning and at the end of the year is a bit lower, but available solar heat is 
greater, wherewith the volume of used solar thermal energy increase. In all versions the 
volume of produced heat in auxiliary boiler is greater than necessary for the building. It is 
explained by the extra load of auxiliary boiler for the production of hot water. Because 
several simulations with different combinations has been carried out with different capacity 
auxiliary boilers and electricity, then average result has been accepted as the volume of 
produced heat of auxiliary boiler.  

Table 6. Heat volume from auxiliary boiler, kWh/year. 
Place of location Heat volume from auxiliary 

boiler (kWh in a year) 
Riga 15 400 

Liepaja 14 800 
Daugavpils 

Boden 
Bremen 

16 080 
11980 
27120 

 
In existing versions of auxiliary boilers more to the North, the volume of produced heat 
increase on the count of necessary volume of the heat for the production of hot water. At the 
beginning of colder season auxiliary boiler has been started later, because sufficient volume 
of the heat is stocked up in the container, which ensures room heating and preparation of hot 
water for the short period. In that way heat has been stocked up for the later use, which is one 
of the formation preconditions of the combined heat supply solar system. It is not important to 
evaluate the productivity of solar collector but the relations of produced capacity in the power 
balance of the building. As models of Riga, Daugavpils and Liepajas is relatively similar and 
let the chart is more obvious only Riga, Bremen and Boden will be compared.   
 

 
Fig.3. Percentage of produced heat from solar collector, % 

Solar collectors may cover the necessary volume of heat during the summer month. Capacity 
of heat is not necessary for the room heating during the summer month, capacity of heat is 
necessary only for the preparation of hot water. It is important that solar collectors of Riga’s 

Month 

% 
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model produce practically the same volume of heat energy from building heat balance as it is 
in Bremen. To be more precise solar collectors in Riga’s model produce more heat energy 
than Bremen model but heat loss of building is greater in Riga. The decrease of heat volume 
necessary for room heating reflects not only in the volume of used heat but also partly in not 
received volume of solar heat. In its turn, the volume of solar heat that is used in the 
preparation of hot water is growing, because the volume of solar heat is available. For that 
reason the bigger part of the solar heat energy is observed in used volume of heat. Important 
conclusion in that during the winter month volume of received heat is minimal and very 
similar to all viewed models. Consequently during those months combined solar heat supply 
system has reduction of usefulness. Probable it is worth to consider on solar collector unlock 
during the cooler season, in such a way raising its usefulness. Though already in early spring 
solar collectors may provide 30% from the use of building heat for the room heating and hot 
water. The volume of suspended solar heat do n ot show real possible volume of solar heat 
energy that may be used, because conveying of solar heat energy to the storing container 
happens during almost all light period of day, only disconnecting circulation pumps of model 
in short periods.  
 
The Developed models were viewed on t he other side. Heat exchanger effect on System 
efficiency was determinate. The system affects the handling characteristics, such as heat 
exchangers. They fulfill the important function as a heat-transfer. The resulting solar collector 
heat storage tank is given by the mixing of heat already is there or whether the fluid is more 
effective when the heat from the solar collector storage tank into the system through a heat 
exchanger. The heat storage tank heat loss is smallest when the system has been equipped 
with heat exchanger for Domestic hot water. Previously was found how to place the solar 
collectors to receive the maximum amount of solar radiation. 

 

 
Fig. 4. Heat quantity W/m2 depending of heat transforms type in system 

The heat transfer from the solar collector system to the heat storage tank through a heat 
exchanger is about 14% efficiently than in cases where heat transfer occurs mixing of solar 
collector fluid transforms the heat in the tank. This is explained by the fact that the liquid 
flowing through the heat exchanger is less than the local losses. As well as more efficient heat 
exchange takes place. 
 
4. Conclusions 

The activity of the system depends on the weather conditions of particular place, which have 
an impact of the geographical fix, available volume of solar heat. It depends also on t he 
individualities of particular place: the hills, the sea, the wind direction etc. In addition, the 
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great importance has the users of combined solar heat supply system, their way of life. 
Wherewith, comparing of simulation models located in different places is conventional.  

The greatest volume of perceived solar heat in Riga is in the situation when solar collector is 
placed 55° against horizon and 0° orientation against the South 

The combined solar heating system provides for constant domestic hot water and seasonally 
variable space heating demand ensuring in annual terms. As well as changing hot water and 
constant heating demand ensuring in daily. Combined solar heating system operation depends 
on various technical specifications and performance characteristics of system components, 
such as the installed area of solar collectors, size of thermal storage tank, heat conductivity, as 
well as other parameters of system. During the winter months such a system is not useful, but 
it pays off in the summer months, producing enough heat for domestic hot water and pre 
warming for space heating. Effect on system’s efficiency gives availability and location of 
heat exchanger. The heat transfer from the solar collector system to the heat storage tank 
through a h eat exchanger is about 14% efficiently than in cases where heat transfer occurs 
mixing of solar collector fluid transforms the heat in the tank.  

Difference between accumulated solar collector’s heat of the Latvian, Sweden (Boden) and 
Germany (Bremen) models are not significant. But Consumed heat for space heating and 
domestic hot water is drastically different.  Hence contribution varies of solar thermal system 
in consumer balance sheets. As the building model of Boden has the highest heat 
consumption, than solar collector contribution in balance sheet are relative the smallest. 
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Abstract: The solar pond is considered one of the most reliable and economic solar systems. The collecting and 
storing of the solar energy is in one system, so the heat in summer can be utilised in winter in the same system. 
To predict the potential of solar pond at any part of the world a mathematical model is established to calculate 
the parameters affecting the performance of the solar pond through a computer programme.. The solar radiation 
input to the pond is calculated using the daily monthly average method. One dimensional steady state and 
transient assumptions in the gradient zone are used to predict the effect of any parameter on the solar pond 
performance. The results show excellent agreement with the experimental data under the steady state 
assumption.  Many parameters affecting the performance of the solar pond such as shading effect, depths of the 
upper, gradient and storage zones, ground temperature and covered insulation for different climates and different 
latitudes have been studied. The results show that the solar pond has high potential even for colder climates such 
as that of the UK, where the heat could be used for a number of applications including domestic and industrial.   
 
Keywords: Solar Pond, Solar Energy, Modelling 

Nomenclature 

N   the number of the day in the year 
φ    latitude of the location………degree  
θ    the Incident angle ……….... degree 
Isc  Solar constant  ………..…… W.m-2 
Io  the average daily extraterrestrial solar 

irradiance ……………….... W.m-2 
δ   the declination angle …..…. degree 
ωs  hour angle …………..….…. degree   
Iod   is daily total direct normal 

extraterrestrial radiation……… W.m-2 
IBF   the fraction of the extraterrestrial 

radiation 
Fc  the monthly correction factor 
𝐻�𝑇  the monthly daily- average total 

irradiation on a horizontal surface 
……. W.m-2 

𝐻𝑜𝑇  the total extraterrestrial radiation on 
a horizontal surface ………….. W.m-2 

ρ     water density….. kg⋅m-3  
Cp   specific heat ……..J.kg-1.oC-1 
A     Area …… m2 
x      the depth …….m 

T      temperature.. ……. oC 
 Qsru   absorbed heat of solar radiation in the 
upper zone………….. W.m-2 
Quw   heat loss from the sides in the upper 
zone………….. W.m-2 
Qub   heat gained from the bottom in the upper 
zone………….. W.m-2 
Quc   he at loss by convection in the upper 
zone………….. W.m-2 
Qur   he at loss by radiation in the upper 
zone………….. W.m-2 
Que   heat loss by evaporation in the upper 
zone………….. W.m-2 
Qsrs   absorbed heat of solar radiation in the 
storage zone………….. W.m-2 
Qsw   heat loss from the sides in the storage 
zone………….. W.m-2 
Qsb   heat loss from the bottom in the storage 
zone………….. W.m-2 
Qst   heat loss from the top in the storage 
zone………….. W.m-2 
Qse  heat loss by heat extraction in the storage 
zone………….. W.m-2 
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1. Introduction 

Natural water temperature gradients was observed and reported first time by Kalecsinsky in 
the Medve Lake in Transylvania in 1902 [1,2]. This observation suggested the possibility of 
constructing and using the ponds as solar energy collectors and storage areas. Tabor (1964), 
Weinberger (1964), and Tabor and Matz (1965) reported a series of theoretical and 
experimental studies of these salt gradient ponds [3]. 
 
The solar pond i s one of the simplest methods that can directly collect and convert solar 
energy to thermal power. Moreover, it is a solar power collector and a thermal storage unit at 
the same time. All Ponds convert solar radiation to heat although most of them lose that heat 
as a result of convection and evaporation. In nature when the sun's rays fall on the lake or the 
pond, the temperature of water increases gradually towards the bottom of the pond. Therefore, 
the water in the bottom becomes warmer then it rises to the surface and loses its heat to the 
atmosphere, a phenomenon called convection. However, the solar pond t echnology inhibits 
this phenomenon by dissolving salt into the bottom layer of this pond, making the fluid too 
heavy to rise to the surface, even when being hot. This idea can increase the temperature of 
the bottom layer up to more than 100 oC [4]. Once a high temperature is obtained, the bottom 
layer can be used as a heat source to provide continuous heat through a heat exchanger at any 
time. The solar pond principle is to prevent vertical convection and/or evaporation according 
to the type of the solar ponds [5].   
 
A typical salinity-gradient solar pond consists of three main zones as shown in Fig. 1: 
 
- The Upper Convecting  Zone (UCZ) which has the least cost, salinity, temperature, and is 
close to ambient temperature. The thickness of this zone is typically 0.3 m and it should be 
kept as thin as possible. The cost of constructing the UCZ is usually reasonable.  
 
- The Non-Convecting Zone (NCZ) which is located between the upper and the lower zones 
of the pond. S ince the temperature and salinity increase with depth, this layer is not 
homogeneous. If the salinity gradient is large enough, the NCZ inhabits a convection 
phenomenon even when the lower zone is hotter. 
 
- The Lower Convecting Zone (LCZ), which is a homogenous layer and has a relatively high 
salinity and high temperature. Heat is stored in this zone and can be exchanged in or out of the 
pond. As the LCZ's depth increases, the heat capacity increases and the temperature variation 
decreases. 
 
 

 

 

 

 

 

Fig. 1.  Salinity and temperature profiles through the salinity gradient solar pond zones.  
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Non-convective solar ponds can provide heat for domestic, agricultural, industrial, power 
generation and desalination purposes. More details about solar pond c onstruction and 
limitation can be obtain from [1], [2] and [4]. 
 
2. Methodology 

Solar irradiation data have been widely measured and recorded for almost every region in 
each country in the world for many years. Nevertheless, the predictions and calculations of 
the irradiation are sometimes required to obtain a good approximation of the irradiation.  
 
According to a solar pond l ocation, the sun path in the sky is changed seasonally thus the 
sun’s altitude and azimuth angle and the daily sunshine period are varied and cause a great 
effect on the amount of the incident solar radiation and then on the performance of the solar 
collector. 
 
It is found that monthly averaged data are the most effective for representing the climate 
changes and calculations, since hourly and daily calculations and measurements are changed 
from year to another and are quite short to represent a general impression about the climate. In 
addition to this, seasonal and yearly readings cannot accurately represent the climate 
computations.  Thus, averaged monthly measurements or computations have been adapted in 
this study.   
 
Matlab computer software has been used to build a multi-scripts programme to solve ordinary 
differential equations by finite difference method for steady state models. This programme 
takes into account the changes of boundary conditions and surround factors with time.  
 
This solar radiation computation program requires only a latitude value to predict sunrise, 
sunset and sunshine period to compute the solar radiation equations. A new predicted 
empirical equation has been added to this script to give a good agreement and it has been 
tested for three different locations in the middle east which are Kuwait, Riyadh and 
Jerusalem. The incident solar radiation values, based on monthly average daily amounts can 
be obtained from the available references or the 22 years average values which are recorded in 
NASA website [6].    
 
Since the earth-sun distance varies each season, the apparent extraterrestrial solar irradiation 
changes during the year. Therefore, the solar irradiation intensity depends on the number of 
the day in the year.  The average daily extraterrestrial solar irradiance is given by 
 

𝐼𝑜 = 𝐼𝑠𝑐 �1 + 0.0033 cos � 
360𝑁
370

 ��                      (1) 

 

Solar constant ( Isc ) value has been measured by many researchers since the beginning of the 
20th century. Abbot [7] and his team in Smithsonian Institute after many research proposed 
the value of 1353 W/m2 to be the value of the solar constant. Many further investigations were 
made on ground-base and high altitude measurements and eventually 1353 W/m2 has been 
accepted to be the standard for the solar constant. NASA, after many measurements on the 
space, has recommended this value as well [8]. It has very recently been published in NASA’s 
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website that the generally accepted value of the solar constant is 1368 W/m2 as a satellite 
measured yearly average, which is close to the standard value. 
 
The total daily extraterrestrial radiation on a horizontal surface can be computed by   
 

𝐻𝑜𝑇 =
𝐼𝑜𝑑
𝜋
�cos θ cos δ  sin𝜔𝑠 +  

2𝜋𝜔𝑠
360

 sin𝜑 sin δ�                   (2) 
 
Where Iod is daily total direct normal extraterrestrial radiation and can be obtained by yielding 
the value of extraterrestrial radiation solar irradiation throughout the day as the following  
  

𝐼𝑜𝑑 = 24𝐼𝑜                        (3) 
 
To use these equations for computation of the monthly daily-average total extraterrestrial 
radiation on a  horizontal surface 𝐻�𝑜𝑇, the month representative-day is needed and given by 
lunde[9] in addition to other useful equations in solar radiation calculations. The new 
empirical equation which works with available solar radiation equations to estimate the solar 
radiation based on a single input parameter is  
 

𝐼𝐵𝐹 =
1.5𝜑 − 14.25

𝜑
 𝐹𝑐                                  (4) 

 
Where Fc is a p redicted monthly correction factor validated accurately for the Middle East 
with NASA published date and the above equation can be utilized in the following formula; 
 

𝐻�𝑇 = 𝐼𝐵𝐹( 𝐻�𝑜𝑇)                   (5) 
 
Eq(5) is a well known formula in the solar radiation equations which are expansively 
explained in [9] based on the cloudiness (or clearness) index, however, the index here is 
substituted by the predicted factor ,IBF, which is obtained by linking the field solar radiation 
data with longitudes in a special computer programme.   
 
The steady state model for a solar pond ha s been widely adopted by the most famous 
researchers in the SGSP field such as Weinberger [10], Rabl and Nielsen [11], Kooi [12], Ali 
[13], Wang and Akbarzadeh [14] and many of other researchers. A downward one-
dimensional flux model is often used for simplification purposes. The convective zones 
(upper and storage layers) are assumed to be well thermally mixed i.e. lumped systems. The 
upper layer steady state equation is:    
 

𝜌𝑢 𝐶𝑝𝑢 𝐴 𝑥𝑢
𝑑𝑇𝑢
𝑑𝑡

=  𝑄𝑠𝑟𝑢 + 𝑄𝑢𝑏 − 𝑄𝑢𝑐 − 𝑄𝑢𝑟 − 𝑄𝑢𝑒                      (6) 
 
The gradient layer is considered as a conduction slab and all absorbed solar radiation is 
consumed in building and maintaining the temperature profile in this layer. The storage zone 
steady state correlation will be 
 

𝜌𝑠 𝐶𝑝𝑠 𝐴 𝑥𝑠
𝑑𝑇𝑠
𝑑𝑡

= 𝑄𝑠𝑟𝑠 −  𝑄𝑠𝑡 − 𝑄𝑠𝑏 − 𝑄𝑠𝑤 − 𝑄𝑠𝑒                     (7) 
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More details about each parameter in Eq(6) and Eq(7) are given by Lunde[9], Rable and 
Nielson[11] and Ali[13].Model validation is possibly the most essential step in the model 
building stages. In this study, the model validation is applied to Ali’s study in Kuwait [13]. 
 
3. Results 

The single input program is used to calculate the solar radiation in Kuwait, Riyadh and 
Jerusalem. The output of this script is compared with NASA average 22 year measurements 
data and the results are really good and shown in Fig. 2 for Kuwait, Fig. 3 for Riyadh and Fig. 
4 for Jerusalem solar radiations. 
 

 

Fig. 2.  NASA data and calculated solar irradiation for Kuwait.    

 

 

Fig. 3.  NASA data and calculated solar irradiation for Saudi Arabia, Riyadh.    
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Fig. 4.  NASA data and calculated solar irradiation for Jerusalem.    

 
The obtained solar radiation data is used for one-dimensional time-dependent steady state 
program to predict the solar pond temperature behaviour in the storage zone during a year and 
an excellent agreement is obtained comparing with real temperature measurements by Ali 
[13] and this output and measured data are illustrated in Fig. 5.     
 

 

Fig. 5.  Measured and calculated storage zone temperature in Kuwait solar pond. 

 
The program can predict the performance of a solar pond in a cold climate location and for 
this purpose the University of Surrey in the UK has been chosen. The result is plotted in Fig. 
6 and the storage zone temperature behaviour can be improved by changing the depth of the 
solar pond layers to reach 80 oC .  
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Fig. 6.  Surrey storage zone(1m) temperature at 1m depth of gradient zone. 

4. Conclusions 

The proposed method provides an accurate prediction of the solar radiation based on a single 
input data which is the location latitude.  The predicted results are validated by comparison 
with NASA 22 years averaged data in three various locations in the Middle East, where very 
close agreement has been obtained. The one-dimensional time-dependant steady state model 
has shown excellent agreement with Kuwait solar pond m easurement data. The transient 
model was investigated as well. However, it was found that the steady state model provided 
more realistic results. The solar pond performance in cold climate locations such as the UK 
has been studied and the pond temperature can reach 80 oC levels using some designs. 
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Abstract: The potential of renewable energies varies significantly from North to South Europe. Southern Europe 
has a high solar potential and is ideal for the implementation of solar concentrated power plants. To this group of 
solar thermal power systems belong the solar tower, parabolic trough, solar dish and linear Fresnel systems. 
North European countries, especially the Scandinavian countries, have a high biomass and hydropower potential. 
This paper focuses on calculation of the power production for hybrid systems of solar tower with gas turbine in 
Southern Europe and biogas-only operation in Northern Europe. 
The solar tower system consists of a heliostat field, which concentrates direct solar irradiation on an open 
volumetric central receiver. The receiver heats up ambient air to temperatures of around 700°C. The hot air’s 
heat energy is transferred to a steam Rankine cycle in a heat recovery steam generator (HRSG). The steam drives 
a steam turbine, which in turn drives a generator for producing electricity. In order to increase the operational 
hours of a solar tower power plant, a heat storage system and/ or hybridization may be considered. 
The advantage of solar-fossil hybrid power plants, compared to solar-only systems, lies in low additional 
investment costs due to an adaptable solar share and reduced technical and economical risks. On sunny days the 
hybrid system operates in a solar-only mode with the central receiver and on cloudy days and at night with the 
gas turbine only. As an alternative to methane gas, environmentally neutral biogas can be used for operating the 
gas turbine. Hence, the hybrid system is operated to 100% from renewable energy sources. 
An advanced software tool library has been developed for modelling such solar hybrid power plants. This library 
includes the components of the solar-heated hot gas cycle and the steam cycle. Moreover, a choice of different 
gas turbine and duct burner components is given. When developing a simulation model for the calculation of a 
small hybrid power plant, components from the library are inserted into the model. The software tool features the 
possibility of either calculating the energy output of individual operating points or of time intervals in the range 
of days up to an entire year. 
With this simulation tool, hybrid solar tower systems are calculated for various locations with high solar 
potential within Europe. In addition, locations in North Scandinavian countries with high biomass potential are 
investigated and power plants with biogas as fuel without solar input are calculated. 

Keywords: solar tower, central receiver, hybridization, biogas, renewable energy 

1. Introduction 

The potential of renewable energies varies significantly from North to South Europe. 
Southern Europe has a high solar potential and is ideal for the implementation of solar 
concentrated power plants. North European countries, especially the Scandinavian countries, 
have a high biomass and hydropower potential.  

Since 1980s, power production with solar thermal power plants and the increasing use of 
biogas has been a promising option for reducing the consumption of fossil fuels.  

The development of solar thermal technologies has gone into many directions, which can be 
exemplified with the various heat transfer media that are deployed in existing systems. Many 
solar thermal power plants contribute to the electricity generation in various European 
countries. To this group of solar thermal power plants belong the solar tower, parabolic 
trough, solar dish and linear Fresnel systems. Parabolic trough and solar tower systems are the 
most developed technologies as well as the most economical solar thermal plants at this 
moment of time. 
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A solar tower consists mainly of a heliostat field, a central receiver and a conventional steam 
Rankine cycle. Various central receiver technologies have been developed throughout the 
world. The software tool described in this paper models a solar tower with a open volumetric 
receiver. This type receiver has been deployed in the Solar Tower Jülich (STJ), Germany, 
since its completion in 2008. The subsequent explanations are valid for this type receiver 
only. At the STJ, the heliostat field, a field of sun-tracking mirrors, reflects and concentrates 
the direct solar irradiation onto the open volumetric receiver. This receiver consists of porous 
ceramic absorber modules. Incident sun rays enter the porous receiver, are absorbed inside 
and heat it up. To remove the heat, ambient air is continuously sucked through the porous 
receiver and is heated up to almost 700°C. The hot air is passed through a heat recovery steam 
generator (HRSG) in which it passes its heat to a water-steam cycle. The steam is expanded in 
a steam turbine and the rotation of the turbine’s shaft drives a generator to produce electricity. 
Utilization of air as heat transfer fluid (HTF) secures a high plant efficiency due to the reason 
that air can be heated to very high temperatures, which in turn enables higher steam 
temperatures in the Rankine cycle and thus a better Carnot efficiency. Moreover, it allows a 
fast start-up to operating conditions; it is non-toxic and is available at no costs in unlimited 
amounts.  

In order to increase the operational hours of a solar tower power plant, a heat storage system 
and/ or hybridization e.g. with biofuels must be considered. 

As an alternative to methane gas, environmentally neutral biogas can be used as fuel for 
operating a gas turbine. Hence, the hybrid system is operated to 100% from renewable energy 
sources. The gas turbine not only delivers electricity but also heat in the waste gas, which can 
be reused. 

2. Methodology 

This paper focuses on the calculation of different important characteristic quantities, which 
include the annular power production, the solar share and the annual fuel consumption. The 
combination of two renewable technologies, namely biogas and solar concentrated energy, is 
investigated. Therefore the operation of a hybrid system consisting of a solar tower power 
plant and biogas-fuelled gas turbine is investigated. 

2.1. Considered technologies 

2.1.1. Solar tower plant 

Germany’s first solar tower power plant, which has a rated power output of 1.5 MWe, was 
constructed and completed in 2008 in the town of Jülich [1]. It commenced solar operation in 
spring of 2009. The plant was built by the general contractor Kraftanlagen München and is 
operated by the local utility Stadtwerke Jülich. The Solar-Institut Jülich (SIJ) and the German 
Aerospace Center (DLR) conduct the accompanying research. The project is funded by the 
economic ministries of the German states of Northrhine-Westphalia and Bavaria, as well as 
by the German Federal Ministry for the Environment, Nature Conservation and Nuclear 
Safety. 

The objective of the power tower project in Jülich is to demonstrate the entire system in 
commercial-like operation over a longer period of time, to develop control and plant 
management strategies and to further improve performance and reliability of the key 
components. Jülich was chosen as the favoured location because it is situated close to the 
involved research institutions and due to its fluctuating direct solar irradiation conditions. The 
latter reason has the advantage that it allows and requires the investigation into the system 
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operation strategy under transient conditions, especially with regard to optimizing the 
charging and discharging process of the thermal storage [2]. 

2.1.2. Biogas 

Biogas is produced by the biological breakdown of organic matter in the absence of oxygen. It 
can be produced by anaerobic digestion or the fermentation of biodegradable materials such 
as biomass, manure or sewage, municipal waste, green waste and energy crops. Biogas is 
composed of 45-85% methane and 15-45% carbon dioxide, depending on the conditions 
during production. Moreover, biogas comprises small amounts of hydrogen sulphide, 
ammonia and nitrogen. Its field of application includes combustion engines, burners as well as 
gas turbines for electricity generation and co-generation of heat and power. Biogas can be 
further enhanced from low-quality to natural gas quality before it is fed in the public gas grid. 
This article considers biogas-fuelled gas turbines only. 

2.1.3. Biogas potential 

In all Scandinavian countries, biomass has a high potential. In the TRANS-CSP study [3] the 
theoretical potential of biomass is estimated for Norway at 26 TWh/a, for Sweden at 
80 TWh/a and for Finland at 54 TWh/a. 

Taking Sweden as an example, the country has approximately 233 biogas facilities with a 
total biogas production of 1.3 TWh/a [4]. Biogas can be produced at large-scale centralized 
plants, where different feed stocks materials are digested, and at small farm-based plants, 
which use and digest mainly agricultural feed stocks. 

The theoretical potential of biogas production in Sweden lies at around 14-17 TWh/a, which 
is more than 10 times that of the present annual production [5]. From the feed stocks materials 
70% is manure and farm waste, 13% is industrial waste, 9% is household waste and the 
remainder is garden waste and sewage sludge. 

For Italy, the best biogas performance is recorded in the northern part of the country 
especially in the regions of Lombardy, Emilia Romagna, Trentino A.A, Veneto and Piedmont. 
With a share of 23.8%, the region of Lombardy is the biggest producer of biogas in Italy and 
dominates the biogas market. Moreover, Lombardy has the biggest biogas potential, which is 
estimated at 4,643 GW. As for the production of biogas from manure, 3,800,000 pigs and 
1,600,000 heads of cattle were counted for the region of Lombardy in the ISTAT census in 
2001. Together this amounts to 44% of the total domestic animal breed in Italy [6]. 

2.1.4.  Hybrid system 

To improve the availability and the capacity factor of a solar tower power plant, a 
hybridization of the plant is considered. In regions with very high irradiation, solar thermal 
power plants with heat storage facilities can reach a maximum of 3,000 to 4,000 nominal load 
hours per year. Hybridization, for example with the combustion of biogas, enables the 
operator to produce electricity day and night for up to 8,600 hours per year. It is expected that 
such hybrid power plants will have a high potential for the market introduction in the next 
decade. 

The upgrade of a solar tower power with air receiver technology to a hybrid system by 
combining it with a gas turbine is shown in Fig. 1. 
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Fig. 1: Schematic diagram of a solar tower demonstration plant hybridised with a gas turbine 

The operating strategy for the hybrid plant involves an alternating operation of the gas turbine 
and the air receiver. On sunny days the air receiver is operated in a solar-only mode. On days 
with very low direct solar irradiation (very cloudy conditions) the thermal energy provided by 
the heliostat field is not sufficient for operating the plant. On those days the gas turbine must 
be operated. The hot exhaust gas from the gas turbine is directed through the heat recovery 
steam generator (HRSG) for steam generation [7]. Throughout the nights, solely the gas 
turbine is operated.  

2.2. Simulation 

2.2.1. Implementation of the model 

The implementation of the solar tower power plant model has been realised in the 
MATLAB/Simulink environment. MATLAB is a high-performance language for technical 
computing. It integrates computation, visualization, and programming in an easy-to-use 
environment, where problems and solutions are expressed in familiar mathematical notation. 
Simulink is a toolbox in MATLAB that provides an environment for modelling, simulating, 
and analyzing dynamic systems. It supports linear and nonlinear systems, modelled in 
continuous time or a sampled time. The implementation of systems can also occur at a multi-
rate, i.e. have different parts that are sampled or updated at different rates [8].  

2.2.2. Model library 

The simulation models are based on thermodynamic theory using assumptions for 
simplification in order to maintain a fast simulation time while retaining good accuracy. 
Several components like the steam turbine, generator, burner, solar receiver, heliostat field, 
etc. are included in the model library. They include mostly energy and mass balance equations 
as well as additional algebraic equations. Most components models are optimized for steady-
state operation. However, components with high thermal inertia, such as a part of the HRSG, 
are implemented as dynamic models. 

The model library (Fig. 2) was developed with consideration of the following characteristics 
[9]: 

 compatibility of the components related to the connection of one to the other 
 possibility of choosing different geographical locations for performing the calculations 
 applicability for different power plant sizes 
 adjustability to different transport media: e.g. air, gas, exhaust gas 
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 ease of modification 
 usability for short time intervals (minutes) 
 

 
Fig. 2: Model libraries for the steam cycle, the solar and hybridization components 

Gas and steam properties can be integrated in each model. The various state variables for 
water and steam are computed with polynomials taken from the industry standard IAPWS-
IF97. For calculating the state variables for different gas mixtures, algorithms stated in the 
VDI (Verein Deutscher Ingenieure - engl.: Association of German Engineers) guideline 4670 
[10] and provided by NASA Technical Memorandum 4513 [11] are integrated.  

With the developed software, the annual performance and the electrical power output of small 
solar hybrid tower plants, combined cycle with gas turbine and solar-only operated solar 
tower with or without storage can be calculated.  
 

2.2.3. Validation of library components 

The components of the model library were validated mainly with calculation results of other 
simulation software [12]. They were also verified with results from different design points. 
The three thermodynamic cycles, namely the steam, air and water cooling cycle, were tested 
separately before they were combined to a complete power plant system. 
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3. Results 

A comparison of energy production and fuel consumption was made for a combined-cycle 
plant in Sweden and a hybrid solar tower power plant located both in Jülich and North Italy. 
The combined-cycle plant in Sweden was taken as reference. It operates with a gas turbine, 
which utilizes biogas as fuel. The selected gas turbine is a Centrax 501-KB3 [13], which 
generates a nominal power of 2.68 MWe. The hot exhaust gases are directed through a boiler 
for steam generation. In the steam cycle, the steam is expanded in a steam turbine. The 
generator, which is driven by the steam turbine, produces an additional 1.34 MWe. 

For all states and power plants, the biogas is composed of 56% methane, 40% carbon dioxide 
and other constituents. The configurations and main simulation parameters are shown in Table 
1. 

Table 1. Main simulation parameters 

Place Scandinavia Jülich Northern Italy 

Nominal Power GT [MWe] 
Nominal Power ST [MWe] 

2.68 
1.34 

2.68 
1.50 

2.68 
1.50 

Heliostats [-] 
Mirror area [m²] 

0 
- 

2,150 
8 

2,150 
8 

Maximum air/flue gas 
temperature [°C] 

 
571 

 
680 

 
680 

 

Original weather data has been used for the locations Jülich and Milano (Italy). For Jülich, 
data from the year 2007 in a time resolution of 15 min was integrated. For Milano, data of the 
year 2006 in a one hour resolution has been used. The quasi-steady-state simulations are 
computed in time steps of maximum 60 seconds. The steam turbine and generator of the 
steam cycle for both locations have a generation capacity of about 1.5 MWe. For the hybrid 
mode, the same gas turbine as simulated for the combined-cycle plant in Sweden (2.68 MWe) 
was integrated. 

The calculation for the location in Scandinavia (Sweden) was performed for a nominal plant 
operation with 8,760 hours of gas turbine operation. For the hybrid solar tower power plants, 
the calculation was realized with alternating operating mode. Hence, in the solar-only mode, 
nominal parameters could not always be reached. The results presented in Table 2 have an 
estimated error of about ±10%. 

Table 2. Simulation results for the three sites. 

Place Energy Production [GWh] Fuel Consumption [t] 

Scandinavia 35.21 20,385 
Jülich 25.17 14,004 

Northern Italy 21.30 11,761 
 
The results show that a Conventional Combined Power Plant in Scandinavia generates the 
estimated energy of 35.21 GWh at a fuel consumption of 20,385 t. The hybrid solar tower 
power plants instead produce less electrical energy, because only the steam turbine generates 
energy in daytime. Thus again means, that also less fuel is consumed. The difference between 
the two locations Jülich and Italy reflects this coherence. Locations with high insolation are 
associated with the less fuel consumption and less electricity production. This effect occurs if 
an alternate hybrid operation is considered. 
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In Fig. 3, which shows a good day regarding solar radiation (DNI), a typical operation of the 
hybrid plant in alternate mode is illustrated. The specific electrical (index EL) power of the 
steam turbine resp. gas turbine are shown. Furthermore, the thermal (index TH) power of the 
receiver (index Rec) and the heat input at the HRSG (index HRSG). 

 

Fig. 3: Hybrid solar power tower plant operation for the 27th March 2007 

At night the gas turbine provides continuous electricity and heat to the HRSG, so that a 
combined-cycle operation is conducted. When solar irradiation increases the gas turbine is 
shut down. Because of the clear switch to solar operation the electricity generation by the 
steam turbine may diminish. When solar radiation increases the electricity production 
increases, too. At a certain stage, by the receiver produced heat is send to the storage. The 
heat input to the HRSG is kept constant. When the storage is charged to a certain level, the 
charging is terminated and the full heat input is provided by the receiver (cf. fig 3. Jump at 13 
h). When the sunset starts the storage is discharged slowly and the heat for the HRSG is 
supplied by the storage. In the evening the shift from storage operation to gas turbine 
operation is executed. This demonstrated operation strategy needs still optimization to ensure 
a maximum yield of power production and a continuous operation. Therefore weather 
dependent operation strategies and controlling has to be developed.  

4. Discussion and Conclusions 

Numerical procedures should be applied for the calculation of the annual energy yield of solar 
tower power plants. With the simulation tool, hybrid solar towers at different locations with 
high solar potential in Europe are calculated. Moreover, locations with high biogas potential 
in North Scandinavian countries are considered and power plants with biogas as fuel without 
solar input are investigated. The results of the simulation analysis show that the created model 
library is a solid basis for the simulation of hybrid concepts for solar tower systems. 

In next steps a detailed investigation and analysis of the simulation results is planed. The 
simulation models and especially the operation strategies will be optimized in order to get 
even more accurate results. 

In further steps an additional site in South Europe, for example in South Italy on the island of 
Sicily, will be investigated. For that reason weather data will be selected and a solar-only 
operation of a solar tower power plant will be regarded. 

3716



World Renewable Energy Congress 2011 – Sweden 
8–13 May 2011, Linköping, Sweden 

Solar Thermal Application (STH)

 

Acknowledgments 

The authors gratefully acknowledge the financial support of the German Federal Ministry for 
the Environment, Nature Conservation and Nuclear Safety (BMU), the ministries of economic 
affairs of the German states of North Rhine-Westphalia (NRW) and Bavaria in the solar tower 
demonstration project. The research into hybridization is supported by the German Federal 
Ministry of Education and Research (BMBF). 

References 

[1] K. Hennecke, P. Schwarzbözl, S. Alexopoulos, J. Göttsche, B. Hoffschmidt, M. Beuter, G. 
Koll, T. Hartz: SOLAR POWER TOWER JÜLICH The first test and demonstration plant 
for open volumetric receiver technology in Germany, Proceedings of the 14th Biennial 
CSP SolarPACES Symposium, Las Vegas, Nevada, 4-7 March 2008, London. 

[2] Alexopoulos, S., Goettsche, J., Hoffschmidt, B., Rau, C., Sattler, J., Schmitz, M., 
Warerkar, Sh., Hennecke, K., Schwarzboezl, P., Beuter, M., Koll, G., Hartz Th. (2009): 
SOLAR TOWER POWER PLANT JUELICH First experience with an open volumetric 
receiver plant and presentation of future enhancements, Proceedings Renewable Energy 
World Europe Conference, Cologne, Germany. 

[3] Trans-Mediterranean Interconnection for Concentrating Solar Power, DLR, 2006 

[4] Swedish energy agency. Production and use of biogas, 2005. 

[5] Lantz, M., Svensson, M., Björnsson, L., Börjesson, P.: The prospects for an expansion of 
biogas systems in Sweden: Incentives, barriers and potential, Energy policy, 35:1830-
1843, 2007 

[6] Ceriani, A.: “Le energie alternative e rinnovabili in Lombardia nell’ambito delle attivià 
produttive”, Instituto Regionale di Ricerca Della Lombardia, Milan, January, 2010 

[7] S. Alexopoulos, B. Hoffschmidt, C. Rau, P. Schwarzbözl: Simulation results for a 
hybridization concept of a small solar tower power plant, SolarPACES Symposium, 
Berlin, 15-18 September 2009 

[8] MATLAB/Simulink Manual, http://www.mathworks.com, 2010 

[9] S. Alexopoulos, B. Hoffschmidt, C. Rau, M. Schmitz, P. Schwarzbözl, S. Pomp: 
Simulation results for a hybridised operation of a gas turbine or a burner for a small solar 
tower power plant, SolarPACES Symposium, Perpignan, France, 21-24 September 2010 

[10] McBride, B. J., Gordon, S., Reno, M. A.: Coefficients for calculating thermodynamic and 
transport properties of individual species, Nasa Technical Memorandum 4513, 1993 

[11] VDI: Thermodynamische Stoffwerte von feuchter Luft und Verbrennungsgasen - VDI 
4670, 2003 

[12] S. Alexopoulos, B. Hoffschmidt, J. Göttsche, C. Rau, P. Schwarzbözl: First simulation 
results for the hybridization of small solar power tower plants, 1st International 
Conference on Solar Heating, Cooling and Buildings, Lisboa, Portugal, 7-10 October 
2008 

[13] ASUE - Arbeitsgemeinschaft für sparsamen und umweltfreundlichen Energieverbrauch 
E.V.: Gasturbinen-Kenndaten-Referenzen, 2006 

3717



Building-integrated Solar Collector (BISC) 

Bin-Juine Huang 1,*, Yu-Hsing Lin1, Wei-Zhe Ton1, Tung-Fu Hou1, Yi-Hung Chuang1 

1 New Energy Center, Department of Mechanical Engineering National Taiwan University, Taipei, Taiwan 
* Corresponding author. Tel: +886 2 2363-6576, Fax: +886 2 2363-6576, E-mail: bjhuang@seed.net.tw 

Abstract: The present study intends to develop building-integrated solar collector (BISC). The storage tank 
inside is designed in multi-function. BISC combines the solar collector and the water storage tank together with 
one face acting as the solar absorber. A double-glazing design is adopted to reduce the heat loss. A PC-based 
automatic operating system is designed and built to monitor the long-term performance of the BISC system with 
8 collector units. Hot water discharge is controlled from 18:00 until 22:00 to simulate the hot water load of a 
family. The discharge rate is at 60 L/hr. A 30 L backup electric water heater was connected to the BISC system. 
The long-term test results in winter season show that about 50 % energy saving was achieved in clear days. The 
monitored results have also shown that the daily-total solar irradiation on a 75o tilted surface (the BISC installed 
angle) is higher than the horizontal surface, about 40-50 % higher at Ht > 10 MJ/m^2day. This assures that BISC 
will produce more hot water in winter. This proves that the use of BISC as parapet or sun-shading canopy of a 
building (installation angle > 75o) is technically feasible. The characteristic efficiency of the installed BISC with 
different colors is 0.34-0.39.  
 
Keywords: Solar thermal, Building-integrated collector, Solar collector.  

Nomenclature 

η the daily-total thermal efficiency of BISC ..  
η*     the characteristic daily thermal efficiency 

of BISC ........................................................  
αo solar collecting efficiency (when Ti=Ta) ....  
Us the heat loss coefficient  ......... MJ/m2oC⋅day 
Ti initial temperature when collect heat ..... oC 
Ta average ambient temperature  ................ oC 
HT the daily-total solar irradiation  MJ/m2⋅Day 
  

ηdc the heat removal efficiency .......................... 
τf spent time when heat removal ......... second  
me the heat removal flow rate .................. kg⋅s-1 
Cp specific heat of water ................... MJ/kg⋅ oC 
Te water outlet temperature ......................... oC 
Twi  water inlet temperature ........................... oC 
Mt total mass of water storage ..................... kg 
Tintial ... initial temperature of water storage tank  oC 

1. Introduction 

The solar building involves advanced solar collector technology for heating and hot water 
supply. Our research intends to develop a building-integrated solar collector (BISC) as 
parapet or sun-shading canopy of a building, Figure 1.1. B ISC has a dual function of solar 
utilization and building constructing material, which can greatly reduce the cost.  
 
As part of the building constructing material, the design of BISC needs to consider the 
thermal performance, the mechanical strength, installation method on building, and outlook. 
We focus on the research of the thermal performance including heat utilization efficiency of 
hot water and the heat insulation of the front side.  

 

 
Fig. 1.1 BISC for parapet or sun canopy of a building 
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We have developed the first generation product of BISC. The special design features of BISC 
include: 
1) Color glass cover: BISC uses the color glass cover in order to be compatible with building. 

It will match the architecture appearance by choosing the glass color. 
2) Modular design: The solar water heater is designed as a module and easy to install. It only 

needs to fix on the wall or the ground and connect the water supply lines. 
3) Multi-function water storage tank: The BISC combines the solar collector and the water 

storage tank together. It combines the solar collector and the water storage tank together. 
One surface of the water storage tank is the solar absorber which absorbs solar energy and 
directly conducts to the water inside the storage tank. 

4) Double air-layer insulation: The BISC has a double-layer insulation, with two air gaps in 
front of the collector. This can reduce the heat loss. 
 

2.  Methodology 

Design of BISC 
The design specification of the BISC unit  is as follows:  

- outside dimension: 100cm x 70cm x 20cm 
- solar absorber dimension: 90cm x 60cm 
- storage tank: 90cm x 60cm x 7.5cm 
- water storage: 40 liter 
- glazing: 2 layers, 4mm color glass + 6mm PC 
- glass color: clear, ocean blue, French green 
- front double air layer insulation: 3cm/3cm 
- heat exchanger: PC 6mm, 60cm x 90cm, 3 rows, 3.2m2 

There were 8 units of BISC were installed in the building for demonstration and field test. 
Figure 2.1 is the 3D drawings of BISC. Figure 2.2 is the real BISC. Figure 2.3 is the building 
installation of BISC. 
 

           
        Fig. 2.1 3D drawings of BISC.                Fig.2.2  Color glass: clear, green, blue. 

 
Equations (1) and (2) are used to determine  the daily-total thermal efficiency of BISC 
(equation 1) and heat removal efficiency (equation 2): 
 
  η=αo − Us

Ti−Ta
HT

                                                                                            (1) 
 

  𝜂dc=
∫ me
τf
0 Cp[Te(t)−TWi]dt
MtCp(Tinital−TWi)

                                                                               (2) 

 
The heat removal efficiency ηdc is defined as the ratio of the withdraw of total amount of 
useful heat compared to the total heat stored at sunset. Testing equipment for the 
measurement of daily-total thermal efficiency of BISC was designed and built in the research. 
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The equipment setups are shown in Figure 2.4. This testing equipment is automatic from early 
in the morning to sunset. 
 
Design of a BISC system for a family 
Figure 2.5 is the BISC system design to supply hot water for a family.  

 

          
Fig. 2.3 BISC installation                                        Fig. 2.4 BISC test equipments 
 

 
Fig. 2.5 BISC system. 

 
Design of BISC system automatic monitoring system 
A PC-based automatic operating and control system is designed and built to monitor the long-
term performance of the BISC system built in the research. The operating system (Figure 2.6) 
monitors the instantaneous performance of the BISC system all day. Hot water discharge is 
controlled from 18:00 to simulate the hot water load of a family. The discharge rate is 30 L at 
every 15 minutes with 15 minutes stop after each discharge until 22:00. That is, the discharge 
rate is at 60 L/hr. A 30 L backup electric water heater was connected to the BISC system. The 
temperature setting of the backup heater is 55 oC.  

 
Fig. 2.6 Automatic monitor and control system 
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Figure 2.7 shows the water outlet temperature from BISC system. Figure 2.8 shows the 
electric consumption of the backup water heater. Figure 2.9 shows the daily performance 
pattern. 

 

   
Fig. 2.7 BISC system outlet temperature     Fig. 2.8 Backup heater power consumption 

 
Fig. 2.9 Daily operation of BISC system. 

 
3. Results 

3.1. Measurement of daily thermal performance of BISC installed in building 
Daily-total thermal efficiency test at 75° tilt 
The data collected from the BISC system installed in building can be used to analyze the 
thermal performance of BICS at the installed tilt angle (75°), using the testing standard CNS 
B7277 developed by Huang [1-5]. The daily-total thermal efficiency tests were performed for 
BISC installed at 75° tilted angle with different color glazing, all facing south.  
 
The daily-total efficiency is calculated using the measurement of daily-total energy stored in 
the storage tank and the total solar irradiation. Figure 3.1-1~Figure 3.1-5 and Table 3.1-1 
present the daily-total thermal efficiency of BISC. The test results show that the characteristic 
efficiency of BISC with different colors which are installed in building with 75° tilt angle is 
0.34-0.39 which is lower than the conventional solar water heater (0.50) with clear glass and 
tilted at lower angle (25°).   
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Fig. 3.1-1 Daily-total efficiency of BISC 

(diffuse glass). 

 
Fig. 3.1-2 Daily-total efficiency of BISC  

(green glass). 
 

 
Fig. 3.1-3 Daily-total efficiency of BISC 

 (blue glass). 

 
Fig. 3.1-4 Daily-total efficiency of BISC 

          (grey glass). 
 

 
Fig. 3.1-5 Daily-total efficiency of BISC (brown glass). 

 
Table 3.1-1 Test results of daily-total efficiency of BISC. 
BISC facing South 𝑈𝑠 𝛼𝑜 𝜂∗ 

Diffuse glass, tilted 75o 0.207 0.348 0.39 
Green glass, tilted 75o 0.147 0.318 0.35 
Blue glass, tilted 75o 0.161 0.323 0.35 
Grey glass, tilted 75o 0.109 0.325 0.34 

Copper-brown glass, tilted 75o 0.137 0.346 0.36 
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3.2. Long-term thermal performance test of BISC 
The BISC system installed in building is tested by simulating the daily operation for a family. 
To estimate the energy saving of the backup electric heater, a baseline test was carried out to 
measure the daily energy consumption of the electric heater without using BISC. At daily 
solar irradiation 0.62 MJ/m^2 which is assumed as no s olar radiation (rainy, the daily 
electricity consumption is 11.1 k Wh. At daily solar irradiation 21.7 MJ/m^2 (the best 
weather), the daily electricity consumption is 4.0 kWh.  
 
The first long-term performance monitoring is in winter season. Figure 3.2-1 shows the long-
term monitoring results of BISC. It is shown that BISC can save 40 % to 50 % of electricity 
per day in winter. Figure 3.2-2 shows the variation of daily energy consumption and collected 
water temperature with solar irradiation in winter season.  In spring season, the test results are 
shown in Figure 3.2-3 and Figure 3.2-4. 
 

Fig. 3.2-1 Long-term monitoring results of 
BISC at Taipei 2009.11.20~2010.3.28. 
 

 
Fig. 3.2-2 Variation of daily energy consumption 
and collected water temperature with solar 
irradiation at Taipei 200911.20~2010.3.28 
 

Fig. 3.2-3 Long-term monitoring results of BISC 
at Taipei 2010.3.31~2010.5.31 
 

 
Fig. 3.2-4 Variation of daily energy consumption 
and collected water temperature with solar 
irradiation at Taipei 2010.3.31~2010.5.31 

Figure 3.2-5 and Figure 3.2-6 shows the variation of daily-total solar irradiation on 75° and 
horizontal surfaces. The monitored results have also shown that the daily-total solar 
irradiation on a 75° tilted surface (the BISC installed angle in building) is higher than the 
horizontal surface, about 40-50 % higher at Ht>10 MJ/m^2day. This verifies that the use of 
BISC for parapet or sun-shading canopy of a building (installation angle > 75°) is feasible. In 
summer, it is expected that the solar irradiation on 75° surface will be less than the horizontal 
one and the heat collection efficiency will be lower. However, the hot water load in summer 
decreases about 50 % in summer. Therefore, the use of BISC as parapet or sun-shading 
canopy of a building is feasible. 
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Fig. 3.2-5 Variation of daily-total solar irradiation 75o and horizontal surfaces. 

 

 
Fig. 3.2-6 Variation of daily-total solar irradiation on 75o and horizontal surfaces. 

 
3.3. Heat removal efficiency test 
The heat removal efficiency test is carried out to determine how much energy can be extracted 
from the tank rated at the total water extraction identical with the storage volume. With the 
Figure 3.4-1 By the equation (2), we can see the numerator is the real instantaneous removal 
heat (similar a trapezoid area), and the denominator is the total storage heat (rectangle area), 
then the heat removal efficiency calculate about 0.72.
 

 
Fig. 3.4-1 Heat removal efficiency test. 

 
4. Discussion and Conclusions 

Our research intends to develop building-integrated solar collector (BISC). The BISC is 
designed to be part of construction material of a building. The storage tank inside is designed 
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in multi-function. BISC combines the solar collector and the water storage tank together with 
one face acting as the solar absorber which absorbs solar energy and directly conducts to the 
water inside the storage tank. A double-glazing design is adopted to reduce the heat loss. The 
outer transparent cover (glass) is made of color glass for architecture requirement. 8 uni ts 
were installed on the roof of the lab at the Innovation and Incubation Center of NTU for field 
demonstration and test. 
 
A PC-based automatic operating and control system is designed and built to monitor the long-
term performance of the BISC system installed in the research. The system monitors the 
instantaneous performance of the BISC system all days. Hot water discharge is controlled 
from 18:00 to simulate the hot water load of a family. The discharge rate is 30 L at every 15 
minutes with 15 minutes stop after each discharge until 22:00. That is, the discharge rate is at 
60 L/hr. A 30 L backup electric water heater was connected to the BISC system. The 
temperature setting of the backup heater is at 55 ℃ which is fixed. The long-term test results 
in winter season show that about 50 % energy saving was achieved in clear days. The 
monitored results have also shown that the daily-total solar irradiation on a 75° tilted surface 
(the BISC installed angle in building) is higher than the horizontal surface, about 40-50 % 
higher at Ht>10 MJ/m^2day. This assures that BISC will produce more hot water in winter. 
This proves that the use of BISC as parapet or sun-shading canopy of a building (installation 
angle > 75°) is technically feasible. The test results show that the characteristic efficiency of 
BISC with different colors which are installed in building with 75° tilt angle is 0.34-0.39, 
lower than the conventional solar water heater (0.50). 
 
The monitoring of long-term performance will be continued to find out the defects and 
efficiency of the system. Since BISC is part of the building, it needs a BISC with high quality 
in art design, high thermal performance, good manufacturing technique, and long service life 
(reliability). The reliability issue will be the focus of forthcoming research. 
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Abstract: The survey focuses on the passive solar schools units that have been built to date in Greece. It 
investigates on the one hand the bioclimatic principles applied to several school units with regard both to the 
building shell and the layout of the schoolyard area, and on the other hand the energy saving schemes that have 
been introduced to reduce energy consumption. This investigation is followed by a comparison with 
conventional schools in order to assess the economic and environmental benefits that the implementation of 
passive solar design bring to Greek schools. 
The present survey relies on statistical data collected from passive solar design and conventional school 
buildings taking into account, among others, energy consumption, school building plots and implemented 
bioclimatic principles. Furthermore, in order to collect information about various issues and the cost of these 
new school units, the survey relies on personal interviews with staff members of the School Building 
Organization which is responsible for the construction of these schools. 
The survey has shown that passive solar design used in the building of schools in conjunction with the 
installation of electronic control equipment to reduce consumption and the use of renewable energy, achieves a 
larger degree of environmental protection.  
 
Keywords: Passive solar design in schools, Save energy. 

1. Introduction 
In Greece, school buildings, according to past interventions for energy saving and protection 
are divided into neoclassical buildings of the interwar period until 1950, school buildings built 
prior to the application of the General Building Rules (GBR)(1950-1980), school buildings 
constructed under the new implementation of the (GBR) (1979) [1] until 1998 when  new 
measures were taken and terms were set  to improve energy efficiency of buildings [2]. After  
Directive 2002/91/EC [3] of the European Union for the energy performance of buildings  
new measures were taken to reduce energy consumption  in buildings, more specifically   law 
3661 [4], the Regulation of Energy Efficiency of Buildings [5] and law 3855 [6] in  
accordance with the directives of the European Union for energy saving. 

Initially, the proposals for interventions in school buildings (from 1950 to 1980) refer to the 
closure of open corridors, to the insulation of the roof, replacement  of window and door  
frames, the  addition of RES,  ventilation cooling and shading.  Thermal bridges reduction 
was added to school buildings from 1980 to 1998 [7]. The bioclimatic design in school 
buildings was implemented on a pilot basis. Generally, the measures applied were thermal 
insulation, green roofs, and minimization of northern openings exposure during the winter,. 
On the other hand, during the summer, the measures applied were the minimization of 
western openings, shading and cross ventilation. Other passive systems such as solar atriums, 
skylights, cooling chimneys and soil pipes, were implemented [8]. 

Take into account that most schools have been built before the year 2000, it is shown  that 
heat losses are much larger than those of school buildings constructed after 2000, which have 
implemented more stringent requirements for insulation and appropriate choice of materials. 

Especially from 2007 and onwards, all schools in Greece are built in accordance with the 
principles of bioclimatic design related to both the architectural design and the choice of 
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location of the school. Also the extension of bioclimatic design in courtyards contributes more 
to the improvement of environmental conditions in schools and the better use of space and 
climate conditions. 

In addition, the pilot application for the introduction of technology on energy saving systems 
in schools such as BMS systems, opens new horizons in energy saving.   

Generally, the new design of schools, taking into account the bioclimatic principles both in 
the building shell and in the exterior space as well as energy-saving technologies in 
conjunction with the strictest standards for heat insulation, will contribute to good weather 
conditions with the minimum of energy consumption. The degree to which this new way of 
designing schools unit contributes to energy saving, will be analyzed below. 

We note that the new standards for energy conservation should not be in conflict with 
bioclimatic design principles, but to complement them. 

2. Methodology 
First a reference to the policies implemented so far for the construction of schools in Greece is 
made. Next, the survey compares the fuel consumption between conventional schools and 
new schools with passive systems. Taking into account the thermal and climatic conditions in 
the region, the implementation or not of bioclimatic principles,  an effort to estimate to which 
degree the  use of passive solar systems can contribute to saving  energy and protect the 
environment is made. 
  
Thus, statistical data on the area and fuel consumption in selected schools are used in the 
survey. Also, the survey was supplemented with new data on the current policy for the 
construction of schools units. This information  have been obtained through personal 
interviews of the directors of the School Building Organization, which is responsible for the 
construction of schools in Greece. The creation of maps is achieved by using data from 
Geographic Information Systems (GIS). 
 
3. Results 
The survey focused on schools units which are built according to the principles of bioclimatic 
design, as well as on conventional schools. Specifically, the research focused on the energy 
consumption for heating, taking into account the thermal, climatic conditions in the area and 
the buildings were designed. 
 
From a survey made to the staff of the School Building Organization which are responsible 
for the construction of schools in Greece it is found that: 
 
• Nowadays, the lack of suitable land in areas with increased urbanization, creates problems 

in the design of schools according to the principles of bioclimatic design. 
• The old schools units need both maintenance and upgrading of heat insulation and sun 

protection. 
• All schools built since 2007, and onwards follow the bioclimatic design principles, taking 

into account the location and orientation of the building.  Techniques for sun protection, 
natural lighting, shading, natural ventilation (ventilation, traction phenomenon, solar 
chimney and cooling tower) and thermal insulation are applied. Green materials, wooden 
structures as well as green roofs and high planting are used (Fig. 1). 

• Introduction of new insulating materials and automation programs for saving energy. 
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• Expansion of the use of natural gas in schools units in order to save energy and reduce 
emission of pollutants. 

• Exploitation of strong sunlight via the use of photovoltaic systems. Due to good weather 
conditions and sunshine, in Greece, the design of school buildings different from those of 
northern European Union countries with different climatic conditions. 

• Introduction of geothermal energy for heating and cooling in special school units, which are 
constructed for children with special needs, requiring greater energy consumption. 

• Introduction of the new regulation on the energy performance of buildings in school 
buildings in order to obtain an energy building certification. 

 
3.1.  Schools units in Greece 
New passive solar building constructed from 2007 onwards in Greece are presented in the 
following map (Fig. 1). 
 

 
Fig. 1. Passive solar schools in Greece from 2007 up-today. 
 
3.2.  Schools units in Athens 
As conventional schools, schools in Athens which are listed in the table below have been 
selected (Fig. 2), (Table 1). On the other hand, from the new modern schools the 6th Nursery 
school in Paleo Faliro, which is the first school designed with passive systems was selected. It 
features specific provisions for sun protection, shading, ventilation with carbon dioxide 
sensors to upgrade and clean the air, greenhouse and two green roofs.Also, it has lighting 
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control systems which take into account the sunshine outside and for heating, natural gas is 
used. Also a photovoltaic systems has been installed on the school for electricity production. 
 

 

Fig. 2.Schools units in Athens 
 
The survey found that in conventional school units there are different levels of consumption, 
depending on heat insulation and on the time period during which the boiler is operating for 
heating purposes. 
 
In contrast in the 6st nursery school of Paleo Faliro (passive solar) a significant decrease in 
fuel consumption, compared to other schools  in the same period was found. 
 
Similar reductions were made to other schools in the past. For example, in the school unit of 
A. Kapon in Andros  in 1989, which has an area of 513.5 m2 with Tromble walls and 10 cm 
polystyrene insulation, the consumption was 12.36 Kwh/m2. While in the school unit  of I. 
Kalligeris in Rethymno in 1987, which has an area of 893.7m2, through the use of  
greenhouses and shading, the consumption was at 6.73 Kwh/m2.[8]. In other school units 
systems for solar gain, solar terraces, double glazing and others have been implemented.  
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Table 1. Use of natural gas for heating in school units in Athens during the period time 9/2009-8/2010 
[9,10] 
Schools units Year of 

constructi
on 

Total floor 
area 

        (m2) 

Total 
volume of 
building 

Consumpt
ion of 
natural 
gas (Kwh) 

(Κwh/ m2) 

46 High School of Athens 1917 2698.00 9421.00 70990.85 26.31 

52 High School of Athens 1970 2714.45 9734.35 50091.29 18.45 

7 Secondary of Metamorfosi 1980 1244.00 4552.00 62691.07 50.39 

33 High School of Athens 1984 2451.07 12429.12 42235.80 17.23 

5 High School of Paleo Faliro 1986 3835.80 7448.85 42012.18 10.95 

13 Secondary of Paleo Faliro 1992 1896.24 7600.00 48663.39 25.66 

3 Nursery of Paleo Faliro 1993 210.50 800.00 5444.56 25.86 

137 Secondary of Athens 1993 1626.00 5962.00 36700.86 22.57 

10 Secondary of Paleo Faliro 1995 1700.00 6652.00 38724.61 22.77 

4 High School of Paleo Faliro 2000 3835.80 7448.85 21728.73 5.66 

6 Nursery of Paleo Faliro 2005 600.20 2640.90 3063.00 5.10 

 
Also, the use of natural gas in the schools units  has further reduced the emissions  of CO2 in 
contrast to  oil (Table 2) 

Emission of CO2, natural gas 0.20 kg/kWh, diesel fuel oil 0.26 kg/kWh) [11] 
 
4. Discussion 
Fuel consumption for heating of school grounds, varies depending on: 
 
The climatic conditions of each region: Based on heating degree days and altitude, we have 
four climatic zones. From the hottest to the coolest (Fig. 1). 
 
Heating time: The duration of the heating season ranged from 60 days to the region of Crete 
and reaches 210 days in the areas of Macedonia and Thrace [5]. 
 
Heat insulation: The heat insulation of buildings and the way of construction  such as  the 
orientation of the building, insulation of walls, floors and roofs, thermal insulation materials 
used and the use of openings. 
 
Also, many schools and big complexes are attached to the operation of one boiler, which 
means that the above operation of a school or a department requires the operation of the boiler 
for more time as a result of which school units are heated unnecessarily. 
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Nowadays, in conventional schools interventions are made in order to increase the insulation 
during the winter and to ensure sun protection, ventilation and cooling during the summer 
months. 
 
Table 2. Consumption in school units and emission of CO2 

 

Schools units 

Consumption of 
natural gas[10] 

(Kwh) 

Emission of CO2 
(ton) (if we used 
natural gas) (ton)  

Emission of CO2 
( if we used oil ) 
(ton) 

46 High School of Athens 70990.85 14.19 18.45 

5 High School of Paleo Faliro 50091.29 10.01 13.02 

7 Secondary of Metamorfosi 62691.07 12.53 16.30 

33 High School of Athens 42235.8 8.44 10.98 

5 High School of Paleo Faliro 42012.18 8.40 10.92 

13 Secondary of Paleo Faliro 48663.39 9.73 12.65 

3 Nursery of Paleo Faliro 5444.56 1.08 1.41 

137 Secondary of Athens 36700.86 7.34 9.54 

10 Secondary of Paleo Faliro 38724.61 7.74 10.06 

4 High School of Paleo Faliro 21728.73 4.34 5.64 

6 Nursery of Paleo Faliro 3063 0.61 0.79 

 
The above data shows (Table 1) that new schools planned in accordance with the principles of 
bioclimatic design and new energy saving measures, require less energy to operate than 
conventional schools.  
 
In addition, the use of natural gas has reduced energy consumption due to the higher calorific 
value of gas compared to oil. Even the use of renewable energy sources in new school units it 
will contribute more to the protection of the environment. 
 
5. Conclusions 
New school units require less energy than conventional schools. An important role in energy 
consumption is played by the location of the school unit, thermal insulation as well as the use 
of passive solar systems. As it turned out, the implementation of new laws on heat insulation 
has increased significantly the reduction of energy consumption. 

The survey showed that the existing conventional schools who consume large amounts of 
energy, are in need of improvement. 

Also, the use of renewable energy sources such as photovoltaic systems, saves important 
natural resources, while the introduction of geothermal energy to schools, will reduce energy 
consumption even further. 
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Conclusively, not only do passive solar schools contribute to energy consumption reduction, 
but they also contribute to the conservation of natural resources and the reduction greenhouse 
gases emissions to the atmosphere. Nowadays, new techniques applied in schools and new 
energy-saving systems create a new field of research in the forthcoming years. 
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Abstract:   The Seawater Greenhouse system uses sunlight, seawater and air to provide freshwater and cooled 
and humid air, so that in addition to provide the water required for greenhouse, supply more sustainable 
environmental condition from cultivation of crops in arid coastal regions. In this system ambient air is passed 
through the two evaporative cooling pads, which plant growth area is placed between those pads, by fans that 
placed end of the building, and then returned taking humidity on the tube-and-fin condenser. In order to decrease 
the entrance heating load to the plants, use pipe arrays to provide shade. This paper tries to describe simulation 
the Seawater Greenhouse considering condition of the Bandar Abbas City in IRAN. it shows that by increasing 
entrance air relative humidity, the water production and floor temperature  increases and the differential 
temperature decreases. Also with increasing seawater flow rate, the water production increases and differential 
temperature and floor temperature decreases. With increasing entrance air flow rate, the water production water 
production and floor temperature decreases and differential temperature increases. Different cycle is developed 
and investigate in this paper and shows that in cycle that is water exist from first evaporator is passed under the 
greenhouse floor, is the effective cycle and produces more water than other cycle. 
 
Keywords: Seawater greenhouse, cycle design, condenser 

Nomenclature  

D Pipe diameter ........................................... m 
E Pipe thickness .......................................... m 
F Seeing surface .............................................  
g Acceleration due to gravity .................. m⋅s-2 
h enthalpy ..............................................kjkg-1 
h heat transfer coefficient   ................. wmP

-2
Pk P

-1 
I solar radiation intensity ....................... wmP

-2 
k Thermal conductivity ....................... wmP

-1
Pk P

-1 
M mass   ...................................................... kg 
MP

0
P flow rate ............................................... litsP

-1 
Nu Nusselt number ...........................................  
p pressure .................................................. pa 
pr Prandtl number ...........................................  
Q Heat transfer ............................................ kj 
Re Reynolds number ........................................  
T Temperature ............................................. k 
U Specific energy ....................................kjkgP

-1 
V velocity ................................................. m⋅s P

-1 

V viscosity ............................................... m⋅s P

-1 
V transmittance ....................................... m⋅s P

-1
P  

1 Entering air to first evaporator ................... 
2 Entering Water to first evaporator .............. 
3 Water out from first evaporator .................. 
4 Air out  from first evaporator ...................... 
5 Entering Water to pipes array ..................... 
7 Entering air to growing space ..................... 
8 Air out from roof space ............................... 
9 Air out from growing space ......................... 
10 Entering water to second evaporator .......... 
11 Entering air to second evaporator .............. 
12 Water out from second evaporator .............. 
13 Air  out from second evaporator ................. 
14 Entering water to condenser ....................... 
15 Water out from condenser ........................... 
16 water production ......................................... 
17 Air out from condenser ................................ 
α  absorptance ................................................. 
ε  Emittance ..................................................... 
ϕ  Relative humidity ......................................... 
ω  Water content .............................................. 

ω  stefan-boltzmann constant ............... wmP

-2
Pk P

-4 

 

1. 0BIntroduction  

The earliest solar distillation plant on record was designed and built in 1872 by Charles 
Wilson in Chile [1]. It was further developed at the University of Arizona in 1961 in 
cooperation with the Georgia Institute of Technology and the University of Sonora, Mexico at 
Puerto Peñasco,New Mexico. A well detailed study about sun fresh water making plans and 
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policies was investigated [2, 3, 5, 6]. But, the seawater Greenhouse history returned to 1991. 
The first experimental project started in Tenerife in 1994. This prototype Seawater 
Greenhouse was planned in England and constructed in Tenerife[7].  
 
The increasing water requesting growth and water providing resources shortage are two 
certain and predictable problems in 21 century. Now, the great areas in the world suffer from 
drought. The deserts are developing and in comparison, raining has a fixed movement. While 
water requesting have been two times in present 20 years, request forwarding from refreshing 
resources amount is following at the same way. About 70% total water uses are in farming 
and then water crisis can be review in so close relationship with food materials producing and 
economy development and creating. Custom and traditional farming which just need few 
hundred liters water just produces one kg output and it is because of this farming style 
inefficiency in water management. The farming and its increasing water requesting will be an 
important pressure point in which seawater Greenhouse will help using and incorporating 
natural processes in order to provide low-cost resolution for presenting permanent and similar 
model in arid coastal regions to decrease this pressure. Seawater Greenhouse provides an 
ambient in which plants sweating is as low as possible. So, Greenhouse produces its needed 
sufficient water during sun distillation operation. 
 
2. Seawater greenhouse process description 

The greenhouse seawater system uses the 
sun, the sea and the atmosphere to produce 
fresh water and cooled air to the growth of 
crops in the greenhouse. The idea of its 
operation depends on creating the natural 
water cycle in controlled environment. First 
seawater pumped into a cold seawater tank 
after filtration. The seawater pumped to the 
condenser before reaching the first cooling 
pad evaporator at the front side of the 
greenhouse. The seawater greenhouse consist 
of two evaporator that planting area is 
located between them. The seawater passes 
through first evaporator from top to bottom, 
while air passes perpendicular direction to 
the flow of water. This evaporator faces the prevailing wind. Also fan assist and control air 
movement. The humidified and cooled air passes through planting area and combined with 
hot dry air from the cavity under the roof. The mixture passes through a second evaporator 
and creating hot saturated air which then flows through the condenser. The seawater is 
pumped to a pipe array which is installed in the cavity below the plastic cover and warmed up 
by solar energy and passes through second evaporator from top to bottom. It noted that only 
small fraction of solar radiation involved in photosynthesis since the roof traps infrared heat 
while allowing light through to promote photosynthesis. The saturated humid air from second 
evaporator passes through the condenser which is cooled by seawater flow. The temperature 
difference creates fresh water to condense out of air stream.  The resulting condensate 
collected for using in irrigation of crops.  
 

 
Fig1. Seawater greenhouse process 

schematic diagram 
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3. Modelling and Optimisation 

Seawater greenhouse is consist of two evaporator, which is planting area located between 
them, condenser, and pipe array, which is feed the second evaporative pad through water 
which heated by the sun, is located in cavity under the greenhouse plastic cover. In analyzing 
the green house all of these parts must be modeling.  
 
The first evaporator: 

Energy and mass balance for evaporator cooling pad in the front of greenhouse gives: 

44332211 hmhmhmhm  +=+  (1) 

4321 mmmm  +=+  (2) 
The entrance air mass obtained with equation 3: 

1

1

1 ω+
=

mmAir


  (3) 

The evaporative water amount will take from: 
)( 1414 ωω −=− Airmmm   (4) 

),,( 111 ωAmbientPTfh =  (5) 

),,( 111 ϕω AmbientPTf=  (6) 

),( 22 AmbientPTfh =  (7) 

),( 33 AmbientPTfh =  (8) 

),,( 444 ϕAmbientPhfT =  (9) 

),,( 444 ϕω AmbientPTf=              (10) 
 
The growth area: 
Air after passing through the evaporator enters the growth space. Before air entering in plants 
growth space, part of it directs to the space in up. This part has an important role in freshwater 
production and simulate as follow: 
The roof: 

0)(..)(..)()( 44
.

44
.1 =−−−−−−−− SkyRoofBodySkyRoofPipeRoofBodyPipeRoofUpRoofUpRoofOutBody TTFTTFTThTThI εσεσα  (11) 

The left: 

0)(..

)(..)(..)()(

44
.

44
.

44
.1

=−−

−−−−−−−−

FloorLeftBodyFloorLeft

SkyLeftBodySkyLeftPipeLeftBodyPipeLeftDownLeftDownLeftOutBody

TTF

TTFTTFTThTThI

εσ

εσεσα  (12)  

The right: 

0)(..)(

..)(..)()(

44
.

44

.
44

.1

=−−−

−−−−−−−

FloorRightBodyFloorRightSkyRight

BodySkyRightPipeRightBodyPipeRightDownRightDownRightOutBody

TTFTT

FTTFTThTThI

εσ

εσεσα  (13)  

 
Pipes carrying seawater: 
 

k
e

h

TTT
TTF

TTFTTFTTFTTThI

Water

DownUpWater
RoofPipePipeRoofPipe

FloorPipePipeFloorPipeRightPipePipeRightPipeLeftPipePipeLeftPipeDownUpPipePipeBodyPipe

+

−−
−−−

−−−−−−−−−

1

2
)(..

)(..)(..)(..)2(..

44
,

44
,

44
,

44
,

εσ

εσεσεσρα
  (14)  

The Floor: 

)(..)(

..)(..)()2..(

44
,

44

.
44

,

PipeFloorFloorPipeFloorRightFloor

FloorRightFloorLeftFloorFloorLeftFloorDownFloorDownBodyPipeBodyFloor

TTFTT

FTTFTThI

−−−

−−−−−+

εσ

εσεσρρρα    (15) 
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The Greenhouse out air h: 

L
kNuh OutOut

Out
.

=  (16) 

3
1

5
4

, Pr)871Re037.0( OutOutLOutNu −=  (17) 

)(Pr 1TfOut =  (18) 

Out

Out
OutL

LV
µ

.
Re , =  (19) 

),,( 11 ωµ AmbientOut PTf=  (20) 

11.mVOut ρ=  (21) 
),,( 111 ωρ AmbientPTf=  (22) 

),,( 11 ωAmbientOut PTfk =  (23) 
The passing water h from the pipes: 

Pipe

WaterWater
Water D

kNuh =  (24) 

3
2

)
Re

Pr(04.01

RePr0668.0
66.3

L
D

L
D

Nu
D

WaterPipe

DWater
Pipe

Water
+

+=
 (25) 

),(Pr AmbientWaterWater PTf=  (26) 

WaterPipe
D D

m
µπ
104

Re


=  (27) 

),( AmbientWaterWater PTf=µ  (28) 
),( AmbientWaterWater PTfk =  (29) 

 
In this stage, by taking two control volumes around the Greenhouse up and down space that 
separating by the pipes carrying seawater, we have the following equations. 
 

0)()( 8866 =−−+−+ hmTThTThhm UpPipePipeUpRoofUp   (30) 

0)()3( 9977 =−−+−+++ hmTThTTTThhm DownPipePipeDownRightLeftFloorDown    (31)  

),,( 888 ωAmbientPhfT =  (32) 
),,( 999 ωAmbientPhfT =  (33) 

)(
2

1
86 TTTUp +=  (34) 

)(
2

1
97 TTTDown +=  (35) 

)(
2

1
105 TTTWater +=  (36) 

 
The entering air divided into two branches that flowing down branch has the duty of 
humidification and cooling of the ambient and the up branch has the duty of by removing the 
heat gained from sun by pipe arrays and applying it increasing humidity capacity of air in 
exit. These two branches were mixed by near the second evaporator and caused increasing air 
temperature and moisture capacity. These combinations write as follow: 
 

),,( 111111 ωϕ AmbientPTf=  (37) 
),,( 111111 ωAmbientPTfh =  (38) 
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The second evaporator: 
This evaporator analyzes such as the first one 
 
Condenser: 
According figure 3, the governing equations are as following: 

17171616151514141313 hmhmhmhmhm  ++=+  (39) 
)( 17131713 ωω −=− Airmmm   (40) 

171613 mmm  +=  (41) 
),( 1414 AmbientPTfh =  (42) 

),( 1515 AmbientPhfT =  (43) 
),( 1616 AmbientPTfh =  (44) 

),,( 171717 ϕω AmbientPTf=  (45) 
),,( 171717 ωAmbientPTfh =  (46) 

 
Finally, all of these equations stimulate and solved by EES program. 
 
4. Result and conclusion 

Bandar Abbas have chosen as stimulation reference, and was simulated based on the 
following the following conditions[8]: 

KPaPAmbient 100= , smVOut 10= , 2250 mWI = , mL 42= , 64.0=ϕ , skgm 201 = , sLitm 32 =   
 

Figure 2 shows the difference temperature between the inlet and outlet of the first evaporator 
as function of the mass flow rate and relative humidity of entrance air. With increasing mass 
flow rate, Re and h was increased and it caused more evaporation and the temperature of air 
was decreased. 
 

Figure 3 shows the difference temperature between the inlet and outlet of the first evaporator 
as function of the mass flow rate of sea water and the relative humidity of entrance air. As 
shown in the figure, the more increasing mass flow is lead to the more decreasing temperature 
drop. Furthermore, the more increasing humid, the more decreasing temperature difference. 
Figure 4 shows water producing according to entrance air mass flow and various air humid. 
As you see in this figure, entrance air increasing has affected water producing tendency 
increasingly and has had an important step toward its decrease. 
 

Figure 5 shows water producing mass flow based on seawater mass flow and various airs 
humidity. As have shown seawater mass flow increasing causes differential temperature 
dropping, then more warm air goes to the roof and its entrance will be warmer and caused the 
exit water will be warmer, this increases water inclination to evaporation and humid 
absorbing more. These events in addition to warmer air gets condense better in condenser will 
increase producing water in it and also we see clearly increasing in seawater mass flow will 
increase the producing water. 
 

Figure 6 shows the temperature of Greenhouse floor as a function of seawater mass flow and 
various airs humid. It is cleared that the increasing water producing mass flow has increased 
soil temperature. It happens more in much humid 
 

Figure 7 shows Greenhouse floor temperature based on entering air mass flow and various air 
humid. As have considered, increasing entrance air mass flow will decrease the outlet 
temperature of the first evaporator, and it results in more heat transfer to greenhouse floor and 
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decrease its temperature. In addition, entrance air mass flow increase affects Re and Nu and 
increasing h and absorbs multiple heat, so we can say the higher humid will be as the same as 
more soil temperature. As we see in this figure, entrance mass flow increasing has decrease 
heat, and more humid, will increase Greenhouse floor in a certain air mass flow. 
 
.The difference cycles was simulated here to find the optimum cycles in this Greenhouse. The 
stimulations were done according the Bandar Abbas conditions. The first cycle which has 
shown by C1 in the figures, is the simplest one and the other plan is based on changes 
changes in this plan. C2 is a plan for decreasing the greenhouse floor temperature. The air 
which exits the condenser will be passed the under of the growth space in order to decrease 
Greenhouse floor temperature. C3 is a similar plan with the same goal by another approach. 
In this cycle, the water which exit the first evaporator is passed the under of Greenhouse floor 
space, like previous plan, for decreasing the temperature. C4, C5 and C6 have considered in 
order to low cost and each of them includes these changes: condenser feeding from the first 
evaporator exit water, pipes array feeding through condenser exit and finally pipes array 
feeding by the second evaporator exit. Now, we study these graphs in detail: Considering 
present cycles we can see with increasing humidity the water producing was increased. 
Another important result will obtain from this graph is C3>C2>C6>C5>C4>C1 
 

Figure 8 shows water producing in different cycles according to various air humid, and 
describe cycle 3 is the best in water production and providing pleasure heat for greenhouse 
floor (in this way and through thermal transmitting increasing to the air produces water) and 
also says condenser feeding through exit water from operator just low cost and hasn't so 
profits in water producing. Figure 9 shows water producing in different cycles based on 
various entrance air mass flow rate. This graph interpretation is like graph 8 and the alone 
point which isn't mentioned is in all cycles increasing entrance air mass flow water producing 
is decreased. Figure 10 shows the location of different places in basic cycle. 
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Fig 9- effect of suggested cycles in produced water 
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Fig 11. continue 
5. Conclusion 

The seawater greenhouse was investigated in the Bandar Abass wether conditions.it shows 
that by increasing entrance air relative humidity, the water production and floor temperature  
increases and the differential temperature decreases. Also with increasing seawater flow rate, 
the water production increases and differential temperature and floor temperature decreases. 
With increasing entrance air flow rate, the water production water production and floor 
temperature decreases and differential temperature increases. Also different cycle is 
developed and investigates in this paper and shows that in cycle C3 which is water exist from 
first evaporator is passed under the greenhouse floor, is the effective cycle and produces more 
water than other cycle. 
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Abstract: It is good for the consumer to have solar cookers of various varieties in terms of geometrical designs, 
performance and price but it is a ch allenge to develop a u niform test standard for evaluating the thermal 
performance of the cookers irrespective of their geometrical construction. Due to the lack of uniform test 
protocol, consumer cannot compare the quantitative performance of the cookers of different configuration and 
become confused. For this end, we plotted graphs between exergy output and temperature difference, for solar 
cookers of different designs and it resembled a parabolic curve for each design. The peak exergy (vertex of the 
parabola), can be accepted as a measure of devices’ fuel ratings. The ratio of the peak exergy gained to the 
exergy lost at that instant of time can be considered as the quality factor of the solar cooker. Besides, the exergy 
lost is found to vary linearly with temperature difference irrespective of the topology of the device and the slope 
of the straight line obtained through curve fitting represents the heat loss coefficient of the cooker.  The proposed 
parameters can lead to development of unified test protocol for solar cookers of diversified designs. 
 
Keywords: Solar Cookers, Test Protocol, Exergy Analysis 

Nomenclature 

A gross area of glazing surface .................. m2 
c specific heat capacity of water ......... J/kg K 
Eo output energy ............................................ J 
EXi input exergy ............................................. kJ 
EXo output exergy ........................................... kJ 
F1 first figure of merit .......................... m2 K/W 
F2 second figure of merit 

G instantaneous solar insolation............ W/m2 
m mass of water ........................................... kg 
Tam instantaneous ambient temperature ......... K 
Tf final water temperature ............................ K 
Ti initial water temperature .......................... K 
Ts surface temperature of sun ....................... K 
Δt time interval ............................................... s

 
1. Introduction 

Solar cookers are a very useful and popular thermal device which is available throughout the 
world. It is one of the few renewable energy thermal gazettes which are portable, user 
friendly, easily operable, meant to fulfil the very basic need and economically competitive. 
Its affordable price makes it v ery attractive commercially, especially among the rural 
populace in the developing countries. In order to meet the demands of broad spectrum of the 
society and penetrate the market, different novel varieties of solar cookers have become 
available in accordance with peoples’ need and purchasing capacity. Solar box type cookers 
(SBC) are available for domestic as well as community based applications. Similarly, SK-14, 
SK-10 and Scheffler paraboloid type concentrating cooker are also present in the market for 
fast cooking for domestic/community and industrial applications. In addition parabolic trough 
type concentrating cookers are being reported in recent studies for both domestic as well 
community type applications.  D epending on the topology of the cooker construction, 
different test procedures and thermal indicators have been established, which act as 
benchmark thermal performance evaluators for various geometrical varieties of the cooker. 
On one hand it is good for the customer to have solar cookers of diversified designs in terms 
of geometry, performance and price but on t he other hand it is a challenge to develop a 
uniform test standard for evaluating the thermal performance of the cookers irrespective of 
their geometrical construction. In the absence of such unified test/standard protocol, it is very 
confusing for the customer to compare the performance of these devices. In addition, to 
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promote renewable energy technologies (RETs), many governments throughout the world, 
are adopting environment friendly policies. This includes the provision of providing 
direct/indirect subsidies and other benefits to the user on t he usage of the RETs. Many a 
times, manufacturers are not able to receive the subsidy benefits because the parameters set 
for eligibility criterion matches one design of solar cooker and not the others. Through the 
present manuscript, we propose an exergy based unified test protocol for solar cookers of 
different geometries. In this protocol, the test methodology for conducting full load test for 
solar cookers remains the same but the analyzing procedure has been altered so as to fulfill 
the above necessities. In order to develop a realistic and unified test protocol, we utilize the 
reported data from different well known published manuscripts and analyze it 
comprehensively to cater to the above mentioned needs.   
 
2. Methodology 

In order to test the performance of the solar box type cooker, two figures of merit (FOM) viz. 
F1 and F2 are generally calculated, as given by Mullick [1]. The first FOM, F1 is defined as 
the ratio of optical efficiency to the heat loss factor by bottom absorbing plate and is a 
measure of the differential temperature gained by the absorbing plate at a particular level of 
solar insolation.  The second FOM, F2 is more or less independent of climatic conditions and 
gives an indication of heat transfer from absorbing plate to the water in the containers placed 
on the plate. Bureau of Indian standards have also accepted these parameters as performance 
indicators for SBC [2]. However, as per international test protocol for solar box cookers, the 
performance should be estimated in terms of its standardized cooking power as given by 
Funk [3], which is calculated through extrapolation of the curve/data. The value of the 
cooking power determined through this procedure comes out to be high and does not 
represent the actual cooking potential of the cooker. Internationally, the procedure for 
measuring the efficacy of cooking of solar cookers based on parabolic trough and Scheffler 
concentrating type topology is not very well known, nevertheless Scheffler concentrators are 
generally employed for very large scale cooking/industrial operations. As per Ministry of 
New and Renewable Energy (India), thermal performance of SK-14/SK-10 type cookers 
should be determined by its heat loss factor, optical efficiency and cooking power [4]. In all 
above mentioned thermal performance evaluation processes, energy based approach is 
employed. But, the benchmark parameters derived from the energy based method does not 
provide complete information and are inadequate performance indicators because their values 
can be misleadingly high or low depending on the temperature difference between source and 
sink, even though input energy condition may remain same. Exergy is a m easure of the 
potential of the system to extract heat from the surroundings, as the system moves closer to 
the equilibrium with its environment [5].  A fter the system and the surroundings reach 
equilibrium, the exergy becomes zero. In the present manuscript, we would take the case of 
each of the different solar cookers of the above mentioned geometries and apply the exergy 
based approach so as to reach a holistic/uniform approach for deciding the common thermal 
indicators irrespective of the cooker design topology. The exergy of solar radiation, as the 
exergy input XiE to the solar cooker, can be calculated using the available solar energy flux 
(GAΔt) and is expressible through Eq. (1) which has the widest acceptability [5, 6]. 
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where Tam is instantaneous ambient temperature, Ts is surface temperature of sun, G is 
instantaneous solar insolation, A  is aperture area of cooker, and t∆  is time interval.  The 
sun’s black body temperature of 5762 K results in a solar spectrum concentrated primarily in 
the 0.3−3.0 µm wavelength band [5, 7, 8]. Although the surface temperature of the sun (Ts) 
varies due to the spectral distribution of sunlight on the earth’s surface, the value of 5800 K 
has been considered for the Ts. The energy gained by water in the vessel, kept inside the 
cooker, due to rise in temperature can be considered as the output energy (Eo) of the system 
and is mathematically given as 
 

)( ifo TTmcE −=                                                                                             (2) 
 
In the expression above, the output energy depends only on the difference in initial and final 
values of temperatures )( if TT − but in actual practice, ambient temperature as well as the 
initial and final temperature values also play the role in deciding the efficiency of the system, 
and this kind of qualitative effect can not be accommodated in the energy based approach. 
The exergy gained by water in the vessel kept inside the cooker due to rise in temperature can 
be considered as the output exergy ( 0XE ) [5, 6, 7, 9] of the system and is expressible through  

i

f
amoXo T

T
mcTEE ln−=                                                                                   (3)      

The beauty of the exergy analysis/approach is self evident in the expression above as it 
considers the effect of ambient temperature as well as the absolute values of initial and final 
temperature in addition to )( if TT − . The second term on the right hand side of this expression 
signifies the exergy losses elucidating the true potential of the system in converting the input 
energy. Thus, exergy analysis is a more complete synthesis tool because it accounts for the 
temperatures associated with energy transfers to and from the cooker, as well as the quantities 
of energy transferred, and consequently provides a measure of how nearly the cooker 
approaches ideal efficiency. Here, we propose to plot a graph between output exergy power 
and temperature difference and fit the data points with second order polynomial; temperature 
difference is the difference in the instantaneous water temperature and ambient temperature. 
From the fitted curve, it is easier to obtain the peak value of exergy, which is very near to the 
actual value of the peak exergy.  The temperature difference gap corresponding to the half 
exergy points of the curve can be determined.  The exergy lost during the test period can also 
be plotted against temperature difference so as to estimate the overall heat loss coefficient of 
the cooker.  In order to determine the above mentioned parameters, we are taking the data 
from various manuscripts for each of the different solar cookers geometries. 
 
3. Results and Discussion 

Four different geometries of solar cookers are considered for depicting their thermal 
performance on the basis of exergy based parameters. These geometries are domestic box 
type cooker, domestic SK-14 type cooker, Scheffler community type cooker, parabolic trough 
type cooker. The proposed four exergy based parameters, which can be considered as the 
benchmark indicators of the performance of the cookers are as follows, (i) Peak Exergy, (ii) 
Quality factor, (iii) Exergy temperature difference gap product, (iv) Heat loss coefficient. 
Peak exergy is the highest/maximum exergy output power obtained through curve fitting by 
plotting the graph between exergy output power and temperature difference. This can be 
realistically considered as a measure of its fuel ratings. The ratio of the peak exergy gained to 
the exergy lost at that instant of time can be considered as the quality factor of the solar 
cooker.  A  higher quality factor is always desirable. The product of the temperature 
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difference gap corresponding to the half power points and the peak exergy power can also 
considered to be another benchmark indicator in this kind of analysis. Higher temperature 
difference gap means the lesser heat losses from the cooker. This kind of scheme is generally 
considered in electronics for expressing the performance of a BJT amplifier, as gain 
bandwidth product and also a quality factor in case of a notch/band pass filter. The heat loss 
coefficient of the device can be calculated by dividing the value of the slope of the line, 
obtained through linear curve fitting of exergy lost variations with temperature difference, by 
the value of glazing/focal area. In this approach, we are not dependent much on extrapolation 
and all the parameters were realistically calculated from the graphs/data. Calculations of the 
above mentioned topologies of the solar cooker are described in the subsequent sub-sections. 
 
3.1. Domestic solar box type cooker 
The variation in the exergy output as a function of temperature difference for domestic SBC 
of aperture area 0.25 m2 is presented in Fig. 1, which depicts the case when the amount of 
water inside the cooking vessels/pots is 2.5 Kg. The maximum exergy power obtained 
through curve fitting is 6.46 W and the temperature difference gap corresponding to the half 
power points is 46.2 K. The peak exergy and temperature difference gap product for this case 
is found to be 298.5 WK. The experimental data, for performing calculation and obtaining the 
thermal parameters, is taken from Kumar [11].   
 

 
Fig. 1. Variation of Exergy output power with 

Temperature Difference for Domestic SBC with its 
schematics. 

 
The curve between the exergy lost v/s temperature difference is plotted in Fig. 2. Heat loss 
coefficient is obtained by dividing the slope of the curve (which depicts the exergy lost per 
change in temperature, i.e., W/K), by the gross aperture area. The heat loss coefficient and 
quality factor, for 2.5 kg mass of water, are found to be 5.24 W/K m2 and 0.123, respectively. 
The specific heat loss coefficient for this cooker is found to be 2.096 W/K m2 kg. 
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Fig. 2. Variation of Exergy power lost with Temperature Difference for Domestic SBC. 
 
3.2.  SK-14 type cooker 
The variation in the exergy output as a function of temperature difference for domestic SK -
14 type of gross aperture area 1.47 m 2 and a focal area of 0.134m2 is presented in Fig. 3, 
which depicts the case when the amount of water inside the cooking vessels/pots is 5 Kg. The 
reflective area of the cooker is 1.47 m2 with its focal length equal to 0.28 m. The maximum 
exergy power obtained through curve fitting is 18.21 W and the temperature difference gap 
corresponding to the half power points is 40.374 K .  T he peak exergy and temperature 
difference gap product for the two cases is found to be 735.3 WK. The experimental data, for 
performing calculation and obtaining the thermal parameters, is taken from Kaushik [7]. The 
curve between the exergy lost v/s temperature difference is plotted in Fig. 4. The heat loss 
coefficient and quality factor, for 5 kg mass of water, are found to be 40.35 W/K m2 and 
0.106, respectively. The specific heat loss coefficient for this cooker is found to be 8.07 W/K 
m2 kg. 

     Fig. 3. Variation of Exergy output power with Temperature Difference for SK-14 type cooker with 
its schematics. 

 

Fig. 4. Variation of Exergy power lost with Temperature Difference for SK-14 type cooker. 
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3.3. Scheffler Community type cooker 
The variation in the exergy output as a function of temperature difference for Scheffler 
community type of gross aperture area 8.21 m2 and a secondary focal area of 0.36 m 2 is 
presented in Fig. 5, which depicts the case when the amount of water inside the cooking 
vessels/pots is 20 Kg. The primary reflector area of the concentrator is 7.3 m2with aperture 
diameters of 3.8 m lengthwise and 2.75 m widthwise and has depth of 0.3 m. The reflective 
area of secondary reflector is 0.36 m2. The maximum exergy power obtained through curve 
fitting is 55.75 W and the temperature difference gap corresponding to the half power points 
is 39.62 K.  T he peak exergy and temperature difference gap product for the two cases is 
found to be 2208.815 WK. The experimental data, for performing calculation and obtaining 
the thermal parameters, is taken from Kaushik [7].  The curve between the exergy lost v/s 
temperature difference is plotted in Fig. 6. The heat loss coefficient and quality factor, for 20 
kg mass of water, are found to be 54.125 W/K m2 and 0.099, respectively. The specific heat 
loss coefficient for this cooker is found to be 2.706 W/K m2 kg. 

 

Fig. 5. Variation of Exergy output power with Temperature Difference for Scheffler type cooker with 
its schematics. 

. 
 

 
Fig. 6. Variation of Exergy power lost with Temperature Difference for Scheffler type cooker. 
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3.4. Parabolic trough type concentrating cookers 
The variation in the exergy output as a function of temperature difference for parabolic 
trough type concentrating cooker of aperture area 0.9 m2 and focal area of 0.088m2 is 
presented in Fig. 7, which depicts the case when the amount of water inside the cooking 
vessels/pots is 6.3 Kg. The maximum exergy power obtained through curve fitting is 6.92 W 
and the temperature difference gap corresponding to the half power points is 23.15K.  The 
peak exergy and temperature difference gap product for the two cases is found to be 160.198 
WK. The experimental data, for performing calculation and obtaining the thermal parameters, 
is taken from Ozturk [8].  The curve between the exergy lost v/s temperature difference is 
plotted in Fig. 8. The heat loss coefficient and quality factor, for 6.3 kg mass of water, are 
found to be 47.73 W/K m2 and 0.087, respectively. The specific heat loss coefficient for this 
cooker is found to be 7.58 W/K m2 kg. 

Fig. 7. Variation of Exergy output power with Temperature Difference for parabolic trough cooker 
with its schematics. 

. 

 
Fig. 8. Variation of Exergy power lost with Temperature Difference for parabolic trough cooker. 

 
The cooker which attains higher exergy at higher temperature difference is the better one. It 
has been also noticed that the variation in the exergy lost with temperature difference is more 
linear when temperature of water varies in the range of 60oC to 95oC (see Fig. 2, 4, 6, 8). This 
range of temperature is also generally used in calculation/determination of F2 (second figure 
of merit), which is an important and well known performance indicator for SBC [1, 12]. The  
amount of heat energy at higher temperature is more valuable than the same amount of heat 
energy at lower temperature and in energy analysis it is not possible to take into account such 
qualitative difference. The exergy analysis is a more complete synthesis tool because it 
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account for the temperatures associated with energy transfers to and from the cooker, as well 
as the quantities of energy transferred, and consequently provides a measure of how nearly 
the cooker approaches ideal efficiency.  
 
4.  Conclusion 

An exergy based analysis is applied to solar cookers of different designs. Variations in exergy 
output and exergy lost with respect to temperature difference are studied and four thermal 
performance indicators, viz. peak exergy, quality factor, exergy temperature difference gap 
product and heat loss coefficient, are proposed. The approach presented through this 
manuscript is comprehensive, realistic and flexible for it can easily accommodate the effect 
of variations in solar insolation (peak to valley) which can be greater than 300 W/m2.  The 
exergy output power, if required, can be converted into standardized exergy power on pa r 
with standardized cooking power.  T o establish a test standard for different types of solar 
cookers, one may require more comprehensive testing and data analysis. However, the 
proposed parameters may stimulate the discussion and strengthen the case for exergy based 
test standards.  
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Evaluation of an integrated photovoltaic thermal solar (IPVTS) water 
heating system for various configurations at constant collection 

temperature  

Rajeev Kumar Mishra1,*, G.N.Tiwari1 
1 Centre for Energy Studies, Indian Institute of Technology Delhi, New Delhi, India 

* Corresponding author. Tel: +91 9717720464, Fax: +91 1126591251, E-mail: bhu.rajeev@gmail.com 

Abstract: Photovoltaic thermal (PVT) technology refers to the integration of a PV and a c onventional solar 
thermal collector in a single piece of equipment. In this paper, an integrated photovoltaic thermal solar (IPVTS) 
water heating system for various configurations has been evaluated for constant collection temperature. Analysis 
is based on basic energy balance for hybrid flat plate collector in terms of design parameters for a solar water 
heater installed at Solar Energy Park, IIT Delhi, India and climatic parameters provided by India Meteorological 
Department Pune, India. It is observed that the daily thermal energy gain of IPVTS system decreases with 
increasing the constant collection temperature. It is also observed that for collectors partially covered by PV 
modules, daily thermal energy increases with decrease of collector area co vered by PV module. The exergy 
analysis of IPVTS system has also been carried out. 
 
Keywords: Hybrid PV thermal, Thermal energy, Exergy. 

Nomenclature 

A     Area……………………………………….. ……….m2 
C Specific heat………………………………… J/kg K 
F ′  Flat plate collector efficiency           
 factor…………………………..…….dimensionless 
FR Flow rate factor…………………….dimensionless 
h Heat transfer coefficient……………………..W/m2 
PF1 Penalty factor first………………..dimensionless 
PF2 Penalty factor second………………dimensionless 
I (t) Incident solar intensity…………………….…W/m2  
K Thermal conductivity………………………..W/m K 

fm Rate of flow of water mass in    
collector…………………………………….………..kg/sec 

uQ Rate of useful energy transfer………………….kW 
T Temperature………………………………..……..oC 
Ut c,a Total heat transfer  
 coefficient from solar cell to 
  ambient through glass cover………….…..W/m2 K 
UL,m An overall heat transfer 
  coefficient from blacken surface to 
 ambient…………………………….………….W/m2 K  
V    Air velocity…………………………..…………….m/s 
 

Subscripts 
A    ambient ....................................................      
c     solar cell      ............................................                  
f       fluid……………………………………… 
fi     inlet fluid………………………………… 
 fo  outlet fluid ……………………………… 
g  glass……………………………………… 
 m  module …………………………………. 
N     number of collectors………………….. 
 
Greek letters 
α  absorptivity..-…………………………… 
(ατ)effproduct of effective ...............................            
β  packing factor…………………………... 
ηi an instantaneous   ..................................         
 τ transmittivity  
  ...............................................................   
 

  
1.  Introduction 

Photovoltaic thermal (PVT) technology refers to the integration of a photovoltaic (PV) 
module and a conventional solar thermal collector in a single piece of equipment. The reason 
behind the hybrid concept is that more than 80% of the solar radiation falling on PV cells is 
either reflected or converted to thermal energy. This leads to an increase in the PV cell’s 
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working temperature as much as 40-50o C above the ambient temperature. Because of this 
temperature increase there can be two undesirable consequences: (i) 0.3% to 0.6 % of 
efficiency loss per degree C rise in PV cell temperature and (ii) a permanent damage in the 
structure of PV module if the thermal stress remains for a long period of time. In applications 
of PVT system, the production of electricity is the main priority, and therefore, it is necessary 
to operate the PV modules at low temperature in order to keep the PV cell electrical efficiency 
at a s ufficient level. The temperature of the PV module in the hybrid PVT system can be 
reduced by cooling the base of PV module by allowing water/air to flow below it (Prakash 
[1], Tripanagnostopoulos et al. [2], Zondag et al. [3], Jones and Underwood [4], Chow [5], 
and Infield et al. [6]). Thermal energy available from PV module can be used for many 
applications namely water and air heating for domestic, agricultural sectors and buildings for 
thermal heating/cooling. 
 
In this paper, the performance of the N collectors connected in series is evaluated by 
considering the three different cases, namely: Case A: All the collectors are fully covered by 
glass and connected in series. Case B: All collectors are partially covered by PV modules and 
connected in series and Case C: All the collectors are fully covered by PV module (glass to 
glass) and connected in series. 
 
2.  Methodology 

For the present study conventional tube-in-plate-type collector of area of 2m2 is considered. 
The design parameters of photovoltaic thermal (PVT) collectors are shown in Table 1. The 
glazing surface of the collector is either glass or PV module depending upon the requirement 
of the user. To increase the absorption of solar radiation the absorber plate of collector is 
blackened by black paint. 
Energy balance equations: 
 In order to write the energy balance equation of PVT solar water collectors connected 
in series, the following assumptions have been made: 
 One dimensional heat conduction is good approximation for the present study. 
 The specific heat of water remains constant. It does not change with rise in 

temperature of water. 
 The system is in quasi-steady state. 
 The ohmic losses in the solar cell and PV module are negligible. 

Energy balance for solar cells of PV module (glass-glass), 
             
            (1)
             
From Eq.(1) the expression fro cell temperature is 
 
 
            (2)
           
Energy balance for blackened absorber plate below the PV module,  
            (3) 
 
 
From Eq. (3), the expression for plate temperature is 
 
 
            (4) 
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Energy balance for water flowing through an absorber pipe below the PV module, 
 
            (5) 
 
 
In the present study three different configurations of PVT solar water collectors have been 
considered 
 
Case A: All collectors are fully covered by glass and connected is series: 

 
 Fig. 1. Collectors fully covered by glass and connection in series. 
  
Following Duffie and Beckman [7] and Tiwari [8] the mass flow rate for N collectors 
connected in series can be obtained as: 
            
            
            (6) 
 
 
Case B: The collectors are partially covered by PV modules and connected in series 
     

 
 
 
 
 
 
 
 
 
 

Fig. 2. Collectors partially covered by PV module and connected in series. 
 
Following Dubey and Tiwari [9] the outlet water from N such collectors connected in series 
can be given as: 
 
 
            (7) 
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 and  
 
 
 
Case C: All the collectors are fully covered by glass to glass type PV module and connected 
in series 

 
Fig.3. Collectors fully covered by PV modules and connected in series. 

 
Following Dubey and Tiwari [9] Mass flow rate for N collectors partially covered with PV 
modules connected in series can be obtained as, 
  
 
            (8) 
 
 
 
 
The rate of useful thermal energy obtained from N identical collectors connected in series can 
be given as 
            (9) 
 
 
Electrical Efficiency of solar cell depends on solar cell temperature and can be given by 
Evans [10] and Schott [11] 
 
                      (11) 
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Table 1. Design parameters of photovoltaic thermal (PV/T) collector 

 
Parameters              Values          Parameters                 Values 
AC   2.0m2

    ULC   3.0 W/m2oC 
Am   0.605m2   ULm   3.44 W/
 m2oC 
Cf   4190 J/kgK   Ut c,a   9.5 W/m2oC 
F′   0.968    V   1.0 m/s 
FRc1   0.95    W   0.125 m 
FRc2   0.94    αc   0.90 
FRm   0.96    τc   0.95 
hc,p   5.7 W/m2   βc   0.89 
hp,f   100 W/m2   ηo   0.12 
PF1   0.357    αp   0.80 
PF2   0.965    τg   095 
K   204 W/moC 
m    0.06 kg.sec 
 
3.  Result and Discussions 

The variation of solar intensity and ambient temperature for a typical day in the summer 
month (January) is shown in Figure 4.The values of design parameters of flat plate collector 
are given in Table 1. Here, the results of the three cases, case A (fully covered by glass) and 
case B (partially covered by PV modules) and case C (fully covered by PV modules) are 
discussed in detail. Equations 6, 7 a nd 8 have been computed using MATLAB software for 
evaluating the mass flow rate at different outlet water temperatures for a typical day during 
the month of January for a given design and climatic parameters (Table 1). Figures 5a and 5b 
represent the hourly variation of mass flow rate for case A and case B respectively at various 
constant outlet temperatures. The result shows that for constant collection temperatures 30-
60oC the mass flow rate of water in tubes decreases from 0.1 - 0.01 kg/s in case A, 0.08-0.01 
kg/s in case B. Figure 5c gives the hourly variation of mass flow rate for case C. Figure shows 
that in this case one cannot get the outlet water temperature more than 40oC in January month 
and the mass flow rate decreases from 0.04 to 0.01 kg/s for case C. 
 

 
Fig. 4. Hourly variation of solar intensity and ambient temperature of a typical day in the month of 

January. 
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Fig. 5a. Hourly variation of mass flow rate at different outlet temperature for case A. 

 

 
Fig. 5b. Hourly variation of mass flow rate at different outlet temperature for case B. 

 
Fig. 5c. Hourly variation of mass flow rate at different outlet temperature for case C. 

 
Fig. 6a and 6b represent the hourly variation of thermal energy gain and electrical energy gain 
respectively for various configurations of PVT collectors. The figures show that as the 
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collector area covered by PV modules increases the thermal energy gain decreases whereas 
the electrical energy gain increases as the collector area covered by PV modules increases. 
 

Fig. 6a. Hourly variation of thermal energy gain for different configuration.  
 
 

 
Fig. 6b. Hourly variation of electrical energy gain for different configurations. 

 
4. Conclusion     

The maximum thermal energy gain is obtained when collectors fully covered by glass cover; 
however maximum electrical energy gain is obtained when collectors are fully covered by PV 
modules. 
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Abstract: Solar domestic hot water (SDHW) can be used to reduce energy bills and greenhouse gas emissions 
associated with heating domestic water. However, one of the most significant barriers to further deployment of 
solar thermal applications is the space and weight required for storage of the energy collected. Phase change 
materials (PCMs) are advantageous for daily energy storage with SDHW due to their high storage density and 
isothermal operation during phase transitions, and would overcome these obstacles.  
 
The aim of this paper is to outline the initial steps in the development of a SDHW energy storage system using 
PCMs, with emphasis on the numerical and experimental studies used to access the phase change and thermal 
behaviour of the selected PCM.  Lauric acid was selected as the PCM based on the melting temperature range 
which was targeted by studying solar data from an existing solar hot water system in Halifax, Nova Scotia, 
Canada. Due to the low thermal conductivity of PCMs, additional work is required to develop and validate a 
design to enhance heat transfer to the storage material using fins. The selected design will be built and installed 
in an existing large scale solar thermal system on an apartment building in Halifax. The system will be 
instrumented in order to acquire continuous data (temperatures, flow rates, pressures, etc.) to fully characterize 
the system. 
 
Keywords: Latent heat storage, Solar domestic hot water, Phase change materials, Heat transfer enhancement 

1. Introduction  

Solar thermal energy for domestic hot water heating is one of the most cost effective and 
efficient areas of alternative energy exploitation [1]. The use of phase change materials 
(PCMs) in latent heat energy storage systems (LHESS) can reduce the volume and weight of 
storage due to their high storage density, and overcome major obstacles in the further 
deployment of solar thermal energy [1]. LHESS have high energy densities compared with 
sensible heat storage systems [2], and have been shown to store up to 14 times more heat per 
unit volume than sensible heat storage materials [3]. Fig. 1 shows a s imple schematic of a 
SDHW system with PCM energy storage.  
 

 
Fig. 1. Schematic of a LHESS for SDHW. 
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Energy storage using PCMs in combination with solar collectors has been studied 
mathematically [4] and experimentally [5] and shown to be advantageous. However, missing 
from previous works is a working prototype of a SDHW system for a large scale application 
[6]. 
 
This paper presents a phase change heat transfer study performed using a PCM, lauric acid, in 
a small-scale experimental LHESS using fins to enhance the overall heat transfer process.  A 
numerical model was also created and its results are compared and validated with 
experimental results.  Results of this study are to be used in the design of a SDHW system, 
with the numerical model to be used further in design optimization, mainly for fin 
configurations, of the LHESS.  The resulting LHESS design will be built and installed in an 
existing large scale solar thermal system on an apartment building in Halifax by Scotian 
Windfield Inc. 
 
2. Phase Change Material Selection 

The PCM is selected based on its phase change temperature range and the operating 
temperatures of the SDHW system. A melting temperature range of 42 to 48oC and 
solidification temperature range of 35 to 40oC were targeted by studying the solar data from 
an existing SDHW system in Halifax, Canada. Several PCMs were considered based on their 
appropriate melting temperatures, low toxicities, and cost. The most promising materials were 
tested using a differential scanning calorimeter (DSC) to study their melting and solidification 
temperature ranges. Salt hydrates (e.g. Glauber’s salt and sodium acetate) tested in the DSC 
showed significant supercooling, which is a common and undesirable phenomenon for these 
materials [7]. 
 
The DSC curve for lauric acid (dodecanoic acid; CH3(CH2)10COOH; crude [< 80% pure], 
Fisher Scientific), presented in Fig. 2, shows a melting temperature range of 43.3 to 45.7 oC 
and solidification temperature range of 38.8 t o 35 oC. The DSC curve for this lower purity 
sample compared well with literature curves for pure lauric acid [8]. Other fatty acids that 
were tested had either incompatible phase transition regions or toxicities and cost that were 
undesirable.  
 

 
Fig. 2. DSC Curve for Lauric Acid (80% purity) measured at 10 K/min. 
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Lauric acid was selected based on its melting temperature range, high heat of fusion, minimal 
supercooling and safety. The material properties are displayed in Table 1. 
 
             Table 1. Thermal and Physical Properties of Lauric Acid [8,9]. 

Molecular Weight 200.31 (kg/kmol) 
Density of Powder at 20°C / Liquid at 45°C § 869 / 873 (kg/m3) 
Fusion Temperature 42 (˚C) 
Latent Heat of Fusion 182 (kJ/kg) 
Heat Capacities Solid/Liquid † 2.4/2.0 (kJ/kg·K) 

Thermal Conductivities Solid/Liquid † 0.150*/0.148 (W/m·K) 
Viscosity † 0.008 (Pa·s) 

                   * Value obtained from present experiments. 
 † Nominal properties calculated near the melting point.  
 §  Density used in the numerical model presented = 880 kg/m3. 
 
To insure stable properties after many melting/solidification cycles, lauric acid was thermally 
cycled from 37 to 63 °C.  A fter 800 cycles, there were no obvi ous signs of degradation. 
Lauric acid is also safe to use in conjunction with a SDHW system because it is a food grade 
substance and only a mild irritant [9].       
 
3. Experimental Setup 

The experimental setup used to study the melting and solidification behavior of lauric acid in 
a cylindrical container with horizontal copper fins is shown schematically in Fig. 3a.  A  
Solidworks 3D rendering of the container is shown in Fig. 3b. Eight type T probe 
thermocouples are connected to a National Instruments 16-channel thermocouple module 
(NI9213) CompactDAQ data acquisition system.  Temperatures are recorded using LabView. 
Thermocouples are located inside the lauric acid (T2 to T7) as well as on the inlet and outlet 
(T1 and T8), as seen in Fig. 3a. A pulse counter flowmeter from Omega is connected to a 
counter/pulse generation module (NI9435) on the DAQ system and read by LabView. The 
container is made of ¼-inch acrylic plastic and is un-insulated to allow visual study of the 
system.  
 

 
Fig. 3. (a) Schematic of the experimental setup and (b) PCM container. 

 
The conditions under which the experiments were performed are summarized in Table 2. 
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  Table 2. Experimental  parameters.  

Hot Water Inlet Velocity 1.5 (m/s) 
Cold Water Inlet Velocity 3.5 (m/s) 
Hot Inlet Temperature 55 ± 1 (oC) 
Cold Inlet Temperature 12  (oC) 

 
At the beginning of the experiment, lauric acid was solid in the container at room temperature.  
Hot water from the constant temperature water bath was pumped through the finned copper 
pipe, eventually melting the lauric acid.  T he charging portion of the experiment was 
completed when the system reached steady state. At this point, cold water from the municipal 
water supply was pumped through the system to solidify the lauric acid and recover the stored 
thermal energy.  The experiment concluded when the lauric acid was at room temperature.  
The results obtained with this setup were compared to results of numerical simulations.   
 
4. Numerical Study  

COMSOL Multiphysics (version 4.0a) was used to build a 2D axisymmetric numerical model 
of the experiment using the Heat Transfer in Solids physics to model the copper and lauric 
acid, and the Laminar Flow and Heat Transfer in Liquids physics to model the flowing water.  
The thermophysical properties of water and copper used in the model are those given by 
COMSOL.  For lauric acid, the thermophysical properties used are those presented in Table 1.  
In this first numerical study, natural convection in the lauric acid was neglected to reduce 
computing time. An extremely fine mesh was used, with a maximum element size of  
2.58x10-9 m2.  The following boundary and initial conditions were used:  
 
i.     Initial temperature of 295 K; 
ii.   All outside walls have radiation heat losses to the surroundings and natural convection 

losses are accounted for on the side wall;   
iii.   No-slip condition on the inner pipe wall; 
iv.   Inlet temperature and water velocity as in Table 2; 
v.    No viscous stress and convective flux at the pipe outlet. 
 
Groulx and Ogoh’s method of numerically modeling the melting process was used [10]. The 
simulated time for melting was 11.5 hou rs, and 10 hour s for cooling. Simulations took 
approximately 8 hours to run.  
 
In the experimental setup, two thermocouples (T4 and T6) were placed symmetrically 
between horizontal fins at the same height but spaced 180o apart in order to confirm symmetry 
in the experiment. In the numerical model, a reference point was added to extract information 
at this location, as shown in Fig 5.  
 
5. Results and Discussion 

5.1. Charging Process (Melting) 
Figure 4 presents the temperatures measured experimentally by thermocouples T1 to T8 
during the charging process. Refer to Fig. 3 for thermocouple positions.  
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Fig. 4.  Experimental temperatures during charging. 

The inlet temperature (T1) fluctuates during the charging process due to the emersion heater 
on/off fluctuations, the outlet temperature (T8) logically follows the same trend. The 
temperature increases more rapidly close to the pipe and fins (T3), where it takes a longer 
time for the lauric acid to heat up a nd melt in regions farther from the pipe, T4 and T6, 
followed by T5. The region in the upper corner of the container experiences a fast increase in 
temperature (T2) after 6 hours, mainly due to the onset of natural convection in this region. 
The lauric acid does not reach the melting temperature in the bottom corner (T7). 
 
Figure 5 shows the numerically obtained temperatures in the system during charging. The 
black contour line represents the melting interface.  
 

 
Fig. 5. Numerical temperature plots during charging after 1.5, 4, 6.5, 9 and 11.5 hours. 

In Fig. 5, it can be observed that after 1.5 hours the melting process started near the pipe and 
fin surfaces first, with fairly small temperature increases everywhere else.  The heat transfer 
has been enhanced by adding fins, which is clearly evident by looking at the overall 
temperature increases far from the pipe. After 11.5 hours of charging, solid lauric acid was 
still present around the inside wall of the container and in the corners.  Experimentally, after 
11.5 hours, solid lauric acid was only found in the bottom corners. This difference is thought 
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to be due to the effect of natural convection in the system, which increases the overall rate of 
heat transfer. 
 
The experimentally measured (green and blue lines) and numerically calculated (red line) 
temperatures during the charging process are presented in Fig. 6.  

 
Fig. 6. Numerical validation of melting process in PCM container. 

Thermocouples T4 and T6 showed slightly offset temperatures due to asymmetry in the fin 
assembly which caused one side of the container to heat up faster than the other. Melting 
occurred between 3 and 8.5 hours in the numerical model.  The melting point was reached 
experimentally after 5 and 6 hours, with fairly constant temperature increases leading to this 
point; this is consistent with the formation of a mushy region around the thermocouple probes. 
Complete melting of the lauric acid numerically took longer, possibly due to the lack of 
natural convection in the model.  Experimental results showed a sudden temperature increase 
in the liquid lauric acid just after melting; this rate of temperature increase in the liquid lauric 
acid was predicted well by the model.  
  
The numerical model predicted higher effective heat transfer rates initially, leading to a faster 
temperature increase in the first 2 hours of charging; this is thought to be due to the ideal 
contact conduction between pipe, fins and lauric acid in the model.  In the experimental setup, 
contact resistances between pipe and fins, as well as between copper surfaces and the solid 
lauric acid, may have resulted in decreased heat conduction rates at startup.      
 
5.2. Discharging Process (Solidification) 
Because of the higher flow rate of cold water used during the discharging process, 
solidification happened over a shorter period of time than melting: 3.5 hours compared to 11.  
Figure 7 shows the temperatures in the system during discharging, obtained numerically. The 
white contour line represents the solidification interface.  Solidification of the lauric acid in 
the numerical model took 4 hours, as seen in Fig. 7.   
 
Figure 8 shows the experimental (blue and green lines) and numerical (red line) cool down 
temperatures during discharging.   
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Fig. 7. Numerical temperature plots during discharging after 1, 3, 4, 5 and 6 hours. 

 
Fig. 8. Numerical validation of solidification process in PCM container. 

Of importance to note, the lauric acid solidified at a temperature of 43oC, different from the 
predicted DSC measurements, which normally have a certain degree of supercooling.  
Nucleation happened in the first 15 m inutes of cooling during the experiment, due to the 
presence of the thermocouple probes; this cannot be predicted numerically.  However, the 
model does predict a solidification plateau similar to the one observed experimentally, and 
only slightly over predicts the time required for solidification at that point in the system.   
 
Throughout the experiment, an insignificant amount of volume change from the solid to liquid 
phase was observed.  Lauric acid did react weakly with copper, taking a bluish color in the 
liquid state; however this mild reaction does not lead to corrosion in any significant form [11].  
 
6. Conclusion 

The melting and solidification behavior of lauric acid inside a cylindrical container with a 
horizontal finned pipe was examined experimentally and numerically. Results for the 
charging experiment, when compared to the numerical simulations, clearly showed that a 
mushy region appeared in the system.  The presence of natural convection in the liquid melt 
played a significant role in speeding up t he heat transfer and melting process.  During 
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discharging, the numerical results predicted fairly well the cooling and solidifying behavior 
observed in the experimental measurements; demonstrating that the effect of natural 
convection during solidification is for the most part negligible.   
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Abstract: One of the most expensive components of a s olar thermal system is the storage tank. Retrofitting 
conventional domestic hot water heaters when installing a new solar hot water system can decrease the total 
investment cost. In this study, retrofitting of existing water heaters using forced circulation flow was 
investigated. A comparison with a standard solar thermal system is also presented. Four simulation models of 
different system configurations were created and tested for the climate in Lund, Sweden. The results from the 
simulations indicate that the best configuration consists on connecting the collectors to the existing heater 
throughout an external heat exchanger and adding a small heater storage in series. For this retrofitted system, 
preliminary results show that an annual solar fraction of 53% is achieved. In addition, a co nventional solar 
thermal system using a standard solar tank achieves a comparable performance for the same storage volume and 
collector area. Hence, it is worth to further investigate and test in practice this retrofitting. Furthermore, using the 
same system configuration, solar collectors can also be combined with new standard domestic hot water tanks at 
new installations, accessing a world-wide developed and spread industry. 
 
Keywords: Solar thermal, Storage tank, Water heater, Retrofit, Domestic hot water 

Nomenclature  

TauxiliaPreset temperature of the auxiliary 
heater............... ………………………. .. .(°C) 

Tout Collector outlet temperature…… ...... ..(°C) 

Tsolar Solar hot water 
temperature in the upper part of the 
retrofitted tank … .......................... ……(°C) 

t  Time during stagnation 
periods……………………………… .. ……(h) 

 
1. Introduction 

Only in Sweden there exist more than half a million electrically heated single family houses 
that use conventional water heaters for domestic hot water production [1]. Since the solar tank 
is one of the most expensive components in a solar thermal system, retrofitting existing 
domestic water heaters when installing a new system can decrease its total investment cost. 
Previous research approached similar retrofitting using natural convection systems [2]. 
Thermosyphon systems became popular in several parts of the world such as Eastern Asia and 
Australia mainly due to its simplicity and reliability [3]. The thermosyphon driving force 
depends on the pressure difference and frictional losses between the heat exchanger side-arm 
and the tank. Hence, the generated flow will be complex function of the state of charge of the 
tank, the temperature profile along the heat exchanger and pipes, the height difference 
between the top of the heat exchanger and the top of the tank and the pressure drop in the heat 
exchanger, piping and connections [4]. 
 
Such dependence on the heat exchanger pressure drop and tank characteristics limits how the 
retrofit is carried out and which storage tanks can be used. Moreover, Liu and Davidson 
(1995) [5] showed that, when properly designed, forced circulation systems can generally 
achieve higher performances compared to natural convection driven systems. 
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In this research forced circulation was used to connect solar collectors to conventional 
domestic water heaters. This was carried out by means of two pumps, one in the tank loop and 
the other in the solar collector loop. Four different system configurations were simulated in 
TRNSYS [6]. Since forced circulation is used, almost any kind of storage tank can be 
retrofitted when installing a new solar thermal system. For a better understanding of the 
research contribution to the field and to increase the paper readability, the main objectives of 
the study are stated bellow: 
 

• To compare the performance of different alternatives on r etrofitting conventional 
domestic water heaters when installing a solar thermal system; 

• To compare the performance of the retrofitted system with the performance of a 
standard solar thermal system. 

 
2. Methodology 

Four different simulation models of the retrofitted system were created in TRNSYS software 
[6] in order to estimate the configuration achieving the highest performance. A comparison 
with a conventional flat plate system was also performed. The retrofitted system models range 
from simple connections to more advanced configurations. However, the complexity was 
never raised up to a level that would be technically difficult to build such a system in practice. 
Also, it was avoided to design configurations that would predictably cause such a rise on the 
investment cost that would be hardly paid back by the increase in energy savings. Some of the 
systems’ details are not revealed due to patent pending. Each system model is made up of a 
solar collector array, storage tank/s, auxiliary heater, heat exchanger between the collector and 
the tank loops, circulation pump/s, and radiation processor. 
 
The main boundary of this investigation was to use the most common type of existing heater 
in single family houses in Sweden. This information is very important for the system design 
but also very hard to attain. To the best of our knowledge, there is no official data concerning 
the most common tank size in such houses. According to the Swedish domestic water heater 
manufacturers, installers and researchers in the field, the most common Swedish single family 
house tank size is 200-300 litres, depending on the family size. In any case, the tank volume 
tends to be proportional to the family size. Thus, the trend is that higher loads also correspond 
to higher available storage volumes and the system design strategy does not change. On the 
other hand, the average domestic hot water load in single family houses is documented. 
Preliminary results showed that retrofitting a 300 litre tank for such a domestic hot water load 
would achieve a higher annual solar fraction than using a 200 l itre tank. Hence, to work on 
the safe side, it was decided to retrofit a 200 litre tank. If such a system achieves satisfactory 
performances the same should happen if a 300 litre tank is retrofitted instead. 
 
An auxiliary heater power of 3 kW was used in all models since this is also the most common. 
The auxiliary heater keeps the top volume of the storage at 60˚C. This is a recommendation of 
the Swedish building regulations to avoid legionella problems [7]. The same document 
legislate that it is mandatory that the hot water temperature available at the tap is not less than 
50°C. As a design guideline it is recommended that the domestic hot water system can be able 
to deliver two times 140 litres of 40°C water in one hour [7]. If the temperature setting is 
increased, all the different simulated systems reach approximately this peak on consumption. 
In practice, the thermostat is set to 60°C which ensures that ordinary loads are fulfilled. In 
case of extraordinary large draw-offs, the user has the possibility to steer the set point 
temperature. This is also normally the case for stand-alone conventional heaters. 
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The domestic hot water load profile consists on seven different draw-offs during the day. It is 
a simplification of the hourly profile described by [8] but scaled down to the latest data on the 
Swedish average hot water consumption of 42 litres/person/day [9]. Simulation results show 
that using a detailed hour profile would have a minimum impact on the results and would only 
increase the simulation total time. The measured average cold water temperature in the taps 
was 8.5°C. The consumption variation during the year was also introduced [10]. The daily 
and yearly domestic hot water profiles used in the models are shown in Figure 1. The average 
number of inhabitants in Swedish single-family houses is three [11]. Hence, the domestic hot 
water annual consumption in these houses was estimated to be 2050 kWh/year. 
 
Since long stagnation periods affect the system’s long-term reliability and can cause serious 
permanent damages on its components [12], the criteria used to design the collector array was 
based on the maximum solar fraction possible to be achieve under a certain overproduction 
limit. This deterioration factor was set to 5000 °C.h/year and integrates the number of hours 
which the collector was under stagnation and how much the collector outlet temperature 
raised over 100 °C during that period. This was calculated in the following way:  
 
Σ (Tout-100) t  (°C.h) (during stagnation periods)   (1) 
 
Stagnation period was defined by the time period during which both the top of the storage 
tank and the outlet collector temperature was above 100°C. During this period the pump on 
the collector loop is stopped. As shown in equation 1, it was assumed that stagnation time and 
collector outlet temperatures above 100°C have a linear influence on this parameter. 
5000°C.h/year was considered to represent a reasonable practical maximum overproduction. 
This corresponds to, for example, 100 hour s at stagnation where the collector outlet 
temperature was 150°C. Hence, by means of simulation, the maximum collector area that 
ensures maximum solar fraction under the overproduction limit was determined for each 
system configuration at a 50° collector tilt f rom horizontal. This design criteria is further 
discussed in the “Results and Discussion” chapter. 

 
Fig. 1.  Daily and yearly domestic hot water profile. 
 
2.1. Standard system 
A model of a s tandard solar thermal system was created and is described by the sketch in 
Figure 2. The figure illustrates a s olar tank with and internal heat exchanger and auxiliary 
heater. The storage volume is 255 litres in order to match the volume of the retrofitted system 
that has the best performance (retrofitted system 4, Figure 6). There are three temperature 
sensors that control the pump, two placed on the tank’s surface and the other at the collector 
outlet. 
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Fig. 2.  Sketch of the standard solar thermal system. 
 
2.2. Retrofitted system 1 
Figure 3 describes one of the most simple and direct ways of assembling solar collectors to 
existing tank heaters. The connection is carried out by means of an external side-arm heat 
exchanger between the collector and the tank loops. Also, two temperature sensors are placed 
on the tank’s surface in order to control both the collector and the tank pumps. As exemplified 
in Figure 2, solar storages are specially designed for solar thermal applications with, at least, 
two connections for the domestic hot water and two others for the solar collector loop. On the 
other hand, conventional tank heaters have only the two connections for domestic hot water 
(see Figure 3). In order to overcome this technical challenge, the working period of the pump 
placed on the tank loop must be controlled with the domestic hot water draw-offs so they do 
not coincide. When no hot water is required, the pump is able to charge the tank. When draw-
offs take place, the pump is turned off and the incoming cold water is pressed in the bottom of 
the tank replacing the outgoing domestic hot water at the top. 
 
2.3. Retrofitted system 2 
In this system, a new 3 kW  auxiliary water heater is added to the side-arm heat exchanger 
(Figure 4). Alternatively, if possible, the old auxiliary heater at the bottom of the existing tank 
can be used. The aim is to achieve stratification in the tank. The heater and the pump on the 
tank loop are turned on w hen the temperature in the sensor placed on t he top of tank falls 
below the set point temperature minus the dead band. Consequently, the cold water in the tank 
bottom flows through the heat exchanger and is heated up i n the side-arm heater before 
entering the top of the tank. The heater is turned off when the temperature on the upper sensor 
is higher than the set point temperature plus the dead band. 
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Fig. 3.  Retrofitted system 1 - simple retrofitting of existing hot water heaters. 
 

 
Fig. 4.  Retrofitted system 2 - retrofitted system with auxiliary heater on the side-arm. 
 
2.4. Retrofitted system 3 
In retrofitted system 3, a small 55 litre auxiliary heater storage was added to the system 
(Figure 5). This means that the retrofitted storage is exclusively used for solar hot water. The 
volume of 55 l itres was chosen based on design guideline for the domestic hot water load. 
The 4-way valve was modelled in TRNSYS using type 221 [13]. The valve has three inlets, 
two from hot sources and one from a cold source. It is programmed in order to use as much 
water volume as possible from the colder hot source which, in this case, corresponds to the 
solar storage. Hence, as long as there is available solar hot water in the retrofitted storage at 
the same temperature or above the domestic hot water load temperature, the water inside the 
auxiliary heater tank will not be used. 

3769



 
Fig. 5.  Retrofitted system 3 - retrofitted system with an additional tank heater connected in parallel. 
 
2.5. Retrofitted system 4 
The last retrofitted system consists of connecting the small heater storage to the existing 
heater in series instead (Figure 6). Thus, when hot water is drawn off by the user, the water at 
the top of the solar storage is pushed to the bottom of the small heater. 

 
Fig. 6.  Retrofitted system 4 - retrofitted system with an additional tank heater connected in 
series. 
 
3. Results and Discussion 

The assumed design criterion limiting the collector area takes into account not only the 
number of stagnation hours but also the collector outlet temperature. This deterioration factor 
was set to 5000 °C.h/year. Obviously, this design criterion can be questioned, especially when 
it comes to the particular chosen number of 5000 °C .h/year. Also, it is uncertain if 
temperature and time during stagnation periods should have equal weight on t his factor. 
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Hence, further research is needed to understand how to quantify this factor and what should 
be its weight on t he system design. However, the intention is to take into account a 
deterioration factor when designing a n ew solar thermal system. The assumed design 
guideline should be seen as a first iteration step in that direction. The important analysis at 
this stage is result comparison between these two different collector systems rather than 
conclude about the absolute value of the solar fraction results. As both systems were designed 
in the same way, inaccuracies that occur in one system will occur in the same way in the other 
one. This makes it significantly more reliable to take conclusions about the systems 
performances. In a future analysis the system should be design to minimize the costs per 
produced energy unit. 
The simulation results of the annual solar fraction for every system are presented in Table 1. 
 
Table 1. Annual solar fraction of the various retrofitted systems and the standard solar system. 

System name Annual solar fraction (%) 
Standard system 52% 
Retrofitted system 1 6% 
Retrofitted system 2 15% 
Retrofitted system 3 42% 

Retrofitted system 4 53% 
 

Retrofitted system 1 shows a very low annual solar fraction of 6%. This can be explained by 
the auxiliary heater placing at the bottom of tank which makes it impossible to establish any 
tank stratification. In addition, the cold water pushed in the bottom of the tank is directly 
heated to the set point temperature of 60°C demanding constantly auxiliary energy every time 
a draw-off takes place. Also, the inlet collector temperature is 60°C practically all year long 
which decreases the working hours and its efficiency. 
 
In retrofitted system 2 the auxiliary heater is moved to the tank side-arm aiming to increase 
stratification. The results show that the annual solar fraction increases only to 15%. This is 
mainly explained by the small stratification increase. In this configuration, the upper volume 
of the tank is always at least at 60°C while the bottom is fairly cold most of the time. This is 
because hot water is extracted during the whole day and replaced by cold water at the bottom. 
Hence, the collector pump works many hours when the collector outlet temperature is higher 
than the tank bottom but lower than 60°C. Due to the inlets geometry of the retrofitted tank, 
water heated by the collector is placed at the very top of the tank. Consequently, the tank top 
temperature will decrease and destroy stratification making the auxiliary heater run during 
most of the year. 
 
Simulation results of retrofitted system 3 show that the solar fraction increases to 42%. Since 
it is difficult to achieve stratification with the connections of the retrofitted tank it is  more 
advantageous to place the heater in another tank. This prevents the heater to be turned on 
almost continuously when the collector is working at temperatures under 60°C. Hence, the 
retrofitted tank will work at lower temperatures increasing the collector working hours and 
efficiency. In addition, a new well insulated hot temperature tank provides the extra energy 
when solar energy is not available. Having the larger tank working at lower temperatures and 
the smaller tank at higher temperatures, decrease significantly the heat losses. One can say 
that the system “stratification” is achieved by two tanks with low stratification but working at 
different average temperatures. 
The estimated annual solar fraction for retrofitted system 4 is 53%. The reason why the solar 
fraction of the series connected system is higher than the parallel connection is not obvious. 
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The main reason is that, during the summer period when solar hot water is available over 
60˚C, the total solar storage volume of the series connected system is increased to 255 litres, 
since both tanks are connected in series and no auxiliary energy is needed. 
 
4. Conclusions 

Four different system configurations on how  to retrofit existing domestic hot water heaters 
were theoretically analysed. The simulation results show that the best configuration for the 
retrofitting consists on us ing the existing tank for solar hot water storage and connect it in 
series with a small auxiliary heater tank. The system annual performance was compared with 
that of a conventional solar thermal system. Preliminary results show that its annual solar 
fraction is 53% compared to 52% of a standard solar thermal system with the same storage 
volume. This means that both system performances are comparable. Hence, it is worth to 
further investigate and develop this retrofitting in practice. In the future, the model validation 
and an economical assessment will be performed. If it proves to be cost-effective, this 
solution can be very interesting since it can be applied not only in retrofitting existing tank 
heaters but also in combination with new heaters accessing a world-wide industry. 
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Abstract: Almost all modern solar and wind energy plants can be used only as auxiliary energy sources because 
of their intermittent character. On the other hand, geothermal systems can produce energy continuously. 
However, geothermal power plants need expensive wells, and the well will not always give high temperature 
underground water. It is possible to improve the performance of the plant by combining the different features of 
these mentioned systems. It is possible to obtain hot water not from drills but by using solar and wind energy 
installations placed on mobile platforms (travelling energy collectors) that will transport hot water to the power 
plant, where it will be stored in special tanks. A similar procedure is possible for cold water. To transform 
thermal energy, stored in the hot water and cold water tanks to electric energy it is possible to use conventional 
equipment of geothermal power plants. In this paper we give estimations of some parameters of the proposed 
power generation system based on travelling energy collectors. The estimations show that the power plant based 
on travelling energy collectors can be considered as a base load source of electric energy.  
 
 
Keywords: Solar energy, Wind energy, Travelling energy collector 

 
1. Introduction 

Solar energy and wind energy can be considered as complementary. Solar energy can be 
captured only during daytime. Wind energy at a height of more than 80 meters is more 
intensive at night time. In summer it is possible to obtain more solar energy than in winter, 
and in winter there is more wind energy. So, it is useful to make power plants based on both 
solar and wind energies. 
 
If we want to create a base load power plant that uses solar and wind energy we also need to 
store energy for at least some days. The best type of energy storage for such a period is 
Thermal Energy Storage (TES). Many types of thermal energy storages have been proposed. 
In this article we will suppose that the TES is based on hot and cold water. Water is the 
cheapest material and it has high heat capacity. 
 
The proposed solar-wind power plant will work as follows: solar concentrators will prepare 
hot water for TES, and wind powered refrigerators will produce cold water for TES. 
Sometimes wind powered heaters can be added to produce an additional amount of hot water. 
Hot water and cold water from the TES will be used to produce the electric energy with the 
same equipment that is used for geothermal power plants. The hot water from the TES can 
also be used for space heating and the cold water can be used for air conditioning purposes. 
In principle, the solar concentrators can be placed in a compact area, but the wind power 
installations must be distributed in a relatively large region because of the turbulences that 
each installation produces. Moreover, wind speed is higher over the sea surface, and the 
power plant is to be located on the shore. For these reasons we propose Travelling Energy 
Collectors (TEC) that will collect solar and wind energy on the sea surface and transport this 
energy in the form of hot and cold water to the power plant. The distance of transportation (or 
service radius) will depend on economical considerations and can vary from some kilometers 
to many tenths of kilometers. 
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2. Methodology 

2.1. Power plant based on travelling energy collectors 
The scheme of the power plant based on travelling energy collectors (TEC power plant) is 
shown in Fig.1.  

 

Fig. 1.Power plant based on travelling energy collectors. 
 
It contains a power generator, hot water TES, cold water TES, and a multitude of thermal 
energy collectors (TECs). The TECs collect the solar and wind energy from the circular 
segment that has radius sR , transform these energies to the hot water and cold water, and 
transport them to the hot water TES and cold water TES. The water from the hot water TES is 
supplied to the vapor generator that produces energy in the heat engine with the Organic 
Rankine Cycle (ORC). This type of engine is used for geothermal power plants. The water 
from the cold water TES is used for heat engine cooling. The Carnot efficiency of the power 
generator will be: 
 

( ) hchc TTT /−=η     (1) 

 
where hT  is the temperature of hot water and cT  is the temperature of cold water. The total 

efficiency of the power generator will be: 
 

rc ηηη ⋅=      (2) 

where rη  is the relation of power generator efficiency to its Carnot efficiency. For ORC heat 

engines rη  usually has the values in the range of 0.5 – 0.67 [1]. In this article we will use a 

value rη  = 0.55.  
 
If the temperature of the hot water is 90° C and the temperature of the cold water is 5° C, the 
efficiencies of the power generator will be: 
 

129.0,234.0 == ηηc     (3) 
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If we put the hot water TES at a depth of 50 m below the sea surface to obtain overpressure of 
5 bar, it will be possible to increase the hot water temperature up to 140° C. The temperature 
of the cold water can be decreased down to – 20° C, if we use an ice-water mixture of salted 
water. In this case the power generator efficiencies will be: 

21.0,387.0 == ηηc     (4) 

 
The efficiency 0.21 is at the level of the highest efficiencies of silicon photovoltaic panels, but 
in our case the power generator can supply the energy continuously. 
 
2.2. Travelling energy collectors 
A travelling energy collector (TEC) will be made as an unmanned sail catamaran. The scheme 
of the TEC is presented in Fig.2.  
 

 
 

Fig.2. The scheme of the TEC. 
 
The TEC contains sails, solar concentrators, small wind turbines, hot water tank and cold 
water tank. There are different types of maritime wind collectors. Some of them contain large 
wind turbines on the ship, others use the sails to move the ship, and submerged water turbine 
produce the electric energy [2].We propose to use small wind turbines, because large wind 
turbines have large weight, and the scheme containing the submerged water turbine has low 
efficiency. Small wind turbines can be placed into the sails (Fig.3).  
 
In this case the film roll and the rope roll will be placed in the leading edge of the sail. When 
the TEC is working in the mode of wind energy collection, the sail film is wound to the film 
roll and small wind turbines are open for the wind. If the sail is to be used to move the 
catamaran, the ropes will be wound to the rope roll. These ropes run around the rear roll and 
pull the film from the film roll to close the wind turbine space and to form the sail air foil. The 
TEC will work in solar energy mode in the presence of direct solar radiation; otherwise it will 
work in wind energy mode, in transport mode, or in discharge mode.  
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Fig.3. Small wind turbines. 
 
In the solar energy mode the solar collectors will heat the water in the hot water tank. In the 
wind energy mode the energy from the wind turbines will feed the chiller to cool the ice-water 
mixture in the cold water tank and increase the amount of ice in the mixture. The approximate 
proportion of hot water energy to the cold water energy is: 
 

chch TTEE // = ,    (5) 
 

where hE  is the energy of the hot water stored in the hot water tank, cE  is the energy of the 

ice-water mixture stored in the cold water tank, hT  is mean temperature of the hot water tank, 

and cT  is the temperature of the cold water tank.  
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The hot-water energy can be calculated using the equation: 
 

( )21 hhwhh TTCME −⋅⋅= ,    (6) 

 
where hE  is the hot water energy, hM  is the hot water mass, wC  is specific heat capacity of 

the water, 1hT  is the temperature of the hot water after the heating in the solar concentrators, 

2hT  is the temperature of the hot water before heating in the solar concentrators. 

To calculate the cold water energy we will use the following equation: 
 

iic qME ⋅= ,     (7) 

 
where cE  is the cold water energy, iM  is the mass of the ice in the ice-water mixture, and iq  

is the latent heat of ice melting. 
 
3. Solar Concentrators 

Low-cost light-weight solar concentrators are needed for travelling energy collectors to heat 
the water in the hot water tank. At present we are developing these concentrators [3]. Each 
concentrator will contain a multitude of flat triangular mirrors that approximate a parabolic 
surface. A prototype of the support frame for the mirrors is shown in Fig.4. 
  

 
 
Fig.4. Support frame for the mirrors of solar concentrator. 
 
The cost of mass production of these concentrators can be as low as 50 dollars for square 
meter of mirror surface [4]. 
 
3.1. Solar energy mode 
The travelling energy collector will work in the solar energy mode in the presence of direct 
solar radiation. Let the TEC have a deck area of 1000 m2. In this case the total area of solar 
concentrators can be approximately 500 m2. Let us suppose that 1 m2 of solar concentrator 
produces 700 Wt of heating power (concentrator efficiency is 0.7), and direct solar radiation 
is present during 4 hours per day. In this case the hot water will obtain the energy of 
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710504 ⋅=hE  J/day.      (8) 

 
Let the initial temperature of hot water be 2hT  = 403° K, the final temperature of hot water 

will be 1hT  = 423° K. In this paper we will consider a TEC that discharges the hot and cold 

water each day. Using equation (6) it is possible to calculate the mass of hot water needed to 
store the heat energy in the hot water tank. In our case we will have: 
 

=hM 60000 kg = 60 ton,    (9) 

 
3.2. Wind mode 
In the nights and during cloudy days the TEC will work in the wind mode.  For this purpose 
the TEC is to be oriented perpendicular to the wind speed, the sails are to be opened, and 
small wind turbines will produce the electrical energy for the ice machine. The ice machine 
will increase the amount of ice in the cold water tank. Using equations (5) and (8) we obtain: 
 

( ) ( ) 77 10308413/25310504/ ⋅=⋅⋅=⋅= hchc TTEE  J/day (10) 

 
Here we suppose that cT  equals – 20° C and hT  equals 140° C. 

The power of wind turbines can be evaluated using the equation:  
 

( ) 2/3uSP ttt ⋅⋅⋅= ρη     (11) 

 
where tη  is turbine efficiency, tS  is the total area of the small wind turbines, ρ  is the air 

density, and u  is the wind speed. In this paper we will assume that tη = 0.3, tS = 500 m2, ρ = 

1.25 kg/m3 and u = 8 m/s. In this case we will have: 
 

48000=tP Wt,    (12)  

 
We will suppose that the transport and the discharge modes will take 3 hours per day. The 
solar mode takes 4 hours per day, so the wind mode will take 17 hours per day. Not all this 
time will be used for power generation, because the TEC has a drift that must be periodically 
compensated. For drift compensation the sails are to be closed as for transport mode and the 
TEC is to be moved against the wind. We will assume that drift compensation will take 30% 
of the total time in the wind mode. The power generation in the wind mode will take gt = 11.9 

hours per day. The energy generated by the wind turbines will be: 
 

7102063600 ⋅=⋅⋅= gtt tPE J/day,   (13) 

 
If coefficient of performance of the ice machine is 1.5, the total cooling energy produced in 
the form of ice will be cE = 308 * 107 J/day. This is sufficient to obtain the balance of heating 

and cooling energies in the power plant. To store this amount of energy it is necessary to 
produce the following mass of ice: 
                                                      

ici qEM /= ,     (14) 
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where cE  is the cooling energy, iq  is the latent heat of water freezing. Water has the value of 

iq = 332 kJ/kg. For our example iM  will be: 

 
=iM  9300 kg .    (15) 

 
We will assume that the mass of the ice-water mixture is: 
 

iwM  = 40000 kg = 40 ton,    (16) 

 
In this case the total weight of hot water and cold water in the tanks will be 100 ton. 
Different geographic areas have different relations between the amount of solar and wind 
energy, thus for each area different parameters of the power plant should be selected. The 
main parameter is the cold-water tank temperature. Increasing this temperature, it is possible 
to decrease the amount of wind energy to obtain good balance for example in tropical areas, 
where the wind energy can be relatively poor.  
 
3.3. Transport and discharge modes 
In transport mode the sails move the TEC from the power plant and after collection of energy 
return it to the power plant. The maximum distance of movement is: 
 

2/trtrs utR ⋅= ,    (17) 

 
where sR is the service radius of the power plant, trt  is the time of the transportation mode, tru  

is the transportation speed. In our example trt  = 2 hours. If the transportation speed is 

10 km/h, the service radius will be: 
 

=sR 10 km.     (18) 

 
In the discharge mode the TEC discharges the hot water to the large hot-water tank of the 
power plant. The temperature of the discharged water is 1hT . After this the TEC loads its hot 

water tank from the large hot-water tank of the power plant with water that has the 
temperature 2hT . In parallel the ice-water mixture that contains 1iM  kilograms of ice is 

discharged to the large cold-water tank of the power plant and a new ice-water mixture that 
contains 2iM  kilograms of the ice is loaded to the small cold-water tank of the TEC. 

 
3.4. TEC number 
One TEC produces the energy of 504 * 107 J / day. This corresponds to a mean power TECP = 

58330 Wt.  If we want to create a power plant of power ppP , we need the following number 

TECN : 

 
( )η⋅= TECppTEC PPN / ,    (19) 

 
where ppP  is the output power of the power plant, TECP  is the power of one TEC, η  is the 

efficiency of the power plant. If ppP = 10 MWt, η = 0,21, we need: 
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TECN = 816.     (20) 

 
This calculation shows that each TEC cannot be driven by an operator. It must be made as an 
autonomous robot, and its cost is to be as low as possible. 
 
4. Discussion 

A power plant for continuous electrical energy supply is proposed. In this power plant the 
conventional equipment from geothermal power plants is used for electricity generation. 
Instead of drilling deep wells to obtain hot water we propose the use of moving platforms 
(TECs) that contain solar concentrators for hot water production and small wind turbines for 
cold water production. Moving platforms transport the hot and cold water to the power plant 
located on the sea shore. Approximate calculations show the feasibility of this system.  
 
5. Conclusion 

Travelling energy collectors will permit solar and wind energy collection from sea areas near 
the shore, transform it to heat energy and store in hot water and cold water thermal energy 
storages. These storages will permit continuous energy production using the equipment of 
geothermal power plants. The travelling energy collector will be implemented as a catamaran 
with sails that include a multitude of small wind turbines. The solar concentrators will be 
placed on the deck of the catamaran. The catamaran will contain a hot water tank and a cold 
water tank to transport the heat energy to the power plant. It is necessary to make a large 
number of travelling energy collectors for one power plant. For this reason the catamaran 
must have an autonomous control system that will allow operation without human interaction. 
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Abstract: A daylight concentrating and transmission system via plastic fibers based on dual axis sun tracker to 
lighting indoor has been built and investigated. The sunlight tracking and concentrating platform adopting 
horizontal coordinate system combined with photosensitive sensor can realize high position resolution. A 
sunlight concentrating and transmission experiment has been carried out using 6m long PMMA plastic fibers 
based on that platform. It is found that color temperature of light transmitted by fibers is 600K lower than that of 
nature light. The spectrum of light transmitted by fibers is similar to that of nature light. This similarity also 
exists in chromaticity coordinate, color rendering index, dominant wavelength between light transmitted by 
fibers and nature light. A quantitative determination of flux loss has been carried out and the results show that 
there is an attenuation about 2db existing on the interface of fiber. 
 
Keywords: Sun tracking, Fibers, Concentrated, Transmission 

Nomenclature (Optional) 

NA numerical aperture .....................................  

α altitude angle ..............................................  
γ azimuth angle ..............................................  
ϕ latitude ........................................................  
δ declination ..................................................  
Pout output light flux ..................................lumen 
Pin input  light flux .................................. lumen               
τ time adjustment .......................................... s 

ψ longtitude ..................................................... 
T colour temperature ................................... K 
λ intrinsic attenuation constant .............. db/m 
z length of fibres .......................................... m 
γ loss coefficient on fibers’ facet ................db 
η     total loss coefficient  ................................db 
I      illumination ............................................  lux  
D    diameter of fibers  ..................................... m 

 
1. Introduction 

The daylighting system is an optic-mechanical-electric technology that collects day light 
outside to transmit into basement and room lacking nature light by fibers in high concentrated 
level [1-2]. The infrared portion of solar radiation has been separated and eliminated by lens 
and fibers so that the output flux is a cool light. There are two major benefits from daylighting. 
The first benefit is the reduction in purchased electricity needed to light the building, and the 
second benefit is a reduced cooling load due to the high efficiency of light. Another potential 
benefit of daylighting is the advantageous factors for healthy of natural lighting but this effect 
is difficult to quantify. The excellent color rendering properties of daylight and its close 
match to the photopic response of the human eye make it an ergonomic light source that is 
generally preferred for pleasant working conditions[3-4]. There are two types of daylighting 
systems including light guide pipe and fibers. The latter is the research hotspot at present due 
to its smaller and few penetrations on the roof which means saving on the building’s heating, 
cooling, and maintenance bills.  T he purpose of this particular study is to evaluate the 
feasibility and performance of the technology. The day light concentrating and transmission 
system via fibers consists of a two-axis sun tracker and concentrating collector that gather 
direct normal solar radiation into the fibers. The key to realize stable flux output is high 
precision sun tracking which need a trade-off with fabrication cost[6]. And, at the present 
time, the optical parameters of sunlight transmission system via fibers have not get adequacy 
quantitative determination. Those problems provide the investigation motivation of this 
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research work. According to the structure forms, there are two ways of focalization including 
optical fiber bundle and single fiber. For the former, concentrator with large diameter is used 
to produce large focal spot, and so it can use optical fiber bundle to receive the concentrated 
radiation[7-9]. For the latter, the concentrator is lens with small diameter which produces 
small focal spot only suiting for single fiber. It is critical to obtain high accuracy position 
tracking in respect that small focus error will cause a large amplitude reduction of out flux 
due to single fiber’s small diameter. Although much research has been devoted into sunlight 
concentrating and transmission system via fibers, there are still lots of problems and unknown 
characterizes awaiting solutions, such as quantitative study of the spectrum of output light. In 
order to try to answer above questions, a dual-axis sun tracking system has been investigated 
by the combined use of horizontal coordinate system and photosensitive sensor designed 
specially, based on that corresponding research has been done. 
 
2. Dual axis sun tracking and concentrating system 

2.1. Configuration of hardware 
The system mainly is composed of support, reducing gears, motor, lens and control module. It 
must be emphasized that small deviation of focusing spot will lead to significant instability 
attributed to no l ight preserved module existing in the daylighting system. To satisfy above 
strict demand, orbit calculation method and optical sensing method are integrated into control 
flow. The prototype of the dual axis tracking and concentrating system is shown in Fig 1. 

    
Fig. 1. Double-axis sun tracking system                           Fig. 2. Control system frame 
 
In fig.1, the components numbered are step motor drivers, control board, plastic fibers, GPS 
module, lens, sun positioning sensor, altitude motor, substructure for installing azimuth motor 
successively. In practical, it is  too difficult to realize accuracy positioning about 0.1  only 
depending on orbit calculation due to the varied limits, such as installation error and gravity 
deformation, et al, although it is possible in theory. The misalignment between geodetic 
coordinate and device coordinate led by installation error and gravity deformation will result 
in an inevitable calculation error in sun position[10]. So an optical sun positioning sensor is 
designed specially to eliminate the error accumulation and initial error, which uses 
photosensitive elements array to sensing the location of the focusing spot generated by lens. 
By comprehensive utilization of two methods, it is able to realize stability and high precision 
profit from orbit calculation method and sun optical positioning sensor respectively. The 
control system is designed to work automatically. Step motors are used to drive the tracking 
action and angle encoders are applied to feedback the real angle information of the 
mechanical components. Global positioning system module is adopted to provide exact time 
and latitude and longitude which are the parameters to calculate the sun position. With the 
help of GPS module, the tracking system can figure out the sunrise and sunset time to realize 
full automatic tracking without manual operation, meaning remarkable reduction of 
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maintenance. For convenience, a LCD display screen is installed to show real-time working 
state. Plano convex lenses made of K9 optical glass are adopted to concentrate sunlight which 
has a transmission coefficient that is no less than 0.9 a t visible spectrum range. It is no 
cooling problem for lenses and fibers because there is nonexistence of hot spots due to their 
high transparency. Performance parameters of the hardware have been described in tab 1. To 
facilitate the precision drive, sinusoid subdivision drivers are used to improve step motors to 
achieve 12800 pul ses per cycle, about 0.028 /pulse. In addition, gear pairs are applied to 
further improve the fine adjustment; however nonlinearity caused by gear clearance 
emergences isochronously. To ensure stable tracking, it is needed to introduce intelligent 
algorithm to compensate the nonlinearity. For instance, database is recorded in the program 
memory to distinguish different situations of nonlinearity. The concentrator is convex lens 
made of super white glass which transmittance is 0.92. According to the sun’s  

Table.1 Parameters of double-axis sun tracking and concentrating platform 
Name Unit Amount illustration 
Torque of azimuth motor N.m 3.6 Step motor 
Torque of altitude motor N.m 1.2 Step motor 
Reduction ratio of azimuth  1:3 Straight gear 
Reduction ratio of altitude  1:5 Straight gear 
Tracking type   Orbit and optical sensor 
Tracking accuracy ° ±0.15  
Range of altitude ° 0～90  
Range of azimuth ° 0～360  
Diameter of lens m Φ0.1 K9 material 
Focal length mm 180 Adjustable 
Concentration ration  900-10000 Adjustable 
Transmittance of lens  0.92 Visible band 

 
2.2. Control method 
As for the optical sun positioning sensor, it is used to detect detailed deviation and feedback 
the signal to microcontroller to realize exact tracking. The most important advantage of the 
optical sun positioning sensor is the ability to eliminate the error accumulation caused by 
errors from motor or reducing gears. The optical sun positioning sensor is good at dealing 
with error accumulation but bad at anti-climate impacts while the orbit calculation method is 
opposite. So it is wise to adopt combined utilization of both methods to obtain good tracking 
accuracy and anti-interference ability meanwhile. The flow chart of sun tracking process is 
shown in Fig 3. Because of complexity in practice, the flow chart has more fine regulation 
actions than that listed out in Fig 3. 
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Fig.3. Control flow chart of sun tracking process 

3. Plastic fibers 

The diameter of fibers used for concentrated sunlight transmission is flexible and two orders 
of magnitude higher than that of fibers used for distant communication, whose range is 1-
6mm generically. The materials of fibers include polymethyl methacrylate(PMMA), 
polystyrene and special quartz. Light attenuation is severe, about 0.25db/m, only suiting for 
close distance transmission not longer than 30m. Some parameters of the fibers tested in the 
work are described in Tab 2. The fiber tested in this research is made of PMMA, and has 
absorption peaks in 620nm and 705nm which is shown in Fig 4.  The advantages of PMMA 
fibers are flexible and big numerical aperture which is very in favor for light focusing. 
Unfortunately, the upper limit for work temperature is only 70oC  which restricts the upper 
limit of concentration ratio, about 2500 without water cooling. But this upper limit could be 
extended to 10000 for quartz fiber which is used in solar furnace. 

Table.2 Parameters of PMMA fibers 
Name Unit Amount illustration 
Diameter mm 2.5  
Length m 6  

Numerical aperture   0.5 Ranger of angle of incidence is ±30° 

Average attenuation db/m 0.25 380nm～760nm 

3784



 
Fig.4. Curve of intrinsic attenuation of PMMA fibers 

4. Results 

The experimental system consists of the dual axis tracking and concentrating system, fibers, 
illuminometer and HAAS-2000 spectral radiometer, as in Fig 5. A sunlight concentrating and 
transmission experiment lasted for 9 hours has been carried out using 6m long PMMA fibers . 

 
Fig.5 Optic testing system of concentrated sunlight transmission system 

 
Fig.6 Spectrum comparison of nature light and light transmitted by fibers in visible band 

The spectrum of light transmitted by fibers is similar to that of nature light, as shown in Fig 6. 
Although the deviation between two curves is evidence in 705nm led by absorption peaks of 
fibers, it influences the visual perception slightly because it is away from green band which is 
most sensitive for eyes.  This similarity also exists in chromaticity coordinate, color rendering 
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index, dominant wavelength between light transmitted by fibers and nature light, as described 
in Tab 3. 

Table.3 Parameters comparison between nature light and light transmitted by fibers  
Parameters Light out fibers Daylight Difference 
Color temperature 4444K 5037K -11.8% 
Dominant wave length 571.6nm 569.4nm +0.4% 

Peak wavelength 585nm 538nm +8.7% 

Width of half wave  255.8nm 360.6nm -29% 

Color coordinate X 0.3688 0.3446 +7% 

Color coordinate Y 0.3972 0.357 +11.2% 

Color rendering index 88.9 99.3 -10.5% 

Red light ratio 17.9 18.8 -4.8% 

 
As identified in Tab 3, the flux transmitted through fibers is approximate to nature light, so it 
can satisfy the need of drawing office, indoor plant cultivation and shady bedroom. 
As for the transmission loss, it is consists of three parts which are intrinsic loss, loss on end 
faces of fibers and loss led by bend. Among them, the intrinsic loss is a constant while loss on 
face is a large variation, determined by roughness mainly. In fact, the loss on face takes an 
essential ratio of total loss. So it makes sense to make certain that how much loss on face is. A 
experiment for determining the value of loss on face is designed, which separates the intrinsic 
loss from total loss by a series calculations. 
For fibers without bend, we have 
 

( ) (0) z
out inP z P e eλ γ− −=  

 
Here 6z m= . As for the total η , it can be described as followed 
 

( )10lg 10( ) lg
(0)

out

in

P z z e
P

η λ γ= = − +  

 
Traditionally it is a custom to use decibel in attenuation analysis, so we have 
 

(10lg )

(10lg )

e

e

λ λ

γ γ

 = ⋅


= ⋅
 

 
It is easy to get following conclusion after a further derivation  
 

z

z

η λ γ

γ η λ

 = − −


= − −
 

λ  is a constant known as 0.25 db m  and ( )outP z  can be measured by integrating sphere and 
spectroradiometer while (0)inP  can be worked out by the following formula 
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2(0) / 4inP I Dπ= ⋅  

 
Measured data of luminance outdoor and output flux of fibers is shown in Fig 7. Two curves 
are anastomotic through one day. 

 
Fig.7 Corresponding relation of illumination outside and output flux of fibers 

 
Fig.8 Corresponding relation of illumination outside and attenuation on interface 

From measured data recorded in Fig7, the loss on face can be calculated out as shown in Fig 8. 
The loss on face can be regarded as a constant about 2db approximately which is accord with 
the optical principle. As to the increasing after 16:00pm, it can be explained that scattering 
radiation takes more and more proportion in total sunlight and this scattering radiation cannot 
be focusing onto the fibers, so above formulas in this situation produce large result.  
 
5. Conclusions 

Combination of orbit calculation method and sun optical positioning sensor posses accuracy 
and stability simultaneously in sun tracking which is the key to ensure the output flux of 
fibers stable. Different from solar thermal and photovoltaic application, there are no measures 
to storage nature light and so it is fatal when tracking error exceeds the allowable range. It 
must be pointed out that low speed drive is very beneficial to obtain high precision 
positioning in sun tracking which affords more time for the microcontroller to analyze the 
tracking status and implement compensation motions. This strategy makes full use of the 
feature of sun slow-moving. It is also relatively economic to adopt low power motors owe to 
the features of this strategy. 
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The spectrum of light transmitted by fibers is similar to that of nature light which make it 
favorable for places needing daylighting. Color temperature of the output light transmitted by 
fibres is about 600K lower than that of nature light which is caused by the selective 
absorption of plastic fibers. Fortunately, this selective absorption does not cause severe 
influence to the optical quality of sunlight transmission. The color rendering index still keeps 
a high value about 88.9 which is far better than those of incandescent lamp, fluorescent lamp 
and white LED. What’s more, the loss on face of fibers cannot be neglected which is about 
2db that is meaning 40% loss. The loss on face is relative to the roughness and incident angle. 
It requires precise measurement and mathematical modeling to establish the quantitative 
description of concentrated sunlight transmission. 
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Abstract: An investigation of the accuracy, advantages and disadvantages of using the simpler degree day house 
load-model Type 12 as a replacement for the more complex multi-zone Type 56 has been made. Results show 
that Type 12 provides sufficient accuracy for all systems including a storage tank capable of holding at least one 
day load. A discussion whether Type 12 is an accurate model for other situations is made. 
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1. Introduction 

The modeling of solar combisystems in the academic community is often done in a 
commercially available fortran based simulation environment named TRNSYS [1]. These 
systems often contain some form of heating system (heat pumps, solar collectors) and some 
form of load that uses the energy created (building, hot water load). The load is often 
connected to some form of weather data, deciding the ambient conditions. The interaction 
between the heat sources and loads form a TRNSYS deck, a series of component models 
connected to each other to provide information about a system. Here we seek to investigate 
the impact of the house load model that is chosen. The load structures that will be investigated 
are the two most common types of buildings used in TRNSYS: the very simple single-zone 
degree day model with internal gains described by Type 12, and the much more complex 
multi-zone model Type 56.  
 
Previous work includes Olof Hallström [2], who in his thesis compared Type 12 to a much 
more complex model developed at Lund University. He found that even though Type 12 was 
surprisingly accurate for most conditions, especially during low indoor house temperatures, 
the drawbacks of the type made the choice between Type 12 and Type 56 hard to determine. 
He identified these drawbacks as the constant heat loss coefficient and the difficulty to 
include stored solar radiation. It can be noted however, that Type 56 also has a constant heat 
loss coefficient. Previous simplifications of TRNSYS models have among many others been 
performed by T. P. McDowell [3], completing a ground source model and by P. T. 
TSILINGIRIS [4] and his solar heating designs. In both cases a drastically decreased 
calculation time at low accuracy cost was reached.  
 
Simplifying a deck has the advantage of a decreased calculation time, which can be a major 
problem in decks taking many hours or even days to complete, especially if a large amount of 
runs are desired for statistical or optimization purposes. A simpler deck is also highly 
advantageous for applications directed at the industry, installers and education, such as 
Climate Well [5] or Winsun Villa [6]. Winsun Villa contains a slightly modified version of 
Type 12. The conclusions of this publication will be used for the Flexi-Fuel project [7], which 
has strong connections to the industry and its installers and customers. The objective of the 
following paper is to determine the accuracy, calculation time and complexity of  Type 56 and 
Type 12 under different conditions. 
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2. Methodology 

2.1. TRNSYS 
TRNSYS is a system simulation computational tool developed by Wisconsin University that 
allows for dynamic simulation of systems using variable time steps. It allows for systems, 
particularly heating systems, to be created by connecting several components, known as types. 
These types are mathematical subroutines, i.e. programs, which describe for example a pipe, a 
house or a heat pump. Apart from the possibility of self-made types, TRNSYS contains a 
large number of readymade types, and a large number of types are also developed by different 
institutes and available commercially or for free.  
 
2.1.1. Available load-describing Types 
There are several commercially available load models available, but we limit ourselves to 
observing those Types that are included in the basic TRNSYS package. These are: Type 12, 
the simplest model, Type 88, a version of Type 12 that also includes some internal gains, (It 
may be noted that these internal gains are being modeled directly in Type 12 under “misc heat 
gain”, for the investigations performed in this paper.) Type 56 which is a very complex and 
thorough multi-zone building model, and finally Type 19 a single zone building that is less 
complex then Type 56, but still requires the input of a large number of parameters. We choose 
to observe Type 12 and 56 since they are the source of the other models and represent the 
extremes in simplicity/speed and complexity/accuracy.  
 
2.1.2. TYPE 56 
Type 56 describes a building with multiple thermal zones, i.e. rooms. The model uses data 
from wall and window materials and thicknesses. Each room has a homogenous temperature, 
and radiation heat between the rooms is based on the room area. Heat addition from solar 
direct and diffuse radiation is calculated for each room depending on window and heat 
transfer properties.  
 
 
2.1.3. TYPE 12 
Type 12 is a simple degree-day, single-zone, single capacitance building model with internal 
gains. The model uses an effective heat capacity for the entire building together with the 
difference between indoor and outdoor climate to create a heating need. The load is corrected 
for internal gains. The use of a single heat capacity does not provide any information on solar 
radiation, which can have significant impact during summer. In this work the solar radiation is 
added to the internal gain, time step by time step. Duffie and Beckman reasons that since heat 
capacity effects are difficult to model with a single node when the outdoor temperature is 
fluctuating around the indoor temperature, Type 12 becomes less reliable for cooling loads. 
[8]. This has not been investigated here. 
 
2.2. The House 
As a reference building the IEA Task 32 building which is based on the IEA Task 26 
reference building was used. [9] The reason for this choice is simply that it is a well defined 
and known building suitable for comparison purposes. Two levels of insulation are chosen to 
simulate an energy need of 60 or 100 kWh/m²a. The building consists of a two storey house 
with the specifications described in Table 1, 2 and 3. 
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Table 1. Building Properties. 

  
    

    

  
SFH60 SFH100 

   
SFH60 SFH100 

    [m] [m] [kg/m³] [W/mK] [kJ/kgK] [W/m²K] [W/m²K] 

external wall plaster inside 0.015 -- 1200 0.600 1.00 
  

 
Viertl brick 0.210 -- 1380 0.700 1.00 0.154 0.491 

 
EPS 0.120 0.060 17 0.040 0.70 

  

 
plaster outside 0.003 -- 1800 0.700 1.00 

  

 
Σ 0.468 0.288 

     ground floor Wood 0.015 -- 600 0.150 2.50 
  

 
plaster floor 0.060 -- 2000 1.400 1.00 0.157 0.561 

 
XPS 0.120 0.060 38 0.037 1.45 

  

 
Concrete 0.150 -- 2000 1.330 1.08 

  

 
Σ 0.445 0.285 

     roof ceiling Gypsumboard 0.025 -- 900 0.211 1.00 
  

 
Plywood 0.015 -- 300 0.081 2.50 0.119 0.380 

 
Rockwool 0.200 0.060 60 0.036 1.03 

  

 
Plywood 0.015 -- 300 0.081 2.50 

  

 
Σ 0.335 0.115 

     internal wall Clinker 0.200 -- 650 0.230 0.92 0.962 0.962 
 
Table 2. Window Area. 

  
window 

area 
window 
quotient 

total 
area 

  [m²] [%] [m²] 

South 12.0 24.0 50.0 

East 4.0 9.9 40.5 
West 4.0 9.9 40.5 
North 3.0 6.0 50.0 

Summary 23.0 12.7 181.0 
 
Table 3. Window Properties 
building UWINDOW g-Value UFRAME construction   WindowID   

  [W/m²K] [-] [W/m²K] [mm]      

SFH60 1.4 0.622 2.3 4/16/3   2004   

SFH100 2.83 0.755 2.3 4/16/4   1202   

 
A more detailed description on the house’s architectural design, internal load and ventilation 
can be found in [9]. 
 
2.2.1. Estimating UA-values 
Type 12 uses a single overall UA heat transfer value for the entire house. This value can be 
estimated by summarizing the U-values from all walls and windows in the building. An 
effective UA value for the ventilation can be added as this has the same temperature 
difference as the transmission losses. 

3791



 

airpairhxhouseFloorFloorRoofRoof

WindowsWINDOWSWALLWALLWALLWALLWALLWALLWALLWALL

cnVAUAU

AUAUAUAUAUUA

_

44332211

*)1(*
3600

1
***

*****

∗−∗+++

+++++=

ρη
 (1) 

2.2.2. Estimating solar radiation gain 
In Type 12, Solar gains through windows can be estimated by adding the window area for 
each direction and multiply it with a transmission value (In this publication 0.6 has been used 
for all cases) as described in (2) 
 

)( SWEN WAWAWAWAtrmS +++=                           (2) 

Where 
trm = transmission constant 
WA = Window area in the specified direction 
 
This solar radiation gain value is then inserted into Type 12 through internal gains. 
 
2.2.3 Effective thermal capacitance of the house 
An effective thermal capacitance of the type 12 house can be estimated by adding up the 
thermal capacity for the individual parts of the house. Duffie and Beckman [8] give 
approximate values of 0.153 MJ/m2/K for a medium house and 0.415 MJ/m2/K for a heavy 
house and up to 0.810 for a very heavy building. This corresponds in this case (with 140 m2 
total floor area) to 21 MJ/K , 58 MJ/K and 113 MJ/K. 
 
3. Measurements 

Type 12 is deemed to be the less accurate model, and so when Type 56 and Type 12 are 
compared, any deviation from each other is considered to be due to an inaccuracy of Type 12.  
 
3.1. The Timescale 
Fig 1 shows the output of Type 12 and Type 56, as well as the difference between them. At 
first glance, the heating load required by Type 12 appears to be very inaccurate for both the 
well and the less insulated building as we see in the upper part of Fig.1. The whole line 
depicting the difference between the two types is in the order of 50% for most of the year.  
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Fig.1 The output from Type12 and 56 with 12min time step (upper diagram) and 12h time step (lower 
diagram)     
 
Possible heat pumps or solar collectors connected to a system are highly dependent on the 
temperature of the incoming flow. To gain sufficient accuracy for such heat sources a time 
step of a few minutes is required. The flow to such sources is often connected to some form of 
storage, such as a tank, between the load and the heat source. If for example a storage tank has 
the capacity of storing the energy required for heating a house for one day, a heat demand for 
one day is sufficient. When we integrate the output of both Type 56 and Type 12 over one 
day, we see a definite increase in agreement between the models as shown in the lower part of 
Fig.1. 
 
3.2. The Accuracy of Type 12 

 
Fig. 2.  The Difference in output for Type 12 and 56 for a poorly and a well insulated building 
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Fig.2 shows the error in percentage over one year. For the colder periods of the year the 
percentual error keeps below 7% for both levels of insulation. 7% is most likely a smaller 
error then those arising from building uncertainties such as cracs in the building shell or 
moisture in the isolation. Even though the error grows large in summertime, less than ten 
percent of the annual energy requirement occurs during this period. This means that for over 
90% of the annual load, Type 12 performs acceptably. The yearly error becomes 
approximately 8%. 
 
 
 
 

 
Fig. 2.  Type 12 vs. Type 56 for a poorly and a well isolated building 
 
Fig. 3 shows the output from the models plotted against each other. The error in output seems 
to be evenly distributed at the base of the line. The filled circles showing the well insulated 
building are closer to the line indicating that the overall UA value was a good guess for this 
case. At higher values we see a drift downwards, indicating that Type 12 underestimates the 
energy requirement for cold days, and overestimates it for warm days. This may be due to the 
fact that Type 12 does not store solar heat in the interior of the building. 
 
 
3.3. The Phasing of Type 56 
The difference in how the models react to outdoor temperatures is described in Fig. 4 and Fig. 
5. Fig. 4  shows a zoomed in view of 3 days with the light gray line as outdoor temperature, 
the highly oscillating line as Type 12 and the less oscillating as Type 56. In this simulation, all 
windows, internal load and ventilation has been removed to get the crudest model possible. 
As seen in the image, Type 56 has a slight delay compared to the outdoor temperature, as 
might be expected by a more complex building model. 
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Fig. 4.  The Delay of Type 56 when no windows are present 

 
Fig. 5 shows two days but this time windows have been added to both models. Radiation 
coming through windows provides an instantaneous addition of heat, resulting in a model that 
responds much faster to outdoor weather. It could be argued that adding radiation through 
windows and ventilation provides a Type 56 that behaves more like Type 12.  
 

 
 

Fig. 5.  No Delay of Type 56 when windows are present 
 
3.4. Calculation Speed 
Type 12 takes approximately half the simulation time for one year compared to Type 56 (23s 
against 42s). The time step was then rather long, 12minutes. In a full deck the tank may call 
the load several times before it converges, 10 times or more is not unusual. Also if a very 
short time step is used, this difference in calculation speed can have a significant impact on 
the usability of the deck. 
 
4. Discussion 

Considering the results presented above, Type 12 seems to be a good approximation under the 
right circumstances. It can be recommended for systems including a tank or other form of 
storage, or for systems that do not require high temporal resolution. The usage of Type 12 can 
not be recommended in applications consisting of heat sources without any storage. Type 12 
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only requires one UA parameter, which can be estimated as described above. In practical 
applications, the complete drawings of a building may not be easily accessible, or as in the 
case of the Flexi-Fuel project [7], it may prove very disadvantageous for a salesman to ask the 
client for every constructive layer in the wall before being able to demonstrate his/her 
products. In a real building the heat load will also be influenced by the wind dependent 
infiltration rate and quality of insulation work, as well as user behavior concerning choice of 
room temperature and for example open windows in some rooms periods of the day or night. 
The simulation model in the flexifuel project is aiming at fast but realistic system simulations 
and then type 12 may be the best choice. 
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Abstract:  In Iran (and probably in most countries) natural gas is transported through transmission pipeline at 
high pressures (5-7 Mpa) from production locations to consuming points. At consumption points, or when 
crossing into a lower pressure pipeline, the pressure of the gas must be reduced. This pressure reduction takes 
place in CGSs. At CGSs, the pressure is reduced from (5-7 Mpa) to (1.5-2.0 Mpa)  (typically 1.7 Mpa) in high-
pressure intrastate pipelines. Currently, gas pressure reduction is accomplished by using throttle-valves in all of 
Iran‘s CGSs, where the constant-enthalpy expansion takes place and a considerable amount of energy is wasted. 
The gas must be heated before it enters throttle valves to ensure that it remains above the hydrate-formation zone 
and dew point, so that no liquid or solid phase condenses at the station exit. The heaters are consuming a 
considerable amount of natural gas flowing though the CGS as fuel to provide the required heat for preheating 
the natural gas stream. As the low temperature heat is required for preheating the natural gas in a CGS, this 
makes a CGS as perfect place to utilize solar energy and to meet low temperature heat demand. As the low 
temperature heat is required for preheating the natural gas in a CGS, A solar collector array is proposed to be 
utilized in the CGS in order to displace heating duty of the heater and to reduce amount of fuel consumption. The 
proposition includes a modified design of an in-use CGS to take advantage of freely available solar heat.  
The proposed system has been applied to study the thermal behaviour of a CGS within Iran. The results show 
that the cost effectiveness of the proposed method with an array of 450 collector modules is resulted in fuel 
saving with variation between 0 to 20 USD/hr. The annual fuel saving is about 10678 USD and as the capital 
cost is about 76500 USD, the payback ratio is calculated to be around 9 years. The number of collector modules 
has been determined based on cost analysis. 
 
Keywords: Natural gas pressure drop station, Line Heater, Solar energy, Solar thermal storage 

Nomenclature  

CGS  City Gate Stations, ....................................  
1NGT  Natural gas temperature before heater  0C  

2NGT   Natural gas temperature after heater .. 0C  

2NGT   Natural gas temperature after valve .    0C static pressure Pa 

NGm    mass flow rate ................................... kg.s-1 

NGm    mass flow rate of fuel heater ............  kg.s-1 

solarQ Heat  transfer rate produced by solar KW 

heaterQ Heat  transfer rate produced by heater KW 

1NGh  Enthalpy of Natural gas before heater W/kg 

2NGh   Enthalpy of Natural gas after heater W/kg 

WT  Temperature of water in the tank .............. 0C  

LHV  Lowering heating value of fuel .......   kj.kg-1 

h  Heater efficiency 

fm    mass flow rate consumed heater       kg.s-1 

 

 
1. Introduction 

Solar thermal technologies utilise the heat from the sun to offset the heating demand for many 
applications. The main component of any solar thermal technology is the solar collector. The 
device absorbs heat form solar radiation and transfers this heat to a circulating fluid (usually 
water). The heat absorbed by collectors then utilized in many applications. Kalogirou1 
presented a survey of the various types of solar thermal collectors and applications. These 
includes Solar water heating systems, Solar space heating and cooling, Solar refrigeration, 

3797



Industrial process heat, Solar desalination systems, Solar thermal power systems, Solar 
furnaces and Solar chemistry applications[1].  
 
The utilization of solar energy for providing process heat in industrial applications is not 
common especially for low temperature cases and a few researches have been carried out in 
this subject. Norton [2] presented the most common applications of industrial process heat. 
The history of solar industrials and agricultural applications are presented and practical 
examples are explained. A system for solar process heat for decentralised applications in 
developing countries is presented by Spate et al. [3] The system is suitable for community 
kitchen, bakeries and post-harvest treatment.  
 
In Iran (and probably in most countries) natural gas is transported through transmission 
pipeline at high pressures (5-7)MPa  from production locations to consuming points. At 
consumption points, or when crossing into a lower pressure pipeline, the pressure of the gas 
must be reduced. This pressure reduction takes place in CGSs. At CGSs, the pressure is 
reduced from (5-7)MPa  to 1.5-2.0 MPa  (typically1.7 MPa ) in high-pressure intrastate 
pipelines. Currently, gas pressure reduction is accomplished by using throttle-valves in all of 
Iran‘s CGSs, where the constant-enthalpy expansion takes place and a considerable amount of 
energy is wasted (Farzaneh-Gord et al. [4]). The gas must be heated before it enters throttle 
valves to ensure that it remains above the hydrate-formation zone and dew point, so that no 
liquid or solid phase condenses at the station exit. Indirect Water Bath Gas Heaters (known as 
line heater) are employed in the CGS to preheat the natural gas. The heaters are consuming a 
considerable amount of natural gas flowing though the CGS as fuel to provide the required 
heat for preheating the natural gas stream. As the low temperature heat is required for 
preheating the natural gas in a CGS, this makes a CGS as a perfect place to utilize solar 
energy and to meet low temperature heat demand. 
 
In this study, the objective is to reduce amount of the heater fuel consumption in the CGS by 
utilizing solar energy. A solar collector array is proposed to be utilized in order to displace 
heating duty of the line heater. The proposition includes a modified design of an in-use CGS 
to take advantage of freely available solar heat. The modification has been done in line to 
minimize the CGS design alteration and availability of the CGS to continue its tasks with or 
without additional solar system. 
  
2. Methodology 

When a natural gas pipeline approaches a city, the high-pressure gas has to be reduced to a 
distribution level. A city gate station (CGS) is a. Inlet Gas has a high temperature NG-1(T )  

which is typically related to the ambient temperature ( amT ). The gas must be heated before it 

passes through throttle valves to ensure that it remains above the hydrate-formation zone and 
dew point, so that no liquid or solid phase condenses at the output temperature NG-3(T ) . The 

standard preheated gas temperature NG-2(T )  is in range of o30-55 C but its value highly 

depended on inlet pressure and temperature. The heaters are comprised of four basic 
components, the heater shell, the fire tube, the gas coil and the water expansion section. 
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Fig. 1. A schematic diagram of an Indirect Water Bath Gas Heater (Line heater) employed in a CGS 
for preheating the gas   
 
The heating duty of the heater and the water bath temperature could be estimated by knowing 
the station inlet and outlet gas temperature and pressure as discussed as follow. 
 
Based on the standard outlet station gas pressure (250 psig or 17 barg)  and the natural gas 

compositions, the hydrate gas temperature hyd(T ) could be calculated from thermodynamics 

models. The outlet station gas stream temperature NG-3(T )  is then selected o5 C above the 

hydrate temperature [5]. By knowing the outlet station gas stream temperature, the gas 
temperature at the heater exit could be calculated as below: 
 

3

2 5
NGT

NG hyd tvT T T


    


                (1) 
 
In which, tv NG-2 NG-3ΔT (=T -T ) , is temperature drop due to pressure drop though the throttling 

valves. The amount of temperature drop is affected by the station inlet pressure and the 
natural gas compositions. Once, the gas temperature (and pressure) at the heater exit is 
known, the heater heating duty could be calculated as below: 
 

)( 12 



 NGNGNGgh hhmQ 
              (2) 

 
As the gas travels a long distance before reaching to the station trough a buried pipeline at 
depth of 1.2 m, the gas temperature assumed to be equal to the surrounding soil temperature 
(Edalata and Mansoori,[6]). The soil temperature varies with environment temperature and 
locations. Najafi-mod et al.11 proposed an empirical correlation for a simple and rational 
relationship between ambient temperature and soil temperature at different depths. The soil 
temperature for depth higher than 1 m for Iran could be simplified as follow (Najafi-mod et 
al.[7]) :  

403.113182.00084.0)( 2
1  amamsoil

o
NG TTTCT                                   (3) 
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The heating duty of the heater is provided by burning natural gas as fuel. Considering a value 
for thermal efficiency,η

h
,of the heater, the fuel mass flow rate, fm ,could be calculated as 

below: 
 

/ ( )f gh hm Q LHV 
          (4) 

 
In which, LHV , is lowering heating value of the fuel (here Natural gas). It should be pointed 
out that the heater heat lost to ambient is considered through the heater thermal efficiency. 
The current thermal efficiency of conventional heaters are low and in range of 0.35 to 0.55. In 
this research, thermal efficiency of the heater is assumed to be 0.45. 
 
As the water bath temperature wouldn’t need to be higher than 70°C and the line heater are 
most needed during winter, in this study an array of flat plate solar collector are proposed to 
be installed parallel to the heater as shown in Fig.2. The solar flat plat collectors received the 
water, heated it up and finally returned it to the heater. As it could be realized, a current CGS 
could be easily modified to take advantages of solar thermal energy as proposed in the Fig.3. 
The heater is able to continue its normal take with or without solar collectors.  
 

 

 

 
Fig. 2. A schematic diagram of the proposed system to utilize solar energy in the pressure drop 
stations  
 
The governing equation for a perfectly mixed storage tank could be written as:   
 

heater

w
w pw solar f h gh

Q

dT
m C Q m LHV Q

dt
  



 
    (5) 

 

In which, w pwm C , is the system thermal capacity, wT , is bath temperature and solarQ is rate of 

useful solar energy which is absorbed by the solar collector array and transferred into 
circulated water. ghQ is heating duty of the heater or solar load in the system. 
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heaterQ  is the rate of thermal energy provided by burning fuel. It should be noted that heat lost 

from the heater is considered in this term by introducing heater thermal efficiency. There are 
possibility of two scenarios at this point as a)a heater with automatic controllable heaterQ  b) a 

heater with fixed heaterQ . It should be pointed out that although all line heaters (within Iran) 

could be controlled and the rate of heaterQ  could be varied, but these heaters are not equipped 

with automatic control unit. Here it is assumed that the heaters are equipped with automatic 
control unit and scenario a (a heater with automatic controllable heaterQ ) has been applied. In 

this scenario, the gas temperature at heater exit is fixed.  
 
Fixed gas outlet temperature could be achieved by controlling rate of heaterQ . heaterQ  could be 

estimated by making some simple assumptions and applying a “Euler” integration technique. 
For this, it will be assumed that the values of gh solarQ and Q   are only a function of storage tank 

temperature at the start of the hour and that ( w pwm C ) of the storage is fixed. Therefore, 

assuming one hour time period (i.e. 3600 seconds), heaterQ  could be estimated by integrating 

both sides of equation(5). The final equation will be as below: 
 

( 1) ( ) ( ). ( ) / 3600 ( )heater w pw w i w i gh solar iQ m C T T Q Q     
   (6) 

 
The above equation could be employed to find altered value of the heater fuel mass flow rate 
as below: 
 

( 1) ( ) ( )( . ( ) / 3600 ( ) ) /f w pw w i w i gh solar i hm m C T T Q Q LHV    
 (7) 

 
Equation (6) or (7) could be rearranged to estimate the hourly variation in water bath 
temperature as below: 

( )
( 1) ( )

( ) 3600solar heater gh i
w i w i

w pw

Q Q Q
T T

m C

  
 



  

   (8) 
 
3. Results 

The heating duty should be supplied by heater either completely by fuel energy or by 
combination of solar and fuel energy. As discussed previously, the heater burns natural gas as 
fuel to preheat the gas. The rate of burning fuel would be useful for studying feasibility of the 
proposed solar system. Fig 3 shows the averagely daily rate of fuel (natural gas) burned in the 
heater for months of 2009. 
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Fig. 3. The averagely daily rate of heater fuel (natural gas) consumption in 2009 (m3.hr-1) 
 
As discussed previously, some part of required preheat energy in the heater is proposed to be 
replaced by energy gained in solar collector array. The average monthly of absorbed solar 
energy that gained in Akand Station area shown in Fig 4. It could be realized that the 
maximum absorbed solar energy is reached in Jun and The lowest value is in October.  
 

 
Fig. 4. Average monthly of absorbed solar energy in 2009 
 
The capital cost of the proposed solar system or the array of collector modules could be 
actually calculated by multiplying the number of collector modules and cost of one module. 
The cost of one flat plate collector module is about 230 USD in Iran. As number of collector 
modules in the array increases, the capital cost increases but the heater fuel cost decreases. 
The variation of annual fuel cost of the heater and solar energy system capital cost against 
number of collectors modules are displayed in Fig.5. Considering the figure, one could select 
450 as an optimum value for the number of collector modules.  
 
It should be noted that the fuel cost calculation is based on current natural gas price which is 
0.28 USD for each cubic meter.    
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Fig. 5. Variation of solar system capital cost and fuel cost for against number of collector modules  
 
To evaluate the desirability and to investigate the cost effectiveness of the proposed method 
with an array of 450 collector modules, Fig.6 shows the daily average heater fuel 
consumption required for preheating gas in 2009 in case of utilizing solar system or without 
solar system. The distinction between fuel consumptions, shows saving in fuel (m3.hr-1). 
Annually  fuel cost saving can calculate by multiply this amount in 0.28 USD. 
 

 
Fig. 6. The heater fuel (natural gas) consumption required for preheating gas in 2009 
 
The annual fuel saving is about 10678 USD and as the capital cost is about 76500 USD, the 
payback ratio could be calculated as below: 
 

yearsBenefittCapitalRatioPayback 2.9)/()cos(   (9) 

 
4. Discussion  

The natural gas pressure must be reduced to distribution pressure when reaches its end users. 
The gas must be heated before it enters throttle valves to ensure that it remains above the 
hydrate-formation zone and dew point, so that no liquid or solid phase condenses at the 
station exit when pressure and temperature reduced. Currently in all Iran's CGSs, the gas is 
preheated through a bath type heat exchangers (known as line heater) which burns a portion 
of the gas for providing heating duty to warm up the natural gas. As the low temperature heat 
is required for preheating the natural gas in a CGS, A solar collector array is proposed to be 
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utilized in the CGS in order to displace heating duty of the heater and to reduce amount of 
fuel consumption. The proposition includes a modified design of an in-use CGS to take 
advantage of freely available solar heat. The proposed system has been applied to study the 
thermal behaviour of a CGS within Iran (Akand City Gate Station). The results show that the 
cost effectiveness of the proposed method with an array of 450 collector modules is resulted 
in fuel saving with variation between 0 to 20 USD.hr-1. The annual fuel saving is about 10678 
USD and as the capital cost is about 76500 USD, the payback ratio is calculated to be around 
9 years. The number of collector modules has been determined based on cost analysis. 
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Abstract: In this paper, the energy balance equations for the different components of hybrid photovoltaic 
thermal (HPVT) biogas plant have been written for quasi - steady state conditions to develop a thermal model. 
An analytical expression for slurry temperature has been obtained as a function of design and climatic 
parameters namely mass of the slurry, mass flow rate of fluid in collector, number of collectors, solar intensity, 
ambient temperature etc. Numerical computations have been carried out for climatic conditions of Srinagar, 
India. Based on mathematical computations it has been   observed that the optimum   slurry temperature (~ 37oC) 

is achieved for a given set of design parameters of biogas plant and hybrid collectors (MS =2000, fm  = 

0.05kg/s, L = 25m). It has been observed that number of hybrid PVT collector has significant effect on slurry 
temperature. 
 
Keywords: Hybrid PV thermal collector, Thermal modeling, Biogas plants. 

Nomenclature  

I(t)   Solar intensity at any time t .  ..............Wm-2 
T temperature ............................................. oC 
M mass………..……………………………….Kg 
L length of the heat exchanger……………..m 
N number of collectors………...dimensionless 

fm  mass flow rate of water………………..Kgs-1 

r1 Inner radius of the tube in heat 
exchanger…………………. ....................... m 

h heat transfer coefficient  ..... ……..Wm-2 oC-1 

α absorbitivity of the black absorber plate ....  
α/ absorbitivity of the gas holder plate ...........  
β       temperature coefficient of efficiency .........  
τ       transmittivity of the glass plate ..................  
h1       heat transfer coefficient from gas holde  
 plate to gas…………………………Wm-2 oC-1 
h2    heat transfer coefficient from gas holder 

plate to ambient…………………...Wm-2 oC-1
  

h3    heat transfer coefficient from gas to  
 slurry ……………………….Wm-2 oC-1  
hc     heat transfer coefficient  from gas holder 

to slurry …………………………... Wm-2 oC-1  
h4    heat transfer coefficient  from slurry to 

ground ……………………………. Wm-2 oC-1  
hrps   radiative heat transfer  
 coefficient… ………………………Wm-2 oC-1 
Tso   slurry temp at time t = 0 ………. ……… oC 
Ah   horizontal area of the gas holder exposed 

to solar radiation……………………………m2 
Av   veritcal area of the gas holder which is 

exposed to Solar radiation……………… m2 

Ah'   vertical area of sulrry………………… .. ..m2 
Av’    submerged area of gas holder.…… …. m2 

hs     heat transfer coefficient  from tube to 
slurry  ……………… ……………...Wm-2 oC-1     

Ulc   over all heat transfer coeff…  ......Wm-2 oC-1 
 
Subscript 
v      vertical                   
h       horizontal   
o       outlet 
i        inlet 
s       slurry           
a  ambient  
c  solar cell 
p plate 
fi  inlet fluid (water) 
fo  outlet fluid (water) 
m module 
g  glass   
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1. Introduction 

Biogas is the gas emitted from cow dung in its anaerobic decomposition. Biogas provides 
fuel for cooking, thus saves the forests and also women from fetching and carrying heavy 
loads of fuel wood. Biogas is also used for lighting and space heating purpose in rural 
villages. Thus improves the quality of life. Finally, anaerobic digestion also yields bio-slurry 
and bio-dregs rich in nutrients, minerals and biologically active compounds. This forms the 
excellent organic fertilizer for crops and fodder for pig and fish. Production of biogas is 
maximum when slurry temperature is between 32 to 37 oC. 

In order to increase the slurry temperature in harsh cold climatic condition, the researchers 
have proposed the following techniques: 

(i) Erection of canopy green house over the biogas plant [1-6]. 
(ii) Integration of solar water heater/ solar still with dome [7-10]. 
(iii)Hot water charging the slurry before fedding into digester [11]. 
(iv) Integration of flat plate collector to digester through heat exchanger inside slurry,  

            generally referred as active heating [12-15]. 
In their study, either floating or fixed dome type biogas plant has been considered. On the 
basis of their finding, it has been concluded that active heating of slurry in digester is more 
effective in comparison with other heating methods [12-15]. The temperature of slurry can be 
increased upto optimum level (~ 37oC) by optimizing the area of flat plate collector for a 
given capacity of the slurry. It is further important to mention that only forced mode of 
operation for thermal heating is viable. Neto et al. [16] have suggested biogas/photovoltaic 
hybrid power system for decentralized energy supply of rural areas. Also, Dubey and Tiwari 
[17] have presented a hybrid photovoltaic flat plate collector (hybrid PV water collector) for 
forced mode to produce electrical as well as thermal energy. If such hybrid PV water is 
integrated to slurry through heat exchanger as shown in Figure 1a, then one can achieve the 
following: 

(i) Increase in slurry temperature for higher yield in harsh cold climatic condition. 
(ii) Hot water for domestic use. 
(iii) Electricity production for lighting. 

In this case the proposed system can be proved to be more economical than single application 
in rural area in decentralised manner. 

 

2. Design of hybrid photovoltaic thermal (HPVT)-biogas Plant: 

There are two types of biogas plat namely floating gasholder type and fixed dome type. In 
this paper floating gas holder type biogas plant has been considered. 
 
2.1.  Hybrid floating type biogas plant: 
 Hybrid photolytic thermal (HPVT)-biogas plant has been shown in the Fig. 1. It consists of 
(i) a floating type biogas plant; (ii) partially PV covered solar collectors connected in series 
and (iii) a coil type heat exchanger.  Heat exchanger is connected with partially PV covered 
solar collectors connected in series and is  immersed in the slurry as shown in the Fig. 1a. The 
hot fluid (water) at outlet of hybrid collectors is allowed to flow through heat exchanger and 
then transferring the heat from heat exchanger to slurry and hence the slurry gets heated.     
   

3806



 
 Fig.1 A conventional biogas plant integrated with hybrid PVT solar water collector.    
 
3. Problem Identification 

In this paper an attempt has been made to optimize the number of partially covered collectors, 
size of the heat exchanger and mass flow rate of the water in the heat exchanger for a given 
size of the biogas plant under a given climatic condition. 

4. Thermal  Modelling  

4.1.  Assumptions 
In order to write the energy balance equation of hybrid photovoltaic thermal biogas plant, the 
following assumptions have been made: 

• The biogas plant is of floating dome type 
• Each component of the system is in  quasi – steady state condition  
• There is no stratification along the depth of the slurry and the gas column 
• Thermal capacity digester and dome of the biogas plant has been neglected 

 
4.2. Energy Balance Equations 
The energy balance equations during sunshine hours have been formulated as follows. 

For gas holder: 

1 2( ) ( ) ( ) ( ) ( ) ( ) ( )
2

v vh v t p g rps h p a c p s t p a
AA I t I t h A T T h A T T A h T T h t A T Tα  ′ ′+ = − + − + − + −  

    (1) 

For biogas:           1 3( ) ( )t p g h g sh A T T h A T T− = −
                                               (2)             

For slurry: 
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3

4

( ) ( ) ( )

( ) ( )

s
s s h g s h rps p s v c p s

h s sa h s a h es u

dTM C h A T T A h T T A h T T
dt

h A T T h A T T A Q Q∞

′= − + − + −

′ ′− − − − − + 
                                   (3)

 

where, 

( )es ew s aQ h T T= −
                                                                                                                 

(4)  

and, 

{ }0.016 ( ) ( )
.

( )
sa s a

ew
s a

h P T P T
h

T T
γ−

=
−  

Now, the rate of heat transfer from flowing fluid in the heat exchanger to the slurry can be 
written as 

 

( )1

1

2

2
1 exp ( )N

u w s

f f fo s
f f

Q U r L T T

rUm c L T T
m c

π

π

= −

  
= − − −      






                     (5) 

Following Dubey and Tiwari [4], for N identical collectors partially covered by PV modules 
connected in series, the outlet fluid temperature at the end of Nth collector can be given as, 

 
1 1( ( )) 1 ( ) 1

( )
1 1

N N
R K R L K N

foN a f K
f f K f f K

AF K AF U KT I t T T i K
m C K m C K

ατ    − −
= + +   − −    

      (6) 

With the help of Eqs (4) & (5) , Eq (3) can be solved for the slurry temperature 

4.3. Electrical output:  
The electrical output generated by proposed hybrid photovoltaic thermal biogas can be 
evaluated by the following expression 

1

n

daily m i m
i

E I A Nη
=

= × × ×∑                                                                                               (7) 

where, 

( )1 , ,
2

fON fi
m mo f a f

T T
T T Tη η β

+
 = − − =      

moη =0.12 and β =0.0045 .
 

4.4. Thermal output: 
The rate of thermal energy available from the proposed hybrid photovoltaic thermal biogas 
plant can be obtained as: 

( )u f f fON fiq m c T T= −    
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The daily thermal energy is given by 

1

; n issunshine hour.
n

u ui
i

Q q
=

=∑ 
                                                                          (8)

 

The daily exergy is given by 

 

273
1

273
a

daily u
fON

TEx Q
T

 +
= − 

+                                                                                           (9)

 

For a set of design and climatic parameters, outlet temperature of nth collector and Slurry 
temperature has been calculated using MATLAB software. 

5. Results and discussions 

Hourly variation of solar intensity on the horizontal and vertical walls of the dome has been 
calculated by using Liu and Jordan formula with the help MATLAB software. Fig. 2 shows 
the variation of solar intensity and ambient air temperature with time. Fig 3 gives the 
variation of outlet temperature from Nth collector and slurry temperature during 24 hours 
period of day and night. Figure shows that there is increase in slurry temperature (Ts) with 
time of the day as more thermal energy is available from hybrid PVT collectors. It attains 
maximum temperature (Tsmax) of about 30oC at 4 pm due to heat capacity of the slurry. This 
temperature can be further increased by decreasing the mass of the slurry. Further, it is to be 
noted that the outlet fluid temperature is achieved upto about 80-90oC at noon time as 
expected. Fig.4 shows the variation of peak slurry temperature (Tsmax) with mass flow rate. 
The peak slurry temperature (Tsmax) increases rapidly with increase of mass flow rate of the 
fluid due to fast transfer of heat into the slurry. It is observed that there is not much variation 
in peak slurry temperature (Tsmax) after mass flow rate 0.05kg/s and hence one can conclude 
that the optimum mass flow rate is 0.05 kg/s for design parameters given in Table 1 and 
climatic parameters shown in Fig. 2. Fig.5 shows the variation of peak slurry temperature 
(Tsmax) with the mass of the slurry (Ms). This figure shows that peak slurry temperature 
(Tsmax) decreases with increase of the mass of the slurry (Ms).  It is observed that for the  
given design and climatic parameters , the optimum mass of the slurry is 2000kg. The 
variation of peak slurry temperature (Tsmax) with number of PV/T collectors N is shown in 
Fig.6. This figure shows that peak slurry temperature (Tsmax) also increases with increase of 
number of collectors due to increase of thermal energy provided by PVT collectors to the 
slurry. It is observed that there is not much variation in peak slurry temperature (Tsmax) after 
50 numbers of collectors and hence the optimum number of collectors for a design and 
climatic parameters under consideration is about 50.
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Fig.2. Variation of solar intensity and ambient temperature with time. 
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Fig.3. Variation of outlet water temperature (TfoN) and slurry temperature (Ts) with time 

(MS=2500,  fm  = 0.02kg/s, L = 25m, N=40) 
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Fig.4. Variation of maximum slurry temperature with mass flow rate of the slurry. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5: Variation of maximum slurry temperature with mass of slurry for N=40 and mass flow 
rate=0.02 kg/s.        
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Fig.6. Variation of maximum slurry temperature with number of PV-T water collectors. 

 
6. Conclusions 

On the basis of present studies, one can conclude that: 
 
(i) The design parameter of PVT integrated biogas plant can be optimised for a given                  
capacity by using the present thermal model. 
 
(ii) The present system is most suitable and self sustainable for cold climatic condition where 
ambient air temperature is much less than the optimum operating temperature (~37oC) of the 
biogas plant.  
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Abstract: Several solar-gas hybrid power plants based on the parabolic trough system are under construction in 
the MENA region and in Spain. The thermodynamic cycle of these plants is divided into topping cycle and 
bottoming cycle according to their temperature range. Since the solar collectors supply heat at a medium 
temperature level, up to 400°C, the existing technology uses a steam bottoming cycle (steam turbine). The 
present study aimed at investigating the thermodynamic feasibility of using air bottoming cycle (gas turbine) 
instead of the steam bottoming cycle. A thermodynamic scheme of solar air bottoming cycle was proposed. The 
case study considered an existing small size capacity gas turbine (<50 MW) as a topping cycle. The 
thermodynamic performance of the proposed solar air bottoming cycle was compared to two reference cases, 
without solar energy, a steam bottoming cycle and a conventional air bottoming cycle. 
 
Keywords: Solar-gas hybrid power plant, Air bottoming cycle, Thermodynamic analysis. 

Nomenclature
Acronyms 
ABC Air Bottoming Cycle 
AC Air Compressor 
ATC Air Topping Cycle  
MENA Middle East and North Africa 
C-ABC Conventional Air Bottoming 
Cycle 
CC Combined Cycle 
CD Condenser 
CS Combustion System 
DE Deaerator   
DR          Drum 
EC Economizer 
EV Evaporator 

GR Gas Recuperator  
GT Gas Turbine 
GTC Gas Topping Cycle 
HRSG Heat Recovery Steam Generator  
IC Intercooler 
PM Pump   
S-ABC Solar Air Bottoming Cycle 
SBC Steam Bottoming Cycle 
SGHPP Solar-Gas Hybrid Power Plant 
SH Superheater  
SHX Solar Heat Exchanger 
ST Steam Turbine 

 
1. Introduction 

Algeria, located in the Middle East and North Africa (MENA) region, is counted among the 
best insolated areas. Over the country land, estimated at 2.4 millions Km2, the Sahara 
represents 86%. It is exposed yearly to a direct sun irradiation higher than 2000 kWh/m2 gain 
from 3500 hours of sunshine. These solar potential and land resources are optimal for the 
implementation of concentrating solar power plants (CSPPs) [1]. In 2009 the power 
generating capacity in Algeria was over 9 GW, 98% of this capacity is provided by gas-fired 
plants, guaranteed in 46% by gas turbine power plants [2]. In according to the Algerian 
energy policy fixing the share of renewable energy to 5% by 2010, augmented afterwards to 
8% by 2020 [2],  and since Algeria’s natural gas resources are among the largest in the world, 
solar-gas hybrid power plant (SGHPP) is more suitable than solar-only power plant. The 
former technology allows for guaranteed power delivery to the grid without the thermal 
storage needed for compensating the solar energy intermittency day/night [3].  
 
Currently, a 150 MW plant is expected to start run very soon in Algeria with about 25 MW 
from solar field. Similar power stations are under construction in other MENA region 
countries [4], Egypt [5], Morocco, whereas in Iran [6, 7] and Jordan [8] SGHPPs are under 
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consideration. The technology is based on the integrating of parabolic trough systems into 
combined cycles (CC) with gas topping cycle (GTC) and steam bottoming cycle (SBC). The 
parabolic trough systems represent the most mature solar thermal power technology, from 
both commercial and technical viewpoints, for mid-to-large scale grid connected power plants 
[9, 10]. The parabolic trough collectors can supply to the SBC a hot heat transfer fluid at 
medium temperature level of about 400 °C [11]. 
 
In recent years, intensive research works have been directed toward developing advanced 
bottoming thermodynamic cycles [12, 13]. The examined thermodynamic schemes were 
based on the combination of air cooling, intercooling, gas to gas recuperation and reheating 
[14-20]. For large-scale power generation, greater than 50 MW, it is proven that SBC is the 
most effective thermodynamic scheme than any other bottoming cycle [21-23]. However, for 
small-scale power gas turbines,  generating less than 50 MW, suffering from limited 
efficiency, ABC can be competitive, thanks to size and economic constraints rendering 
unfavorable the use of SBC.  
The present paper presents a conceptual analysis of SGHPP based on ABC.  Air, instead of 
steam, is used in the bottoming cycle to recover both partially the energy supplied by the solar 
field and the energy from the gas turbine topping cycle exhaust. This plant will be dispensing 
with all the equipments related to steam power plant (high-pressure steam generator, steam 
turbine, condenser, pumps, water treatment plant, cooling towers, etc.). Hence, it is expected 
that the SGHPP based on ABC to be compact and less complex. In comparison to the steam 
turbine plant the gas turbine plant has some advantages: low capital investment cost and 
operating and maintenance cost, compact size, short delivery, high flexibility and reliability, 
fast starting and loading. In addition, gas turbines, free of water requirement, are more 
suitable to be implemented in high solar irradiation regions, limited in water resources.  
 
A solar-air bottoming cycle (S-ABC) is proposed, analyzed and compared to two reference 
bottoming cycles (without solar energy), conventional air bottoming cycle (C-ABC) and 
steam bottoming cycle (SBC). The comparison is based on three main parameters, net output 
power, energy efficiency and exergy efficiency. For all scenarios, the same topping cycle was 
considered, an existing small size power turbine gas.   
 
The thermodynamic simulations were performed by the flow-sheet program, “Cycle-Tempo”. 
This software is a freeware advanced tool for the analysis and optimization of energy systems, 
developed at the Delft University of Technology [24]. 

 
2. Thermodynamic simulations and evaluations 

2.1. Thermodynamic bottoming cycles  
In the evaluation, for the three considered bottoming cycles the same gas turbine topping 
cycle was used. The GE M&I LM5000-PC(1) gas turbine model was chosen [24], it is a 
simple open cycle composed of a compressor (AC), a gas turbine (GT), a generator (G); all 
linked by a shaft, and a combustion system (CS). The cycle generates 34.450 MW, at ISO 
conditions (1.013 bars,  15°C, RH 60%, and CH4 as fuel), with exhaust temperature and mass 
flow, respectively, 432.22 °C and 124.738 Kg/s.  The energy and exergy efficiencies are 
respectively, 36.57% and 34.86%.  

 

2.1.1. Solar-air bottoming cycle 
The schematic flow diagram of the cycle is shown in Fig. 1. To limiting the number of heat 
exchangers incorporated in the cycle, just one intercooler (IC) was applied between two 
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compressors, (AC1) and (AC2). The intercooler cooled the air exiting the first compressor 
(AC1) down to 40°C. After exiting the second compressor (AC2) the air was heated to 370°C 
in the solar heat exchanger (SHX). Afterwards, after expanding in the first gas turbine (GT1) 
the air penetrated into the recuperator (GR) for recovering some energy from the topping 
cycle flue gas before expanding in the second turbine (GT2).  The effectiveness of the solar 
heat exchanger was set at 90%, whereas the air recuperator had the effectiveness of 85%. It 
assumed that the hot heat transfer fluid, coming from the solar collector, entered into the solar 
heat exchanger with about 395°C and then leaved with about 295°C. For the two compressors, 
the optimum pressure ration was 3.16 and 2.41, respectively. Both compressors and the 
turbine had an isentropic efficiency of 90%.  The relevant air mass flow was estimated at 143 
kg/s.  
 
Heat delivered to the air in the solar heat exchanger is: 
 

hmQ aa ∆=  , (1) 

 
where am is the mass flow rate of air, and h∆ is the specific enthalpy gain of the air across the 

SHX. The solar irradiation input to the solar collector is calculated as: 
 

sf

a
s

QQ
η


 = , (2) 

 
where sfη denotes the efficiency of the global conversion of solar irradiation to heat. This 

includes both the optical efficiency of the solar collector and the thermal efficiency 
characterizing the heat transportation from the solar collector to the SHX. The value of sfη is 

chosen to be 0.75, appropriate for the LS3 collector technology [25, 26]. 
 
The exergy input through the solar irradiation is determined by the formula [27, 28]:  
 

( )( ) s
s

s Qf
T
TxE  








−−= ln28.01

3

4
1 0 , (3) 

 
the symbols T0 and Ts are, respectively, the ambient temperature and the temperature of the 
Sun (5777 K), and f is the dilution factor ( 5103.1 −× ). 
The energy and exergy efficiencies of the cycle are defined, respectively, as follows: 
 

sf

el
e QmLHV

P
 +

=η , and (4) 

 

sf

el
ex xExE

P
 +

=η , (5) 

 
where Pel is the total net power delivered by the cycle, and LHV, fxE  and sm are, 

respectively, the lower heating value, the exergy rate and the mass flow rate of fuel. 
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2.1.2. Conventional air bottoming cycle 

 

As shown in Fig. 2, the air bottoming cycle without solar energy was examined. The C-ABC 
had the same characteristics as the S-ABC, except that the optimum pressure ration was 2.17 
and 1.91, respectively. Also the air mass flow was fixed at148 kg/s.  
 
2.1.3. Steam bottoming cycle 
Since the gas turbine topping cycle is of small size (<50 MW), a single-pressure HRSG was 
chosen. The HRSG was composed of an economizer (EC), an evaporator (EV), a superheater 
(SH) and a drum (DR). It had the pinch temperature of 20 °C and the approach temperature of 
14°C. The superheater had the effectiveness of 87%. The superheated steam entered into the 
turbine (ST) at 404°C and 19 bars. The isentropic efficiency of the turbine was 85%. The 
pressure in the condenser (CD) was fixed at 0.074 bars, corresponding to saturation 
temperature of 40°C. Also, the deaerator (DE) pressure was set at 1.2 bars. More details about 
the cycle are presented in Fig. 3.  
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3. Results and discussion 

Main thermodynamic data related to the cycle performance, for the three examined bottoming 
cycles, are presented in Table 1. The S-ABC and SBC have nearly the same net output power; 
contributing to generate 44686 kW for the former and 44120 kW for the last, overtaking by 
far the C-ABC which delivers 41106 kW.  However, the S-ABS is the less efficient cycle, 
with reference to the topping cycle, it augmented the cycle power by 28.07%, but it decreased 
the cycle efficiency from 36.56% to 31.87%. In contrary, the SBC is the more efficient cycle; 
with an energy efficiency of 46.78%, increasing then the topping cycle energy by 10.21 
points. With energy efficiency of 41.60% the cycle based on the C-ABS improved the power 
generation by 19.32%. In term of exergy efficiency, relatively to the simple gas topping cycle 
the SBC and the C-ABC increase the cycle exergy efficiency from 34.36% (topping cycle), 
respectively, to 44.66% and 41.60%, the S-ABC decreased it slightly to 33.82%. Note that the 
cycle exergy efficiency associated to the S-ABC is greater than the energy efficiency. 
 
The comparison between all the examined thermodynamic schemes depend on the relatively 
high number of thermodynamic parameters and combinations which can modify the 
performance of the cycle, i.e. turbines and compressors isentropic efficiency, heat exchangers 
effectiveness, pinch and approach temperature, condenser pressure, etc. The performance of 
the S-ABC can be improved by more cooling the air down in the intercooler, to less than 
40°C, but this level of temperature is typical for cooling by dry air, adequate in regions poor 
in water resources. Further, at least one intercooler can be added, also an air to air recuperator 
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can be incorporated to recover some energy of the exhaust air bottoming cycle (143 kg/s at 
231 °C).  Eventually, the complexity degree of the cycle presents a constraint for any possible 
modification. 
 
Even, if the S-ABC and the SBC have a comparable performance, potentially the S-ABC can 
offers 143 k/s of relatively hot air, 230°C, which can be adequate for heat processes requiring 
pure air. 
 
Table 1. Performances of the three bottoming cycles, S-ABC, C-ABC and SBC. 
 S-ABC C-ABC SBC 

Net output power (kW) 44686 41106 44120 

Energy efficiency (%) 31.87 43.63 46.78 

Exergy efficiency (%) 33.82 41.60 44.66 

 
4. Conclusion 

A case study of solar-gas hybrid power plant has been analysed thermodynamically. The 
topping cycle of the plant was chosen to be of small size capacity gas turbine (35 MW).  An 
air-bottoming cycle has been proposed instead the well recognized steam topping cycle. Its 
thermodynamic scheme was based on the combination of intercooling, reheating and gas to 
gas recuperation. The performance evaluation of the examined cycle was based on the 
comparison to two reference cases (without solar energy), steam bottoming cycle and 
conventional air bottoming cycle, in terms of net output power and energy and exergy 
efficiencies.  It was found that the solar-air bottoming cycle and the steam bottoming cycle 
(without solar energy) had comparable net out powers; whereas the conventional air 
bottoming cycle (without solar energy) had the smaller capacity generation.  However, the 
steam bottoming cycle is the most efficient cycle, followed by the conventional air-bottoming 
cycle and afterward by far the solar-air bottoming cycle.  The difference in efficiency between 
the solar-air bottoming cycle and the steam bottoming cycle is due to the definition of energy 
and exergy efficiency related to the solar cycle. Since the solar heat is provided from the solar 
irradiation which is free and never depleted, it is may be more practical to don’t consider the 
solar heat energy/exergy as an additional input energy/exergy in the calculation of the 
energy/exergy efficiency concerning the S-ABC.  In that case, the S-ABC becomes the more 
efficient cycle, with cycle energy and exergy efficiency, respectively, 47.43% and 45.50%. 
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Abstract: A 110-MW parabolic trough power plant operating in California was modeled to observe the effect of 
molten salt thermal energy storage capacity on plant performance, cost, and profitability.  A plant with no 
storage (PT-NG) was modeled to match the hourly and annual electricity output of a comparable plant with 
storage (PT-TES).  The solar field area for the PT-TES plant was selected to minimize the unsubsidized 
levelized cost of electricity (LCOE).  For each storage capacity modeled here (1-12 hours), PT-NG resulted in a 
larger solar field area and higher O&M costs than the respective PT-TES option.  PT-TES generally had higher 
capital costs than PT-NG, and the PT-NG levelized cost of electricity (LCOE) varied from 6% higher compared 
with smaller TES capacities to 6% less compared with larger TES capacities.  T he profitability of PT-NG 
compared to PT-TES followed a similar trend to the LCOE with larger margins of difference in select scenarios.  
These results were achieved with 3-22% of the net electric output from natural gas in the PT-NG plant.  The 30% 
investment tax credit (ITC), currently in place for solar energy in the United States, lowered the capital costs and 
LCOE for each configuration.  Electricity pricing through a power purchase agreement (PPA) of $200/MWh was 
more profitable than hourly real-time electricity pricing, which resulted in a net annual loss for all 
configurations.  B oth the PPA and ITC were required to achieve a positive annual profit, and the maximum 
annual profit achieved was $US 11 million per year with 0 hours of storage. 
 
Keywords: concentrated solar power, thermal storage 

Nomenclature

Q   thermal energy ....................................... MJ 
M  mass ........................................................ kg 
T temperature ............................................ oC 
K piping thermal losses ........................... J/m2 
To ambient temperature ............................... oC 
L length of pipe in solar field ...................... m 
lgap length of gap between solar collector 

assemblies (SCA) ..................................... m 
wsca SCA width ................................................ m 
lbr length of space between SCA rows .......... m 
ASCA SCA aperture area .................................. m2 
lsca SCA length ............................................... m 
nsca number of SCAs per row .............................  
θ incidence angle .......................................... o 
ηopt  SCA optical efficiency .................................  
IAM incidence angle modifier ............................  
Fs  mirror soiling factor ...................................  
do  outer diameter of solar field pipe ............ m 
m  mass flow rate  ..................................... kg/s 
∆h  enthalpy change ...................................... J/s 
t  hour of TES storage capacity ................ hrs 
hi  enthalpy at inlet ...................................... J/s 

he  enthalpy at exit ....................................... J/s 
η   efficiency or effectiveness ............................ 
hes enthalpy of isentropic state at exit ......... J/s 
w  work per unit mass  ........................... J/kg•s 
W  power  ..................................................... J/s 
Cp specific heat  ......................................... J/kg 
r density ................................................kg/m3 

CF plant capacity factor  ............................... % 
Wtdesign design turbine output .......................  MJ 
Dhtr natural gas-fired heater heat duty…… MJ/hr 
k loan interest rate  .................................... % 
j  loan lifetime  ....................................... years 
C  cost  .............................................. $US2009 
i  discount rate  ........................................... % 
n  plant lifetime  ...................................... years 
Fdebt debt portion of capital cost   ................... % 
Fequity equity portion of capital cost   .............. % 
NPV  net present value  ......................................$ 
LAC  levelized annual capital cost  .............. $/yr 
COM annual operation and maintenance cost $/yr 
p price of electricity  ........................... $/MWh

 
1. Introduction 

Solar energy is an attractive renewable energy source because the sun’s energy is plentiful 
and carbon-free.  C ost and intermittency issues have prevented widespread deployment of 
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solar power plants, but these issues may be partially mitigated with the addition of thermal 
energy storage (TES).  Molten salt TES can be used in lieu of a natural gas boiler to provide 
backup energy for a parabolic trough concentrated solar thermal power (PT) plant during 
cloudy periods and nighttime.  TES can enable a PT plant to provide reliable peak or baseload 
electricity without sacrificing carbon neutrality by relying on a n atural gas backup system.  
However, the additional equipment associated with a TES system can add substantially to the 
already high capital cost of PT.  An investor will only accept the additional cost of these 
components if the potential exists for an economic benefit that exceeds the extra cost.  This 
study examines the economic implications of TES through an engineering-economic model.  
The model calculates the levelized cost of electricity and expected annual profit of a PT plant 
with varying TES capacities and compares these results to a similar PT plant with natural gas 
backup. 

2. Methodology 

An engineering-economic model was developed to simulate the hourly and annual 
performance and cost of a PT plant.  A visual representation of the engineering portion of this 
model is presented in Figure 1.  Typical meteorological year (TMY3) direct normal radiation 
(DNR) and ambient temperature data for Daggett, California [1] were used as inputs to a 
series of component-based mass and energy balances to simulate the thermodynamic 
operation of the system.  Two separate and distinct engineering models were created: 1) PT-
TES, which models a PT plant that uses a TES system, and 2) PT-NG, which models a plant 
that uses a natural gas-fired heat transfer fluid (HTF) heater in place of a TES system.   
 

 
Fig. 1. Parabolic Trough Plant Schematic (adapted from [2]). 
Hourly DNR enters the solar field and is concentrated on the heat transfer fluid (HTF) in the receiver 
tubes (red).  The HTF is pumped to the power cycle where energy is transferred to steam (blue) via the 
steam generator and reheater.  The heat from the steam drives the turbines to generate power (Wout) 
and the cooled HTF returns to the solar field.  When the TES system is charging, some HTF flows to 
the heat exchanger to transfer energy to molten salt.  Hot salt is stored in one tank and cold salt in the 
other.  When the ambient temperature threatens to freeze the salt, the salt heater is activated to 
maintain the temperature above freezing. The HTF heater is used to maintain the HTF temperature 
above freezing when altering the HTF mass flow rate fails to prevent freezing.  The HTF heater is 
used as an alternative to the TES system in the PT-NG plant.  The heat energy input to the two heaters 
from natural gas combustion is represented as Qin.  Five pumps are used in the system, and the work 
required to operate them is shown as Win.  Red numbers refer to HTF states, blue numbers refer to 
steam states, and numbers in parentheses represent mass flow fractions.  
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The PT-TES model incorporates seven distinct operation modes, which are presented in Table 
1.  The hourly simulation selects operation modes based on whether all criteria are satisfied, 
following the hierarchy shown in Table 1.  For example, if Day_TESC fails, the simulation 
will attempt to run Day_SOLAR.  If Day_SOLAR fails, the simulation will attempt 
Day_TESD, and so on.  T he PT-NG model only uses Day_SOLAR, Night_SD, and 
Night_FP, and incorporates an additional mode similar to Day_TESD that uses the HTF 
heater in place of the TES system.  The PT-NG model uses as inputs the T1, Wnet, and Wsold 
results from the PT-TES model (see equations 30 and 31), and the solar field area for PT-NG 
is selected to minimize the difference between Wsold from each model, in order to simulate 
two different power plants that generate comparable amounts of hourly and annual electricity. 
 
Table 1. Plant operation modes. 

Mode ID Description Criteria 
Day_TESC Only the solar field delivers thermal energy to the power 

cycle; excess solar energy “charges” the TES system 
QSF > min  
Msalt < max 

Day_SOLAR Only the solar field delivers thermal energy to the power 
cycle; the TES system is idle 

0 < QSF ≤ min  
Msalt ≤ min 

Day_TESD The solar field and the TES system deliver thermal energy 
to the power cycle 

0 < QSF < min   
Msalt > min 

Night_TESD Only the TES system delivers thermal energy to the 
power cycle; HTF circulates through the solar field at a 
minimum mass flow rate to stay warm 

QSF ≤ 0  
Msalt > min 

Night_SD The power cycle is idle; HTF circulates through the solar 
field at a minimum mass flow rate to stay warm 

QSF ≤ 0  
Msalt ≤ min 

Night_TESFP The power cycle is idle; HTF circulates through the solar 
field at a minimum mass flow rate, and the TES system 
protects the HTF from freezing  

QSF ≤ 0 
Msalt > min  
THTF ≤ min 

Night_FP The power cycle is idle; HTF circulates through the solar 
field at a minimum mass flow rate, and the natural gas-
fired heater protects the HTF from freezing  

QSF ≤ 0  
Msalt ≤ min  
THTF ≤ min 

 
The hourly simulation uses an iterative process that selects an operation mode based on the 
net energy captured by the solar field (QSF), the total mass of salt in the “hot” TES tank 
(Msalt), and the temperature of the HTF.  T he minimum QSF for the 110-megawatt (MW) 
system modeled here is 245 megawatt-hours (MWh).  T he hourly QSF value depends on 
hourly ambient conditions and HTF temperature, as shown in equations 1 t hrough 3.  T he 
solar field area (A) is specified at the beginning of each simulation and varied to achieve the 
lowest levelized cost of electricity (LCOE).  E quation 2 is a simplified version of the 
calculation used to determine the length of pipe in the solar field, which is a required input to 
equation 3.   
 
K = a + b • (THTF-To) + c • (THTF -To)2    (1) 
where a, b, and c are empirical thermal loss coefficients [3] 
 
L = lgap + 2•wsca + 2•lbr + (A÷ASCA)•((lsca•wsca- ASCA)÷ wsca + lsca + lbr÷(ASCA•nsca) +  
      (2•wsca +2• lbr)÷ nsca - (2• ASCA •( wsca + lbr))/A)   (2) 
 
QSF = A • DNR • cos(θ) • ηopt • IAM • Fs - K • π • do • L • (THTF - To)  (3) 
 where lgap=1m, wsca=5.77m, lbr=15m, ASCA=817.5m2, lsca=149m, nsca=4, do=0.07m, and ηopt=82%  
[3] 
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Equation 4 shows how the model calculates the total amount of Msalt using the design values 
presented in [4].  T he HTF factor (FHTF) was selected as 1.5 after several iterations of the 
model indicated that the hourly mHTF rarely exceeded 1.5 times the design value.  The number 
of hours of TES capacity refers to the number of hours the turbine could operate at full rated 
capacity using only the thermal energy from the storage system.  The extra salt factor (Fsalt) 
represents the amount of salt that must remain in the TES tanks at all times.  In this study, the 
nominal value for Fsalt was 1.14 [4]. 
 
Msalt = -((3600•(mHTF-mHTFo) •FHTF• (∆hHTF)) •t•Fsalt)/( ∆hsalt)  (4) 
where mHTF = 1,206 kg/s, mHTFo = 121 kg/s, FHTF = 1.5, Fsalt = 1.14 
 
The model calculates the design states and mass flow rates of all fluids in the system shown in 
Figure 1 through a series of component mass and energy balance equations based on the First 
Law of Thermodynamics, assuming steady-state conditions and zero kinetic or potential 
energy flows (equations 5-29).  The key design inputs to these equations include: T1 = 393oC, 
T3 = 225 oC, T5 = 293 oC, T6 = 373 oC, pressure (p)4 = 110 kPa, p5 = 620 kPa, p6 = 10,001 
kPa, p7 = 1,900 kPa, p8 = 1,700 kPa, p9 = 700 kPa, p11 = 8 kPa, p12 = 200 kPa, p18 = 10,200 
kPa, ηturbine = 85%, ηpump = 80%, ηpreheater = 80%, TES heat exchanger effectiveness of heating 
and cooling = 88%.  The hourly simulation also uses equations 5-29 to set the hourly states, 
beginning with a starting T5 value of 100 oC.   
 
Heat exchangers (steam generator/ reheater, condenser, LP preheater, TES heat exchanger, salt & 
HTF heaters): 
 
hi = (η • hes - he) ÷ ( η - 1)     (5) 
he = hi  + η • (hes - hi)     (6) 
he = hi + (msteam • (hi_steam – he_steam)) ÷ mHTFadj   

 (7) 
Q = m • (∆h) • 3600     (8) 
where, η = heat exchanger effectiveness, adj = mass flow rate adjusted with fractions shown in Fig. 1 
 
Turbines: 
w = η • (hi - hes)     (9) 
he = hi – w      (10) 
W = w •  msteam     

 (11) 
 
Rankine cycle pumps: 
w = (hi - hes) ÷ η     (12) 
he = hi – w      (13) 
W = w •  msteam     

 (14) 
 
Expansion vessel: 
h4 = (1-y) • h2 + y • h3     (15) 
 
Solar field pump: 
W = mHTF * (r4

-1 * (p4 – p5) ÷ η)    (16) 
h5 = h4 – w      (17) 
 
Mass flow rates and fractions: 
z = (h17 – h16) ÷ (h9 – h16)     (18) 
z’ = (z • (h16 – h14) + h14 – h16) ÷ (h14 – h12)    (19) 
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msteam = We ÷ (h6 + h8 – h7 – z • h9 – z’ • h12 - (1 – z – z’) • h11)  (20) 
mHTF = (QSF • 1000000) ÷ (h1 - h8)    (21) 
y = (msteam • (h7 – h8)) ÷ (mHTF • (h1 - h3))    (22) 
x = (h1 – h1a • mHTF) ÷ (h1b – h1)    (23) 
msalt = -(x • mHTF • (∆hHTF) ÷ (∆hsalt))    (24) 
 
Therminol VP-1 (HTF) and nitrate salt properties [5]: 
CpHTF = 7.888e-4 • T2 + 2.496 • T + 1.509e3   
 (25) 
Cpsalt = 1.72e-1 • T + 1.443e3    (26) 
hHTF = 1.377 • T2 + 1.498e3 • T - 1.834e4    (27) 
hsalt = 8.6e-2 • T2 + 1.443e3 • T    (28) 
rHTF = -7.762e-4 • T2 - 6.367e-1 • T + 1.0740e3   (29) 
 
The net electricity generated by the system is calculated using equation 30, and then separated 
into electricity sold and bought (equations 31 and 32) for the cost model. The power losses 
due to auxiliary equipment such as electronic motors, drives, computers, etc (Waux) are 
calculated using the series of equations described in [6].  Equation 33 calculates the capacity 
factor based on electricity sold, while equation 34 calculates capacity factor based on net 
electricity generated (after subtracting electricity used by pumps during nighttime hours).  
 
Wnet = Wturbines – Wpumps – Waux    (30) 
Wsold = Wnet when Wnet > 0     (31) 
Wbought = abs(Wnet) when Wnet < 0    (32) 
CF = Wsold ÷ (Wtdesign • 8760)    
 (33) 
CFnet = Wnet ÷ (Wtdesign • 8760)    (34) 
where Waux refers to power losses through auxiliary loads 

The economic model calculates the total capital cost of the plant and the annual operation and 
maintenance (O&M) costs using a slightly adapted version of the National Renewable Energy 
Laboratory’s (NREL) Solar Advisor Model (SAM) cost model [7], which was developed for a 
plant with a solar field area of 854,000 m2.  In order to apply this model to a variety of solar 
field sizes, a scaling factor (the ratio of the solar field area to the reference solar field area) is 
used for area-dependent O&M cost items.  Calculations were added for the capital cost of the 
HTF and salt heaters as well (equations 35 and 36). 
 
Dhtr = (max (Qhtr) • 0.00094781712) ÷ 1000000   (35) 
Chtr = 13402 • Dhtr + 367158     (36) 
 
The levelized cost of electricity (LCOE) is calculated using equations 37-40.  An alternative, 
subsidized levelized annual capital cost (LAC) is also calculated with the current United 
States federal investment tax credit (ITC) for solar energy investments.  This ITC is applied as 
a cash grant, i.e., a deduction, of 30% of the total plant capital cost.  
  
Cloan = (k ÷ (1-(1+k)-j)) • Ccap • Fdebt    (37) 
NPVloan = Σ (Cloan ÷ ((1+i)year))    (38) 
LAC = (i ÷ (1-(1+i)-n)) • (NPVloan + Ccap • Fequity)   (39) 
LCOE = (LAC + COM) ÷ Wsold    (40) 
 
The expected annual profit (P) is calculated using equation 41 and hourly historic electricity 
pricing data from the California Independent System Operator (CAISO) from 2008 [8].  This 
calculation assumes that the power plant receives the real-time price of electricity from the 
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CAISO.  An alternative P is calculated under the assumption that the plant owner enters into a 
power purchase agreement (PPA), and this calculation is shown as equation 42. 
 
P = Σ (Wsold • (p – LCOE))     (41) 
PPPA = Σ (Wsold • (pPPA – LCOE))    (42) 
 
3. Results 

The solar field area for PT-TES was selected to minimize the LCOE, while the solar field area 
for PT-NG was selected to minimize the difference between Wsold in the two models.  Figure 
2 shows that the solar field area increased with increasing storage capacities in order to 
capture enough energy for the TES system.  The solar field area for the PT-NG plant 
increased even more because it was required to meet the hourly solar-generated electricity 
output of the PT-TES plant without being able to store excess solar energy during high DNR 
hours.  The capacity factor for each plant was almost identical since PT-NG was designed to 
match PT-TES.  Th e net capacity factor for each system was smaller because it subtracts 
nighttime pump energy from the annual electricity generation.  O verall, capacity factor 
increased with storage capacity as the plants operated for more annual hours.  T he PT-NG 
plant generated 3-22% of its annual electricity with the NG heater.   
 

0.0

0.4

0.8

1.2

1.6

0 2 4 6 8 10 12
Equivalent thermal storage capacity (hours)

So
la

r f
ie

ld
 a

re
a 

(k
m

2)

TES
NG 0%

20%

40%

60%

0 2 4 6 8 10 12
Equivalent thermal storage capacity (hours)

TES net CF

NG net CF

TES CF

NG CF

% output from NG

 
Fig. 2. Solar Field Area (left) and Plant Capacity Factor (right).  
The first graph shows the solar field area selected for PT-TES to minimize LCOE and the area 
selected for PT-NG to match PT-TES electricity output.  The second graph shows the corresponding 
plant capacity factors and the percent of output from natural gas in the PT-NG plant.   
 
Figure 3 shows that the capital costs increased for both plants with increasing equivalent 
storage capacity, as a l arger solar field was required.  P T-TES with 1 hr TES had slightly 
lower capital costs than PT-NG as the latter required a slightly larger solar field.  PT-TES 
with 3-12 hrs TES had higher capital costs than PT-NG as the cost of the TES system 
outweighed the larger solar field area required by PT-NG.  O&M costs increased with storage 
capacity, as a larger solar field required more workers and maintenance.  T he O&M costs 
were higher for PT-NG because of the additional annual fuel purchase. 
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Fig. 3. Total Plant Capital Cost (left) and Annual Operation and Maintenance Cost (right).  
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The first graph shows the total plant capital cost for each plant with and without the 30% investment 
tax credit (cash grant).  The second graph shows the annual O&M costs for each plant.  Assumptions: 
natural gas = $US 5.92/MMBtu, auxiliary electricity = $US 135.15/MWh.   
 
In Figure 4, the LCOE generally increased with storage capacity, and the LCOE of PT-NG 
varied +/- 6% from the LCOE of PT -TES.  With smaller storage capacities, higher PT-NG 
O&M costs outweigh higher PT-TES capital costs to result in lower PT-TES LCOE.  With 
higher storage capacities, higher PT-TES capital costs outweigh higher PT-NG O&M costs to 
result in higher PT-TES LCOE.  This second effect was lessened with the ITC as the high PT-
TES capital cost decreased, but the high PT-NG O&M cost remained unchanged.  Based on 
these costs, a carbon price of $US 153-$383/tonne CO2eq would be required for PT to be 
competitive with coal, depending on plant specifications.  
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Fig. 4. Levelized Cost of Electricity (left) and Required Carbon Price (right).  
The first graph shows the LCOE of each plant with and without the ITC. Assumptions: k=7%, j=20 
years, Fdebt=60%, Fequity=40%, i=12%, n=30 years.  The second graph shows the carbon price that 
would be required for these plants to be competitive with coal electricity generation in the United 
States. Assumptions: coal LCOE=$US 64-74/MWh [9], coal greenhouse gas (GHG) emissions = 0.84-
0.88 tonnes/MWh [10], and PT GHG emissions = 0.01-0.185 tonnes/MWh [11].  The bars represent 
the range of results associated with GHG emission and coal cost bounds. 
 
Figure 5 shows that expected annual profit decreased with increasing storage capacity, and the 
only scenario that achieved positive annual profit was PPA/ITC with 0-8 hrs TES equivalent, 
highlighting the importance of guaranteed pricing and financial incentives.  Hourly CAISO 
pricing with no ITC resulted in the largest annual loss, and similar trends were observed 
across storage capacities as those seen in the LCOE results: PT-TES was more profitable than 
PT-NG at storage capacities of 1-4 & 11 hr with no ITC, and 1-6 & 9-12 hr with the ITC.  At 
the extremes, the profit of PT-NG with PPA/ITC was 4 times greater than 8 hr PT-TES and 
three times less than 11 hr PT-TES.   
 

-$120

-$100

-$80

-$60

-$40

-$20

$0

$20

0 2 4 6 8 10 12

Equivalent thermal storage capacity (hours)

Ex
pe

ct
ed

 a
nn

ua
l p

ro
fit

 ($
M

/y
r)

 . TES PPA with ITC
NG PPA with ITC
TES PPA
NG PPA
TES with ITC
NG with ITC
TES
NG

 

3827



Fig. 5. Expected Annual Profit.  
This graph shows the expected annual profit for each plant, using the unsubsidized LCOE, the 
subsidized LCOE (with ITC), hourly electricity pricing, and power purchase agreement pricing (PPA 
of $US 200/MWh). 
4. Discussion and Conclusions 

The results of this analysis are subject to the specific assumptions and calculations outlined 
above.  The uncertainty inherent in these assumptions and the sensitivity of results to changes 
in nominal values has not yet been explored, but is the subject of future analysis.  
Nonetheless, the limited scope presented here offers some insights for solar energy policy.  
Encouraging PT power plants to serve as baseload generators could result in cost increases 
and profit decreases, whether the additional generation is met by NG or TES.  However, a 
small amount of TES (1-4 hours) is likely to be slightly more profitable and less costly than 
attempting to achieve similar annual generation with NG backup.  If the policy goal is to 
encourage the deployment of PT power plants as baseload generators, incentives such as the 
U.S. federal 30% investment tax credit (ITC) or a generous power purchase agreement (PPA) 
are necessary to reduce the LCOE and result in a positive expected annual profit.  The ITC 
favors TES compared to NG because it reduces the high TES capital cost but does not affect 
the high NG O&M costs.  A price of $US 153 per tonne CO2eq or higher could make PT 
competitive with coal electricity generation. 
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Abstract: The paper defines and describes factors that should be considered when hybrid energy supply systems 
that incorporate solar systems in particular are planned. In the first point, the author establishes the hierarchy of 
criteria to apply at subsequent phases of the decision processes carried out when renewable energy systems are to 
be used. To do this, the authors take the advantage of shortly described case studies: a solar hot water system in 
an elderly house and an integrated system of steam boilers together with heat recovery from a cooling system in 
connection with solar heating in a food production plant, etc. Then, the paper indicates the necessity of energy 
simulations prior to taking up the decisions of localization and to final verification of the project. The example of 
the simulation method called equivalent thermal network is mentioned in the comparison to the advantages and 
disadvantages of the other software described. Some forms of promotion are presented, which can be applied to 
positively stimulate the sustainable development of the use of renewable sources in the European central eastern 
region on the background of a short comparison. 
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1. Introduction 

Hybrid systems in relation to energy supply are the systems that incorporate different media 
such as electric current, flowing fluids or solid massive elements to carry out different forms 
of energy from various sources either renewable or conventional. They are also called 
integrated systems and can combine a traditional boiler gas fired, a heat pump transferring 
ground heat or the heat from solar thermal collectors, a usually small photovoltaic system 
supplying electrical energy for circulation pumps and somehow integrated a passive system 
such as e.g. solar walls. The particular composition is determined by operational conditions, 
energy source localization, availability and its form, and by other factors that influence the 
rational use of energy. The decisions can be taken up after thorough consideration of: 

-local climatic conditions, 
-social aspects that influence the cycle of energy demand, 
-object character, 
-technological aspects resulting from selected devices designed for the system, 
-economical factors that determine investment capabilities in the frame of the analyzed 
enterprise and 
-the cost of operation of the whole hybrid system. 

The paper presents the description of the influence of selected factors on design and decision 
processes related to appropriate energy supply system and on the realization of objects that 
use solar energy. There is a vast diversity of social aspects and problems of matching between 
the demand and solar energy availability in a perspective characteristic for mid-severe 
climate, characteristic for central - eastern Poland. The procedure of careful analysis describes 
the most important contracting factors such as: 

-high solar gain and low ambient temperature,  
-high social acceptation and cost exaggerating investment capabilities in the region, 
-standard regulations characteristic for the country and the region and availability of 
simulation tools, and with special attention  
-the applicability of available simulation tools. 
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2. Methodology 

The selection and decisive criteria can be divided in some hierarchy. It is obvious for 
engineers that the good will of having a system to supply renewable energy cannot be 
decisive for selection of components for the particular object. It is questionable, however, if 
the negative will (quite common in some societies) can be decisive for the resignation and if 
the decision should not be taken by local authority on the basis of justified technical reasons 
and natural conditions, having in mind the rational use of energy and environment protection. 
It is a distant goal to reach the situation when such justification is obligatory to potential 
investors. On this distant way to reach this goal either social mentality must undergo its 
process of evolution towards higher responsibility for the environment or legislation and 
standards must be established to rule new attempt to the selection of energy sources. The 
widely understood education drawing the attention to all mentioned determinants could be 
very helpful on this way to assume proper hierarchy in the processes of investment, design, 
realization, maintenance of systems and exploitation of resources to reach the final result 
established as sustainable development.  
 
Usually, attempting the design process for a particular object, its localization and character is 
already established, but sometimes, we have a chance to adjust the localization for better 
exposition to solar radiation or for advantageous distribution of ground collectors and slightly 
adjust the waveform of load to the cycle of energy availability through some change of habits 
or technology. The principal idea of hybrid systems is not the most extensive use of all 
renewable energy sources (res) in one system but the most reasonable integration of those that 
are convenient for the localization and the object character. Country regions are 
comparatively flexible in fitting the localization to the needs of effective heating systems and 
this meets another fact that the systems that are used there are usually outdated and contain 
low effective boilers fuelled with coal or are expensive such as boilers fuelled with liquid gas 
or gasoil because of the cost of these fuels. In the first phase of design the availability and 
economics of resources is considered. The paper is focused on solar energy thermal 
conversion integrated within hybrid systems because widely understood conversion of solar 
energy has its special conditions and restrictions worth analyses. 
 
The systems that use direct and dispersed beam require south oriented exposition with 
possible adjustment to horizontal plane, and thus should be placed on the ground or tilted 
roofs. They need the coincidence of load waveform and the cycle of availability as much as 
possible to avoid damage resulting from overheating of elements or heat loss because of 
extended accumulation. These systems are used: 

- for hot water systems: in food industry, for sanitary and living purposes in permanently 
occupied buildings (SDHW) and to contribute low temperature heating systems, especially 
- floor heating systems, 
- to heat process water: in fish breeding ponds, to water glasshouse plants and to heat the 
ground, 
- in drying processes of many purposes to contribute technological halls (air collectors and 
passive solar systems), especially biomass drying for solid biofuels, 

Systems that cooperate with heat pumps in heating systems either in central heating or hot 
water systems require additional supply from electric grid and providing cooling power from 
the bottom source of so called bottom energetic potential i.e. from the ground, for example. 
They can have the form of:  

- ground water wells, which require proper soil absorption to receive water from absorption 
wells, proper localization in a distance to each other and good quality of soil to protect 
durability of drilled objects,  
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- horizontal and vertical heat exchangers that require big undeveloped land area. One 
should remember that undeveloped does not mean unused. The terrain with ground 
collectors underneath can serve as a parking place, sports yard, nice flower bed or grass 
and only big root trees must be avoided. 
 

Boilers can be fuelled with biofuels but each case must be considered if the particular 
localization is economically justified in the aspect of transport cost. It is difficult to describe 
biofuels as one source of energy because they are diversified as much as biomaterials and 
processes used for their generation. Shortly describing, the generation can also be understood 
as origin and is the classifying factor for biofuels. The first generation biofuels are produced 
directly from eatable plants in fermentation and trans-estrification processes and have similar 
limitations as food raw material. The second generation biofuels are produced from biomass 
or non eatable seeds having in mind that waste material is its origin. The third generation 
biofuels use the same material as the second one but after additional treatment, processing and 
modifications. The fourth generation biofuels are rather a perspective target employing such 
advanced technologies as in photo bioreactors and the use of intermediary organisms, e.g. 
algae, during production processes. In Poland, the second generation biofuels will soon have 
the dominant role over the first one which is positive and desired tendency. 
 
Heat recovery systems from production processes of many types, e.g. from ventilation, from 
cooling, quite frequent in food industry and rarely from air conditioning as it is not very 
popular in Poland, or heat recovery from litter in animal farmhouses.  
 
Photovoltaic systems, usually recognized as expensive, become reasonable when traditional 
connection to grid is more expensive than standards, especially when increased power 
demand in a farm or a household requires additional investment from regional distribution 
company which in turn is transferred to a user. They are treated as additional support to 
supply devices of low demand in complex hybrid systems (e.g. PV panels for circulation 
pumps in solar domestic hot water – SDHW - systems). Environmental protection aspects can 
be sometimes decisive if the localization is situated in nature parks. The most famous 
localization of this type in our country is the mountain shelter in the Valley of Five Polish 
Tarns. Moreover, it is also practical to install PV panels in periodically occupied small objects 
such as forest shelters, guest rooms and shepherd’s huts but there is a need to provide an 
energy store system and protection in the period of no use by e.g. spare duty lighting. The 
potential of photovoltaics is recognized as capable to reach 12% share in total production of 
energy in Europe by 2020 year. Unfortunately, in Poland, there are no favorable 
circumstances to promote PV systems [1]. 
 
Solar walls in our climate should be completed with TIM (Transparent Insulation Material) 
modules besides typical massive elements and air gaps because this additional insulation 
protects the building envelope during fall-winter seasons against thermal losses at low 
ambient temperatures. It is necessary that the whole insulation of these buildings is of best 
quality ranging u value between 0.1 and 0.3 at maximum and that the terrain around is 
properly adapted. Several case studies can be mentioned on the basis of the author’s research 
[5, 7] and the other reference [1]. Particular conclusions can be derived in relation to the 
application of such passive structures as Trombe-Mitchell’s walls in eastern mid-European 
regions [7]. This typical construction cannot be successfully used for the whole year because:  

- insulation even by two glass panels is insufficient for winter and  
- solar radiation in summer often exceeds the needs.  
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In the intermediary season of fall (spring/autumn), solar walls prove their usefulness and thus 
make possible to reduce heating period and energy demand in total thanks to the solar gain in 
several weeks within the range of the whole heating period. There is also a very useful 
solution to the problem of insulation, i.e. transparent panels. Thanks to the capillary structure 
they let radiation in and prevent from thermal losses because of air trapped within capillary 
and its material – organic glass - of insulation properties. Moreover, the shading can be 
realized by means of insulated folded blinds and with the help of leaf trees. 
 
Because of low intensity of heat flux coming from renewable sources such as ground or solar 
radiation, the renewable systems have comparatively long pipelines and this is one of the 
reasons of thermal loss from active elements. That is also why designs should strictly reduce 
collective pipeline length placing collectors as close as possible to the receivers. Moreover, in 
comparison to traditional heating, the effectiveness of renewable systems depends more on 
the cycle of load. In particular, the systems that work at loads lower than calculated in the 
design, have much lower energy effectiveness which influences directly the cost-
effectiveness. The research carried out by Chochowski A. and Czekalski D. [1] prove that 
energy parameters outstand the predicted ones on the basis of static characteristics. Unequal 
load of the system in subsequent days leads to the reduction of conversion efficiency even of 
50%. 
 
3. Results 

At first, the exemplary case study of an elderly house for women in a village can be shortly 
described. The design of this system avoids long pipelines because the boiler room is on the 
ground floor directly under the roof where collectors are to be installed with proper exposition 
on south oriented tilted roof. The design process of this hybrid system was carried out when 
the total modernization of the whole object was considered, including the change of fuel from 
liquid gas stored in tanks on the backyard to natural gas from local network. The designed 
solar system was to contribute to the main supply. The designed system consists of the battery 
of twelve flat plate thermal collectors and nine collectors have been planned on the south 
tilted roof and the other three on the west roof surface with additional construction for south-
west exposition. Optional expansion of the battery into another eight collectors could be 
possible after removal of gas tanks. The condition of source availability is fulfilled this way. 
Another criterion for consideration was matching the load waveform to the cycle of heat 
production. In this aspect there is an ideal phase coincidence either in annual cycle or daily 
use of hot water and heat production from the solar system. This is possible because of special 
care that must be carried for the residents, i.e. – because the residents are of advanced age and 
through this debilitated and less resistant to temperature changes, their bathing in winter must 
be limited to the necessitate minimum. In summer, when there is a lot of sun radiation there 
are no such threats as low temperature, cold draughts etc., the balneological care can be more 
frequently applied. There is also some good coincidence in daily treatment because the baths 
are taken in the afternoon hours when the house service staff have managed with cleaning and 
cooking and the water storage tank is full of water heated from collectors at the maximum for 
the day. In the evening hours, the water storage starts slowly cooling off and the staff except 
for the person on duty, goes home. Moreover, the residents in elderly houses do not go for 
holidays as housing estate inhabitants or do not go home in the afternoon as people working 
in offices. It is only a pity that at so many favourable circumstances, this design has been 
abandoned. 
 
Czekalski D. [1] points out also some other solutions of good coincidence: a seminary with 
boarding house, a monastery or a convent with retreat centers, a school with a swimming 
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pool, etc. Academic centers are especially vulnerable to the pressure of educative aspects of 
renewable energy applications and they should extremely thoroughly consider the matter of 
coincidence. The good solution could be a guest room house combined with a sports center 
containing a swimming pool available for usage during holidays. It seems not justified to 
supply lecture buildings from solar energy because the largest amount of energy is to be used 
potentially when the real use drops to zero. Then it is necessary to employ this energy 
somehow to avoid the destruction of the whole system. Overheated collectors are damaged 
and hot water stored for too long than a few days is the environment for bacteria growth. This 
problem has to be solved also for single family houses. In this aspect municipal applications 
in blocks of flats are advantageous because the part of inhabitants stays at home for the whole 
year and it is not a problem if this is not the same group when hot water is prepared centrally. 
The remaining usage is usually sufficient to ensure continuous medium flow through 
collectors.  
 
Another attempt to the problem of coincidence is the consideration of the integration of an 
individual system with municipal grids and networks, however at the present state of formal 
regulations and technical practice, it is an extremely difficult enterprise in our country, 
available rather to bigger energy producers than just families or single farms. So far, the 
connection of geothermal source with the heat distribution network and the integration of 
boilers fuelled by biofuels with gas boilers supplied from gas distribution network or with the 
heat distribution network has had the best practical experience. In the case of the integration 
with gas boilers, the network does not receive the energy from the renewable system, only 
gives the possibility to reduce the amount of supplied fuel. The connection together with the 
receipt of energy is especially desired in the case of photovoltaic systems and the grid. The 
two aspect can be covered there: one of autonomous operation of a renewable system and the 
regular profile of power supply. 
 
The next example of good coincidence could be the idea of integration between the 
production processes and solar thermal collectors studied for the case of meat production 
plant. Because of the meat processing, hot water of 80 oC is used to wash production rooms 
(intensive use at about 3 p.m.) and water of 60 oC for hygienic purposes and another 
processing continuously during two shifts. Hot water is supplied from cooling system 
recovery and steam boilers that provide also central heating in the object. The hybrid system 
concept suggests the integration between cooling system heat recovery and solar collectors 
where load cycle fits the solar daily availability waveform and conventional support from 
steam gas boilers. 
 
4. Discussion 

Some evaluation if the selected modules of a composed hybrid system is possible in advance 
by means of simulations. The most advanced simulation techniques are useful for designers, 
who in the case of not standard objects can verify their effectiveness. It is worth mentioning 
that RES systems are mostly unique because of the local applications, sometimes differing 
even between neighbor farms or buildings.  
 
The most representative is the following software that is available in European location but 
with some limitations: 
ESOP [4] developed by Viessman – very well prepared software, intended for use by 
designers but suitable also for local authority representatives. It provides calculation for some 
typical SDHW systems with the possibility to calculate carbon dioxide emissions and 
comparisons among different fuels, available in Polish version.  
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TRNSYS [2] developed by University of Winconsin – advanced software to calculate 
transient states in the variety of systems, with the reference to geographic and climatic 
conditions, very useful also for advanced use such as scientific analysis and for designers, 
however comparatively expensive and Polish version is not available. It is worth mentioning 
that the university provides some possibilities for free download from internet and even these 
limited versions are very educative and thus very useful for didactics. The software is grouped 
in packages for different media and RES and enables cost calculation on the basis of design 
system and selected devices from USA market. 
 
WUFI [3] developed by Fraunhoffer Institute – software suitable for passive systems such as 
multi-layer wall structures, available in Polish version also for free download for the purpose 
of didactics but with limitations, provides some information to know particular producers of 
the used materials and thus can be useful to calculate the cost of the system. 
 
Moreover, the authors can also mention simulation algorithms based on equivalent thermal 
network developed in cooperation by Lublin Technical University and the University of Life 
Science in Warsaw [5, 6]. These algorithms at the current state are suitable for advanced 
users, perform calculations also for transient states and have not been commercialized yet. 
The use of these algorithms is undoubtedly more time consuming but the user can decide on 
all simplifications introduced to the system model and to the calculations. The method enables 
modeling of energy flow by means of different media and thus is suitable for integrated 
systems, provides results of calculated energy flux, flows and temperature reached in the 
system units in time for different days of a year in the form of graphs and matrices. The other 
algorithms have been developed for solar walls by means of FEM analysis.  
 
What is even more important the ease of simulation analysis can add the value to the planned 
refurbishments and all purpose modernizations in many municipal sectors in the phase prior 
to the design instead of time consuming and expensive existing building inventorying in situ. 
This should be particularly taken into account when numerous objects are to be rebuild in the 
regions where older technology have been applied so far. 
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Abstract: Concentrated Solar Power (CSP) is an emerging renewable energy technology that has the potential to 
provide a major part of European energy needs at competitive cost levels. Swedish industry is strongly involved in 
CSP-based energy production either in the form of growing providers on the European energy market or as 
developers and producers of key components for CSP power plants. The growing industrial interest is reflected and 
accompanied by state of the art research in this field at the Department of Energy Technology at KTH. In the present 
paper the main challenges and opportunities for CSP R&D are presented and linked to the industrial environment and 
interests in Sweden. Related to these challenges, an overview of the latest research activities and results at the 
Department of Energy Technology is given with examples concerning CSP plant operation and optimisation, techno- 
economic cycle studies and high temperature solar receiver development.  
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Nomenclature

A area ................................................... [m2] 
C cost ...................................................... [€] 
DNI Direct Normal Irradiation 
E electrical energy ............................[kWhe] 
i interest rate ........................................ [ - ] 

Io incident solar flux ......................... [W/m2] 
LEC Levelised Electricity Cost .......... [€/kWhe] 
n payback time ................................. [years] 
α annualisation factor ...........................[ - ] 
ε efficiency .............................................[ - ]

 
1. Introduction 

At first glance, concentrated solar power (CSP) may not seem of great interest to Sweden, which 
receives only weak solar irradiation with few sunny days in winter when power is needed most. 
However, seen from the wider perspective of a sustainable energy system, with input from many 
different energy sources (such as hydro, wind and biomass) across Europe, North Africa and 
parts of Middle East, CSP could form a dominating part of the solution to future energy shortages 
and the problem of rising CO2 emissions [1].  
 
Sweden is today increasingly integrated in the European energy grid and major Swedish 
providers (e.g. Vattenfall, Fortum, E·ON) are growing on t he continental energy market. 
Furthermore, many Swedish companies (e.g. Siemens Industrial Turbomachinery, ABB) are 
actively involved in the production of components for CSP plants such as steam turbines, mirrors 
for the collector fields and many more. As such, Sweden’s interest in CSP is due not only to its 
wider environmental credentials, but also its direct economic importance to the country. There is 
thus good reason for Swedish energy institutions, authorities, industry and universities to actively 
take part in development to further strengthen the established position in this field. 
 
2. Concentrated Solar Power Technology 

In its most basic form, a CSP plant consists of solar collector field with mirrors that concentrate 
the solar radiation to one or more receivers where this radiation is converted to high temperature 
heat [2]. This high temperature heat source can be used to drive conventional power generation 
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equipment (such as steam cycles, Stirling engines, micro gas-turbines, etc.) to produce electricity. 
Significant amounts of waste heat are also available which are currently wasted but could be used 
to drive other processes. 
 
The levelised cost of electricity (LEC) of CSP-based power plants has been shown to be amongst 
the most competitive of all renewable energy technologies [3], with a significant cost advantage 
over PV when deployed on a large scale. However, CSP technology has not yet matured to the 
point of grid-parity with conventional power generation systems, although this is predicted to 
occur within the next 15 years [4]. Rapid reductions in the LEC of CSP-based systems are 
expected, as shown in Table 1, whereas the cost of fossil-fuel based power is expected to rise 
with increased fuel prices and the introduction of CO2 cap-and-trade schemes. 
 
Table 1. Current and Predicted LEC of Selected Power Generation Technologies [4], [5] 

LEC 
[€cts/kWhe] 

Parabolic 
Trough 

Solar Power 
Tower 

Dish 
Stirling Solar PV Coal 

Current (2010) 17.2 24.1 28.1 28.4   8.4 
Future (2025) 12.8  9.7 14.0 14.8 10.8 

 
Direct solar irradiation is an abundant renewable energy source [1] but is available only at low 
flux densities: large areas must be used to collect enough energy. Even so, the area necessary to 
satisfy all of Europe’s electricity needs using currently available CSP technology would be only a 
small fraction of the North African deserts [1]. The most suitable areas for CSP deployment are 
within the tropics, where irradiation is good, almost all days are cloudless and the land is of 
desert type with low population [3]. Suitable areas for CSP are shown in Fig. 1. 
 

 
Fig. 1. Distribution of Sites Suitable for Solar Thermal Power Production 

Source: German Aerospace Centre (DLR) 
 
In Europe the requirements for economic electricity production with CSP are fulfilled for a 
number of countries around the Mediterranean Sea but the real “European Sun-belt” is in North 
Africa. A group of leading European industries have established the DESERTEC foundation [1] 
for promoting the deployment of CSP-technology in the North-African deserts, with the stated 
aim of providing 15% of the European electricity requirements [1], as well as meeting local 
demand. The total investment in CSP plants and transmission lines is expected to be in the region 
of €400 billion, to be realised by 2050. 
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2.1 Conventional CSP Technology 
The dominating CSP technology: linear parabolic trough mirrors with collectors producing steam 
for conventional steam turbine plants, as shown to the left of Fig. 2, has been commercial for 
about 30 years [4]. The power range for these systems has been 30-80 MWe with solar-electric 
efficiency around 15-20% [2]. A high number of 50 MWe plants of that type are presently being 
put into operation in Spain [5]. Plants in the power range of 400 MWe are built in the USA and 
planned for North Africa. Currently almost all steam turbines for solar thermal power plants are 
delivered from Sweden by Siemens Industrial Turbomachinery. 
 
The technology is well proven and the present development trends are: 
 

• Higher turbine inlet temperatures by developing heat transfer media with the ability to 
withstand higher temperatures 

• Extension of operating time by hybrid operation, energy storage and shorter start-up times 
• Efficiency improvements on mirrors and receiver pipes by optimised glass qualities and  

surface coatings 
 
The cost break down of such a plant shows that the solar field is the most costly part, around 50% 
and that the thermal conversion unit is only around 24% [4]. 
 
2.2 Solar Towers: the Emerging Technology 
Solar towers surrounded by heliostats, as shown to the right of Fig. 2, have higher solar 
concentration factors than parabolic troughs and can thus reach higher temperatures [2]. The size 
of the heliostat field around a tower has an optimum determined mainly by the height of the 
tower and the losses from the most distant mirrors. Today the optimal thermal power from a 
tower seems to be around 100 MWth with a 160 m tower and some 830 heliostats with a 121 m2 
mirror area per unit [5]. Larger systems can be expected considering possible advancement in 
mirror and receiver efficiencies and control system precision.  
 

 

Fig. 2. Conventional (left) and Emerging (right) CSP Technology 
Source: Solar Millennium/Abengoa Solar 

 
Presently the receivers are placed on top of the tower, which means the heat has to be transported 
by some means to the power block on the ground down the height of the tower. For small size 
units (up to around 6 MWe) the power generation unit could be placed at the top of the tower, 
close to the receivers. The tower arrangement can be used with steam turbines, providing higher 
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live steam temperatures than the parabolic trough solar fields. More interesting is that gas-
turbines can also be considered for the conversion of heat to electricity. Gas-turbines are cheaper, 
simpler to install, potentially more efficient and do not need water. 
 
3. Challenges and Opportunities in CSP R&D 

CSP remains an emerging technology, with an active R&D community working to improve the 
viability and effectiveness of the concept. On-going research activities at the Department of 
Energy Technology (EGI) of the Royal Institute of Technology, Stockholm have highlighted 
what the authors believe to be some key challenges in the development and deployment of CSP 
technology at the current time. 
 
3.1 Increasing Economic Competitiveness 
Solar thermal power technology cannot yet be considered to be directly competitive with 
conventional power generation technology (such as those based on t he combustion of coal or 
natural gas) but later most probably with new nuclear power. In the current energy market, 
deployment of CSP technology is supported by government incentives such as feed-in tariffs and 
loan guarantees. Increasing the competitiveness of CSP technology is a key challenge in solar 
R&D and will go hand-in-hand with increased CSP deployment [2]. As such, any reduction in the 
cost of this technology represents a major opportunity for the industry. 
 
Since the incident solar radiation is free, the cost of the electricity from a CSP plant is 
dependently solely on the depreciation of the initial investment cost Cinv and the annual plant 
maintenance cost CO&M. The standard definition of levelised electricity cost (LEC) used in solar 
thermal calculations [4] is based on the net electrical output Enet and an annualisation factor α, 
assuming a rate of interest i, a payback time n in years and an annual insurance rate kins. The net 
electrical output is a function of the total collector area Acol, the incident solar flux Io and three 
efficiency factors εcol, εrec, and εcyc for the collector field, solar receiver and power generation 
cycle respectively. 
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Any reduction in the LEC will increase the economic competitiveness of the technology and 
equation (1) brings to light key ways in which reductions can be made: 

 
• The first focus can be placed on reducing the cost of the power plant components (both in 

term of initial investment Cinv, as well as the maintenance CO&M). As the solar field 
components represent over 50% of the total investment cost, priority should be placed on 
reducing the cost of these components. Fortunately, these components are still in the early 
stages of their learning curve and costs are dropping rapidly. 

• A second focus can be placed on increasing the net electrical output Enet for a given 
power plant. This can involve optimizing plant design, reducing parasitic consumption as 
well as improving operational strategy, all of which serve to increase the integrated 
annual value of εcyc. 
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• The final focus can be placed on new power plant concepts. This can involve moving to 
more efficient thermodynamic cycles (generally requiring higher temperatures), new 
receiver designs and improved collector field layouts with the aim of increasing the three 
efficiencies εcol, εrec, and εcyc and thus Enet. This can result in lower values of LEC for the 
plant, as long as the increase in Enet compensates for any increase in the cost. 

 
3.2 Reducing Water Consumption 
The deployment of CSP technology is most effective in areas with high direct normal irradiation 
(DNI). This fact, coupled with the large land requirements for CSP plants would seem to make 
desert locations very attractive for deployment [1]. However, the high DNI of desert regions 
comes with a significant draw-back, in that these regions suffer from a severe scarcity of water 
resources [6] which will place a limit on the number sites found suitable for deployment of this 
technology.  
 
The current generation of solar thermal power plants, based on conventional steam-cycles, 
require water for a number of purposes: 

 
• For the cooling of the condenser, with especially large volumes for evaporative cooling 
• To replace that lost from the cycle during steam drum blowdown 
• To maintain a high efficiency of the solar field: the mirrors need to be kept clean to ensure 

a high reflectivity 
 
In order to facilitate the increased deployment of solar thermal power in water-scarce areas it will 
become necessary to reduce the water footprint of CSP plants, shown for a number of 
contemporary plants in Table 2. A number of options for achieving this have been highlighted: 
 

• Replacing evaporative or once-through cooling systems in steam-cycle power plants with 
dry or indirect cooling systems, including options for cold-water storage 

• Moving towards higher-temperature solar receivers, allowing the use of gas-turbine 
cycles, eliminating the use of water as a working fluid as well as the need for cooling 

• Moving towards high-efficiency power generation cycles, reducing the size of the 
collector field per unit electrical output, reducing the water use due to mirror washing 
 

Table 2. Water Consumption of contemporary Rankine CSP Plants [8] 

Power Plant Type 
Water Consumption [m3/MWhe] 

Evaporative Hybrid Dry/Wet Air Cooling 
Parabolic Trough 3.0 0.4 – 1.7 0.3 

Solar Power Tower 1.9 – 2.8 0.4 – 1.0 0.4 
 
3.3 Increasing Availability/Dispatchability of CSP Plants 
The output from a solar thermal power plant is strongly dependent on the available solar flux, 
which varies due to both the predictable daily evolution of the Sun’s position as well as the more 
unpredictable variations in local weather conditions. This raises two key issues for CSP plants: 
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• In order to maintain an acceptable lifetime for the power plant components (turbine, 
steam generators, etc.) the duration of transient operation should be minimized. To 
improve the dispatchability of CSP plants, it is also of interest to accelerate the start-up of 
the turbines in order to bring power rapidly onto the grid once solar energy is available 

• In order to increase the flexibility and economic viability of a solar power plant in a 
liberalised electricity market, it is advantageous for the plant to be able to produce power 
during times of peak demand, which are not necessarily in phase with times when the 
solar flux is available.  

 
Both these issues require a decoupling of the energy supplied to the power generation cycle from 
the incident solar radiation. Over a s hort time period, thermal energy storage can ensure a 
constant power output to the cycle during solar transients resulting from cloud cover or other 
meteorological phenomena [2]. Larger storage volumes can also allow dephasing of the electrical 
output, permitting increased operational flexibility. 
 
At the current time, certain conventional CSP units are built as hybrid plants, using natural gas 
fired boilers or gas-turbine waste heat recovery boilers for additional steam production when 
solar radiation is insufficient or absent. With a g as-turbine in the cycle, power production 
becomes very flexible with the possibility not only to meet peak power demand and to operate at 
night, but also to reduce the size of the mirror field. 
 
4. Opportunities for CSP R&D in Sweden 

Swedish industry is heavily involved in the supply of steam turbines for solar thermal power 
applications (through Siemens Industrial Turbomachinery) and it can be seen that many of the 
key opportunities for solar R&D lie in the field of turbomachinery. As all commercial CSP plants 
are based on the use of steam-cycle technology, improvements in steam-turbine operational 
strategy present attractive opportunities for R&D. Swedish companies such as ABB are involved 
in supplying tracking systems and others such as Cleanergy supply Stirling engines for solar dish 
systems. 
 
The challenges presented in §3 highlight the potential advantages in moving towards gas-turbine-
based CSP plants. Use of gas-turbines reduces water consumption and opens the possibility for 
the use of more flexible hybrid plants as well as higher efficiency combined-cycle systems. 
Swedish industrial companies are ideally placed to provide gas-turbines in the power ranges 
suitable for solar thermal applications. 
 
5. Research focuses at the Department of Energy Technology 

On-going research activities at EGI are focused on responding to the key challenges identified in 
§3 as well as supporting Swedish industrial partners in addressing the opportunities created. The 
following sections present key current projects. 
 
5.1 Solar Steam Turbine Operation 
Due to the variable nature of the solar supply and the daily operating cycle of solar power plants, 
the number of turbine starts per year for solar steam turbines is an order of magnitude higher than 
for base-load turbines. As a result, the speed with which the turbines can be started assumes a 
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greater importance in CSP plants and modifications allowing turbines to start faster are examined 
as part of on-going research.  
 
The speed at which the turbines can reach full load is based on the lowest metal temperature 
measured before start-up begins. As such, if the steam turbine can be kept hot during idle periods, 
the duration of the next start-up can be reduced without impacting negatively on the lifetime. A 
number of modifications that can be made to the turbines to maintain their temperature during 
idle periods have been evaluated. Heat blankets were shown to be the most effective measure for 
keeping the turbine casing warm, whereas increasing the gland steam temperature was most 
effective in maintaining the temperature of the rotor [7]. By applying a combination of these 
measures the dispatchability of the turbine can be improved significantly: electrical output can be 
increased by above 9% for both long and short cool-downs, as is shown in Fig. 3. 
 

 
         Fig. 3. Impact of applying a combination of heat blankets and gland steam temperature increase  

on the daily output of the plant on the day following the cool-down period [7] 

5.2 Solar Power Plant Thermo-Economics 
All operational commercial solar thermal power plants are based on the use of Rankine cycles, 
which are limited in the efficiencies they can achieve by the relatively low temperatures at the 
receiver. However, developments in the field of high temperature receivers [8] have opened up 
the possibility to use more advanced thermodynamic cycles, especially the use of gas-turbines. In 
order to evaluate the potential of new power plant concepts, thermo-economic models are used to 
predict investment and levelised electricity costs, as well as other important factors such as 
annual electricity production, water consumption, exergy efficiency, land use and many more [9]. 
Coupled with a multi-objective optimisation routine, Pareto-optimal power plant designs can be 
established and the trade-off between economic and environmental objectives analysed. 
Polygeneration concepts, mainly using waste heat for production of e.g. clean water, cooling or 
biogas for local consumption can also be positive factors both for acceptance and economy. 
 
5.3 Solar Receiver Design and Testing for Gas-Turbine Integration 
In order to support on-going solar gas-turbine research at EGI, small-scale but high temperature 
receivers are being design and tested for use with micro gas-turbines. Availability in Sweden of 
sunlight strong enough for testing is very limited and therefore a small indoor solar lab has been 
built, shown schematically in Fig 4. An artificial Sun consisting of strong Xenon lamps produces 
11 kW of radiation which is directed to a parabolic dish of 1.8 m diameter and used to test small 
receivers of different innovative designs. Presently two receivers are being investigated: 
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• A medium temperature receiver in which materials with high thermal conductivity and 

coatings for good solar absorption are essential for high efficiency 
• A generic high temperature volumetric receiver in which different types of heat exchange 

materials can be tested both for overall heat transfer data and detailed information on 
solar penetration depth, temperature gradients, pressure drops, etc. 

 
Fig. 4. Basic Layout of EGI’s Receiver Test Facility 

6. Conclusion 

Amongst the plethora of renewable energy technologies on of fer, CSP emerges as a p romising 
option for sustainable power generation in the Sun-belt regions of the world. A diverse R&D 
community supports the refinement of the technology and commercial CSP plants are beginning 
to appear worldwide. Swedish industry is well-placed in the market, providing almost the entirety 
of the steam turbines for conventional CSP plants, as well as a number of ancillary components. 
Within Sweden, the nurturing of active R&D is essential to maintain this dominant position. EGI 
is actively pursuing key issues on different CSP systems such as techno-economic optimization, 
polygeneration arrangements, receiver components and their integration with the conversion unit.   
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Abstract: Enhancement techniques can be applied to flat-plate liquid solar collectors towards more compact and 
efficient designs. Tube-side enhancement passive techniques can consist of adding additional devices which are 
incorporated into a smooth round tube (twisted tapes, wire coils), modifying the surface of a s mooth tube 
(corrugated and dimpled tubes) or making special tube geometries (internally finned tubes). For the typical 
operating flow rates in flat-plate solar collectors, the most suitable technique is inserted devices. Based on 
previous studies from the authors, wire coils were selected for enhancing heat transfer. This type of inserted 
device provides better results in laminar, transitional and low turbulence fluid flow regimes.  
To test the enhanced solar collector and compare with a standard one, an experimental side-by-side solar 
collector test bed was designed and constructed. The testing set up was fully designed following the 
requirements of EN12975-2 and allow us to accomplish performance tests under the same operating conditions 
(mass flow rate, inlet fluid temperature and weather conditions). In this work the preliminary results obtained are 
presented and the standardized efficiency curve is shown for both tested solar collectors. A relevant 
improvement of the efficiency has been reported and quantified through the useful power ratio between 
enhanced and standard solar collectors. 
 
Keywords: heat transfer enhancement, wire-coil inserts, liquid flat plate solar collector 

Nomenclature  

AA       Absorber area ..................................... m2 
αA1      Thermal losses coefficient ............ W/m2K 
cp        Specific heat of working fluid ........ J/kgK 
Quseful Useful power ......................................... W m 
Q       Flow rate ........................................... m3/s 
G      Global irradiance .............................. W/m2 
η      Thermal efficiency 
ηA    Thermal efficiency based on absorber area 
ηO     Optical efficiency coefficient 

ηOA   Optical efficiency coefficient 

ρ      Fluid density .......................................kg/m3 
ta      Ambient temperature .............................. ºC 
tin      Inlet temperature ................................... ºC 
tout    Outlet temperature ................................. ºC 
tm     Mean temperature tm =tin +Δt/2 ............. ºC 
T*

m   Nondimensional temp. T*
m=(tm-ta)/G   

τ      Transparent cover transmittance 
α    Absorptance of absorber plate 

FR   Heat removal factor 

 
 

1. Introduction 

In industrial applications, a set of enhancement techniques are widely used to improve the 
performance of heat exchangers. Enhanced surfaces can be used to increase heat exchange, 
reduce the size of equipments or save pumping power. Thermal liquid solar collectors are 
potential candidates for enhanced heat transfer, but not many studies have focused on t his 
aspect. The vast majority of works carried out applying enhancement techniques to improve 
solar collector performance deal with air collectors, mainly inserting artificial roughness 
within the exchange surfaces [1, 2, 3].  
 
Regarding liquid solar collectors just a few studies have focused on enhancement techniques. 
Kumar and Prasad [4] presented a r emarkable work inserting twisted tapes in a s erpentine 
solar collector. They investigated the effect of the twisted-tape geometry, different mass flow 
rates and intensity of solar radiation on thermal performance. The authors observed that heat 
losses were reduced (due to the lower value of the plate temperature) and consequently an 
increase on the thermal efficiency was observed.  
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Recently, Jaisankar et al [5] performed an experimental investigation of heat transfer, friction 
factor and thermal performance on a  tube-on-sheet solar panel with twisted-tape insert 
devices. They also investigated the effect of the twisted-tape geometry for different Reynolds 
and intensity of solar radiation. The concluded that when twist ratio is increased, the swirl 
generation is decreased and both heat transfer and friction factor are minimized. Jaisankar et 
al also carried out several experimental investigations of heat transfer, friction factor and 
thermal performance of thermosyphon solar water heater systems fitted with twisted- tape 
insert devices. [6, 7, 8]  The authors found that the heat transfer enhancement in the twisted 
tape collector was higher than in the standard collector.  
 
Also Hobbi and Siddiqui [9] conducted an indoor experimental study to investigate the impact 
of several insert devices on the thermal performance of a f lat-plate solar collector. They 
studied different passive heat enhancement devices: twisted strips, coil-spring wires and 
conical ridges. They observed no appreciable difference in the heat transfer to the collector 
fluid and concluded that the applied passive methods based on t he enhancement of shear-
produced turbulence were ineffective in augmenting heat transfer to the collector fluid. 
 
In spite of the fact that many of the previous works within liquid collectors employed twisted 
tapes as inserted devices, basically due to the existence of well known design correlations [10, 
11, 12], the use of other passive tube-side techniques such as wire coils still unexplored. 
Regarding the aforementioned fact, Webb and Kim [13] also pointed out that the existence of 
design correlations does not mean, however, that the twisted tape insert is the best insert 
device. As Garcia mentions [14, 15], wire coils are especially suitable for enhancing heat 
transfer in laminar, transition  and low turbulent flow regimes. In a previous work from the 
authors, a numerical simulation methodology to study the heat transfer enhancement in a 
tube-on-sheet solar panel with wire-coil inserts, using TRNSYS as the simulating tool was 
developed. A parametric study was also performed to relate the fluid and flow characteristics 
with the heat transfer enhancement by wire-coil inserts. It was shown that the enhanced 
collector increased useful power in the whole range of mass flow rate when using water as the 
working fluid [16]. 
 
The purpose of the present work is then to characterize a flat-plate solar panel with wire-coil 
insert devices in terms of heat transfer, friction losses and thermal performance and compare 
this enhanced collector with a s tandard collector under the same operating and weather 
conditions. To test the enhanced solar collector and compare with a standard one, an 
experimental side-by-side solar collector test bed was designed and constructed. The testing 
set up w as fully designed following the requirements of EN 12975-2 [17]. A relevant 
improvement of the standardized efficiency curve has been reported. Furthermore, the ratio of 
useful power and pressure drop between the enhanced and the standard solar collector for 
different flow rates and operating conditions were computed.  
 
2. Experimental set-up 

The experimental setup was designed to carry out simultaneously the thermo-hydraulic 
characterization of two solar collectors (an enhanced collector with wire-coil inserts and a 
standard collector) under the same operating (mass flow rate, inlet fluid temperature) and 
weather conditions. It is located in Cartagena, southeastern Spain (Latitude N'3736, Longitude 
W'00059). Furthermore, this facility was built in agreement with the requirements of standard 
EN 12975-2 [17]. A schematic layout of the test bed constructed is shown in Figure 1. 
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1 In-line pump (Hot water)
2 Check-valve
3 Ball valve
4 Drain Valve
5 Control solenoid Valve (0-10 VDC)
6 Electromagnetic flowmeter

(SIEMENS MAG 1100)
7 Heating Resistance (0.5 kW)
8 Relief valve
9 Flat-Plate solar collector
10 Air vent valve
11 Heat Exchanger
12 Cold water storage tank
13 Water-chiller
14 Turbine flowmeter
15 In-line pump (Cold water)
16 Filter
17 By-pass solenoid valve (0-10 VDC)
18 Hot water storage tank

(Heating reistance 3x1 kW)
19 Filling valve
20 Expansion tank  

 
Fig. 1.  Experimental set-up 
 
The main components of the experimental setup are the two sheet-and-tube flat-plate solar 
water heaters with 9 parallel tubes (risers) on the back of the absorber plate, as it is detailed in 
Fig. 2. T he risers are connected at the top and bottom by headers to homogenize flow 
distribution and static pressure at inlet and outlet sections. Both collectors have a single glass 
cover; their technical specifications are summarized in Table 1. 

 

 
Fig. 2.  Sheet-and-tube tested solar collector configuration 
 

Table 1. Main characteristics of the flat-plate solar collectors 

 
One of the solar collectors was modified inserting wire–coils within their risers. A wire coil of 
dimensionless pitch p/D=1 and wire-diameter e/D=0.0717 was chosen (Fig. 3). This geometry 
showed good overall thermohydraulic behaviour for the operating conditions in solar 
collectors according to Garcia [15] work. 

Material properties Geometrical data   
kabs 209.3 W/mK (Aluminum) Di 0.007 m NG 1 
ktube 372.1 W/mK (Copper) w 0.1227 m Ntubes 9 
εg 0.88 (Glass) g 0.0035 m AC 2.022  m2 
τg 0.93 (Glass) δabs 0.0005 m Aedge 0.2348 m2 
kins 0.05 W/mK δ tube 0.0005 m Lt 1.83 m 
εabs 0.05 (Miro-Therm) δins 0.025 m β 45º 
  αabs 0.95 (Miro-Therm)   
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Fig. 3.  Sketch of the helical-wire-coil fitted in the raisers of the modified solar collector. 

 
2.1 Instrumentation 
The instrumentation was selected and mounted according to the standard EN 12975–2 
requirements. Thermorresistance Pt100 class 1/10 DIN A were used to measure the inlet and 
outlet fluid flow temperatures. To measure the flow rate and the pressure drop through the 
collectors, electromagnetic flowmeters (Siemens MAG1100 DN 3) and differential pressure 
transmitters (SMAR) with different configurable ranges were used. Regarding the weather 
conditions: 3 PSP class I thermoelectric pyranometers  were employed to measure the solar 
irradiance (global irradiance in the aperture plane, global irradiance on the horizontal plane 
and the other one has a shading band to measure diffuse horizontal solar irradiance). Velocity 
and wind direction were measured with an ultrasonic anemometer (Windsonic from Gill 
Instruments Ltd). Ambient temperature, humidity and pressure were also measured. In Table 
2 the main characteristics of the selected instrumentation are summarized. 
 
2.2 Uncertainty propagation 
We follow the criteria of  ISO GUM (Guide to the expression of Uncertainty in Measurement) 
[18] to derive the equation for thermal efficiency proposed in EN 12975-2 and uncertainty 
propagation assessment. When the tests are accomplished in steady state, the thermal 
efficiency can be expressed as Eq. (1). 
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The standard uncertainty of each magnitude is shown in Table 2. The uncertainty of each 
magnitude is a combination of the uncertainties of Type A evaluation, associated to the 
standard deviation of the mean of the repeated observations, and of Type B, evaluated from 
scientific statement based on the calibration available information. According to the 
uncertainty propagation study carried out, it can be concluded that the initial uncertainties are 
slightly amplified and the expanded uncertainty at a 95% confidence level are ±0.1% for non-
dimensional temperature T*

m and ±0.9% for thermal efficiency η . 
 
3. Thermal performance calculations according to standard EN 12975-2 

The useful power is calculated according to Eq. (2). 
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where, the fluid density and the specific heat are evaluated at the mean fluid temperature 

2Δttt inm += , and the thermal efficiency can also be expressed according to Eq. (3) as a 
function of global irradiance intercepted, absorber area and useful power. 
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Table 2 . Instrumentation description and uncertainty. 

Magnitude Sensors Instrumentation  Uncertainty  
Solar Irradiation 3 1st Class Kipp&Zonnen CMP6 Pyranometer  

Shadow  band  (Diffuse Irradiation) 
±0.,1% 

Ambient 
Temperature 

1 Pt100  3w  ±0.1ºC   

Ambient Pressure  1 Piezorresistive barometer  ± 0,4 mbar a 20ºC 
Humidity  1 Capacitive sensor   ±2% 
Wind velocity and 
direction 

1 WindSonic Gill Instrument  (Vel. interval 0-60 
m/s)  (Vel. Direction 0-359º) 

± 2%  Velocity 
± 3% Direction 

Inlet and Outlet 
Fluid Temperature  

4 Pt100  4w Class 1/10 DIN A   ± 0,03 ºC 

Flow Rate  2 Electromagnetic Flowmeter Siemens MAG 1100 
Transmitter MAG 6000 

± 0,25 %  

Differential 
Pressure  

2 Differential pressure transmitter SMAR  D0 type 
(-4 to +4 inch H20)  Standard collector  
D1 type (0-20 inch H20) Enhanced collector 

± 0,1 % of Span 

Absolute pressure 1 Piezorresistive transducer  ± 0,5 % 
 
The thermal efficiency η  can be correlated with the reduced temperature, T*

m=(tm-ta)/G   
using linear *

m10 Taηη −=  or quadratic regressions *2
m2

*
m10 GTaTaηη −−= , based on absorber 

or aperture area. The experimental data obtained show a good linear correlation (R2=0.9874 for the standard solar collector, and R2=0.9282 for the enhanced solar collector). These linear 
correlations are simpler and more useful in engineering applications.  Additionally, their 
coefficients are independent of global irradiance. 
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Fig. 4.  Thermal efficiency curves for standard and enhanced flat-plate solar collectors (0.04 kg/s) 

In Fig. 4 the standardized thermal efficiency curves for both standard and enhanced flat-plate 
solar collectors are shown. It can be observed that a significant improvement in the thermal 
efficiency of the solar collector with wire-coil inserts is achieved. Note that in the enhanced 
solar collector the optical efficiency coefficient ηOA  is about 15% higher and the thermal 
losses coefficient αA1 is lower than in the standard one (Table 4). This effect can be due to the 
enhancement of heat transfer between the absorber plate and the working fluid which reduces 
its temperature and as a co nsequence, the thermal losses decrease. The uncertainty of the 
regression coefficients have also been assessed according to the methodology proposed by 
Coleman and Steele [19].  
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Table 4. Linear correlation coefficients and their uncertainties (95% I.C) 

 Standard collector Enhanced collector 
Coefficient Uncertainty Coefficient Uncertainty  

A0η  0.6670 0.44 % 0.7654 3.97 % 

1Aa  -5.3410 1.71 % -3.7640 0.52 % 
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Fig. 5.  Ratios between standard and enhanced solar collectors a) Useful power versus non-
dimensional  temperature, and b) Loss pressure versus Reynolds number inside raisers 

 
In Fig. 5 a) the useful power ratio between the enhanced and the standard solar collector is 
showed for different flow rates (0.016÷0.04 kg/s) and operating conditions 
( 2340Re520 tube ≤≤ ). It can be observed that there is a linear dependence between the useful 
power ratio and the non-dimensional temperature. For increasing values of T* the ratio of 
useful power is higher. This is due to the fact that the wire-coil insert lowers the absorber 
temperature reducing the thermal losses. This confirms the results from the previous 
numerical simulations carried out by the authors. [16] In Fig. 5 b)  the pressure loss ratio 
between both collectors is represented. For Reynolds numbers higher than 500, inside the 
raisers, the pressure loss ratio remains constant at about 1.8. This increase in pumping power 
is compensated with an improvement in thermal efficiency, which would be especially 
suitable for large installations in which several solar collectors are connected in parallel. In 
this type of configuration an accumulative increase in thermal power is obtained, while the 
pressure loss remains the same in all the solar collectors, and thus, this configuration would 
enable optimum operation and would be the best-practice approach.   
 
Nevertheless, in order to establish the optimum operating range within enhanced solar 
collectors with wire-coil inserts, a heat exchangers performance evaluation criterion has to be 
employed. A modified criterion (R3m) was proposed by the authors [16]. This criterion stands 
for the increasing useful power obtained in the enhanced and the standard collector at 
equivalent operating regimes to satisfy the constraint of equal pumping power. To compute 
this parameter further efficiency and friction factor tests are being carried out. 
 
4. Conclusions  
An experimental side-by-side solar collector test bed was designed and constructed to 
characterize the thermo-hydraulic behaviour of a standard and an enhanced solar collector 
under the same testing conditions (operating parameters and radiant conditions). The facility 
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was built in agreement with the requirements of standard EN 12975 t o carry out thermal 
performance and pressure drop tests.  
 
The thermal efficiency curves of two solar collectors, a s tandard and an enhanced collector 
were obtained. The enhanced collector was modified inserting spiral wire coils of 
dimensionless pitch p/D=1 and wire-diameter e/D=0.0717 within each riser. The thermal 
efficiency increments depend on t he operating flow rates. For a flow rate of 144 l /h (0.04 
kg/s) the efficiency optical factor was found to increase by 15%. The collector with wire-coil 
inserts enhances heat transfer and as a consequence the absorber temperature is reduced. This 
means a reduction in the thermal losses as well as a decrease of the loss coefficient by 30%. 
However, an increase in terms of friction losses is observed and thus pumping power rises.  
In order to account for the overall enhancement (thermo-hydraulic performance) that wire-coil 
inserts promote in the solar collector, the ratio of useful power and pressure loss between both 
solar collectors were computed. For increasing values of T* the ratio of useful power is higher 
and reaches values up to 1.8. For Reynolds numbers higher than 500, inside the raisers, the 
pressure loss ratio remains constant at about 1.8. The increase in pumping power is 
compensated with an improvement in thermal efficiency, which would be especially suitable 
for collectors connected in parallel. This configuration would enable optimum operation and 
would be the best-practice approach.   
 
As a final conclusion, according to the present work, wire-coil devices can be successfully 
inserted within the flow tubes in solar water heaters for enhancing heat transfer rate.  
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Abstract: Concentrated sunlight has been used to perform useful tasks from ancient time. There are number of 
varieties of collector trough being used to perform these tasks. Each Varity comes with advantages as well as 
disadvantages. The aim of this research project is to improve the design of collector trough in terms of 
efficiency, lessen the heat declination, and eliminate the sun tracker mechanism. Most of the existing solar 
concentrators use open type trough which cause the rapid heat declination. The design attempted in this paper is 
to lessen this rapid declination and improve the efficiency by introducing Closed Environment Collector Trough 
(CECT). The CECT consists of spherical collector trough having a reflective bottom surface, five evenly 
distributed lenses, 30o apart from each other, on the upper half of the sphere to eliminate the sun tracker and 
hexagonal glasses to make the environment closed and impose greenhouse effect on the system. The CECT acts 
like a heat trap and keeps the heat inside the chamber for a longer period of time which basically lessens the heat 
declination. The reflective surface and lenses concentrate the sun light directly on the fluid pipe. In this paper 
novel design has been proposed to improve the overall performance of solar collector troughs. 
 
Keywords: Solar Thermal Collector, Concentrated Solar Power, Closed Environment Collector Trough. 

Nomenclature 

Aa = absorber area……………………….….. 
(m2) 
Af = collector geometric factor 
Ar = receiver area…………………………. (m2) 
Ds = direct irradiation………………….. (W/m2) 
fw= wind or exposure factor 
fc = construction type or quality factor  
no = collector optical efficiency 
Qu = rate of useful energy delivered by 
collector                                                         (W) 

Ta = ambient temperature……………………. 
(K) 
Tr = receiver temperature………………….… (K) 
ti = inside design temperature……………… (K) 
to = outside design temperature……………. (K) 
UL = heat loss coefficient 
α = absorptivity 
ƌ = average bond thickness ……………….. (m) 
ρ = mirror reflectance 
τ = absorber transmittance 

 
1. Introduction 

Researches have been carried out to utilize the concentrated solar power in various fields. To 
utilize the solar energy different patterns of the collectors have been designed previously 
considering advantages as well as disadvantages [4]. From the previous literature survey it 
was found that parabolic concentrating collectors were developed to use the solar energy in an 
efficient way. Non tracking concentrator was also designed to avoid the handling of a tracking 
device [1, 3]. To increase the performance innovative design was also proposed and modeled 
with reflectors without increasing the system cost. In that research work aluminum-polymer-
laminated steel reflector for use in solar concentrators was evaluated with respect to its optical 
properties, durability, and reflector performance in solar thermal and photovoltaic systems 
[2]. In this paper a novel and innovative design of a solar collector which is basically Closed 
Environment Collector Trough (CECT) has been proposed. This novel CECT system lessens 
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the rapid heat declination and improves the system overall efficiency. This paper mainly 
focuses the detail designing of the collector with accurate explanation.  
 
2. Methodology 

2.1. Description of the system 
This paper proposes a new design of compound solar collector trough. The collector 
effectively combines Lenses, Reflectors and Closed Environment. The general structure of the 
trough is sphere shaped with two halves consisting a pipe at the center (Fig: 1). Different parts 
of the trough are labeled on the figure. A detailed description of different parts of the collector 
trough is given below. 
 

 
Figure 1: Closed Environment Collector Trough 

 
The whole sphere shaped is main constructional shell of the system. It consists of two parts: 
Upper Shell and Lower Shell. 
 
Lower Shell: Lower shell of the system is made of glazing metal (i.e. Aluminum). The outer 
surface is blackened and the inner surface is a reflector. There is another half sphere outside 
of this surface which is made of non-heat conductor material (i.e. asbestos). The inner 
diameter of the sphere is 40 c.m and outer diameter is 50 c.m. The space between the two 
surfaces is filled with cotton or rubber type materials (Fig: 2) 

 
Figure 2: Lower shell 
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Upper Shell: The upper shell of the system is made of metal three dimensional lattice of 
hexagonal shape (Fig: 3). These shapes will accommodate small pieces of mirrors, which will 
allow the visible light to enter into the chamber but will trap the longer wavelengths of the 
infrared re-radiation from the heated objects are unable to pass through the glasses. The 
trapping of the long wavelength radiation leads to more heating and a higher resultant 
temperature. 
 
There will be five lenses, evenly distributed on the upper surface of the mirror section. The 
lenses will be 30o apart from each other (Fig.4). The center lens will be at 90o angle. These 
lenses will concentrate the sunlight in to center line (for the lenses the center line will be the 
focus plane) of the sphere. 
 

        
Figure 3: Upper Shell                                                         Figure 4: Arrangement of Lenses 
 
Fluid Pipe: At the center of the sphere there will be a fluid carrying pipe. The fluid pipe will 
be consisted of two concentric pipes (Fig.5). The material of the outer pipe will be of 
transparent material (i.e. glass).The inner pipe will be metallic (i.e. Aluminum). The space 
between these two pipes will be evacuated. The inner pipe will carry the Heat Transfer fluid. 
 

 
Figure 5: Fluid pipe 

 
2.2. Calculation of Sun’s Position in Bangladesh 
To eliminate solar tracking mechanism effectively we have to calculate the sun’s position 
throughout the year. Sun’s position depends on local solar, elevation and azimuth angles. The 
equation to find the elevation and azimuth angles are given below: 
 

Elevation = sin-1 [ ]HRAcoscoscossinsin φγφγ +       (1) 
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Azimuth = cos-1 



 −

α
φγφγ

cos

cossincoscossin HRA
       (2) 

 
Where HRA is the Hour Angle 
Sun’s position throughout a year is given in Fig.6 
As from the figure we can see that sun follows a specific path throughout the year, the solar 
tracking mechanism can be effectively eliminated by preparing a solar chart at a specific 
interval. The solar trough can be setup as shown in the Fig.7 and can be manually tracked 
daily basis [5].  
 

 
Figure 6: Sun's Position at 3 months interval. Dots represent the solar path 

 

 
Figure 7: Collector position with respect to sun 

 
2.3. Calculation of Solar Insolation in Bangladesh 
Bangladesh is situated at 24° 00' North latitude and 90° 00' East longitude. At this position the 
amount of hours of sunlight each day throughout a year is shown in the following graph 
(Fig.8). The highest and the lowest intensity of direct radiation in W/m² are also shown in the 
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Fig.9. This data shows that using solar collector for high temperature is feasible in 
Bangladesh. 
 
3. Calculation of useful energy delivered by the Collector 

The generation of heat inside the chamber will occur in three different methods: 
Lens concentrator: The lenses placed on the surface of the upper half of the heat chamber 
will concentrate the sunlight directly in to the focus plane of the lenses which in this case is 
the center of the heat chamber where the fluid pipe will be placed Fig 10. This will directly 
heat up the heat transfer fluid. 

 
Figure 8: The amount of hours of sunlight in Bangladesh 

 

 
Figure 9: The highest and the lowest intensity of direct radiation in W/m² 

 
The heat (in joules) generated by the lenses could be found by the following equation: 
 
Q = ms (Ti - Tf)     (3) 
 
Where Q is generated heat in joules, m is mass of fluid in KG, Ti is initial temperature of fluid 
in Kelvin and Tf final temperature of fluid.  
 
Reflector concentrator: This method will heat both the fluid pipe and the inner environment 
of the heat chamber. The concave bottom surface will act like a reflector mirror and most of 
the sunlight will be again concentrated on the pipe. This will result a thorough pipe heating 
(Fig. 11). 
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The Green House: The hexagonal glasses of the upper half of the heat chamber will allow 
entering the visible light, but will trap the longer wavelengths of the infrared re-radiation from 
the heated objects. The trapping of the long wavelength radiation leads to more heating and a 
higher resultant temperature. This will keep the temperature of the chamber high. 
 

 
Figure 10: Lens and fluid pipe position 

 

 
Figure 11: Front view and Section view of the collector 

 
3.1. Overall energy calculation 
The rate of useful energy delivered by the collector is governed by the following equation: 
 
Qu = DsnoAa - ArUL (Tr - Ta)       (4) 
 
As the system is a combination of Parabolic Collector Trough (PCT) the optical efficiency 
can be found from the PCT optical efficiency from the following equation: 
 
no = ∂ρτε [(1 – Af tan(ϕ )) cos(ϕ )]      (5) 

 
As the system use a green house the heat loss coefficient is determined by the following 
equation: 
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UL = 



 +

2

2

1

1

R
A

R
A  (ti - to) fwfc             (6) 

 
4. Results 

A preliminary screening of the CECT is conducted in order to identify the best match of the 
load. The result is shown on a plot of efficiency as a function of the heat loss parameter in the 
following graph.  
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Figure 12: Collector efficiency 

 

5. Discussion 
Although Closed Environment Collector Trough is relatively a new concept, the system was 
expected to be more efficient than that of preliminary screening data. The future work should 
be based on the improvement of current design and optical as well as thermal optimization. 
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Abstract: In this paper the problem of increasing the capacity of an already constructed solar thermal power 
plant has been studied through the concept of lost available work. The required increased capacity has been 
proposed to be achieved by means of a new large size collector and an auxiliary boiler. Two different schemes 
along with an extra scheme for night operation of the power plant have been considered in the present work. For 
each scheme, three different operating conditions have been assumed, resulting in a total of nine operating 
options. For these options, results of analysis based on the second law of thermodynamics have been presented. 
These results might then be used to choose the optimum solar hybrid power plant configuration. 
 
Keywords:  Renewable energy, Solar thermal power plant, Parabolic trough, Exergy, Entropy generation 

Nomenclature  

W  work interaction  .................................... kW 
Q  heat interaction  ..................................... kW 
m  mass flow rate  ...................................... kg/s 
T absolute temperature ................................ K 
T0 dead state temperature ............................. K 
Cp constant pressure specific heat  .. kJ.kg-1.K-1 

genS  entropy generation rate .................... kW.K-1 
P pressure ............................................... bara 
s specific entropy .......................... kJ⋅kg-1.K-1 
h specific enthalpy ............................... kJ⋅kg-1 
v specific volume .................................m3.kg-1 

 
1. Introduction 

1.1. Problem description 
Renewable energies play the key role in sustainable development and are the most promising 
remedy to the problem of air pollution worldwide. Among various sources of renewable 
energy, the usage of solar thermal energy in generating electricity can be regarded as the most 
reliable and developed one in the path of commercialization [1]. 
 
In Shiraz, Iran, the first solar thermal power plant (STPP) has been designed and constructed 
for 250 kW  power generation [2]. For the first phase of development, this plant has been 
constructed and tested only to produce high pressure and high temperature steam (21 bar, and 
250 Co ). This steam is then fed into the steam turbine of a conventional Rankine cycle. Based 
on the new feasibility study, it has been decided to increase the nominal capacity of this plant 
to 500 kW  by adding a new large size (100 meters long) parabolic trough collector and 
employing an auxiliary boiler to provide the deficiency of steam as well as running the system 
during night periods (or day periods in which the solar radiation is insufficient). 
 
Various schemes are possible to integrate the new collector to the field of available collectors. 
In this paper, two different cases (A, B) along with a night case are considered to be suitable 
for the new system. Assuming three different operating conditions (by setting the turbine 
outlet pressure) for each case, a total of nine configurations have been analyzed. The three 
outlet pressures considered are 10, 25 and 100 kPa. 
 
In the present article, these options are studied based on the first and second laws of 
thermodynamics. Each configuration has some advantages and disadvantages regarding 
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overall thermal performance, installation and operating costs. To assess the overall 
performance of various configurations in a comparative manner, exergy method has been 
applied to the corresponding cycles (as a representative of the second law analysis). Exergy 
and exergoeconomic methods have received considerable attention during the past decade in 
the analysis and optimization of power plant cycles to achieve higher efficiencies and to 
reduce the operating cost of the corresponding power plants [3,5]. 
 
For each case of the aforementioned cycles, results of exergy analysis are presented and 
exergetic losses due to various components (e.g. turbine, boiler, condenser etc) have been 
calculated. Finally the system with the best exergy efficiency to combine the new collector 
and increase the power rate of the plant is suggested for construction and operation. 
 
1.2. Current Configuration 
Shiraz solar thermal power plant consists of two separate cycles namely the oil cycle and the 
steam cycle. The oil cycle absorbs the solar radiation through collector field and transmits the 
harvested thermal energy to the steam cycle which is a cl assic Rankine cycle. The energy 
transfer between the two cycles takes place at three heat exchangers in series (E-201, E-202 
and E-203). The collector field is composed of 8 parallel loops, each consisting of 6 collectors 
in series. The current configuration is able to produce 0.671 kg/s of steam at 21 ba r and 
250 Co . This steam will be termed "field generated steam" as opposed to "boiler generated 
steam" which is the steam that is expected to be generated by the auxiliary boiler. A 
schematic of the plant is shown in Fig 1. 
 

 
Fig. 1.  Schematic of the current solar power plant. 
 
1.3. Integration of the new collector 
The new collector has been designed to bring Therminol VP-1 from 294OC to 313OC, 
supplying 200 kW of energy to the system. This energy can be introduced into the current 
configuration in a variety of ways. Two different approaches have been considered in the 
present work namely case A and case B. In case A the boiler provides steam at 21 bar 250OC. 
This steam is then mixed with the field generated steam and the mixture is then becomes more 
superheated (to 294OC) using available extra energy from the new collector in an extra heat 
exchanger (E-204). However, in case B, the boiler produces steam at 21 bar 294OC and in 
exchanger E-204, only the field generated steam becomes more superheated. The remaining 
energy from the new collector is then used to make the outlet oil from the field warmer, thus, 
increasing the amount of field generated steam. Therefore another extra exchanger is needed 
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in case B to bring the VP-1 oil from the new collector and the Behran oil from the existing 
farm into thermal contact. Simplified depictions of cases A & B are shown in Fig 2 and Fig 3.   

 
Fig. 2.  Schematic of the proposed case A. 
 

 
Fig. 3.  Schematic of the proposed case B. 
 
2. Methodology 

As shortly explained in the preceding section, the problem at hand is a sort of semi-fixed 
system in which very few parameters are allowed to be altered. This is a direct consequence 
of the fact that we are dealing with a designed and constructed system and our attempt is to 
integrate a device into such a system which was not considered before. Thus we're not dealing 
with an ordinary optimization process in which particular parameters are allowed to vary in 
order to find the optimum set of parameters. Rather we are investigating the optimum case 
among a predefined set of choices. In other words, instead of optimizing the cycle, various 
predefined cases are compared based on the second law and the best can be chosen. The 
assessment of available options is done based on t he destructed exergy associated with 
various components in each option. The destructed exergy (lost available work) is closely 
related to the rate of entropy generation through the following equation [4]: 
 

genlost STW 
0=                (1) 

 
where T0 is the lowest temperature available for the system to reach theoretically (dead state). 
In this work the dead state has been assumed to be at 25 Co  and atmospheric pressure. Thus 
by calculating the rate of entropy generation for each component, the contribution to lost 
available work due to that component can be determined. The rate of entropy generation for 
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each component is readily derived from the general statement of the second law for open 
systems [4]: 
 

∑∑ ∑ −+−=
= in

n

i outi

icv
gen smsm

T
Q

dt
dSS 




0

                (2) 

 
where iQ  is the ith heat interaction of the corresponding component with the surrounding 
(positive when heat transfer takes place from surrounding to the control volume) and iT  is the 
temperature of that portion of the control surface through which the ith heat interaction occurs. 
In calculating last two terms on t he right hand side of Equation (2) one may frequently 
encounter the case of calculating ∆s terms for steam and oil. For steam the corresponding 
terms are read from standard thermodynamic tables while for oil (both the collector field oil 
and the new collector oil) the ∆s terms are determined using their specific heats as a function 
of temperature. Starting from the well-known first law relation [4] and treating oil as an 
incompressible liquid the ∆s term associated with oil can be written as: 
 

T
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It should be noted that in the use of equation (4), the temperatures should be considered in an 
absolute temperature scale (Kelvin in this work). Having the complete set of states for the 
current configuration and assuming that the states of steam cycle remain unchanged (which 
seems reasonable) the new intermediate temperatures have been determined by applying 
energy balance using an available solver code.  
 
3. Results 

After satisfying energy balance for the whole system in every configuration, the state at each 
node becomes fixed. Knowing the fixed states, the values of entropy generation and 
subsequently the values of lost available work can be readily determined. In the following 
four tables the values of  lostW  for the main components in each configuration have been 
presented. 
 
Example calculation 1: 
The lost available work for exchanger E201 in case B for a turbine outlet pressure of 10kPa: 
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Table 1. Values of lost available work for cases A & B with turbine outlet pressure of 10 kPa. 
case A   case B 

Component 
Type 

Component 
Name ( )kW

Wlost


   ( )kW
Wlost


  Component 
Name 

Component 
Type 

Exchanger 

E201 35.30  37.72 E201 

Exchanger 
E202 45.02  48.44 E202 
E203 3.14  3.67 E203 
E 204 5.90  3.39 E 204 

- -  2.82 E205 
       Boiler V301 143.81  237.47 V301 Boiler V301 SH 0.69  15.53 V301 SH 
       Deaerator D301 63.32  64.14 D301 Deaerator 

Condenser E301 146.75  150.01 E301 Condenser 
Turbine N301 321.59  318.58 N301 Turbine 

       
Pump 

P301A 0.42  0.46 P301A 
Pump P301B 0.25  0.22 P301B 

P302 0.96  0.89 P302 
       

Tank 
V-100 3.30  4.43 V-100 

Tank V-101 0.00  0.01 V-101 
V-102 0.08  0.16 V-102 

       Mixer MIX-100 0.43   0.71 MIX-100 Mixer 
 
Table 2. Values of lost available work for cases A & B with turbine outlet pressure of 25 kPa. 

case A   case B 
Component 

Type 
Component 

Name  
( )kW
Wlost


  ( )kW
Wlost


  Component 
Name 

Component 
Type 

Exchanger 

E201 34.69  39.85 E201 

Exchanger 
E202 44.94  48.14 E202 
E203 2.35  1.49 E203 
E 204 7.12  3.93 E 204 

- -  4.45 E205 
       Boiler V301 348.17  320.46 V301 Boiler V301 SH 0.92  21.22 V301 SH 
       Deaerator D301 43.01  43.74 D301 Deaerator 

Condenser E301 311.02  310.46 E301 Condenser 
Turbine N301 300.20  300.27 N301 Turbine 

       
Pump 

P301A 0.41  0.43 P301A 
Pump P301B 0.33  0.29 P301B 

P302 0.12  0.10 P302 
       

Tank 
V-100 3.53  3.59 V-100 

Tank V-101 0.12  0.21 V-101 
V-102 0.00  0.16 V-102 

       Mixer MIX-100 0.53   0.00 MIX-100 Mixer 
 
Example calculation 2: 
The lost available work for condenser E301 in case A for a turbine outlet pressure of 25kPa: 

967.0,09.60,2.0,0.65,25.0,1375.1 ,,,,, ====== oh
o

ohoh
o

ihihh xCTbaraPCTbaraPskgm  
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In the above calculation, the dryness fraction at the turbine outlet has been determined by 
considering an isentropic efficiency of 60% for the turbine which is a reasonable value for a 
turbine of this capacity. 
 
Table 3. Values of lost available work for cases A & B with turbine outlet pressure of 100 kPa. 

case A   case B 

Component 
Type 

Component 
Name ( )kW

Wlost


   ( )kW
Wlost


  Component 
Name 

Component 
Type 

Exchanger 

E201 35.34  37.72 E201 

Exchanger 
E202 44.32  48.44 E202 
E203 1.75  3.67 E203 
E 204 8.33  3.39 E 204 

- -  2.82 E205 
       Boiler V301 555.16  517.80 V301 Boiler V301 SH 13.49  33.84 V301 SH 
       Deaerator D301 4.23  3.84 D301 Deaerator 

Condenser E301 689.24  684.55 E301 Condenser 
Turbine N301 273.29  273.37 N301 Turbine 

       
Pump 

P301A 0.41  0.46 P301A 
Pump P301B 0.53  0.49 P301B 

P302 0.00  0.00 P302 
       

Tank 
V-100 4.43  4.62 V-100 

Tank V-101 0.16  0.01 V-101 
V-102 0.00  0.00 V-102 

       Mixer MIX-100 0.17   1.47 MIX-100 Mixer 
 
Table 4. Values of lost available work for Night case with turbine outlet pressures of 10,25 and 100 
kPa. 

Component 
Type 

Component 
Name 

( )kWWlost
   

10 kPa 25 kPa 100 kPa 

Boiler V301 707.79 780.60 985.28 
V301 SH 46.90 51.68 65.26 

Deaerator D301 73.33 43.76 3.96 
Condenser E301 151.74 310.46 689.24 

Turbine N301 318.96 300.27 273.29 

Pump P301B 0.65 0.71 0.90 
P302 0.09 0.10 0.00 

Tank V-100 3.27 3.59 4.54 
V-102 0.17 0.00 0.00 

 
It is worth mentioning that, generally in solar thermal power plants the major fraction of total 
exergy loss takes places in the collector field (mainly due to the ultra high temperature of the 
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sun)[5]. However, in the present work, the operating conditions of the collector field are the 
same in all configurations. Thus the exergy loss due to the collector field is not reported for 
comparison. It should also be noted that the night cycle is essentially either cases A or B in 
which no c ollector is at service and boilers are the only suppliers of thermal energy to the 
system. A quick study of tables 1-4 reveals the fact that, generally by decreasing the turbine 
outlet pressure, the value of lost work decreases in the corresponding devices. Moreover 
reducing the turbine outlet pressure increases the amount of power which can be extracted 
from the turbine. But, as expected, these advantages have their own counterparts; the need for 
creating vacuum condition for condenser, the need to change the condenser type from air-
cooled to water-cooled, etc. Another implication is that in each configuration the dominant 
sources of lost work are boilers, condensers and turbines and that the contribution made by 
pumps, mixers and tanks are negligible. 
 
From another point of view, comparing the values of lost available work for same devices, 
one may conclude that, in the same operating conditions, case A is thermodynamically 
superior to case B. 
 
4. Conclusions 

- The concept of lost available work has been utilized to select the best choice of integration 
of a hybrid solar power plant. 
- Regarding various cases, it is found that case A is thermodynamically the preferred case for 
integration. 
- Case A has the advantage of requiring one less extra heat exchanger to be integrated into the 
current configuration.  
- For optimum integration, one must also take into account the economic aspect of each case. 
In other words, a thorough thermo-economic analysis might be proper to further assess these 
two proposed cases.  
- Moreover one should also consider water consumption rate for each case. Water is rarely 
available especially for regions where solar energy is considerable and such limitation might 
sacrifice higher efficiencies or lower available lost work for the final decision. 
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Abstract: Results of theoretical simulations of the steady-state operation of the dynamic solar thermal 
desalination unit with a fluid piston are presented in this paper. A laboratory prototype of a dynamic thermal 
water distillation unit was developed and it was built around an engine with fluid pistons. In the calculation 
scheme, the internal circuit of the desalination unit was split into several control volumes, namely the evaporator, 
the condenser and the cylinder. The lumped parameter mathematical model was derived based on the differential 
energy and mass conservation equations written for each of the control volumes and describing  heat and mass 
transfer processes taking place during water evaporation and condensation under the cyclic variation of the 
pressure and temperature inside the system when the engine operates. The solution of the set of governing 
equations produces information on the variation of temperatures and pressure inside the system over the 
thermodynamic cycle and on the water desalination capacity of the unit.  

Keywords: Solar water desalination, mathematical modelling 

1. Introduction 

The shortage in clean drinkable water supply has become one of the most important problems 
due to the continued growth in the world’s population. Kalogirou [1] states that the fresh 
water represents only about 3% of all water on the earth.  Approximately 0.25% of fresh 
water can be directly used from lakes and rivers and the rest is in the  ice form  or deep 
ground water which is difficult to reach. As a result, novel drinkable water production 
technologies are being continuously developed to resolve this important problem. 

Desalination techniques are among feasible solutions to produce fresh water from saline water 
but such technologies require significant amount of energy. Using fossil fuels for water 
desalination results in high plant running costs and causes a considerable negative 
environmental impact. As a consequence, numerous studies are being performed on utilisation 
of  an alternative energy source, namely renewable energy, for running desalination plants. 
The aim of the above research studies is to make the process of water desalination with the 
use of renewable energy safer for the environment and sustainable.  

The literature review performed in this subject demonstrates that the majority of research carried out 
has been focused on the static solar stills in which the saturation pressure and temperature remain 
constant during the desalination process. Shatat and Mahkamov presented theoretical and 
experimental study of a static solar thermal distillation unit in [2]. The effect of the design 
parameters on the performance of the unit was investigated and an optimization of unit’s 
design parameters have been conducted. Mahkamov and Belgasim described in [3] the 
concept of the dynamic solar distillation system in which an evacuated tube solar collector 
was coupled with a fluid piston thermal engine. The laboratory prototype of the proposed 
system was built and tested to demonstrate its functionality and preliminary experimental 
results were very encouraging.    Furthermore, a comparative study between static and 
dynamic solar distillation systems was performed in the same study which demonstrates 
considerably higher fresh water production capacity of the dynamic system. 
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2. Model Description 

The dynamic solar thermal desalination unit integrated with fluid piston engine is described in 
fig.1. This unit operates under a cyclic change in the pressure and temperature during the 
operation of the unit due to the expansion and the compression of the volume of the fluid 
piston engine. Such working conditions considerably intensify the desalination processes and 
fresh water production.    

The plant’s operation can be described as follows. Saline water is heated up and evaporated in 
the solar collector (1) causing pressure rise in the system. The initial increase of the pressure 
initiates oscillations of water columns (3) and (4) of the fluid piston engine and the whole 
system operates as a dynamic thermal oscillation system, in which the water evaporation is 
intensified by volume and pressure variations in the internal circuit.  In its turn, this sustains 
oscillations of water columns. In this particular design, the distilled water is formed in the 
condenser (2) surrounded by the water jacket with the saline water and the condensate is 
collected in the distilled water vessel (6). The heated saline water from the water jacket of the 
condenser is pumped to the water storage tank.        

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 1 Dynamic solar desalination unit 

The above system was tested  under  a number of  constant  heat flux conditions created with 
application of a sun simulator: an array of 110 halogen floodlights placed above evacuated 
tubes. The  heat flux magnitude is set using a three-phase transformer which controls  the 
voltage of the electrical current supplied to the floodlights. Preliminary results obtained 
clearly show that such dynamic system has a considerable advantage in fresh water 
production capacity over conventional static systems. Currently the unit is being equipped 
with sensors to record oscillations of the liquid piston,  temperature and pressure variations in 
components of the installation. 
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3. Theoretical Modelling 
In order to perform the theoretical analysis, the unit was divided into three separate control 
volumes, namely the evaporator, the condenser and the fluid piston cylinder. The lumped 
mathematical model was derived based on energy and mass conservation differential 
equations written for each control volume taking into accounts the cyclic variation of the 
pressure and temperature inside the system during its operation.  

3.1. Evaporator 
The mathematical model of the system consists of the mass and energy balance equations 
written for each component. The mass conservation equation could be written as 

                                                                                     (1) 

where  is time,  is volume,  is density and  is volume flow rat.  

The initial condition for the above equation is the amount  of the seawater at the 
beginning of the operation. Two assumptions are made: the amount of saline water inside the 
evaporator is constant; all the vapour produced in the evaporator will be then condensed in the 
condenser. 

The salt concentration conservation equation is 

                                                                                                (2) 

where  is salt concentration. 

The initial  amount of salt is    

Finally, the energy conservation equation can be derived by applying the energy balance 
principle for the same control volume. 

                                      (3) 

where  is the heat flow,  is temperature  is enthalpy and  is heat capacity at constant 

pressure. 

The energy  is at the starting time. In this equation the heat capacity of the system 

material has been neglected so no heat storage is considered in the evaporator substance.  

3.2. Condenser 
It was assumed in the simulation process that all the produced vapour is converted into fresh 
water. The condenser design represents the counter flow tube-in-tube heat exchanger in which 
the condensation process takes place on the internal surface of the inner tube while the 
cooling water passes through the outer tube. In order to enhance the productivity and the 
thermal efficiency of the system, the seawater fed to the evaporator is first used as cooling 
water in the condenser’s water jacket to gain the latent heat of condensation.   
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The mathematical description of the condensation process depends on a number of factors 
including the condenser shape, the flow pattern and the condensation rate. The inner heat 
transfer coefficient in the case when the condensation rate is low and the vapour has a low 
velocity in a short condenser, can be calculated as [4] 

                        

where the modified condensation heat is  

The outer heat transfer coefficient is mainly effected by Nusselt  number which is a 

function of the flow pattern and depends on the Reynolds number .  If    the 

flow is laminar and if  then the flow is turbulent. The outer heat transfer 

coefficient can be calculated as  [5]. Therefore, the overall heat transfer 

coefficient is   

The condenser is considered as a control volume and using the mean temperature difference 
technique, the governing energy equation for the condenser can be written as: 

                                                                         (4) 

where  is the overall heat transfer coefficient,  surface area,  is mass flow rate, 

and  

In the above equation, the produced fresh water is assumed to be condensed at the saturation 
temperature. 

3.3. Fluid piston engine  
The fluid piston engine consists of two concentric cylinders attached to the collector at the top 
of the inner cylinder. The two cylinders are filled with water to work as a piston in both 
cylinders. After the solar collector starts to heat up the saline water, its temperature gradually 
increases leading to the rise in the pressure in the system. The pressure continue to rise until 
the inner cylinder piston, which is at the top position in the beginning of heating process, is 
pushed down.  This results in expanding the volume of the system. The expansion process 
continues until the air pressure at the top of the outer cylinder balances the system pressure 
and then the system returns to the original position under the effect of the water weight and air 
pressure leading the cycle to be repeated again.                  

The expansion and compression processes are repeated continually allowing the unit to work 
under variable volume and pressure conditions. The change in the volume is important to 
estimate the change in pressure and  in this study, the volume has been assumed to vary 
harmonically: 

                                                                                      (5) 
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where   Vdead is the dead volume of the system, A is the  amplitude of the fluid piston 
oscillations; D is the diameter of the piston and   is the frequency of oscillations.  

The relationship between the change in volume and in the pressure is calculated as   

                                                                                                       (6) 

where 𝛥  is the pressure change due to the variation in the total volume of the system.  

It was assumed that the expansion and the compression processes are isentropic processes. 

4. Results and Discussion 

The governing equations of the theoretical model are the set of ordinary differential equations 
with the time being the independent variable. The input parameters of the system include the 
initial conditions, the properties of water, the value of constant solar radiation and dimensions 
of the unit. In order to simulate the operation of the system, a MATLAB program has been 
written which uses Euler technique to solve the differential equations with a time step 

.   

The theoretical simulations have been carried as set of a number cases  with  constant heat 
flux values, which are typical for different hours  of the mid-summer day in the Middle East 
region.   

The theoretical results on pressure and temperature variations inside the system for  the heat 
flux corresponding to 12 noon are illustrated in fig. 2 and fig. 3, respectively. During the 
expansion in the cylinder, the pressure drops to approximately 0.7 bar (minimum pressure) 
and rises to 1.15 bar (maximum pressure) during the compression stroke.  These values are 
also close to experimental values of the minimum amd maximum pressures in the cycle, 
measured using a manometer. The temperature during the cycle varies between 92 and 105 
degrees C.   

 

 

 

     

 

 

 

 

 

 

Fig. 2 The saturation pressure oscillation. 
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Fig. 3 The saturation temperature oscillation. 

Theoretical results on the fresh water production capacity obtained by using the above 
mathematical model for a number of constant heat fluxes typical for different periods of the 
mid-summer day were used to produce the variation of the fresh water production capacity 
over the day, as shown in fig 4.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4  The productivity variation during the mid-simmer day 
 

3871



The theoretical value for the daily fresh water production capacity is obtained by integration 
water production capacity curve in fig. 4 and it is about 9 litres, which is   greater than 6 litres 
for the conventional static solar stills. During preliminary experiments at the same heat flux 
value the fresh water production capacity was about 8.2 litres.  

5. Conclusions 

The paper presents results of theoretical modelling of the steady-state operation of the 
proposed dynamic water desalination system with a number of constant heat flux values upon 
the evacuated tubes of the solar collector. The heat flux values used are typical for a different 
periods of the mid-summer in the Middle East region. The fresh water production, obtained 
from this study, was found to be about 9 litres/day which is greater than the most of 
conventional static solar distillation designs. The theoretical data obtained on the fresh water 
production capacity is in a good agreement with data obtained on the test rig which was run 
simulating variation of    insolation over the summer day. 

Currently the unit is being equipped with sensors to record oscillations of the liquid piston,   
temperature and pressure variations in components of the installation. Such experimental 
information can be used for calibration of the mathematical model. 

It is planned to conduct modelling of unsteady operation with at variable heat flux conditions 
in the future.  The unsteady model also will describe processes taking place in the evaporator 
and condenser in more details making it possible to take into account the effect of the 
insolation variation on the levels of the saturated pressure and temperature. 

The further development of the mathematical model will also include an optimization 
procedure for design parameters of the unit.   
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Abstract: Clean water is essential for good health which influences the social and economic development of any 
nation. However, there is limited access to safe water on a global scale. This challenge can be overcome through 
a multi-faceted approach, including the development of appropriate technologies for water treatment and 
decision-making tools.  Solar distillation is one of the commonest non-conventional methods for improving the 
quality of water. In this vein, the most widely-exploited solar distillation system is a conventional solar still, 
which has a thin layer of saline water in a shallow basin with a transparent cover over the water and one or two 
slopes. The productivity of a solar distillation system is influenced by design, climatic and operational factors, 
with solar radiation being the most influential meteorological parameter. It is therefore necessary to optimize 
solar radiation that effectively reaches the base of the solar still. Previous attempts have sought to improve the 
design characteristics of conventional solar stills through the consideration of system geometry and optical 
properties of construction materials. One of the important geometric parameters is the ratio (R) of length to 
width (aspect ratio) of the still base. For a single-slope solar still (SSS), R has been examined in preceding 
studies. Nevertheless, there is a paucity of information on the aspect ratio of a double-slope solar still. In this 
study, a state-of-the-art software (ESP-r) was used to simulate the variation of effective insolation with R for a 
double-slope solar still (DSS) in the east-west and north-south orientations and a SSS facing south. 
Meteorological data captured at the University of Strathclyde (55o 52′ N, 4o 15′ W) and Guantanamo Bay (19o 
54′ N, 14o 51′ E) was employed in this analysis. Simulation results show that the optical performance of a DSS 
was lower (in both orientations) than that of a SSS at both sites. The DSS collected more solar energy in the east-
west than north-south orientation, for a given value of R. In addition, effective insolation increased with R to an 
optimum level for both the DSS and SSS. Approximate optimum values of R were 3.0 and 2.0 for the University 
of Strathclyde and Guantanamo Bay respectively. However, the optimum value of R was not sensitive to the 
orientation of the DSS at the two sites. Further, the DSS and SSS exhibited the same optimal value of R at a 
specific site. It appears that R significantly affects solar collection in a DSS. 
 
Keywords: Aspect ratio, Effective insolation. 

Nomenclature 

A area of still base .................................... m 2 
B width of still base ..................................... m 
G irradiance ........................................... Wm-2 
H mean annual daily effective insolation .Jm-2 
I hourly effective insolation ....................Jm-2 
L length of still base .................................... m 
Q solar gain  ............................................. (%) 
R aspect ratio  .......................... dimensionless 
x distance along x-axis  ............................ (m) 
y distance along  y-axis  ........................... (m) 
z distance along z-axis  ............................ (m) 
α absorptance .......................... dimensionless 
β tilt angle ........................................... degree 

φ latitude .............................................. degree 
θ zenith angle ...................................... degree 
ρ reflectance ............................ dimensionless 
τ solar direct transmittance  ... dimensionless 
 
Subscripts 
1 transparent cover 1 
2  transparent cover 2 
b  basin liner 
g  ground 
w  wall 

  
  
1. Introduction 

Clean water is essential for good health which influences the social and economic 
development of any nation. However, a large proportion of the available water on the earth’s 
surface is saline [1]. This problem is exacerbated by environmental pollution predominantly 
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caused by anthropogenic activities. Consequently, there is limited access to clean water, 
especially in developing countries [2].  Solar distillation is one method of producing fresh 
water from salty water.  
  
A conventional solar still is the most-widely exploited solar distillation system. It has a thin 
layer of water in a horizontal basin, transparent cover over the water with one or two slopes 
(Fig.1). The single-slope solar still (SSS) has a back wall which acts as an internal reflector 
while the double-slope solar still (DSS) has no back wall. Transparent covers in a DSS may 
be symmetrical (β1=β2) or symmetrical (β1≠β2), with a gable along each breadth. In both the 
SSS and DSS, saline water in the basin is heated by solar radiation passing through the 
transparent cover and absorbed by the water and bottom part of the still basin. Vapour flows 
upwards from the hot water and condenses when it comes into contact with the cooler inner 
surface of the transparent cover. The condensate (clean water) is collected in a channel fitted 
along the lower edge of the transparent cover. For a given set of system design parameters, 
the distillate output from the system is influenced by climatic and operational factors, and a 
SSS intercepts a higher proportion of solar radiation than a DSS at  locations with both high 
and low latitudes [3]. Moreover, solar radiation is the most influential environmental 
parameter [4], and the DSS is economically more viable than the SSS [5]. So, it is necessary 
to optimize the design of the DSS in order to maximize its capability of solar collection.   
 
 

 

 

 

 

 

Fig.1: Cross-section of a basic solar still with a) single slope and b) double slopes. 

Attempts have been made to establish materials with suitable optical properties of various 
components of a basin-type solar still. The cover absorbs and reflects part of the incoming 
solar radiation, with the remaining fraction being transmitted onto the still walls, the surface 
of saline water and basin liner. So, transmittance is the most important optical property of the 
cover layer, which may be plastic or glass. Different cover materials for solar stills have been 
investigated in previous work [6, 7]. It was found that solar stills with glass covers perform 
better than those with plastic covers. In addition, the internal surfaces of the walls of the still 
absorb and reflect part of the received solar radiation onto the surface of water. The 
reflectance of the walls of a solar still influences the effective insolation on saline water in the 
basin [8]. The basin liner also absorbs part of the solar radiation intercepted by the transparent 
cover. Consequently, the absorptance of the basin liner is an essential optical property. The 
various still components are assembled into a structure with specific geometry which affects 
the optical performance of the distillation system.  

A solar still may be mounted on a tracker or fixed plane.  A tracking solar still follows the sun 
on daily (one-axis) or daily and seasonal (two-axis) basis to maintain a low angle of incidence 
and thereby increase the transmission of solar radiation through the transparent cover. 
However, tracking solar systems are costly and unsuitable for large-scale production of 
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distilled water. In contrast, there is no cost associated with tracking in stationary solar stills. 
So, this variety of solar stills is more feasible for practical applications. The transparent cover 
of a fixed solar still is inclined at an angle (β) to the horizontal plane. It is reported that the 
optimum value of β is 10 o which just enables the distillate to flow downwards on the inner 
surface of the cover without dropping back into the basin [3, 9]. Nevertheless, β also affects 
the transmission of solar radiation through the cover [10]. So, β> 10o is sometimes used 
depending on the latitude (φ) of the site [4]. Generally, β=φ-10o for summer season (φ>10o), 
β=φ for annual performance and β =φ+10o for winter season [11]. In addition, a stationary 
DSS is oriented with the covers facing the east and west directions to optimize solar collection 
[12, 13]. On the other hand, a stationary SSS is commonly mounted facing the Equator for 
optimum performance. Capture of solar energy is also affected by the ratio of the length to 
width of the still base (R). Optimization of R is reported for a SSS [14] but there is a paucity 
of information on the aspect ratio of a DSS. The objective of this study was therefore to 
overcome this limitation 
 
R=L/B (1) 
 
2. Methodology 

2.1. System description and computational tool 
Solar collection in a DSS with symmetrical slopes and a SSS has been studied theoretically. 
The major components of the systems were a) a horizontal basin, b) transparent covers and c) 
opaque walls and base (Fig.1).The basin liner was constructed from a steel material (0.001 m 
thick) while the covers were constructed from clear float glass (0.004 m thick) to allow solar 
radiation reach the internal surfaces of the still. Each cover was inclined at 55.9o to the 
horizontal at the University of Strathclyde (55o 52′ N, 4o 15′ W) and 19.9 o to the horizontal at 
Guantanamo Bay (19o 54′ N, 14o 51′ E) to optimize solar collection on annual basis. The same 
slope was used for the DSS and SSS at a given site. Each wall was triple-layered with 
expanded polystyrene (0.05m thick) sandwiched between two plywood layers (0.005 m thick, 
each layer). Similarly, the base of each still was also triple-layered with plywood external 
(0.005 m thick), expanded polystyrene middle (0.05 m thick) and steel internal layers. The 
surface area of the base remained constant for different values of the aspect ratio. In addition, 
the height of the lower vertical sides was fixed at 0.05 m above the still base while the height 
of the higher vertical sides varied with R. Other design parameters are presented in Table 1.  

Table 1. Design parameters of a double-slope solar still. 
Parameter Unit Value 

A m2 1.00 
αb dimensionless 0.90 
ρg dimensionless 0.2 
ρw dimensionless 0.2 

τ1, τ2 dimensionless 0.837 
 
A state-of-the-art software (ESP-r, version11.9) was used to compute hourly irradiance on the 
basin liners of the DSS and SSS. This software has a robust algorithm for computation of 
insolation and shading effects [15]. Beam and diffuse components of solar radiation are 
treated separately, and optical view factors and multiple reflections are taken into 
consideration. A geometric construction of each solar distillation system was made in ESP-r 
with the origin at x=0, y=0 and z=1 m to simulate the system in a mounted mode (the x-, y- 
and z-axes are mutually perpendicular, z-axis is vertical and x-y plane is horizontal). The still 
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base was in the x-y plane, with the diagonals of the base intersecting at the origin.  The 
orientation of the DSS was varied by rotating the system about the vertical axis through the 
origin (x=0 and y=0). For each system configuration, view factors were calculated by using 
the ray tracing technique, and the computed optical view factors were used in the computation 
of effective irradiance on the base of the solar still in any given hour. The DSS was simulated 
with the covers oriented in the east-west and north-south directions while the SSS faced south 
at both sites. Effective hourly insolation (Ii) was computed from irradiance on each still base. 
The total annual  effective insolation (E) was determined by summing up the hourly insolation 
for a given value of the aspect ratio (R). Then, the mean annual daily insolation (H) was 
computed from E.  In addition, the area of the still base remained constant as R was varied 
from 0.5 to 4.0. At successive increments in R, the percentage solar gain (Q) was calculated. 
Equations for these calculations were as follows:  
 
Ii=3600Gi  for i=1, 2, 3, …, m (2) 
    where m=number of hours in a year. 
 
E=∑ 𝐼𝑖𝑖=𝑚

𝑖=1  (3) 
   
H=E/j (4) 
     where j=number of days in a year. 
 
Qk=100(Hk-Hk-1)/Hi, for k=1, 2, 3, … (5) 
        
Mean hourly normal-incident beam and diffuse irradiance data, captured at the University of 
Strathclyde and Guantanamo Bay, was used in this study. This data covered the periods from 
1 January to 31 December 2001 at the University of Strathclyde and 1 January to 31 
December 1971 Guantanamo Bay. It should be noted that the University of Strathclyde and 
Guantanamo Bay are at high and low latitudes respectively.   
 
2.2. Some assumptions  
The following assumptions were made: 
 

a) the distribution of incoming diffuse radiation was anisotropic. So, an anisotropic 
model was employed in calculating the amount of diffuse radiation received by a 
given surface. It should be mentioned that anisotropic models are more accurate in 
estimation of diffuse radiation than isotropic models [16], 

b) the ground reflected diffusely because it is rough and so the reflected radiation is 
scattered, 

c) the basin liner was black on the interior surface to optimize solar absorption on the 
still base, and  

d) the solar still was not obstructed by other structures within the vicinity to reduce the 
effect of shading from these structures. 

 
3. Results and discussion 

The variation of mean annual daily effective insolation (H) on the base of the DSS and SSS 
simulated at the University of Strathclyde is shown in Fig.2. It is observed that the DSS 
collects less solar radiation than the SSS for a given value of the aspect ratio (R). This 
observation is attributed to the presence of a back wall in the SSS. The back wall reflects part 
of the incoming solar radiation onto the still base [8]. Garg and Mann [3] also found that the 
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DSS was optically less efficient than the SSS. In addition, the DSS captures more solar 
radiation in the east-west orientation than the north-south orientation, probably due to the 
effect of shading from the gables. For the east-west orientation, the gables are on the north 
and south of the still. So, one of these gables would cast a shadow on the still base when the 
sun is due north or south of the solar still, except when the sun traverses the sky over the local 
latitude. The sun traverses the sky to the south of the University of Strathclyde throughout the 
year. In this case, the southern gable would cast a shadow on the still base. However, solar 
radiation would be able to directly reach the still base even at low solar altitudes in the 
morning or afternoon. For the north-west orientation, the gables are on the east and west of 
the still. Thus, one of the gables would cast a shadow on the still base in the morning or 
afternoon times, except at local solar noon. The effect of shading is significant at low solar 
altitudes in the morning or afternoon, which accounts for the observed effect of orientation on 
the optical efficiency of the DSS [12, 13].      
 

 
Fig. 2. Variation of mean annual daily effective insolation (H) with aspect ratio (R) for the DSS 
oriented east-west (DSS-ew) and north-south (DSS-ns), and the SSS facing south at the University of 
Strathclyde. 
 
Fig.2 also shows that H increases with the aspect ratio (R) of the still base to an optimum 
level for both the DSS and SSS. This observation is ascribed to a reduction in self-shading 
arising from the wall along the breadth of the stills. It should be mentioned that R increases as 
the width (B) of the still decreases, leading to a decrease in the height and area of the slanted 
wall of the still (for a constant slope) and its shading effect on the internal part of the still base 
in both the DSS and SSS. Under the prevailing meteorological conditions, the optimum value 
of R (when Q<1.0 %) was approximately 3.0 for the DSS (in both the east-west and north-
south orientations) and SSS. For the SSS, El-Swify et al. [14] reported an approximate 
optimum value of R=2.0 for climate data from Cairo (30o 3′ N, 31o 10′ E), which is lower than 
the present optimum value probably due to variations in site parameters. The latitude and 
longitude of a site affect solar angles and the distribution of solar radiation in a still.        
Fig.3 shows the variation of H on the base of the DSS and SSS for the climate data from 
Guantanamo Bay. It is again observed that the DSS collects less solar energy than the SSS for 
a given value of R.  In addition, the DSS captures more solar radiation in the east-west 
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orientation than the north-south orientation, in agreement with results for the climate data 
from the University of Strathclyde. For the east-west orientation, one of the gables would cast 
a shadow on the still base when the sun is due north or south of the solar still, except when the 
sun traverses the sky over the local latitude. It should nevertheless be noted that the sun 
traverses the sky over head, to the south and north of Guantanamo Bay during certain times of 
the year. In this case, a gable would cast a shadow on the still base when the sun is not 
crossing the sky over head but beam radiation would be able to directly reach the still base 
even at low solar altitudes in the morning or afternoon. For the north-west orientation, one of 
the gables would cast a shadow on the still base in the morning or afternoon times, except at 
local solar noon. Solar radiation would be unable to directly reach the still base at low solar 
altitudes during certain times in the morning or afternoon, which accounts for the observed 
effect of orientation on the optical efficiency of the DSS. 

 

 
Fig.3. Variation of mean annual daily effective insolation (H) with aspect ratio (R) for the DSS 
oriented east-west (DSS-ew) and north-south (DSS-ns), and the SSS facing south at Guantanamo Bay. 
 
It is also observed from Fig.3 that H increases with R to an optimum level for both the DSS 
and SSS. This observation is again attributed to a reduction in self-shading arising from the 
walls along the width of the stills. Under the prevailing meteorological conditions, the 
optimum value of R (when Q<1.0 %) was approximately 2.0 for the DSS (in both the east-
west and north-south orientations) and SSS, which is in close conformity with findings of El-
Swify et al. [14]. This observation is probably because of the influence of site parameters. The 
the latitude of Guantanamo (19o 54′ N) is closer to that of Cairo (30o 3′ N). It should be 
mentioned that the zenith angle (θ) is low around solar noon during most of the days at low 
latitude, with θ=0 at solar noon during some days of the year. Low values of θ would tend to 
reduce the effect of shading and optimal values of R. In contrast, θ is relatively high around 
solar noon during most of the days at high latitude, with θ>0 at solar noon throughout the 
year. High values of θ would tend to increase the effect of shading and optimal values of R. 
These findings show that site parameters influence the optimum value of R.  
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4. Concluding remarks 

The effect of aspect ratio (R) on solar collection in a double-slope solar still (DSS) has been 
simulated by using ESP-r software. Optical performances of the DSS and single-slope solar 
still (SSS) were compared under the same meteorological conditions. The DSS was studied 
with its transparent covers facing the east-west and north-south directions while the SSS faced 
south. Meteorological data captured at the University of Strathclyde (high latitude) and 
Guantanamo Bay (low latitude) was employed in this analysis. Simulation results show that 
the optical performance of a DSS (in both orientations) was lower than that of a SSS at these 
sites. The DSS collected more solar energy in the east-west than north-south orientation, for a 
given value of R. In addition, effective insolation increased with R but the increase was 
insignificant for values of R>3.0 for both the DSS and SSS at a high latitude. Similarly, 
effective insolation increased with R but the increase was insignificant for values of R>2.0 for 
both the DSS and SSS at a low latitude. It is therefore concluded that a) R significantly affects 
the collection of solar energy by a DSS, b) the approximate optimum value  of R is sensitive 
to site parameters, c) the orientation of the DSS does not affect the optimum value of R, and 
d) the optimum value of R is approximately the same for the DSS and SSS at a given site.  
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Abstract: Electricity and water are two commodities which are usually both required in arid countries having a 
high solar insolation. A number of technologies exists for both systems, which are briefly reviewed in this paper. 
Among the most matured and suitable concentrated solar power (CSP) plants for electricity generation are the 
solar tower (ST) and the parabolic trough collector (PTC) systems, whereas for desalination these are the 
multiple effects distillation (MED) type evaporator and the reverse osmosis (RO). The paper shows also the 
possibilities that exist and the ways that these technologies can be combined in order to produce simultaneously 
electricity and water. The equipment required to be used for these systems (steam cycle components, MED or 
RO) is usually very expensive therefore, the system is required to operate continuously without complete shut 
down during the night. Such a system would be very suitable for arid countries, which due to the water shortage 
problem they face, locate power plants in coastal areas in order to use the seawater for the cooling needs of the 
steam cycle system (condenser). Therefore, in this case it would be comparatively easy to combine the power 
system with desalination as the resource for such a system, i.e., seawater would be readily available. 
 
Keywords: Parabolic trough collectors, power tower, multiple effect boiling, reverse osmosis, desalination 

1. Introduction 

Cyprus does not have at the moment any sources of energy and depends exclusively on 
imported oil for its energy needs. The only inexhaustible natural source of energy that Cyprus 
posses abundantly, is solar energy. It is well known that other forms of renewable energy, like 
the wind energy, wave energy and biomass have limited potential in Cyprus. Cyprus 
Government decided to erect a solar thermoelectric power generation station with a capacity 
of about 50 MW. The characteristics that need to be considered when selecting the right type 
of thermoelectric system are the cost of electricity produced and the land area that would be 
required to install the solar plant. The latter is very important as Cyprus has no desert land 
near the sea but on the contrary seaside areas are very expensive as they are used for touristic 
development. It should be noted that all existing power stations are located near the sea so the 
solar power station should also be located near to one of those stations to ease access to the 
grid and for the use of the seawater for the condenser. 
 
2. Concentrating solar power 

Concentrating solar power plants, use mirrors to generate high temperature heat that drives 
steam turbines traditionally powered from conventional fossil fuels. Some of these systems 
incorporate also heat storage which allows them to operate during cloudy weather and night-
time. The main systems that are operational today in various countries are the parabolic 
trough collector (PTC) system and the central receiver or power tower system. More details 
about these systems can be found in [1].  
 
2.1. Parabolic trough collector system 
From the technologies available the most industrially matured is the parabolic trough system. 
This is mainly due to the nine large systems installed and operating in California, USA since 
1985, which have a total installed capacity equal to 354 MWe. Mainly due to the plants 
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operating in California for more than 20 years, parabolic trough is the most proven technology 
and today they produce electricity at about US$ 0.10/kWh. The success and durability of 
these plants has demonstrated the robustness and reliability of the parabolic trough 
technology. Compared to other technologies, this system has a high solar-to-electrical 
efficiency and low area per MWh requirement.  
 
Parabolic trough collectors are the most mature solar technology to generate heat at 
temperatures up to 400°C for solar thermal electricity generation or process heat applications. 
Parabolic trough technology proved to be tough, dependable and proven. Today the second-
generation parabolic troughs have more precise mirror curvature and alignment, which 
enables them to have higher efficiency than the first plants erected in California. Other 
improvements include the use of a small mirror on the backside of the receiver to capture and 
reflect any scattered sun rays back onto the receiver, the direct steam generation into the 
receiver tube to simplify the energy conversion and reduce heat losses, and the use of more 
advanced materials for the reflectors and selective coatings of the receiver. 
 
2.2. Power tower systems 
Power towers or central receiver systems use thousands of individual sun-tracking mirrors 
called "heliostats" to reflect solar energy onto a receiver located on top of a tall tower. The 
receiver collects the sun's heat in a heat-transfer fluid (molten salt) that flows through the 
receiver. This is then passed optionally to storage and finally to a power-conversion system 
which converts the thermal energy into electricity and supply it to the grid. In many solar 
power studies it has been observed that the collector represents the largest cost in the system, 
therefore, an efficient engine is justified to obtain maximum useful conversion of the 
collected energy. The power tower plants are quite large, generally 10 MWe or more, while 
the optimum sizes lie between 50-400 MW. It is estimated that power towers could generate 
electricity at around US$ 0.04/kWh by 2020 [2]. 
 
The heliostats should reflect solar radiation to the receiver at the desired flux density at 
minimum cost. A variety of receiver shapes has been considered, including cylindrical 
receivers and cavity receivers. The optimum shape of the receiver is a function of radiation 
intercepted and absorbed, thermal losses, cost and design of the heliostat field. For a large 
heliostat field a cylindrical receiver is best suited to be used with Rankine cycle engines. 
Another possibility is to use Brayton cycle turbines which require higher temperatures (of 
about 1000°C) for their operation and in this case cavity receivers with larger tower height to 
heliostat field area ratios are more suitable. For gas turbine operation, the air to be heated 
must pass through a pressurized receiver with a solar window. Combined cycle power plants 
using this method could require 30% less collector area than the equivalent steam cycles. 
Rankine cycle engines driven from steam generated in the receiver operate at 500 to 550°C. 
 
2.3. Heat storage and hybridization 
An interesting feature of parabolic troughs and power tower systems is that it is possible to 
store heat, which enables them to continue producing electricity during the night or cloudy 
days. For this purpose, concrete, molten salts, ceramics or phase-change media can be used. 
The parabolic trough and the power tower systems produce superheated steam which is used 
to drive the turbines of a conventional Rankine type power station or an Integrated Solar 
Combined Cycle System, i.e., they replace the conventional steam boiler with the solar 
collection system. It has been proved in a previous publication that a system with four hours 
of storage is the optimum for Cyprus [3]. Both systems can also be operated with fossil fuel 
(usually natural gas) so as to continue the production of electricity at low irradiation hours and 
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during the night. This is due to the fact that the equipment involved is expensive and it is not 
viable to leave the systems to cool down and stay idle for a long time. 
 
All existing power stations in Cyprus are located near the sea. Such a solar power system 
should also be located near the sea close to an existing power station to ease access to the grid 
and for the use of the seawater for the condenser. The erection of such a system inland is not 
possible due to the lack of water required for the condensation of the steam. This is because 
Cyprus suffers from a water shortage problem, so it has no adequate water supply inland and 
the proximity of the solar to an existing station means it will also be close to existing power 
lines and maintenance personnel form the station. Moreover, the location of the solar plant 
near the sea will enable it to be combined with solar desalination, for the production of fresh 
water which is also a required commodity for the island.  
 
3. Desalination processes 

Desalination can be achieved by using a number of techniques. Industrial desalination 
technologies use either phase change or thermal processes, or involve semipermeable 
membranes or single-phase processes to separate the salts from the seawater. All processes 
require a chemical pre-treatment of raw seawater to avoid scaling, foaming, corrosion, 
biological growth, and fouling and also require a chemical post-treatment. Here only two 
desalination methods are considered the multiple effect boiling system, falling in the first 
category, and the reverse osmosis system, falling in the second. These are the most suitable for 
the application considered as will be presented in the following sections. 
 
3.1. The MED process 
The multiple effect distillation (MED) process is composed of a number of elements, which are 
called effects. The steam from one effect is used as heating fluid in another effect, which while 
condensing, causes evaporation of a part of the salty solution. The produced steam goes through 
the following effect, where, while condensing, makes some of the other solution evaporate and 
so on. For this procedure to be possible, the heated effect must be kept at a pressure lower than 
that of the effect from which the heating steam originates. The solutions condensed by all 
effects are used to preheat the feed [4]. In this process, vapour is produced by flashing and by 
boiling, but the majority of the distillate is produced by boiling. The MED process usually 
operates as a once through system without a large mass of brine recirculating around the plant. 
This design reduces both pumping requirements and scaling tendencies [5]. 
 
Early plants were of the submerged tube design and used only two to three effects. In modern 
systems, the problem of low evaporation rate has been resolved by making use of the thin film 
designs with the feed liquid distributed on the heating surface in the form of a thin film instead 
of a deep pool of water. Such plants may have vertical or horizontal tubes.  
 
Another type of MED evaporator is the Multiple Effect Stack (MES) type. This is the most 
appropriate type for solar energy application. It has a number of advantages, the most important 
of which are its stable operation between virtually zero and 100% output even when sudden 
changes are made and its ability to follow a varying steam supply without upset [4]. In Fig. 1, a 
four-effect MES evaporator is shown. Seawater is sprayed into the top of the evaporator and 
descends as a thin film over the horizontally arranged tube bundle in each effect. In the top 
(hottest) effect, steam from a steam boiler or from a solar collector system condenses inside the 
tubes. Because of the low pressure created in the plant by the vent-ejector system, the thin 
seawater film boils simultaneously on the outside of the tubes, thus creating new vapour at a 
lower temperature than the condensing steam. 

3883



 
The seawater falling to the floor of the first effect is cooled by flashing through nozzles into the 
second effect, which is at a lower pressure. The vapour made in the first effect is ducted into the 
inside of the tubes in the second effect, where it condenses to form part of the product. 
Furthermore, the condensing warm vapour causes the external cooler seawater film to boil at the 
reduced pressure. The evaporation-condensation process is repeated from effect to effect in the 
plant, creating an almost equal amount of product inside the tubes of each effect. The vapour 
made in the last effect is condensed on the outside of a tube bundle cooled by raw seawater. 
Most of the warmer seawater is then returned to the sea, but a small part is used as feedwater to 
the plant. After being treated with acid to destroy scale-forming compounds, the feedwater 
passes up the stack through a series of pre-heaters that use a little of the vapour from each effect 
to raise its temperature gradually, before it is sprayed into the top of the plant. The water 
produced from each effect is flashed in a cascade down the plant so that it can be withdrawn in 
a cool condition at the bottom of the stack. The concentrated brine is also withdrawn at the 
bottom of the stack. 

  
Fig. 1. Schematic of the MES evaporator. 
 
The MES process is completely stable in operation and automatically adjusts to changing steam 
conditions even if they are suddenly applied, so it is suitable for load-following applications. It 
is a once-through process that minimises the risk of scale formation without incurring a large 
chemical scale dosing cost. The typical product purity is less than 5 ppm total dissolved solids 
(TDS) and does not deteriorate as the plant ages. Therefore, the MED process with the MES 
type evaporator appears to be the most suitable for use with solar energy. 
 
3.2. The reverse osmosis process 
The reverse osmosis (RO) system depends on the properties of semi-permeable membranes 
which, when used to separate water from a salt solution, allow fresh water to pass into the brine 
compartment under the influence of osmotic pressure. If a pressure in excess of this value is 
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applied to the salty solution, fresh water will pass from the brine into the water compartment. 
Theoretically, the only energy requirement is to pump the feed water at a pressure above the 
osmotic pressure. In practice, higher pressures must be used, typically 50-80 atm, in order to 
have a sufficient amount of water pass through a unit area of membrane [4]. With reference to 
Fig. 2, the feed is pressurised by a high-pressure pump and made to flow across the membrane 
surface. Part of this feed passes through the membrane where the majority of the dissolved 
solids are removed. The remainder, together with the remaining salts, is rejected at high 
pressure. In larger plants, it is economically viable to recover the rejected brine energy with a 
suitable brine turbine. Such systems are called energy recovery reverse osmosis (ER-RO) 
systems. 

 
Fig. 2. Principle of operation of a reverse osmosis (RO) system. 
 
Solar energy can be used with RO systems as a prime mover source driving the pumps or with 
the direct production of electricity through the use of photovoltaic panels. As the unit cost of the 
electricity produced from photovoltaic cells is high, photovoltaic-powered RO plants are not 
considered here. The membranes are in effect very fine filters, and are very sensitive to both 
biological and non-biological fouling. To avoid fouling, careful pre-treatment of the feed is 
necessary before it is allowed to come in contact with the membrane surface. 
 
3.3. Characteristics of both processes 
The identification and evaluation of the renewable energy resources (RES) in an area, is the 
primary step to be performed when designing a RES-driven desalination system. Such 
systems should be characterized by robustness, simplicity of operation, low maintenance, 
compact size, easy transportation to site, and simple pre-treatment and intake system [6]. 
 
The energy required for the two desalination processes considered, as obtained from a survey of 
manufacturers’ data, is shown in Table 1 [4]. It can be seen from Table 1 that the process with 
the smallest energy requirement is RO-ER followed by RO and the MED.  

 
Table 1. Energy consumption of desalination systems. 

Process 
Heat input 

(kJ/kg of product) 
Mechanical power input 

(kWh/m3 of product) 
Prime energy consumption 

(kJ/kg of product)1 
 MED 123 2.2 149.4 

RO - 5-13 (10) 120 
 ER-RO - 4-6 (5) 60 

 Notes: 1. Assumed conversion efficiency of electricity generation of 30% 
             2. Figure used for the prime energy consumption estimation shown in last column  
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A comparison of the desalination equipment cost and the seawater treatment requirement, as 
obtained from a survey of manufacturers' data, is shown in Table 2. The MED is the cheapest of 
all the indirect collection systems and also requires the simplest seawater treatment. RO 
although requiring a smaller amount of energy is expensive and requires a complex seawater 
treatment. 
 
Table 2. Comparison of desalination plants. 
ITEM MED RO 
Scale of application Small-medium Small-large 
Seawater treatment Scale Inhibitor Sterilizer, Coagulant Acid, Deoxidiser 
Equipment price  
(Euro/m3) 

900-1700 
900-2500 

Membrane replacement every 5-6 yrs 
Note: Low figures in equipment price refer to bigger size in range indicated and vice versa. 

 
4. Options considered 

In this section, various options are considered to combine CSP with desalination. The first 
option considered is a thermal desalination system shown schematically in Fig. 3. In this 
option a solar field is used which provides thermal energy to a MED evaporator to produce 
fresh water. This solar heat can be given directly to the MED unit or in days with good 
irradiation the excess energy can be stored for use in periods of low sunshine and during the 
night. The system can also be hybridized using conventional fuel to run the desalination sub-
system during the night. A very small quantity of electrical energy (compared to thermal) is 
required by the MED unit to drive the pumps. As the present RES system is thermal only, this 
quantity of electricity can be produced either from a PV system or obtained from the grid.  
 
 
 
 
 
 
 

 
Fig. 3. Combination of a solar thermal system with MED for desalinated water production only. 
 
The second option, shown in Fig. 4, concerns a solar thermoelectric system producing 
electricity with a CSP system. In this case some of the electricity produced can be used to 
drive a RO desalination system and the rest is supplied to the grid. This system has the 
advantage that the operators can decide according to the demand to produced either both, 
fresh water and electricity, or one of the two only. Any form of hybridization can go directly 
to the power plant as is normal to all such systems, when the storage is depleted a few hours 
after sunset, according to the size of the storage used. 
 
The third option, shown in Fig. 5, is a combination of a normal solar thermoelectric power 
system with a MED unit to produce both electricity and fresh water. The MED requires 
thermal energy to operate in the form of high temperature hot water (>100°C) or low 
temperature steam. Therefore, this energy can be supplied either directly from the CSP system 
or from the waste heat of the power plant system, in the form of condensation heat. For this 
purpose the MED evaporator can be an integral part of the steam condenser of the Rankine 

Solar Field Storage 

MED unit 

Fuel 

Fresh water 

Grid 
Electricity 

Solar 
heat 
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power plant cycle. In this option the hybridization is done directly on the power plant as is 
normal to all CSP power systems. The small quantity of electricity required by the MED is 
taken from the power plant. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Combination of a solar thermoelectric power system with RO to produce both electricity and 
fresh water. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Combination of a solar thermoelectric power system with MED, operated from solar and waste 
heat, to produce both electricity and fresh water. 
 
The fourth option, shown in Fig. 6, is a combination of a solar thermoelectric power system 
with MED and RO systems for fresh water production. The RO unit operates as in the second 
option with the electricity produced by the CSP system, whereas the MED subsystem, which 
requires thermal energy to operate, can use either some of the thermal energy produced by the 
CSP system or the waste heat from the power plant, therefore the MED is part of the 
condensation system of the power plant. Again here the hybridization is done directly on the 
power plant as is normal to all CSP power systems. This option gives a larger number of 
operation options concerning the production of electricity and water according to the demand 
of each commodity however, it is a more expensive system as both MED and RO need to be 
purchased and installed. 
 
All CSP systems shown in the above figures can use either a parabolic trough collector or a 
power tower system. As can be seen from the configurations presented above, there are a 
number of options to be considered when either only desalinated water or both electricity and 
fresh water are required. The choice of which system to apply for a particular case should 
depend on the particular requirements of each commodity and the characteristics of the load 
and water demand. Due to the high cost of the required equipment however, all systems needs 
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to be hybridized so as to operate the plants round the clock to reduce the idle time, the energy 
required to bring the systems to their operating limit and the problems associated with the 
frequent starts and stops of the equipment and thermal cycling. Before considering any 
hybridization though, the optimum size of storage needs to be used to minimize the adverse 
effects of the burning of fossil fuels on the environment. For this purpose a less polluting fuel 
needs to be employed, like the natural gas. 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 6 Combination of a solar thermoelectric power system with RO and MED to produce both 
electricity and fresh water. 
 
5. Conclusions 

The parabolic trough and the power tower systems produce superheated steam which can be 
used to drive the turbines of the common Rankine cycle. Both systems can be supplied with 
conventional fuel (usually natural gas) so as to operate during hours of low irradiation and 
during night-time. For the reasons explained above such a solar plant need to be located near 
the sea. In such a case the solar plant can be combined with solar desalination to produce 
fresh water from seawater which is also a precious commodity for Cyprus. As shown in this 
paper a number of options exist for the combination of a CSP system with a desalination one 
to produce both electricity and water. 
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Abstract: Solar energy applications in Iran for supplying domestic hot water, space heating and cooling have 
been considered severely in last decade. The purpose of this research is to analysis of solar single effect lithium 
bromide-water absorption cooling system in a typical office building in Tehran. The solar energy is absorbed by 
heat pipes and stored in an insulated storage tank. This system has been designed to supply the cooling load of 
mentioned typical office building where the cooling load is 35.17KW ( 10 tons of refrigerant) which events in 
July.  Results demonstrate that depending on the Tehran climate and the specification of the building by means 
of optimized design of solar heat pipe collectors, up to 2400 m3/year Natural Gas energy saving can be reached 
by use of solar absorption cooling system. Achieving this purpose requires utilizing 16 collectors which 
everyone compromises 30 tubes with total absorber area of 45 m2 which is the optimum collector area for this 
plant in Tehran. According to this replacement the investment payback rate would be 13 years which would be 
much shorter than the payback time of a solar cooling system combined with conventional all air systems. 
 
Keywords: Absorption cooling, Heat pipe collector, Solar energy 

Nomenclature 



m  mass flow rate ..................................... kg.s-1 
Q  thermal capacity ....................................... w 

pc  specific heat……………...………....j.kg--1.c-1 

T∆  temperature difference……………...…… c°  
uq  useful energy ........................................ j.m-2 

η  thermal efficiency .................................... % 

.H  monthly average daily total solar radiation 
on a horizontal surface…………………j.m-2 

φ  ……………..………………………….degree 

β  slope ................................................. degree 

gρ  diffuse reflectance of the ground ...... degree 
δ  deviation angle ................................. degree 
C  capital cost ................................................$ 
E  energy saving .................................. $.year-1 

PB  payback time………………….……year 
 i    energy inflation…………………………….% 

sω   sunset hour angle.……………………degree 

 
1. Introduction 

The energy demand for refrigeration and air-conditioning appliances has been increased 
continuously in last decades. World energy demand-and CO2 emissions- is expected to rise by 
some 60% by 2030 respect to the beginning of this century [1]. The cooling load in summer is 
associated with high solar energy, which offers a suitable opportunity to utilize solar energy 
for cooling. Conventional vapor compression chillers require high quality energy, electricity 
which is produced from initial energy resources. Furthermore, vapor compression cooling 
systems use chlorofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs) as working 
fluids. These materials will lead to global warming and ozone depletion. Thermal-driven    
air-conditioning systems are using heat as motive energy to provide cold energy. These 
systems can be categorized on absorption systems, adsorption systems, duplex rankine, 
desiccant cooling and ejector refrigeration systems. The heat could be obtained from waste 
heat sources, combined heat and power technologies (CHP), and solar energy. Lithium 
Bromide (LiBr)-water absorption cooling systems are conventional in thermal-driven          
air-conditioning systems and have too many benefits in comparison with other cooling 
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systems; because their performance is good and cost is low. The single effect LiBr-water 
absorption systems operate at a generator temperature range 70 to 95 c° and the coefficient of 
performance (COP) of these systems are between 0.6 to 0.8, which are higher than NH3-H2O 
absorption cooling systems [2].  
 
Sparber et al [3] reported that till 2007 there were 81 installed large scale solar cooling 
systems, eventually including systems which are currently not in operation. 73 installations 
are located in Europe, 7 in Asia, China in particular, and 1 in America (Mexico). 60% of these 
installations are dedicated to office buildings, 10% to factories, 15% to laboratories and 
education centers, 6% to hotels and the left percentage to buildings with different final use 
(hospitals, canteen, sport center, etc). They also cited that 56 installations are belong to 
absorption systems and the overall cooling capacity of the thermally driven chillers amounts 
to 9 MW 31% of it is installed in Spain, 18% in Germany and 12 % in Greece. 
 
Bong et al [4] designed and installed solar absorption chiller in Singapore. The system 
included 7KW absorption chiller, heat pipe collectors with a total area of 32 m2, a hot water 
storage tank, an auxiliary heater and a 17.5 KW cooling tower. They cited that the overall 
average cooling capacity provided was 4KW, solar fraction of 39% and COP of 0.58. 
 
Balghouthi et al [5] accomplished a simulation using TRNSYS program in order to select and 
size different components of solar absorption chiller. They reported that solar absorption 
cooling systems were suitable for Tunisian's condition.  
 
Alizadeh et al [6] simulated and optimized a solar LiBr-water absorption cooling system that 
has been design for Malaysia using evacuated tube solar collectors. The modeling of the solar 
absorption chiller was accomplished with TRNSYS program. 
 
Yeung et al [7] designed and installed a solar driven absorption chiller at the University of 
Hong Kong. This system included 4.7KW absorption chiller, flat plate collectors with a total 
area of 38.2m2 , a cooling tower, a 2.75m3 hot water storage tank and the other equipments. 
They reported that the collector efficiency was estimated at 37.5%, the annual system 
efficiency at 7.8% and an average solar fraction at 55%, respectively. 
 
The objective of this work is to evaluate and investigate the energy conservation capacity of a 
sample office building in Tehran, using solar LiBr-water absorption chiller and heat pipe solar 
collector. Furthermore, the payback time for initial investments of the system has been 
calculated. 
      
2. Methodology 

A cooling system possessing solar-operated absorption chiller provides the cooling demands 
for the typical office building in Tehran-Iran. Tehran is located at 35.68 N° and 51.32 E° . 
Figure 1 demonstrates both the variability of ambient temperature and relative humidity and 
in figure 2 the monthly solar radiation on horizontal surface is demonstrated. The office has a 
single storey and its floor area is 280m2. The daily occupancy schedule is from 8:00 to 17:00, 
totally 9hours and the daily cooling system schedule is considered during June 1 to September 

22. The daily average of global solar radiation of Tehran is about 223 m
Mj  for the summer 

months [8]. The major components of the plant are heat pipe solar collectors, a 35.17KW    
(10 RT) single effect LiBr-water absorption chiller, a hot water storage tank, a cooling tower, 
a control system and some other auxiliary equipments. 
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Fig. 1.  Variability of ambient monthly temperature and monthly relative humidity for Tehran. 
 

 
Fig. 2.  Monthly solar radiation on horizontal surface in Tehran. 
 
2.1. Solar Energy 
The plant primary energy source is the solar energy, which is absorbed by heat pipe solar 
collector and stored in an insulated storage tank. Heat pipes are widely used for heat recovery 
and energy saving in various ranges of applications because of their simple structure, special 
flexibility, high efficiency, good compactness and excellent reversibility [9]. The heat pipe 
vacuum tube collects heat from the sun at high efficiency. It is important that heat pipe solar 
collectors must be installed with a tilt of at least °25 . They operate like a thermal diode where 
the flow of heat is in one direction only [10]. This type of collector commonly filled with 
alcohol or water in a vacuum and operates in two versions, one with a dry and one with a wet 
connection [11]. The most important difference between evacuated tube solar collectors and 
heat pipe solar collectors is that the heat carrier fluid inside of the copper heat pipe is not 
connected to the solar loop. The heat pipe collectors are mounted on a roof and tilted by °25  
with the roof to utilize more radiation in summer and it is produced by APRICUS.  
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2.2. Absorption chiller 
A water fired chiller (WFC) with a related capacity of 35.17KW cooling (10RT) produced by 
YAZAKI when it is operating at a hot water driving temperature of c°88 , coolant water 
temperature of c°31 and output chilled water at c°7 . The coefficient of performance (COP) of 
this chiller is 0.7 as reported by the manufacture. 
 
2.3. Presentation of parameters 
The thermal capacity of the equipments is determined by Eq. (1): 
 

TcmQ p ∆= ..


,                                                                                 (1) 

 

Where 


m  is the mass flow rate, pc  is the specific heat at constant pressure and T∆  is the 

temperature difference. 
The energy during a fixed period is determined by Eq. (2): 
 

∫=
to

ti

QdtE ,                                                                                       (2) 

 
Where it is initial time and ot is final time. Afterwards, the efficiency of solar collectors is 

obtained by Eq. (3) [2]: 
 

HR
qu

.
=η ,                                                                                        (3) 

 

Where uq is the useful energy output of a collector per square meter, H is monthly average 

daily total solar radiation on a horizontal surface. It should be noted that the efficiency of 

solar heat pipe collector is about 63% as reported by the manufacture. R  is the proportion of 
monthly average total radiation on tilted surface on the monthly average total radiation on 
horizontal surface which is determined by Eq. (4) [2]: 
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Where bH is monthly average daily beam solar radiation on a horizontal surface, dH is 

monthly average daily diffuse solar radiation on a horizontal surface, gρ is the diffuse 

reflectance of the ground and β  is the slope of the collector, bR is the ratio of the average 

daily beam radiation on the tilted surface on that on a horizontal surface which is determined 
by Eq. (5) [2]: 
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Where sω′  is the sunset hour angle for the tilted surface for the mean day of the month and sω  

is the sunset hour angle, which are obtained by Eq. (6) and Eq. (7) [2]: 
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Where ϕ  is the latitude and δ  is the solar deviation angle. 
 

( )δϕω tantancos 1 −= −
s                                                                 (7) 

 
3. Results 

3.1. Determining the optimum solar collector area 

With calculating R  through equations 4 to 7, the useful energy output of a collector is 
determined. Figure 4 demonstrates the monthly energy derived from one square meter of 
collector in Tehran. The surface area for the heat pipe collector is determined by the 
proportion of the required energy for cooling the environment on the useful energy output of 
the collector. 
 

 
Fig. 3.  Monthly energy derived from one square meter of collector in Tehran from June to September 
 
Optimized solar collector area depends on some important factors such as: Solar radiation, 
intensity, cost increasing and amount of consumption [12]. To estimate the optimal surface of 
heat pipe solar collector, we should determine the solar cooling fraction (SCF). The solar 
cooling fraction is described as the ratio of solar heat yield to the total energy required to 
drive solar absorption chiller. 
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Finally, the optimum surface of heat pipe collectors for typical office building in Tehran is 
determined in each situation as presented as figure.4. 
 

 
Fig. 4.  Estimation of optimum solar heat pipe collectors for typical office building in Tehran 
 
3.2. Economic analysis  
Solar systems are commonly known by high investment and low operating cost. In order to 
estimate the payback time, total annual energy saving must be determined.  
The payback time is determined by Eq. (8) [13]: 
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Where C is the capital cost of installed solar cooling equipment, E  is the energy saving, i  is 
the energy inflation and PB  is the payback time. 
    
The cost of equipments are summurized in table 1 and the cost of energy is shown in table 2. 
 
Table 1. Cost of equipments 

Equipment  Cost 

LiBr-H2O Absorption chiller  500 $/KW 
Heat pipe solar collector  278 $/m2absorber area 

Auxiliary heater 
Storage tank 

Cooling tower 

 50 $/KW 
790 $/m3 
65 $/KW 

 
Table 2. Cost of Energy 

Energy  Cost 

Electricity 
Oil 

Natural Gas 

 0.330 $/KWh 
1.580 $/t 

0.40 $/m3(2010) 
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Furthermore, during the economic analysis some basic assumptions are needed, such as 
maintenance costs, installation costs, the energy inflation and natural gas heating value. The 
maintenance costs are 1% of investments cost [13], installation costs are 12% of the 
equipment costs [14], the energy inflation is about 2% [5] and natural gas heating value is 

about 38376 3m
Kj . 

 
Consequently, the total energy and money saving are shown in table 3. 

 
Table 3.  total energy and money saving 

Annual energy saving 
(MWh) 

Annual money saving 
($) 

Annual natural gas saving 
(m3) 

25.5 960 2400 
 
Thus, with calculating PB  through equation 8, the payback time is estimated approximately 
13 years which would be reasonable for solar cooling systems.  
 
4. Conclusions  

In this investigation the technical and economical analysis for single effect LiBr-water solar 
absorption system was done. The analysis was accomplished for a typical office building in 
Tehran. The plant provided air conditioning for a floor space of 280m2. Furthermore, the plant 
included an auxiliary fossil system and its capacity was about 13KW. The most important 
advantage of this system is that it offers the highest environmental benefits. The other 
advantage is that we utilize the highest total energy saving. 
 
It was shown that the solar cooling fraction for mentioned office building was 64.3% and the 
optimum solar heat pipe collector area was 45m2. It means that this plant utilizes 16 collectors 
which everyone compromises 30 tubes. Finally, the payback time of this plant was estimated 
about 13 years. 
.  
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Abstract: Various projects have been developed to use solar energy and some of them are in the course of 
developing all around the world  . In Iran a 250 kW pilot solar power plant is constructed using parabolic trough 
collectors from 2001 to 2006. Results of thermal tests of the plant leads to the generation of steam with  250 P

o
PC 

temperature and 2 MPa pressure. Based on several years of experiments (from 2006-2010) it is decided to 
expand the solar thermal power rate to produce 500 kW electricity by combining the present system with a larger 
size collector and an auxiliary boiler. This article, explains the thermal design of the new collector and then 
various design options for combination of the new collector to the present plant have been studied and the most 
practical method of producing 500 kW is selected applying first law of thermodynamics utilizing a hybrid 
system. 
 
Keywords: Solar power plant, Shiraz solar Thermal Power Plant (STPP), solar parabolic collector, plant 
expansion 

1. 0BIntroduction 

One of the most important problems for industrial countries in the upcoming decades is the 
replacement of fossil fuel energy sources with renewable energy technologies.   
Environmental   pollutions,   increasing price rate of fossil fuels and their limited sources has 
led to the development of new design and concepts for their replacement with cheap and 
available environmental friendly energy sources. Among them solar energy is one of the most 
important and available source of renewable energy all around the world and especially in 
Iran. The use of solar energy is daily growing in different fields such as generation of 
electricity [1]. In Iran several projects are defined to use this source of energy along with 
other countries of the world [2]. Among them, Shiraz solar Thermal Power Plant (STPP) is 
the first parabolic trough solar power plant constructed and tested successfully at Fars 
province at south of Iran. After the basic design and simulations [3-4], construction, 
installation and start-up of this power plant has been done to produce superheated vapor. For 
this plant different studies and simulations are made to find the overall performance of the 
plant [5-11]. Table 1 shows general specifications of the 250 kW STPP(Refer to [12] for more 
information on existing system operation).  
 
After the successful` testing of this parabolic solar power plant (from2006-2010), it is decided 
to promote the system with advanced technologies and use an advanced parabolic trough 
collector for steam generation. This is made by beginning the constructing and installing a 
new parabolic trough collector with larger dimension and combining it with the existing 
system while increasing the power rate to 500 kW. The existing 250 kW Shiraz solar power 
plant, having been successfully tested for steam generation, uses old design, small parabolic 
trough collectors. Achieving the technology of parabolic trough collectors in the 250 kW 
power plant the following decisions were made: 
 
1- Design and construction of a new collector, in the same dimensions as used in the new 
solar power plants of the world (such as Andasol plants).  
2-Electicity generation 
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Table 1. Specification of 250kW Shiraz solar thermal power plant 

Capacity 250 kW 
Electricity generation 

System 
Turbine+ 
Generator 

Collectors Type Parabolic Trough 
Collector’s Field Inlet Oil 

Temperature 
231◦C 

No. of Collectors 48 
Collectors Field Outlet Oil 

Temperature 
265◦C 

Collector’s Dimension  25×3.4 m2 Oil Mass Flow Rate 13.7 Kg/s 
Collectors’ Driven 

System 
Hydraulic Steam Mass Flow Rate 

0.673 
Kg/s 

Collector’s Structure 
Truss with Torsion 

Bar 
Generated Steam 

Temperature 
250◦C 

Heat Transfer Fluid Thermal Oil Generated Steam Pressure 2 MPa 
 
These steps would lead to an increase in power plant capacity from 250 kW to 500 kW and at 
the same time design and construction of a new collector in length of 94 m and aperture width 
of 5.27 m. The main problem in the way of developing the power plant (except for the cost 
increase due to low capacity of turbo-generator system and high price of electricity generated) 
id the method of combining the new collector with the existing system. Due to the high 
operating temperature of the new collector compared to the existing system, optimal usage of 
the absorbed heat is the most important issue in the process of combining the two system of 
heating the old cycle primary fluid (oil) or its secondary fluid (superheated steam) or a 
combination of the two above. In addition to the above mentioned issue, the next step would 
be the selection of the appropriate turbo-generator considering the efficiency and price at the 
same time. Some explanations in this regard will follow. The most important equipment in the 
existing plant include the parabolic trough collectors field, heat storage and expansion tanks, 
three heat exchangers, deairetor and etc.  To achieve the 500 kW power generation the 
equipment that shall be added to the system would be the new 100m collector, turbo-
generator, storage and expansion tanks, fossil fuel boiler and condenser. In the following 
sections further explanation and results of thermodynamic analysis of the new design system 
are presented. 
 
2. Design of new parabolic trough collector 

After preliminary assessments [12] it was decided to construct and install a new collector and 
increase the capacity of the plant from 250kW to 500 kW. Based on these available 
technologies the design of the new collector of Shiraz solar power plant is made by following 
steps: 
 
1-Thermal and thermodynamic design of collector 
2-Design of structure and hydraulic system 
3-Design of control and tracking system 
 
2.1. Thermal design of Shiraz thermal solar power plant (STPP) with new collector 
For thermal design and simulation of the new collector a program has been developed with 
Matlab software [13]. This program takes some primary data into account such as collector 
rim angle, optical properties of the mirror like its thickness and reflectance coefficient, errors 
in construction and installation of the collector, temperature of inlet and outlet of oil from the 
collector, temperature rise in the collector, date and day of design and its relevant data such as 
cloud factor, wind speed and ambient temperature, geographical location of the design point 
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and length of the collector. Some other information for the receiver tube such as absorbtivity 
coefficient of the tube, transmisivity coefficient of the glass tube, thickness of the glass cover 
tube and its diameter would be considered as input data to this program. The input data screen 
of software is shown in Fig.1. 
 

 
Fig. 1.  Data input of developed collector design software 
 
The output of this simulation program include the total optical error, concentrating ratio, 
direct radiation (based on Daneshyar model[5]) effective length , oil mass flow rate, optical 
and thermal efficiency, heat loss and heat absorbed in each m2 of the receiver tube surface. 
The allowable total error for the design of collector is calculated based on [14]. 
 
Collector design is based on Rabl et al. [15] procedure. The details of calculation procedure 
are explained in [13]. The thermal design of the collector is made for September 23rd at in the 
noon time for Shiraz (with latitude of 29.53°). Solar radiation is modeled from [5] relations, 
wind speed is assumed to be 7 m/s and ambient temperature is considered 30oC. Regarding 
the limitation of construction of collector structures hydraulic system and etc it is decided to 
construct a new collector parallel to the existing field of collectors, therefore the length of 
new collector is considered to be 100 m equal to the available space in the field. Results of 
calculation and specifications of the new collector of Shiraz solar power plant is presented in 
Table 2. 
 
3. Combining the new collector with present system 

The next step after designing the collector is to combine the collector to the present system 
showing in Fig 2. Regarding the differences between the oil used in the present collectors 
field (Behran thermal oil) and the new collector (VP1) and also the higher oil temperature of 
fluid in the new collector, combining the new collector to the present system need some 
considerations such as the transferring the absorbed heat in new collector to the secondary 
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fluid (the oil in the present cycle or produced steam), selection of turbine type, new control 
philosophy, etc. Therefore it was decided to study the two important issues of the new cycle: 
 

1- The way of using the absorbed heat (either transmitting the absorbed heat to the steam 
in order to superheat it or to heat the oil  or a combination of these two). 

2- Selecting the exhaust pressure of steam turbine.  
 
Table 2. Specifications of the new collector of Shiraz solar power plant 

Input Parameters 
Rim 

Angle(Degree):82 Length (m): 94 
Absorber Tube Dia. 

(m): 0.07 
Absorber 

Emmitance: 0.15 

Absorber 
Absorbance: 0.94 

Mirror 
Reflectance:0.90 

Glass Transmittance: 
0.9 

σ- contour (mrad): 
2.5 

σ- specular (mrad): 
2.5 

σ- tracking (mrad): 3 
σ- displacement 

(mrad): 3 
T-ambient (K): 

303 

T-inlet (K): 567 T-rise (K): 19 
Design Day: 23rd 

Sep. 
Latitude Angle: 

29.53 

Output Parameters 

Avg. direct radiation 
(W/m2): 647.3 

Avg. diffuse 
Radiation (W/m2): 84 

Noon. Direct 
radiation (W/m2): 

817.4 

Noon diffuse 
Radiation (W/m2): 

145.4 

Concentrating ratio: 
23.97 

Mass flow rate (kg/s): 
4.53 

σ- total (mrad): 4.1 
Mirror aperture 
width (m): 5.27 

 

 

Fig. 2.  The present PFD (Process & Flow Diagram) of STPP 
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Regarding the above objects, thermal design of the integration is made for two cases A and B. 
In case A, it is assumed that all the heat absorbed by the new collector would be transferred 
by an exchanger to heat generated steam in the present cycle and generated steam in the 
boiler, that leads to temperature rise of operating fluid in the new cycle. The heat absorbed 
will consequently lead to increasing steam temperature which leads to producing more 
electricity. In case B, the assumption is that a part of the heat absorbed in the new collector 
would be used to increase the temperature of superheated steam from the existing system and 
the rest of absorbed heat is used for heating up the outlet oil of existing collector field in order 
to increase the steam mass flow rate and consequently increasing the electricity generation. In 
this case 120 kW of the absorbed heat in the new collector is transferred to raise oil 
temperature and the rest (about 80 kW) will be used for superheating the generated 
superheated steam in the present cycle. 
 
For each of the above cases 3 turbine outlet steam pressures of 100 kPa , 25kPa (using back 
pressure type turbine) and 10 kPa (using condensing type turbine) has been considered and 
the thermodynamic analysis for each case is carried out separately.  
 
Considering the goal to produce 500 kW electricity power from the combination of the 
present plant and the new system, it is decided to add an auxiliary boiler to the system in order 
to compensate the superheat steam for generating 500 kW electricity and to provide 
possibility of using the power plant at night time. Fig. 3 shows results of thermodynamic 
analysis and condition for various cases studied. The estimated capacity for each equipment in 
each condition are provided in this table. 
 

 
Fig.3. Results of calculators for the 6 primary plans cases 
 
4. Selection of the appropriate plan 

After considering the primary plans and the economical evaluation, one of the plans should be 
selected as the design plan. Each plan has some advantages and disadvantages. A list of the 
most important ones are summarized in Table 3. 
 
The next step to choose a proper plan based on cost and other parameters. The most expensive 
equipments are condenser, turbine and boiler. Price quotations are gathered from local and 
international manufacturer for these three equipments. The relative cost with respect to case A 
of 100 kPa turbine outlet pressure is presented in Table 4. 
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 Table 3. Results Advantage and disadvantages of case A and B 

Case Advantages Disadvantages 

 

 

A 

Higher thermodynamic efficiency for 
exhaust pressure of  10 kpa 

Lower expenses due to use of a single 
heat exchanger 

Shutting down of present collectors 
there will be a possibility of using the 
heat absorbed by the new collector 

Boiler working at a lower temperature 

Lower boiler loss for lower exhaust 
pressures. 

Dependency of electricity generation on 
the solar part  

Impossibility of complete heat absorption 
of the new collector in the system  

Impossibility of  separating contribution 
of solar part & fossil fuel part power 
generation 

Un-available of the new collector, steam 
for turbine would not be at design 
condition  

Lower performance of one exchanger 
compared to two exchangers 

Impossibility of the new collector 
operation without boiler for produce 
power 

 Possibility of performance tests of new 
collector without boiler  

Equal importance of solar part and 
fossil fuel part  

Independency of solar and  fossil fuel 
parts  

Possibility of electricity generation  in 
case of an availablity of solar part  

Possibility  of electricity generation 
with lower capacity  in case that new 
collector is out of service 

Better performance of two  exchangers  
compared to one exhanger  

Lower capacity of boiler in the exhaust  
pressure of 25 Kpa 

Two heat exchangers needed  

Complicated control system  

With shutting down of present collectors 
field the new collector can be used to  
heat the oil in collectors field  

 

 

 

B 

 

 

 

 

 
Table 4. The relative cost of the new cycle for various cases 

Total Condenser Turbine Boiler Case 
1 1 1 1 A (Pout=100 kPa) 

1.8140 2.0218 2.5129 0.8704 A (Pout=25 kPa) 
1.4142 0.5523 2.5086 0.8055 A (Pout=10 kPa) 

1 1 1 1 B (Pout=100 kPa) 
1.8140 2.0218 2.5129 0.8704 B (Pout=25 kPa) 
1.4142 0.5523 2.5086 0.8055 B (Pout=10 kPa) 
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One of the most important issue to be addressed before selection of a proper case is the type 
of condenser needed for the 3 exhaust pressures of the steam turbine. According to the 
estimations and calculations for turbine with 100 kPa and 25 kPa exhaust pressure the 
condenser needed could be air cooled type condenser, whereas for 10 kPa exhaust pressure, 
the condenser should be water cooled type. In case of using water cooled type condenser 
water a significant amounts of will be vaporized in the cooling tower. 

According to Table 5, for the 3 items (turbine condenser and boiler) for each case A and B the 
final cost. A direct function of turbine price and consequently the boiler and condenser. 
Therefore it is observed that for both cases A and B for the different exhaust steam pressure 
the final cost is equal but regarding Fig. 3 the load of boiler in case of 10 kPa exhaust pressure 
is less than the case of 25 kPa exhaust pressure. In the same manner less than 100 kPa steam 
exhaust pressure, which would lead to lower fuel consumption and less fuel cost in the long 
term. But it must be mentioned that the weakness of 10 kPa exhaust pressure in comparison to 
the two other exhaust pressures is the requirement of water to cool the exhaust steam from 
turbine. Calculations show that the consumption of water in the power plant with capacity of 
500 kW would be approximately 6.8 m3/hr. Due to the great limitations of water in the present 
plant location and for most part of Iran the case B with an exhaust steam pressure of 25 kPa 
has been selected as the final plan. This is due to relatively higher efficiency, lower water 
consumption and lower risk with air cooled condenser in spite of higher final cost. Fig. 4 
shows the PFD (Process Flow Diagram) of the selected plan. 

5. Conclusion 

For Expansion of STPP the case B with exhaust turbine of 25 kPa is selected based on 
following advantages: 

1-The selected power plant configuration has lower water consumption, which is critical for 
the arid region of Iran. This will be more economical to install large plant in the semi-arid 
region of Iran with no available water sources. 
2-In the selected configuration, lower fossil fuel needed for generating 500 kW electricity 
energy (because of lower boiler load). 
3-Solar and fossil part of the plant can operate and be assessed separately. 
4-Performance of new designed collector can be measured during normal operation of the 
plant or individually.  

 

Fig. 3.  PFD of the integrated 500 kW Shiraz parabolic trough solar power plant 
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Abstract: In this paper the physics of linear receivers is analyzed. This analysis is oriented to evaluate the 
dependence of the thermal performance of the receiver on the characteristics of the concentrated solar radiation. 
It will be seen that two thermal regimes can be distinguished in that dependence, what will point out the need of 
studying at depth the features of systems with moderate concentration factors. 
A fundamental question can be formulated as follows: what is the concentration factor required for obtaining the 
best solar energy exploitation within a design window established by some technical constraints?  
In this performance analysis it has been found that moderate concentration factors (about 20 to achieve 400ºC) 
can be close to optimal in a cost benefit analysis, taking into account temperature constraints. Beyond these 
values, thermal and exergetic efficiency curves advice to limit the concentration factors to values that could be 
achievable by linear Fresnel reflecting collectors, avoiding mobile parts such as ball-joints or flexible joints that 
could be important leak-points, as well as metal-glass welds, which are another cause of failure in trough 
collectors 
 
Keywords: Renewable energy, Concentrated solar energy, Linear receiver, Fresnel 

Nomenclature 

α  selective coating absorptivity ................... - 
Cf  concentration factor ................................. - 
DNI  direct normal radiation ..................... W/m2 
ε  selective coating emissivity ....................... - 
η  efficiency ................................................... - 
ηex  exergetic efficiency ................................... - 
ηth  thermal efficiency ..................................... - 
η th→e  thermo-electrical conversion efficiency . - 
h  heat transfer coefficient ................. W/m2·K 
Qconv convection thermal losses.................. W/m2 

Qrad radiation thermal losses ..................... W/m2 
Qsun available thermal power ..................... W/m2 
Quse transferred power to the fluid ............. W/m2 
Ta bulk temperature of the air ....................... K 
Tc absorbing surface temperature ................ K 
Tenv environment temperature ......................... K 
Tf heat carrier temperature .......................... K 
Tgrnd ground temperature ................................. K 
Tsky high atmosphere temperature ................... K 
 

 
1. Introduction and background 

One of the most critical decisions in the design of a solar thermal power unit is the choice of 
the radiation concentration geometry [1] [2], which is in turn connected with the thermal flux 
needed in the receiver for fulfilling the objectives of the plant. In this context, technical 
coherence is a major word. In particular, if a high value is chosen for the concentrated 
radiation thermal flux, the global heat transfer coefficient of the transfer from the receiver 
surface to the heat carrier fluid must have a similarly high value [1] [2]. Otherwise, the 
temperature difference between the receiver and the fluid would be very large, which would 
enhance thermal losses from the receiver. Besides that, large temperatures differences 
between different parts of the receiver will convey important differential dilation effects, 
which can be a major cause of concern in the durability of a solar power collector. 
 
There are two main approaches for concentrating solar radiation [1] [2]: 

- Parabolic troughs [3] and linear Fresnel concentrators [4], with one axis tracking. 
- Revolution parabolic disks and central tower receivers [1], with a two axes tracking 

system. 
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The latter is out of the scope of this article, aimed at analysing the thermal features of linear 
technologies. The receivers involve a long pipe (or a set of parallel pipes, in a general 
approach) with a selective coating [5] covering its absorbing surface, i.e., the surface where 
the concentrated solar radiation impinge. This coating is chosen for having a high absorptivity 
to solar photons and a low emissivity for photons of the planckian spectrum at similar 
temperatures to the working ones in the receiver. 
 
Inside the tube, the heat carrier fluid circulates from one end to the other. In most of the cases, 
collectors are placed in a parallel lay-out, with a high pressure header for distributing the fluid 
from the central block of the plant (the BOP) and a low pressure header that collects the 
streams of all the parallel solar receivers and sends the total hot stream into the BOP. 
 
A third line of solar power plant configuration can be cited, the Solar Boiler [6], which is 
based on a  central tower, but without a single central receiver in the top of the tower. The 
receiver is a bundle of tubes going up along the wall of the tower. This set of tubes can be 
considered as a linear receiver, although radiation would be concentrated by reflection from a 
field of heliostats very similar to the central receiver case. 
 
The selective coating is the radiation absorbing element, and it is the component reaching the 
highest temperature. The useful heat is carried by the fluid and its actual exergy value will 
depend on the temperature achieved when it leaves from the collector. In some applications, 
boiling inside the receiver tube is considered, and the steam title will also be a r elevant 
parameter. In general, the increase in specific enthalpy and the mass flow are the variables 
characterizing the heating of the fluid. In this context, two energy balances must be taken into 
account: the overall heating of the fluid, which is equal to the total energy transferred from the 
absorbing surface to the heat carrier fluid, and the detailed heat transfer balance, which 
depends on the temperature map attained in the collector due to the transmission processes 
among the components of the collector, with two main results: 

• Heat transfer to the carrier fluid, which is the basis of the overall energy 
balance 

• Losses to the environment, mainly through convection to air and radiation to 
the surroundings 

 
Heat transfer to the carrier fluid depends on its velocity. The convection coefficient between 
the tube and the fluid can be increased by increasing its speed, but this fact has other effects, 
as an increase in pressure drop and pumping power [7] [8]. For liquids, this effect can be of 
second order as compared to the thermal problem. For gases, the mechanical problem can be 
as important as the thermal one, and the pumping power needed to keep the gas flow at the 
level required by the thermal requirement, can be as large as the power collected from the sun, 
what makes the plant useless. 
 
Another important point in the design of the system is the actual limitations in the temperature 
of the different components. This is the case of the selective coating, which sets up a ceiling 
to the maximum temperature allowed in the collector. Coatings resisting 500 ºC without 
degradation are commercially available, but this is not usually the binding limitation, because 
in current trough-collector power plants, the most popular heat carrier fluid is synthetic oil, 
such as Therminol VP1 and the maximum working temperature is below 400 ºC. 
 
Those limitations in temperature convey similar limitations in the maximum thermal flux 
impinging on t he receiver, and therefore in the concentration factor. Nevertheless, those 
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limitations in the temperature of some materials have to be assessed in the full analysis of the 
system. If it is  effective in transferring the heat to the carrier fluid, and the flow is large 
enough for guaranteeing a controlled heating, all temperatures will be within the 
corresponding limits. However, this guarantee relies on the proper circulation of fluid, and it 
embodies the afore-mentioned problem of the required pumping power. 
 
This coupling of thermal and hydraulics constraints can be characterized in the case of linear 
collectors, to identify optimum solutions in some design windows, particularly aimed at 
reducing the cost of solar power plants. This optimization process will embody an exergy 
analysis of a system featured by the working temperature reached by the heat carrier fluid. 
 
2. Methodology: A linear collector model 

There are detailed physical and numerical models to calculate trough collectors and reflection 
Fresnel devices [6] [9] [10]. They are particularly useful to feature a power plant in nominal 
conditions, which include the set of variables to define the calculation of the collector for the 
reference conditions chosen as nominal ones, and they can also be used for integrating the 
performance along the year. 
 
The model used for this study works in similar form to that used in Muñoz et al [6], but does 
not take into account neither the way used for concentrating the solar radiation, nor the natural 
aperture of the sun beams, which is an important factor when the concentration geometry 
involves large distances. 
 
This model can be described as a lumped-parameters representation of the collector. It 
includes an expression for featuring the useful heat, which is associated with a temperature in 
the carrier fluid at the collector outlet. The model can be used for investigating the relative 
importance of some parameters, or equations coefficients, and for identifying relevant trends 
in the evolution of the system when the boundary conditions change, including the change in 
the concentration of solar radiation.  
 
The simplicity of the model does not allow using it for designing purposes, or for optimizing a 
system, but the model is easily followed, unlike many computational codes, which are 
managed as black boxes. The model is based on the equations listed below, and it can be used 
to feature general trends in the behaviour of the linear receivers. It is obvious that some 
hypotheses can not be kept in detailed computations, which are needed for calculating a given 
design in specified conditions. 
 
The model is an integrated energy balance where the impinging radiation on the receiver goes 
to useful heat or to thermal losses (convection through the air and radiation to the 
background). Both thermal phenomena involve several heat transfer mechanisms, but they can 
be lumped into a single step, expressed in terms of the difference between relevant 
temperatures, and they include a coefficient, to which an effective value must be assigned. 
Those values can be estimated from previous detailed calculations of similar systems or from 
the bibliography. Moreover, sensitivity calculations can easily be carried out by varying those 
values and other parameters characterizing the boundary conditions. 
 
Four temperatures are sufficient to define the model: 

- The temperature Tc of the absorbing surface (selective coating) where the 
concentrated radiation impinges. It represents an average value of the coating 
temperature 
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- The temperature of the heat carrier fluid as an average value as it is heated along 
the receiver, Tf 

- The bulk temperature of the air, Ta 
- The temperature of the background radiation or environment, Tenv. It can 

represent either the temperature of the earth’s surface, Tgrnd , or the temperature 
of the high atmosphere [1][11], Tsky, each one being affected by their 
corresponding view factor from the receiver (detailed analysis of this matter 
demonstrates that for the considered values this dependence has no r elevant 
effect on the results) 

 
Additional parameters of the model are the following ones. (Values assumed for the first set 
of calculations are given within brackets.): 

- DNI = direct normal irradiation (1 kW/m2) 
- Cf = concentration factor (variable) 
- ε =  selective coating emissivity (0.1) 
- α =  selective coating absorptivity  (0.9) 
- U  = global coefficient for convection losses ( 8 W/m2·K) 
- h  =  g lobal coefficient for heat transfer from the absorbing surface to the heat 

carrier fluid   ( 2 kW/m2·K) 
 
In general, for all calculations the boundary conditions temperatures are: 

- Tair = 25 ºC  (=298 K)  
- Tgrnd =   25ºC (=298 K) 
- Tsky  =  0.0552·Tair

1.5 [K]  [11] 
 

The model is defined by the following equations: 
 

useradconvsun QQQQ ++=  (1) 
 

DNICQ fsun ··α=  (2) 
 

( )aircconv TTUQ −= ·  (3) 
 

( )44·· envcrad TTQ −= σε  (4) 
 

( )usecuse TThQ −= ·  (5) 
 
The absorbed energy and losses that are produced by convection and radiation, adding the 
cooling effect of the heat transfer fluid (thermal oil) determines the temperature level and the 
energy efficiency in the receiver itself that can be given, in function of the enthalpy increase 
in the heat transfer fluid (Quse) by: 
 

sun

use
th Q

Q
=η  (6) 

 
Thermal efficiency is not sufficient to characterize a s ystem designed to yield useful work 
against the environment: we also use the exergetic efficiency (ηex) that take into account the 
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required blower power (Wb) with ηth→e is the conversion efficiency from thermal to electrical 
energy, evaluated as 33% [6]: 
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3. Results 

This physical model has been applied to some simplified cases with the coefficients already 
given (first series of calculations) and the results are depicted in Fig. 1 and Fig. 2. It is worth 
commenting on the shape of the efficiency curve (thermal and exergetic), with two branches 
that are associated to two thermal regimes: a f irst branch with rapid increase in efficiency, 
followed by an almost horizontal second branch, where the heat transfer process from the 
collector’s absorbing surface to the heat carrier fluid is saturated, and the efficiency value 
reaches a maximum value. A threshold can be marked as the beginning of the second regime. 
This threshold can be featured by the value of the slope of the curve, or by the relative value 
to the asymptotic level of the efficiency. In the case 400ºC of fluid temperature the threshold 
of the second regime can be marked around a concentration factor of 20. If the fluid 
temperature is 300 ºC, the threshold in the concentration factor is about 15. W ith a fluid 
temperature of 1000 ºC the threshold is at 70.  
 

 
Fig. 1. Collector thermal efficiency and absorbing surface temperature Vs. concentration factor, for 
three values of Tf: 300 ºC, 400 º C and 100 0 ºC. The global coefficient for heat transfer from the 
absorbing surface to the fluid, “h”, has a value of 400 W/m2·K 
 
It should be noted as well that the collector’s absorbing surface temperature increases linearly 
with the concentration factor. This effect is influenced by some obvious limitations, because 
all materials, from the selective coating to the heat carrier fluid, have maximum operational 
temperatures (which can also depend on the mechanical stresses, in the case of structural 
materials). 
 
As an initial advice from this analysis, it can be stated that linear collectors should be 
designed to operate in the saturated regime, limiting the concentration factor in order to limit 
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the temperatures. Moreover, the design point can be placed slightly above the threshold for 
that regime, if this option conveys a significant cost reduction because a lower concentration 
factor can be achieved with simpler and more robust collectors. Of course, this advice must be 
properly checked in a co st/benefit analysis, after reviewing in detail the thermo-physical 
features of collecting solar radiation in linear receivers. 

 
Fig. 2. Collector thermal efficiency and absorbing surface temperature Vs. concentration factor, for 
three values of Tf: 300 º C, 400 º C and 1000 º C. The global coefficient for heat transfer from the 
absorbing surface to the fluid, “h”, has a value of 400 W/m2·K 
 
This finding opens a new way for Concentrated Solar Power, because a Fresnel of large size 
can be used for heating synthetic oil up to 390 ºC, for activating a Rankine cycle similar to 
those of current power plants with parabolic trough collectors as Fig. 3 shows, with five 
Fresnel systems, each one of one total length, and all with the same impinging power: 
2.5MWth. The intensity goes from 5 to 25 kW/m2, corresponding to lengths varying from 500 
m from the former to 100 m for the latter. 
 

 
Fig. 3. Evolution of the fluid temperature along the collector length for a set of linear collectors 
receiving the same total power, with different radiation intensities and lengths. 
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It is seen that the case of 5 kW/m2 does not reach the objective T ( 392 ºC, corresponding to 
Therminol VP1 as heat transfer fluid), which implies that this case is below the threshold. 
Energy and exergy efficiencies are shown in Fig. 4, and it is seen how fast they decrease as 
the radiation intensity goes down. It must be said that this effect is produced, to a large extent, 
by the objective of achieving a final T of 392 ºC. 
 
It is obvious that requiring higher temperatures in the fluid makes the receiver less efficient, 
because the temperature gap from the irradiated surface to the bulk of the fluid is shorter than 
the gap of less demanding collectors, and thermal losses to the surrounding materials increase, 
as it remains the same. So, if the fluid temperature required for a p articular plant is much 
higher than 400ºC, a Fresnel is not likely to be suitable, because its efficiency will be modest. 
 

 
Fig. 4. Energy and exergy efficiencies of the collectors of the set introduced in the previous figure. 
 
4. Conclusions 

The analysis of thermal performance of linear collectors in the field of concentrated solar 
power shows the existence of two regimes: a lower regime, corresponding to small values of 
intensity impinging on the receiver and an upper regime, where the relevant thermal variable 
(notably, the efficiency) is almost saturated, opposite to the lower regime, where it increases 
very rapidly as radiation intensity does. The change from the lower to the upper regime is 
usually very well identified by a v alue, or a s hort range of values. It exists therefore a 
threshold for reaching the saturated regime. All these features depend on the temperature 
required in the heat-carrier fluid. 
 
In this performance analysis it has been found that moderate concentration factors can be 
close to optimal values, due to temperature constraints. Thermal and exergetic efficiency 
curves show that beyond these values, i.e. increasing the concentration factor, the threshold is 
exceeded, and therefore efficiency increases slowly.  
 
In the specific case of 400ºC as objective temperature – usual in current solar thermal plants 
with through collectors that uses thermal oil – the concentration factor takes the value 20 
approximately.  
 
This observation must be properly exploited by identifying the simplest and most robust 
concentration scheme able to attain the upper regime of a given application, for feeding the 
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boiler of a Rankine cycle with given working temperatures. This is the case of linear Fresnel 
reflecting collectors, which avoid mobile parts such as ball-joints and flexible joints that could 
be important leak-points, as well as metal-glass welds, which are another cause of failure in 
trough collectors 
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Abstract: Usual constructions of solar energy receivers are not efficient enough in Latvia and others northern 
countries, and new constructions are required, that would be able to collect energy from all sides as well as to 
use the diffused radiation more efficiently. 
The aim of the paper is to elaborate method for calculation of energy received by solar collector, usable for 
developing of new constructions of solar collectors, and to develop a new construction of solar collector using 
this method. 
Such new construction can be a semi-spherical solar collector. Such collector has been made, and measurements 
of water heating have been carried out.  
Method of calculations of received energy has been elaborated. Theoretical calculations of the energy gain from 
semi-spherical solar collector have been performed and verified by comparison of calculated daily energy sums 
with measured ones, and good coincidence has been obtained.  
Method of calculations allows calculating not only integral received energy, but also distribution of the received 
energy along the surface. The measured distribution of surface temperature of the semi-spherical solar collector 
corresponds to the calculated one. There are no spot on the semi-spherical surface which would never get warm.  
Such semi-spherical solar collector could be appropriate for use of solar energy in Latvia and other countries 
with similar geographical and climatic conditions.  
 
Keywords: Solar collector, Semi-spherical, Distribution of surface temperature, Energy gain 

Nomenclature

EW  daily energy gain from solar collector ..... J 
E  daily energy sum at cloudy conditions...... J 
EC daily energy sum at clear sky conditions .. J 
c specific heat of water .................... J kg-1 K-1 
K productivity of the water pump .......... kg h-1 
 t1 temperature of inlet water ...................... °C 
t2 temperature of outlet water .................... °C  
∆t  time between two measurements ................ s 
β angle of incidence of solar rays   ........... rad 

I intensity of the solar radiation .......... W m-2 

ID intensity of the diffused radiation ...... W m-2 
z zenith angle of the sun ........................... rad 
δ altitude of the sun  ................................. rad 
Φ azimuth of the sun .................................. rad 
S  solar constant .................................... W m-2 
P lucidity of the atmosphere  .................... r.u. 
m air mass  ................................................ r.u. 
M nebulosity ......................................... grades 

  
1. Introduction 

Align with decrease of reserves of fossil fuel, as well as impact of use of fossil fuel on 
climate, in the world more attention has been paid to renewable sources of energy, including 
solar energy. 
 
Also in Latvia the solar energy has been used, mostly in solar collectors for hot water 
production [1,2]. However in Latvia because of its geographical and climatic conditions there 
are some features in comparison with traditional solar energy using countries [3, 4]. Latvia is 
located at 57° northern latitude and 24° e astern longitude near the Baltic Sea. In Latvia at 
summer the length of day excides twelve and maximally reaches seventeen hours, accordingly 
is also long path of sun, but rather small altitude of sun (maximally 56 degrees above horizon) 
and therefore also small intensity of solar radiation. There is also frequently considerable 
nebulosity. 
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At winter the altitude of sun is very small (10o) and the length of day 7 h, therefore use of 
solar energy at winter in Latvia is not possible. 
 
Because of mentioned above features traditional flat plate collector without tracking to sun is 
not appropriate enough for use in Latvia, but new collector constructions are required, that 
would be able to collect the energy from all sides as well as to use the diffused radiation more 
efficiently. To these requirements a collector with a semi-spherical absorber considered in this 
article could correspond [5]. Energy gain from such collector is similar to that from flat plate 
collector tracking to sun, but tracking device is complicated, expensive and hard to exploit, 
while semi-spherical collector is rather simple, with good appearance, durable against wind. 
 
For a b etter elaboration and evaluation of new constructions of solar collectors, also new, 
more precise, complete and convenient methods for calculation and forecasting of the 
received energy are required, capable to calculate received solar energy of surface of any 
shape and orientation, taking into account also the nebulosity. Such method is proposed in this 
article. Calculations consist from three steps. At first, solar coordinates at every moment must 
be calculated. These calculations are based on astronomical considerations [6]. Second step is 
calculations of the energy received by some surface, depending on its shape and orientation. 
Third step is evaluation of impact of clouds. There is a new improved model of taking into 
account impact of the nebulosity used in these calculations. 
 
The method has been verified by comparison of results of calculations with experimentally 
measured values. A collector with the semi-spherical absorber has been used in these 
measurements. 
Method of calculations allows calculating not only integral received energy, but also 
distribution of the received energy along the surface. The measured distribution of surface 
temperature of the semi-spherical solar collector corresponds to the calculated one. There are 
no spot on the semi-spherical surface which would never get warm.  
 
2. Methodology 

Calculations and measurements of the solar radiation as well as the received energy of the 
solar collector have been performed in this article.  
 
2.1. Measurements 
Measurements of the global solar radiation have been performed using an ISO 1. class 
pyranometer from “Kipp&Zonen”. Measurements have been performed automatically, taking 
intensity of radiation after every 5 minutes and accumulating data in a logger. Thereafter from 
these data the daily energy density has been calculated. Measurements have been carried out 
from April 2008 till November 2010. 
 
Data on the nebulosity from "Latvian Environment, Geology and Meteorology Centre" have 
been obtained. The nebulosity is evaluated visually in grades from 0 (clear sky) to 10 (entirely 
overcast) accordingly the World Meteorology Organization methodology after every 3 hours.  
Measurements of the received energy of the solar collector have been performed using a new 
construction – solar collector with a semi-spherical absorber, shown in Fig. 1.  
 
The collector is made from a copper sheet shaped as semi-sphere and coloured black. Inside 
the dome is a copper tube shaped close to dome. Diameter of the tube is 10 mm, length 21 m. 
In this tube flows heat remover – water, transporting heat to the reservoir. The collector is 
covered with transparent polyethylene terephthalate (PET) dome. Radius of the collector is 
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1.12 m, what corresponds to 1 m2 base area. In order to determine the received energy of 
collector temperatures of incoming and outgoing water have been measured after every 5 min. 
Water flow ensured a pump, which productivity was 30 l /h. Measurements with the semi-
spherical solar collector have been carried out at 2009 f rom 1 August to 31 October and at 
2010 from 1 Jun to 30 August.  
 
Energy gain from solar collector has been calculated from Eq. (1) 
 

( ) 6
12 10−⋅∆⋅−⋅=∑ tttKcE  (1) 

 
where E is daily energy gain from solar collector (J), C is specific heat of water (4190 J kg-1 
K-1), K is productivity of the water pump (kg/h), t1 and t2 are inlet and outlet water 
temperatures respectively (°C) and ∆t is time between two measurements. All positive E 
values must be summed. 
 

 
 
Fig. 1. Semi-spherical solar collector. 
 
The distribution of the surface temperature of semi-spherical solar collector also has been 
investigated.  For this investigation there are 30 thermocouples mounted onto surface of the 
semi-spherical solar collector at even distances from each other. Measurements of 
temperatures have been carried out using termologgers Pico TC08. Surface temperature 
investigations have been carried out with and without water flow in tubes. 
 
2.2. Theoretical calculations 
For the theoretical calculation of the received energy of some surface [7] at first solar 
coordinates (declination and azimuth) must be calculated at every moment (we used interval 
15 min). From solar coordinates and the orientation of the surface (normal of the surface) the 
angle of incidence of solar rays β can be calculated. Then the intensity of the radiation 
received of a surface element can be calculated from Eq. (2). 
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D
m ISPI += βcos  (2) 

 
where S is solar constant (equal to 1367 W m-2), P is lucidity of the atmosphere, r.u., m is air 
mass, r.u., and ID is intensity of the diffused radiation, assumed to be constant and equal to 75 
W m-2. 
 
The air mass m accordingly to literature [8] can be calculated from empirical expression Eq. 
(3). 
 

000303978.0cos0102963.0cos149864.0cos
0096467.0cos148386.0cos002432.1

23

2

+++
++

=
zzz

zzm  (3) 

 
where z is zenith angle of the sun. 
In order to determine the daily energy sum received by some surface the intensity calculated 
from Eq. (1) have to be integrated (summed up) in time from sunrise to sunset as well as over 
all irradiated surface.  
 
Calculation of the clear sky energy according to Eq. (2) and (3) has been explained in our 
previous works [3,4,7] and therefore is not considered here. 
Impact of clouds has been taken into account using a new empirical model Eq. (4) with 
experimentally evaluated numerical coefficients A, B and C.  
 

( )( )CMBAEE C exp−=  (4) 
 
where E is daily energy sum at cloudy conditions (J), EC is the same at clear sky conditions, 
and M is nebulosity (grades). 
 
Comparison of calculated and measured values has been done using graphical method. The 
model can be evaluated from the scatter plot of calculated daily energy sums via measured 
ones. About correspondence of calculated values to measured ones indicate slope (must be 
close to one) and intercept (must be near to zero) of best-fit line, as well as coefficient of 
determination R2 (must be close to one). 
 
3. Results 

3.1. Impact of clouds 
Impact of clouds has been taken into account via Eq. (4). Coefficients A, B and C has been 
evaluated from comparison of calculated daily energy sums with those measured with 
pyranometer, then the model for calculating of daily energy sum at cloudy conditions is Eq. 
(5) 
 

( )( )MEE C 295.0exp0425.001.1 −=  (5) 
 
Such model gives good coincidence of calculated daily energy sums with measured ones, 
shown in Fig. 2. 
 
The slope of the best-fit line in this case is 1.005, i ntercept 1.13, and coefficient of 
determination R2= 0.88. 
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3.2. Surface temperature distribution of semi-spherical solar collector 
Energy received by semi-spherical solar collector surface element, which is determined with 
spherical coordinates θ and φ, can be calculated from Eq. (2), where β is angle of incidence of 
solar rays and can be expressed as scalar product of two vectors: surface normal n  and solar 
rays direction l


, Eq. (6). 

 

( ) δθϕϕδθ
δθδϕθδϕθβ

sincossinsincoscoscossin
sincossincossinsincoscoscossincos 1

+Φ+Φ=
=++Φ=⋅= aln



 (6) 

 
where δ is the altitude of the sun and Φ is the azimuth of the sun. 
 

y = 1.0054x + 1.1304
R2 = 0.8841
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Fig. 2. Comparison of daily energy sums of solar energy, calculated from Eq. (5) with those measured 
with pyranometer from 1 January 2009 to 31 October 2009. 
 
Results of these calculations in Fig. 3 b ha s been shown in comparison with measured 
distribution of surface temperature of semi-spherical solar collector Fig. 3 a.  
 

 
 
Fig. 3. Distribution of: (a) measured surface temperature and (b) calculated received energy of semi-
spherical solar collector at 11 April 2010 at 13:00 

a b 

°C W m-2 
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Picture shows good correspondence between calculated and measured distributions. Measured 
distribution is more even because of heat conduction and convection in collector. 
 
Fig. 4 s hows daily mean distribution of measured surface temperature (a) and calculated 
received energy (b). Also good correspondence has been obtained. 
 
Fig. 5 s hows daily course of mean temperature at eastern and western sides (arithmetical 
mean from measurements of 6 t hermocouples mounted at corresponding side) of semi-
spherical solar collector, but Fig. 6 of  northern and southern sides. Of course, eastern side 
receives more energy at morning, but western side at evening. It is not explained yet why 
maximal temperature at eastern side is higher than that at western side. Temperature of 
southern side is certainly higher than that of northern side, with the exception early at 
morning at late at evening in the middle of summer, when sun rises at northeast and sets at 
northwest. 
 

 
Fig. 4. Distribution of daily mean values of: (a) measured surface temperature and ( b) calculated 
received energy of semi-spherical solar collector at 11 April 2010 
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Fig. 5. Daily course of mean temperature at eastern (           ) and western (              ) sides of semi-
spherical solar collector 
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Fig. 6. Daily course of mean temperatures at northern (            ) and southern (             ) sides of semi-
spherical solar collector 
 
But at middle of day, when temperature of southern side reaches 80 ºC , temperature of 
northern side reaches 40 ºC. There is no s pot on the surface of the semi-spherical solar 
collector, which never gets warm. 
 
3.3. Energy gain from semi-spherical solar collector 
Daily energy gain from semi-spherical solar collector has been calculated from Eq. (1). 
Results are shown in Fig. 7. There is daily energy gain from semi-spherical solar collector 
compared with daily sum of solar energy, measured with pyranometer. A linear coherence can 
be observed, with coefficient of determination R2= 0.87.  
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Fig. 7. Daily energy gain from semi-spherical solar collector via daily sum of solar energy, measured 
with pyranometer from 1 August to 31 October 2009 and from 1 Jun to 30 August 2010.  
 
The slope of the best-fit line (0.25) in this case characterises efficiency of collector. It can be 
increased using up-to-date materials in the construction of the collector. 
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4. Discussion and conclusions 

Obtained results suggest that semi-spherical solar collector can be appropriate for use of solar 
energy in Latvia and other countries with similar geographic and climatic conditions. Daily 
course of surface temperature suggests that semi-spherical solar collector better than common 
flat plate collector collects solar energy at morning and at evening. 
 
The strong linear coherence between daily energy gain from solar collector and daily sum of 
solar energy can suggest on independence of work of semispherical solar collector on other 
circumstances. It can also be because the semi-spherical solar collector uses solar energy 
evenly all day. However this question needs to be studied additionally, as well as difference 
between maximal temperatures at eastern and western sides of semi-spherical solar collector. 
 
Other result of this work is method of calculation of received energy of some surface, 
including impact of clouds. This method is rather simple, precise and not need many input 
data. This method is usable not only for solar collectors, but also for solar cells, also possible 
at several forms for better receiving of solar energy. Further study would be interesting on 
impact of several forms of clouds. 
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Abstract: Solar energy is one of the most promising natural and renewable energy resources. A solar membrane 
distillator hybridized with a photovoltaic cell supplies with both water and energy which are indispensable for 
human life and industry and contributes to effective utilization of renewable energy, especially solar energy. The 
effectivity of a hybrid solar membrane distillator was experimentally and numerically verified. The dependence 
of cell temperature on conversion efficiency was unrecognized in this work because of an amorphous Si module. 
However the hybrid solar distillator contributed to the stable standard conversion efficiency of a cell. 
Relationship between solar intensity and distillate productivity is almost identifiably approximated for the 
membrane distillator even if with or without a photovoltaic cell. This work indicated of the effectivity of a 
hybrid solar distillator with a photovoltaic cell. 
 
Keywords: Hybrid solar distillator, Solar cell, Membrane distillation, PTFE membrane  

Nomenclature  

CP : Specific heat .................................. J/(kg⋅K) 
D: Distillate productivity...................... kg/(m2⋅s) 
e: Porosity of PTFE membrane ...................... [-] 
FF: Fill Factor  .............................................. [-] 
I: Solar intensity ......................................... W/m2 
ISC : Short Circuit Current  .............................. A 
k: Thermal conductivity ......................... W/(m⋅K) 
l: Thickness of partition ................................... m 
L: Length of hybrid distillator ......................... m 
P: Saturated vapor pressure........................... Pa 
PMAX : Maximum Power .................................. W 
qI: Heat flux from solar energy ................  W/m 2 
qL: Latent heat flux .................................... W/m 2 
qR: Radiative heat flux .............................  W/m 2 
qS: Sensitive heat flux ...............................  W/m 2 
qU: Overall heat flux ................................. W/m 2  

R: Gas constant ............................ Pa⋅m3/(mol⋅K) 
T: Temperature ................................................ K 
u: Water velocity ........................................... m/s 
U: Overall heat transfer coefficient ..... W/(m2⋅K) 
VOC: Open Circuit Voltage............................ [V] 
z: Interval  ........................................................ m 
Geek 
α: Absorptivity of partition ............................  [-] 
Γ: Diffusion coefficient of vapor into air ..... m/s2 
δ: Membrane thickness..................................... m 
ε: Emissivity of partition ................................ [-] 
ρ: Density ...................................................kg/m3 
σ: Stefan-Boltzmann constant ............. W/(m2K4) 
η: Conversion efficiency ............................... [%] 
 

 
1. Introduction 

Water and energy are indispensable for human life and our industry. However arid regions and 
demand for water sources have been year by year expanding in the world with drastic 
increases in industrialization. The consumption of natural resources, particularly fossil fuel, 
for generating the huge energy causes environmental problems such as global warming. 
Therefore we should aggressively utilize inexhaustible natural resources such as ocean for 
water and solar energy as one of renewable energy. Utilization of renewable energy for 
desalination is one of the promising technologies for simultaneously resolving energy and 
water problems and for the soft global process as reviewed in reference [1]. 
 
Desalination is one of chemical separation processes which remove salt from seawater or 
saline or brackish water. Practical desalination processes are classified in thermal and non-
thermal processes. Thermal processes utilize phase-change process, evaporation and 
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condensation, to produce to distillated water such as Multi-stage flash, Vapor compression 
and solar still. Non-thermal processes are membrane separation processes such as Reverse 
osmosis and Electrodialysis. Only Membrane Distillation (MD) is classified into both thermal 
and membrane process. MD has the advantages of high selectivity of separation, lower 
temperature or pressure operation and the high-mass transfer rate as reviewed in reference [2]. 
A solar driven membrane distillation is suitable for the combination of desalination process 
and utilization of renewable energy [3].  
 
On other hands solar energy is one of the most promising and all ranged renewable energy 
according to the rapid and diverse development of a solar cell. However the maximum 
conversion efficiency of a cell is below at most 35% in spite of the active research of a new 
type of solar cell. The low efficiency results from the independent reuse of solar energy that is 
solar ray or solar heat. Therefore several hybrid photovoltaic–thermal systems have been 
researched in order to improve the conversion efficiency due to the dependence of cell 
temperature [4] or recover waste heat [5-7]. 
 
We have been developing a flat type of solar distillator for environmental problem of the 
global warming by irrigation [8-10]. The flat type of a membrane distillator has the easy 
combination with other processes due to supporting the water surface with a membrane. In 
order to effectively utilize solar energy in both energy sources, solar ray and heat, a new solar 
membrane distillator directly hybridized with a solar cell was set up not in conventional 
desalination process [11] but in solar distillator unified with a solar cell. A double glass solar 
cell manufactured by KANEKA Co.LTd and a wide PTFE membrane by NITTO DENKO 
were selected for the direct hybridization. The effectivity of our hybrid solar membrane 
distillator was experimentally and numerically investigated.  . 
 
2. Experimental set-up 

① Double glass solar cell (KANEKA)
② Black coulored PET Sheet
③ Saline water
④ PTFE membrane (NITTO DENKO)
⑤ Polyethylene mesh (fine & Coarce) 
⑥ Distillated water
⑦ Stainless plate for radiation
⑧ Feed
⑨ Discharge of air
⑩ Drain of distillated water

①

②

⑦
⑥

⑤
④

③

⑧ ⑨

⑩

 

Figure 1 schematically shows the cross section of 
a flat-type hybrid solar distillator combined with 
a solar cell. The double glass solar sell 
(manufactured by KANEKA Co.Ltd, Amorphous 
Si, 1.1cm in thickness, 0.98m in length, 0.95m in 
width) is put on a flat-type membrane distillator. 
The I-V Curve Tracer (EKO INSTRUMENTS, 
MP-160) was used to investigate dynamic 
fundamental characteristics of a cel l, the Open 
Circuit Voltage, Short Circuit Current, 
Conversion Efficiency and Fill Factor of solar 
cell. A flat-type of membrane distillator 
composed of a solar absorber of black colored 
PET sheet (1.88mm in thickness), saline water 
(2mm in thickness), PTFE (Poly Tera Fluoro 
Ethylene) membrane (NITTO-DENKO 
Co.Ltd,NTF-5200,1μm in porε diαmεtεr,85μm in 
thickness and 80% in void fraction), diffusion 
gap of water vapor supported with fine and 

Figure 1. A schematic cross section hybrid 
solar distillator 
coarse types of polyethylene meshes (5mm in  thickness)and radiator of stainless plate(2.2mm 
in thickness). The hybrid distillator was tilted at the lower angle, 2 deg., for the stable water 
flow and set up a t the outdoor situation in JAPAN. The intensity of solar energy measured 
with a pyranometer (EKO Instruments Co. Ltd. Model MS-42). Distillate productivity and 
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partitions temperatures obtained with cupper-constantan thermocouples were respectively 
recorded per one hour and one minute. The water volume heated through the cell was keeping 
at the constant value without the outlet of water. Each dynamic characteristics of separately 
solar cell, membrane distillator and the hybrid membrane distillator was independently 
measured in order to estimate the effectivity of the hybridization at the different weather 
conditions during the summer season in Japan 
The Photovoltaic performance, particularly Conversion efficiency (η), was evaluated by I-V 
curve tracer (EKO Instruments Co. Ltd. Model MP-160) on the basis of experimental data of 
Open Circuit Voltage (VOC), Short Circuit Current (ISC), Maximum Power (PMAX), Fill Factor 
(FF). 
 
3. Numerical simulation 

3.1. Heat and mass balances 
 

PTFE Membrane

CSkyRq ,

SIT

AT

CT

ST
MT

PT

Air gap 
with meshes

DT

RT
 Distillate

 Water

 Amorphous Si

 Radiator

 Glass plate

AT D AUq ,

PCUq ,

PSUq ,

Heat flow
Heat & Mass flow

 Glass plate

 PET SheetSOT

SMSq ,

CAUq ,

SISq ,SOSq ,

M DRq ,

M DLq , MDUq ,

D OSq ,

CIq ,

PIq ,

SMLq ,

 

Figure 2 s hows flows of heat and mass 
transfer for the simulation model of a 
hybrid solar distillator. This model was 
constituted on the following assumptions ; 
 
1. Temperature gradients in the flow 

direction are negligible. 
 
2. Heat transfers with respect to PET sheet, 

PTFE membrane and radiator are 
approximated as overall heat transfer 
coefficients due to only heat 
conduction. 

 
3. Temperature polarization across the 

PTFE membrane is negligible. 
 

Figure 2. Heat and mass  flow of a hybrid distillator 

4. The mesh spacer within the air gap between the PTFE membrane and the radiator has no 
effect on the heat and mass transfer. 
 
Energy balances for each partition are presented as follow:  
 

Glass cover [TC] : : CSkyRCAUPCUCI
C

CCPC qqqq
dt

dTC ,,,,, −−+=ρ  (1) 

Amorphous Si [TP] : : PSUPCUPI
P

PPPP qqq
dt

dTC ,,,, −−=ρ  (2) 

Saline Water   [TS] : SOSSISSMSPSU
S

S
S

SSPS qqqq
dx

dTu
dt

dTC ,,,,, −+−=





 +ρ  (3) 

PTFE Membrane [TM] : MD,RMD,UMD,LSM,S
M

MM,PM qqqq
dt

dTC −−−=ρ   (4) 
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Distillated Water [TD] : DRUMDRMDUMDL
D

D
D

DDPD qqqq
dx

dTu
dt

dTC ,,,,, −++=





 +ρ  (5) 

Radiator [TR]  : RAUMRU
R

RRPR qq
dt

dTC ,,, −=ρ  (6) 

 
Distillate productivity is evaluated the following expression [12] 
 

( ) BM

DS

av P
PP

zeRT
D

−
+

Γ= 6.3

1
δ

π  

 
3.2. Numerical analysis 
Heat and mass transfer Equations.(1)-(7) were numerically simulated by Runge-Kutta method 
for estimating dynamic characteristics during one day and compared with experimental data 
in the open air situation. The temperature gradients along the flow direction may be negligible 
due to some partitions with high thermal conductivities. The initial or static conditions were 
estimated by simulated data at the steady state. 
 
4. Results and discussion 

4.1. Dynamic characteristics of solar cell 
4.1.1. Effect of hybridization on conversion efficiency (η) 
 
Conversion efficiency of photovoltaic cell (η) can βe estimated by the following expression. 
 

[%]100max ×==
in

SCOC

in P
FFIV

P
Pη  

(8) 

 
Figures 3-(a),(b) show profiles of generated power by a photovoltaic cell and conversion 
efficiency (η) averaged for one hour in case of (a) exclusive solar cell (11.Augus.2010) and (b) 
hybridized cell (26.August.2010). In spite of the lower solar intensity per a day Fig. 3(b) 
shows the higher peak power and average conversion efficiency as shown in Table 1, which is 
list up each averaged values from 7:00 to 18:00. 
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(a) Exclusive solar cell 

[I=20.4MJ/(m2･d),11.August.2010] 
(b) Hybridized cell 

[I=19.0MJ/(m2･d), 26.August.2010] 
Figures 3. Profiles of generated power and conversion efficiency for one day 

 
 

Table 1 Each characteristic value averaged for 10 hours from 7:00 to 18:00 
 

 Efficiency(η) Power(P) TCell-terminal TAir 
(a) Exclusive solar cell 9.13 32.13 35.36 32.76 
(b) Hybridized cell 10.42 30.7 36.85 33.96 
     

 

The conversion efficiency at the standard 
condition of solar irradiation (1kW/m2) and 
of cell temperature (25C) is generally 
available for the public evaluation due to the 
free dependency of cell temperature. Figure 4 
shows detailed profiles of standard 
conversion efficiency in two cases. 
Hybridization compresses fluctuation of 
standard conversion efficiency due to the 
steady water. In this work water has no flow 
along the PET sheet and was supplied only 
for the volume of evaporated water vapor due 
to the closed outlet of water. Solar intensity 
inherently has a fluctuated profile due to the 
presence of variable weather conditions such 
as cloud, indirect intensity, wind and so on. 

Figure 4. Detailed profiles of standard 
conversion efficiency 
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4.2. Dynamic characteristics of membrane distillation 
4.2.1. Effect of hybridization on temperature profiles of each partition 
 

 

Figure 5 shows profiles of distillate 
productivity per one hour in two cases 
of hybrid distillator and membrane 
distillator without a photovoltaic cell. 
Table 2 lists up experimental data with 
total distillate productivity per a day in 
cases of MD with and without a cell. In 
spite of the less solar intensity by 20% i, 
the decrease of distillate productivity n 
case of the hybridized MD was settled 
within the less range of 7%.  
 
Figures 6-(a),(b) indicate that 
hybridization increases the temperature 
difference between PET sheet and 
distillate partition. The temperature on 
PET sheet almost equals to that of 
evaporated water. The distillate 
productivity only depends on t he 
temperature difference between 
evaporated vapor and condensed water . 

Figure 5. Effect of hybridization on distillate 
productivity for one hour 

 
Table 2 Total distillate productivity per a day in cases of MD with and without a cell  

 
 Solar intensity [MJ/(m2･d)] Distillate productivity[kg/(m2･d) 

MD without a cell 20.4 0.855 
Hybridized cell 19.0 0.691 
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(a) MD without a cell (b) MD with a cell (Hybrid) 
Figures 6. Temperature distributions in two types of Membrane Distillators (MD) 
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4.2.2. Numerical results 
Figures 7-(a),(b) show profiles of dynamic distillate productivity by numerical simulation in 
two cases of membrane distillator with and without a photovoltaic cell. Experimental solar 
intensity and air temperature were used as the weather parameters. The peak value of distillate 
productivity is underestimated because productivity in Fig.7-(a) was calculated by the hybrid 
simulation model. Both profiles of productivity in Figs.7-(a),(b) were correspondingly traced 
by the model. However experimental times at the peak productivity were shifted by two hours 
from that of solar intensity. The calculated productivity has a response of no t ime lags for 
solar intensity due to the negligible temperature gradient along the water flow. The 
assumption will be invalid in case of operational conditions of water flow. The larger specific 
heat of water and thickness of spacer mesh than other partitions result in the time lag. 

  
(a) MD without a cell (b) MD with a cell (Hybrid) 

Figures 7. Numerical prediction of distillate productivity 
 
4.2.3. Effect of hybridization on distillate productivity 

 

Figure 8 shows the effect of solar intensity 
on distillate productivity for one day. 
Experimental data were intensively 
obtained at the summer season in Japan 
due to the less solar intensity than other 
arid lands. Approximated curves with 
experimental relationship between solar 
intensity and distillate productivity for 
membrane distillators even if with or 
without a photovoltaic cell were almost 
identifiable. The results indicate the 
effectivity of a hybrid solar membrane 
distillator directly with a photovoltaic cell 
even if for the increasing thermal 
resistances. The productivity is not 
necessarily desirable in comparison with 
our previous report [8]. The improvements 
of hybridization and process flow of water 
are required.  

Figure 8. Effect of solar intensity on distillate 
productivity 
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5. Conclusions 

A solar membrane distillator hybridized with a photovoltaic cell supplies with both water and 
energy which are indispensable for human life and industry and contribute to effective 
utilization of renewable energy. The effectivity of a hybrid solar membrane distillator was 
experimentally and numerically verified.  
 
The dependence of cell temperature on conversion efficiency was unrecognized in this work 
because of an amorphous Si module. However the hybrid solar distillator contributed to the 
stable standard conversion efficiency of a cell. An amorphous Si module is suitable for the 
comparatively higher temperature condition.  
 
Relationship between solar intensity and distillate productivity is almost identifiably 
approximated for the membrane distillator even if with or without a photovoltaic cell. .The 
performance of distillate productivity is not necessarily desirable. The improvements of 
hybridization and process flow of water should be required. 
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Abstract: In this communication, a comparative energy and exergy analysis of various conventional solar 
distillation systems has been presented. The study includes passive solar distillation systems such as single and 
double slope solar stills. In a single slope solar still category, three solar stills with inclination angles 15º, 30º and 
45º and a 15º inclined single slope multi wick solar still have been considered. Whereas one double slope solar 
stills and one double slope multi wick solar still, both inclined at 15º with east-west orientation, have been 
considered in double slope solar still category. The embodied energy is an important factor which depends on 
locally available materials and their manufacturing technologies. Materials like concrete, wood, steel etc are 
considered to calculate the embodied energy for the solar still equivalent to the fibre reinforced plastic after 
deriving the formulae. It has been found that the energy, exergy and embodied energy of single slope solar still 
are found higher than that of double slope solar still. Those materials which have lower thermal conductivity and 
low embodied energy than that of FRP such as concrete, PVC, wood can replace the FRP to save the embodied 
energy for similar performance. The metals have high embodied energy hence these can not be considered in 
terms of embodied energy despite the use of insulation.  
 
Keywords: Solar distillation, Water purification, Energy, Exergy, Embodied energy.  
 
Nomenclature 

As area of solar still..................................... m2 
I(t) solar intensity ..................................... W/m2 

evapEx exergy output…………………………W/m2 

inEx exergy input……….……………………W/m2 

Kmaterial thermal conductivity of material.W/mK 
Kmetal thermal conductivity of metal……..W/mK 
KFRP thermal conductivity of FRP….……W/mK 
L latent heat of vaporization .............. kJ/kg-K 

lmaterial thickness of material………………… …m 
lmetal  thickness of metal……………………… …m 
lStyrofoam  thickness of Styrofoam..…………… …m 

ewm  hourly distillate collected ............... kg/m2-h 

ewq  heat utilized in evaporation of water…W/m2 
Ta ambient temperature................................. K 
Ts sun temperature ........................................ K

 
1. Introduction 

A solar distillation is a water purification technology. Saline/brackish water can be purified 
using solar energy. This technology works on the principles of greenhouse effect and 
hydrological cycle. The use of solar energy to produce potable water is a key factor in context 
of water & air pollution, global warming, energy security and climate change because most of 
other water purification technologies use conventional sources of energy such as coal, oil, gas 
etc [1]. A solar still is a device used for solar distillation in which impure or saline water is 
fed to obtain distilled water. It is a box type structure made of some materials such as fibre 
reinforced plastic (FRP), wood, concrete, or steel with insulation. It is covered with a simple 
window glass through which the solar radiation passes to incident on the water surface. A 
small amount of reflection heat losses and absorption take place at the glass cover and the 
water. A major part of incident solar radiation is absorbed by the basin liner. This heat is 
transferred to the saline water by convection as top heat loss and to the ambient as bottom 
heat loss. Heat transfer from the water to the glass cover take place by three mechanisms: 
evaporation, convection and radiation. Vapour leaves most of contaminants and microbes 
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through thermal diffusion on the basin liner. Further the vapour undergoes film type 
condensation at the inner surface of the glass cover because of inclination of glass cover, 
adhesion, cohesion between condensed water molecules, and gravity. The condensed water 
trickles down to a trough which guides it into a container placed otuside [2]. Researchers have 
worked to improve the performances of solar stills by suggesting its various designs, materials 
and operating conditions for different weather conditions. Tiwari and Tiwari [3] have reported 
that the yield from a single slope passive solar still may vary from 0.5 to 1.2 kg/m2/day (in 
winter) and 1.0 to 2.5 kg/m2/day (in summer) for Delhi, India. Tiwari [4] has found the 
efficiency of the single slope solar still 25.8, 19.7, 22.8 % at glass cover inclinations 15°, 30° 
and 45° respectively for the summer climatic condition of Delhi, India. Malik et al. [2] have 
shown that overall efficiency of a passive solar still is achieved with least water mass in the 
basin. 
 
Energy and exergy analysis of solar stills have been presented by various researcher such as 
Dunkle [5], Cooper [6], Tsilingiris [7], and Dwivedi [8, 9] etc. A group of improved heat and 
mass transfer correlations in basin type solar stills has been developed by Hongfei et. al. [10]. 
Torchia- Núñez et al. [11] have found that for same exergy input a basin, brine and passive 
solar still have exergy efficiencies of 12.9%, 6%, and 5% respectively. Dev and Tiwari [12, 
13] developed the characteristic equation for single and double slope passive solar stills. In 
ideal solar still, the instantaneous loss efficiency is minimum (for zero depth of water mass) 
as analyzed by Cooper [6]. Rubio et al. [14, 15] have studied asymmetries in various 
temperatures and amount of distillate for a double slope passive solar still (DSPSS) and 
proposed mathematical models, one in terms of lumped parameters and another for controlled 
temperatures of glass cover and basin. Dwivedi and Tiwari [8, 9] have reported that the 
thermal efficiency for single and double slope solar still varies from 22.6% to 31.3% and 
25.4% to 34.3% respectively at 0.01 m water depth. Similarly, the average exergy efficiency 
for single and double slope solar still is 0.65% and 0.82% respectively. The exergy efficiency 
of single and double slope solar still varies from 0.18 to 1.25% and 0.13 to 1.16% 
respectively. Tiwari and Yadav [16] have shown that a single slope distiller gives better 
performance than a double slope for cold climatic conditions whereas a double slope distiller 
gives better performance than a single slope for summer climatic conditions irrespective of 
either basin type or multi-wick type. It has also been reported that the concrete basin solar still 
gives better performance than the FRP single and double slope stills because of the 
probability of leakage of vapour in the FRP stills was more than for the concrete still. 
Sakthivel and Shanmugasundaram [17] have shown that the efficiency of single slope solar 
still using the black granite gravel reaches up to 52% maximum which is 8% higher than the 
conventional single slope solar still. Singh and Tiwari [18] have studied double effect multi-
wick solar stills to increase the still efficiency by utilizing the latent heat released by the vapor 
at first effect. Kumar and Anand [19] have studied shown that a tubular multiwick solar still 
gives distillate output of about 8%, 13%, and 18% more than tubular, simple multi-wick and 
conventional basin type solar stills respectively. 
 
The embodied energy is an important factor which depends on locally available materials and 
their manufacturing technologies. Hence, on the basis of literature survey the performance of 
the solar stills on the basis of energy, exergy and materials have been analyzed in this paper.  
 
2. Solar distillation systems  

Passive solar distillation systems such as single and double slope solar stills have been taken. 
In a single slope solar still category, three solar stills with inclination angles 15º, 30º and 45º 
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(Fig. 1a, 1b) and a 15º inclined single slope multi wick solar still have been considered. 
Whereas one double slope solar stills and one double slope multi wick solar still both inclined 
at 15º with east-west orientation, have been considered in double slope solar still category 
(Fig. 1c, 1d). All these experimental setup have been installed at Solar Energy Park, I.I.T. 
Delhi, New Delhi, India (28°35´ N, 77°12´ E, altitude 216 m from mean sea level). The single 
slope solar still works on same principle as given above.  

 
Fig. 1  Various solar stills: (a) Single slope solar still inclined at 15º and 30º with orientation towards 
south, (b) Single slope solar still inclined at 45º with orientation towards south, (c) Double slope solar 
still inclined at 15º with orientation towards east-west, (d) Double slope multi-wick solar still inclined 
at 15º with orientation towards east-west.  
 
A schematic diagram of double slope passive solar still has been shown in Fig. 1c. Two 
simple window glasses have been placed over the walls of the solar still at inclination angle 
15° facing east and west directions. To absorb higher amount of solar radiation, an inside 
surface of the solar still has been painted black in color. An inlet through the rear wall has 
been provided to feed the brackish/underground water in to the basin of the solar still. And 
two troughs are provided at inside of each short wall of the solar still to collect the distilled 
water. The orientation of the solar still has been kept east-west to receive solar radiation for 
maximum hours of sunshine. When the sun lies in the east direction then higher temperature 
difference occur at west side due to low glass temperature which yield higher amount of 
distillate at this side and vice versa except at the time of noon when both the glass covers have 
almost the same temperature. 
 
In the single and double slope multi-wick solar still, water is fed from water reservoir through 
the multiple porous absorbers (black jute cloth) at a slow rate for fast evaporation. The saline 
water goes upwards due to capillary action in the jute cloths and forms a thin water layer. The 
solar radiation, after transmission through the glass covers, strikes this water film and heats 
the water. The water evaporates and condenses at the inner surface of the glass cover by 
releasing latent heat of vaporization. The condensed water is collected through the drainages 
for distilled water. A double slope multi-wick solar still, as shown in Fig. 1d, is a 
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development over the single slope multi-wick solar still similar to double slope solar still, 
Malik et al. [2]. The specifications of these solar stills are given in Table 1. 
 
Table 1. Design specifications of solar stills which are installed at Solar Energy Park, Centre for 
Energy Studies, IIT Delhi, New Delhi, India. 

Sr. 
No. 

Specifications 
Single slope solar still 

Conventional Multi-wick 

Type 1 Type 2 Type 3 Type 4 

1 Area of basin (m2) 1 × 1 1 × 1 1 × 1 1.1 × 1.14 

2 Height of south wall (m) 0.06 0.15 0.15 0.06 

3 Height of north wall (m) 0.26 0.74 1.15 0.25 

4 Angle of inclination (°) 15 30 45 15 

5 Size of glass (m2) 1.02 × 1 1.02 × 1.2 1.02 × 1.44 1.02 × 1.14 

6 Quantity of glass 1 1 1 1 

7 Putty (kg) 1 1 1.5 1 

8 Paint (kg) 0.5 0.8 1 0.5 

9 Iron stand (kg) 5 20 18 17 

10 Metal (kg) 0.2 0.2 0.2 nil 

11 Jute cloth (m2) … … … 4 × 1 

                                                                 Double slope solar still 

 Conventional Multi-wick 

Sr. 
No. 

Specifications Type 5 Type 6 

1 Area of basin (m2) 2 × 1 2 ×(1.1 × 1.14) 

2 Height at ends (m) 0.25 0.05 

3 Central height (m) 0.45 0.25 

4 Angle of inclination at both sides (°) 15 15 

5 Size of glass (m2) 1.02 × 1.02 1.02 × 1.14 

6 Quantity of glass 2 2 

7 Putty (kg) 3 3 

8 Paint (kg) 1 1 

9 Iron stand (kg) 35 30 

10 Metal (kg) 0.2 0.5 

11 Black Jute cloth (m2) … 8 × 1 

 
3. Mathematical expressions 

Following are the mathematical expression used for the analysis of energy and exergy of 
considered solar still systems.  
The thermal efficiency of a passive solar still can be calculated by the following formula [1]: 
 
 
    (1) 
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Exergy efficiency of a passive solar still can be calculated by the following formula [20]: 
 
 
    (2) 
 
 
where, 
                                                                     ;                   ( )eeww s ew w giq A .h . T T= −  

 
 
and  
 
 
                     
Equivalent thickness of materials for same performance as FRP has in case of solar still:  
 

 
material

material FRP
FRP

Kl l
K

= ×  (3) 

 
Thickness of Styrofoam for insulation (when solar still is made of any metal and overall 
thermal conductivity is equivalent to FRP):  
 

 
( ). . .

.
Styrofoam Metal FRP FRP Metal
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Metal FRP

K K l K l
l

K K
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4. Results and discussion 

On the basis of literature survey and Eqs. (1, 2) it has been observed that energy, exergy 
efficiencies and embodied energy of single slope solar still remain higher in comparison to 
that of the double slope solar still. Dev and Tiwari [12,13] have found better performances at 
water depth 0.01 m and an inclination angle 30º for single slope passive solar still. They have 
also developed the characteristic equation of single and double slope passive solar still and 
suggested the sum of instantaneous gain and loss efficiencies (η=ηi + ηiL) remain lower than 
maximum efficiency under ideal i.e. 60%. Although, it can be seen that the energy efficiency 
can reach up to 60% maximum but because of several factor such as heat loss through vapor 
leakage and improper insulation, time lag in production, inclination angle, water depth etc, it 
does not attain such value. Similarly, the exergy efficiency which is measured for the source 
temperature i.e. sun temperature 6000 K , remain always very much lower than the energy 
efficiency because of the energy input by the sun is not fully utilized in evaporation process of 
the water in the solar still.  
 
The design specifications (Table 1), properties of various materials (Table 2 which consists of 
probable materials for solar still), Eqs. (3) and (4) have been used to get total embodied 
energy for the solar still by considering metals, concrete, PVC, wood etc. equivalent to that of 
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FRP (i.e. to keep the productivity of the solar still same as of FRP). The metals have been 
found large thickness due to their conductivities but these metals (thickness 1 mm) can be 
considered with insulation of Styrofoam as shown in Table 2. One can see that steel which is 
very high energy intensive material can not be recommended as a material to make the solar 
still despite the use of insulation. The thicknesses of materials such as concrete, wood, and 
PVC have been found very near to the thickness of the FRP. Materials such as glass window 
and country fired bricks have more thickness which can not be considered.  
 
Table 2. Various manufacturing materials of solar still, their thermal conductivities, embodied energy, 
density and thickness with and without insulation material.  

M
at

er
ia

l 

C
on

d
u

ct
iv

it
y 

at
 

25
 °

C
 (

W
/m

K
) 

E
m

b
od

ie
d

 e
n

er
gy

 
(M

J/
kg

) 
(I

n
 I

n
d

ia
) 

D
en

si
ty

 (
kg

/m
3 ) 

T
h

ic
k

n
es

s 
of

 
m

at
er

ia
l w

it
h

ou
t 

in
su

la
ti

on
 (

m
) 

T
h

ic
k

n
es

s 
of

 
in

su
la

ti
on

   
   

  
l s

ty
ro

fo
am

 (
m

) 
   

   
   

 
( 

fo
r 

l m
et

al
=

1 
m

m
) 

Copper 401 112 8930 5.7 0.0005 
Steel 16.3 42 7860 0.232 0.0005 
G.I. sheet 80 50.8 7860 1.14 0.0005 
Aluminium 250 260 2600 3.56 0.0005 
Concrete 0.42 2.4 2200 0.006 ------ 
Country fired brick 
(22x10.5x6.5 cm3 - 
delivered at 30 km) 

1.31 7.9 286 0.018 ------ 

Simple window glass 0.96 15.9 2600 0.014 ------ 
Polystyrene expanded 0.03 117 640 0.001 ------ 
Wood 0.17 1.8 850 0.0025 ------ 
PVC 0.19 115 1410 0.003 ------ 
Styrofoam (for 
insulation only) 

0.033 100 35 ------ ------ 

FRP 0.351 92.2 1800 0.005 ------ 
Paint ------ 90 6.1 ------ ------ 
Jute cloth ------ 55 ----- ------ ------ 
Note: Embodied energy values based on several international-local sources may vary. 

The embodied energies of conventional single slope solar stills made of FRP, concrete, PVC, 
and wood are found and given in Table (3). The percentage increase in the embodied energy 
compared of other solar stills compared to that of single slope solar still inclined at 15°, with 
south wall height 0.06 m has also been given in same table which changes similarly 
irrespective of material used. The embodied energy double slope solar still, and double slope 
multi-wick solar still have been found to be 3070 MJ and 2323 MJ respectively when only 
FRP is considered. On the basis of this one can observe that the embodied energy of double 
slope solar stills including the multi-wick solar still are less energy intensive in comparisons 
to single slope solar stills (1361 MJ) and single multi-wick solar still (1495 MJ). One can see 
in Table 3, wood is found most suitable in terms of embodied energy but it degrades soon in 
comparison to other materials in terms of life. The PVC can be a better option over FRP in 
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terms of embodied energy and weight. According to previous studies [3, 4], single slope solar 
still inclined at 30° is suitable as per the latitude of Delhi. The total embodied energy for this 
solar still including glass, paint has been  found 2587 MJ (FRP), 369 MJ (concrete), 1498 MJ 
(PVC), 292 MJ (wood). Similarly for double slope multi-wick solar still inclined at 15°, total 
embodied energy including glass, paint and fabric have been found 2875 MJ (FRP), 640 MJ 
(concrete), 1773 MJ (PVC), 562  MJ (wood). 
 
Table 3. Embodied energy of single slope solar still for different materials such as FRP, Concrete, 
Steel, Wood. 

Solar 
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Specifications 

Embodied energy (MJ) 
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Single 
slope  

15°, with south wall 
height = 0.06 m 

1361 52 718 6 ---- 168 28 ---- 

15°, with south wall 
height = 0.15 m 

1776 68 937 8 30 168 45 ---- 

30° 2306 88 1217 11 70 208 73 ---- 
45° 2987 114 1576 14 120 245 90 ---- 
15°, Multi-wick 1495 57 790 6.6 10 226 45 27.5 

Double 
slope  

15° 3070 117 1615 13.5 125 345 90 ---- 
15°, Multi-wick 2323 88 1221 10.2 70 407 90 55 

 
5. Conclusions 

1.  On the basis of above analysis and literature survey, the energy, exergy and embodied 
energy of single slope solar still are found higher than that of double slope solar still.  

 

2.  Those materials which have lower thermal conductivity and low embodied energy than 
that of FRP such as concrete, PVC, wood can replace the FRP to save the embodied 
energy for similar performance.       

 

3. The metals have high embodied energy hence these can not be considered in terms of 
embodied energy despite the use of insulation.  

 

4. PVC material has been found to be better in terms of embodied energy in comparison to 
other materials.  

 
On the basis of above study, the similar analysis can be recommended for other materials such 
as glass, steel, aluminum, copper, bricks, and other advance materials, as the research in the 
field of materials science is progressing, to have a material of less embodied energy, light in 
weight, good insulator and portable in comparison to FRP as well which should be easily 
available in less price.  
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Abstract: In conventional collector systems for the supply of domestic hot water and space heating the 
collectors come to a standstill during summer whenever the maximum temperature in the storage tank is reached. 
The resulting excess heat can be harnessed by a combined heat pump-Organic Rankine Cycle-system. The aim 
of this work is to simulate such a system in order to determine the optimum operating conditions and impacts on 
power requirement and cost. For this purpose models for collector, storage tank, heat pump and geothermal heat 
exchanger are implemented. First results indicate that the isentropic efficiency of the scroll expander has the 
largest influence on the ORC-revenue. For a system consisting of 12 m² flat-plate collector area with an 
expansion efficiency of ,exp 0.7sη =  the power requirement for space heating and domestic hot water is reduced 
by 3.6%, whereas the costs decrease by 42 € or 12.3% respectively compared to a conventional system. The 
results suggest that an installation is more reasonable in larger dwelling units like hotels, senior citizens’ homes 
and multiple family dwellings.  
 
Keywords: Solar Heating, Organic Rankine Cycle, Heat pump. 

Nomenclature 

Ac collector aperture area ................... m² 
c coefficients of the characteristic line 

of the collector 
cp,CF isobaric heat capacity of collector 

fluid  ......................................... kJ/kgK 
COP coefficient of performance of the heat 

pump 
Ctot total electricity costs ......................... € 
EHP,DHW electricity consumed by the heat 

pump for domestic hot water ....... kWh 
EHP,SH electricity consumed by the heat 

pump for space heating ............... kWh 
EORC electricity generated in the ORC . kWh 
Etot total consumed electricity ............ kWh 
F’ collector efficiency factor 
Gb beam radiation ........................... W/m² 
Gd diffuse radiation ......................... W/m² 
h enthalpy ...................................... kJ/kg 
Kθ incidence angle modifier ....................  

exm  external mass flow ......................... kg/s  
exm  mass flow between nodes .............. kg/s 

nser number of collectors in series 
q  specific heat flow ......................... W/m² 
qcond specific heat of condensation ..... kJ/kg 
qin supplied specific heat ................. kJ/kg 

DHWQ  heat transferred to the generation of 
domestic hot water ........................... W 

LossQ  heat loss of a node ........................... W 
Qλ
  conductive heat flow across nodes ... W 

tORC operating time in ORC mode ............h 
Ta ambient temperature ...................... °C 
Tground temperature of the ground .............. °C 
TDHW temperature of domestic hot water . °C 
TSH space heating flow temperature ..... °C 
Tin collector inlet temperature ............. °C 
Tm mean collector temperature ........... °C 
TORC scroll expander inlet temperature .. °C 
Tout collector outlet temperature ........... °C 
wt,comp specific work for compression .... kJ/kg 
wt,exp specific work of expansion ......... kJ/kg 
V  volume flow ..................................... l/h 

strV  volume flow per collector string ..... l/h 
β collector slope 
ηs,c isentropic compression efficiency 
ηs,p isentropic pump efficiency 
ηs,exp isentropic expansion efficiency 
ρCF density of the collector fluid ....... kg/m³ 
(τα)n normal transmittance absorptance 

product 
 

 
1. Introduction 

The application of ground coupled heat pumps and solar combisystems providing both space 
heating and domestic hot water is a proven technology. In these conventional systems the 
collectors come to a standstill whenever the maximum temperature in the storage tank is 

3937



reached. However The resulting excess heat can be harnessed in an Organic Rankine Cycle 
(ORC). The domestic application of an ORC driven by solar heat has been a topic of interest 
in recent years [1]-[5]. In contrast in this study a scroll expander is applied as expansion 
device. Advantages of the use of a scroll expander are that no valves have to be used and that 
their low costs are low because of mass production. The performance of a scroll expander as 
the expansion device of a Rankine cycle has been investigated by [6]-[8]. In the ORC the 
working fluid of the heat pump is evaporated by solar heat and is afterwards expanded 
through the scroll compressor of the heat pump which in this case operates as a scroll 
expander. When the fluid condenses heat is recharged into the ground increasing the 
coefficient of performance of the heat pump and potentially reducing the necessary borehole 
depth. Upgraded controls and a pump for the ORC are the only additionally required 
investments compared to conventional systems. A schematic drawing of the combined heat 
pump-ORC system is given in Fig. 1. 
 

 
Fig. 1. Schematic drawing of the combined heat pump-ORC system. 
 
2. Modelling of the components of the combined system 

In order to simulate a combined system models for the solar collector, storage tank, heat 
pump, Organic Rankine Cycle and geothermal heat exchanger are required. The flat-plate 
collector has been modelled dynamically by use of a one-node model which is given in the 
European norm EN 12975 [9]. Dynamic modelling is necessary because the heat capacity of 
the collector strongly influences the ORC-revenues due to varying heating-up periods for 
different operating temperatures. The following differential equation Eq. (1) describes the 
thermal behaviour of a flat-plate collector.  
 
 ( ) ( ) ( ) ( ) ( ) ( )2

1 2 5b b d d m a m a men en
q F K G F K G c T T c T T c dT dtθ θτα θ τα θ′ ′= + − − − − −  (1) 

 
The beam and diffuse radiation on the sloped collector have been calculated by means of the 
algorithms of the European Solar Radiation Atlas [10]. If the collector is feeding the storage 
tank the volume flow is fixed to a constant value. However if it is operating in ORC mode the 
volume flow is adjusted to keep a constant temperature. In this case the differential term in 
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Eq. (1) is zero and for hourly irradiation data the process can be considered stationary. The 
resulting volume flow can be calculated by equating Eq. (1) and Eq. (2). 
 
 ( ),CF p CF out in Cq c V T T Aρ= ⋅ ⋅ ⋅ −   (2) 
 
The storage tank installed in the combined system is a multi-node storage tank with 
stratification device. The stratification system ensures the layering of solar heated water at 
different temperatures which allows for the use of low-temperature solar heat in a s olar 
combisystem. For each time step a mass and an energy balance have to be solved. It has to be 
considered that a mass flow also accounts for an energy flow throughout via mixing. The 
mass and energy flows in a node are depicted in Fig. 2. 
 

 
Fig. 2. Mass and energy flow in a node.  
 
Mass flows between adjacent nodes ( 1im − , 1im + ) result from external flows ( exm ) of the 
collector, heat pump or floor heating which are either supplied or removed. The terms , 1iQλ −

  
and , 1iQλ +

  describe the heat conduction between adjacent nodes whereas DHWQ  marks the heat 
flow from the node to the coiled tube heat exchanger in which the domestic hot water is 
generated. LossQ  indicates the heat loss from the storage tank to the ambient. The mass flows 
are first converted into equivalent heat flows, afterwards the set of differential equations is 
solved for each node. 
 
All thermodynamic properties required for the simulation of the ORC and the heat pump are 
calculated with the software Refprop [11]. The terminal temperature differences in heat 
exchangers are set to 5 K. For the calculation of the COP of the heat pump the upper and 
lower pressure are the saturation pressures belonging to the temperatures Tground and TSH in 
case of floor heating or TDHW in case of the generation of domestic hot water. The suction gas 
is overheated by 3 K (1a) and afterwards compressed (2a). The compression is assumed to be 
adiabatic with an isentropic efficiency of , 0.6s cη = . Subsequently the refrigerant condenses 
(3a) and transfers heat to the floor or water heating system. The refrigerant leaves the 
condenser as saturated liquid so no s ubcooling is performed. To complete the cycle the 
pressure is relieved by an expansion valve (4a). The COP of the described process can be 
calculated with Eq. (3). 
 

 3 2

, 2 1

a acond

t comp a a

h hqCOP
w h h

−
= =

−
 (3) 

 
For the calculation of the thermal efficiency of the ORC the pressure levels are given through 
the temperatures Tground and TORC. The fluid is compressed by a pump with an isentropic 
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efficiency of , 0.6s pη =  (2b). Afterwards the fluid is evaporated by heat transfer from the 
collector fluid (3b). The saturated vapour is expanded in the scroll expander (4b). By default 
the isentropic efficiency of the expansion is set to ,exp 0.5sη =  which is in good agreement 
with Peterson et al. [6]. Downstream of the expander the refrigerant is condensed and 
subcooled by 2 K (1b). The thermal efficiency of this cycle can be calculated as 
 

 ,exp 4 3

2 1

t b b
ORC

in b b

w h h
q h h

η
−

= =
−

. (4) 

 
To model the ground heat exchanger a short time step model is required because the thermal 
response of the ground is critical for the description of condensation in ORC mode. With the 
analytical approach of Lamarche and Beauchamp [12] an hourly calculation, which is in good 
agreement with the short time-step g functions developed numerically by Yavuzturk and 
Spitler [13], is achieved. 
 
3. Simulation and optimisation of the combined system 

In this work a combined heat pump-ORC system has been simulated which is installed in a 
single family house. The house has a total floor space of 167 m² and a transmission heat loss 
of 148.2 W/K. Both values are characteristically for a l ow-energy consumption house 
fulfilling the German KfW 70 standard. For this type of building a heat pump with a heating 
output of 5 kW is sufficient. The simulations were carried out with the refrigerant R134a as 
working fluid of heat pump and ORC. The simulated system comprises a multi-node storage 
tank with a volume of 700 l. Six south orientated flat-plate collectors with an aperture area of 
2 m² each are installed in the system. The working fluid of the collectors is a 20/80 propylene 
glycol-water mixture. The characteristics of both storage tank and collector represent those of 
commercially available products. Hourly data for the ambient temperature and solar radiation 
for the climatological station Weihenstephan (48° 24’ N, 11° 42’  E) are taken from the 
European Solar Radiation Atlas [10]. It is assumed that at 6:30, 7:30, 18:30 and 19:30 in each 
case 50 l of hot water with a temperature of 45 °C are generated in the coiled tube heat 
exchanger passing through the storage tank. 
 
The aim of the simulation is to find the optimum configuration of the combined system. For 
the optimisation the number of collectors in series, the volume flow per string of collectors, 
the collector slope and the expander inlet temperature of the ORC are varied. The range of 
these parameters is given in Table 1. 
 
Table 1. Modified parameters for the optimization of the combined system and their range of values. 

Parameter Range of simulated values 
Number of collectors in series nser 1 – 3 

Volume flow per string of collectors strV  20 – 80 l/h 
Collector slope β 15 – 55 ° 

Expander inlet temperature TORC 60 – 90 °C 
 
Chen et al. [5] simulated a small scale solar-driven carbon dioxide power system and mention 
the importance of the expansion efficiency as the power output decreases by 60% for an 
isentropic efficiency of 50% instead of 85%. Wang et al. [7] managed to increase the 
expansion efficiency from 50% to 70% by using a compliant expander instead of a 
kinematically constrained one. In this work it is therefore investigated in how far the 
efficiency of the expansion influences the ORC output and the overall performance of the 
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combined system. For this purpose additional simulations have been done with efficiencies of 
,exp 0.6sη =  and ,exp 0.7sη =  instead of the default value of ,exp 0.5sη = . 

 
The output values of the simulation are the electricity consumption of the heat pump for space 
heating and domestic hot water as well as the power generated in the scroll expander and the 
power consumption of the pump of the ground loop in the ORC. The power input of the 
ground loop pump is assumed to be 60 W and has to be subtracted from the power output of 
the scroll expander. For the financial evaluation electricity costs are set to 0.2 €/kWh whereas 
the generated power yields 0.3301 €/kWh under the current German feed-in tariff. All 
components have been simulated for one year with a time step of one minute except for the 
ground heat exchanger, which has been calculated on hourly basis. All simulations were 
performed using Microsoft Visual Basic for Applications scripts 
 
4. Results 

The results of the simulation show that the energetic optimum of the combined system is 
reached for collector slopes between 25° and 35°. The optimum is therefore found for slopes 
up to 23.4° l ower than the rule of thumb of Duffie and Beckmann [14] proposing surface 
slopes equal to the latitude. This effect can be explained with the fact that in summer the total 
irradiation on slopes which are tilted to a lesser extent is higher. This relation which favours 
the ORC together with the influence of the volume flow on the power output of the ORC and 
the operating time in ORC mode are displayed in Fig. 3 for a connection of three collectors in 
series and an expander inlet temperature of 70 °C. The decrease of the ORC power output 
with increasing volume flow per collector string is due to the shorter operating time in ORC 
mode. With increasing volume flow lower collector outlet temperatures are achieved and thus 
the ORC starting temperature is reached less often. 
 

 
Fig. 3. Influence of the operating time in ORC mode tORC , the volume flow per collector string strV  
and the collector slope β on the ORC power output EORC for a connection of three collectors in series 
and an expander inlet temperature of 70 °C. 
 
The influence of the array configuration, either parallel connection or connection in series, 
and the specific volume flow per m² aperture area on the system performance is outlined in 
Table 2 for a collector slope of 25° and an expander inlet temperature of 70 °C. Different 
array configurations (A, B, C) with the same specific volume yield similar output values. The 
ORC power output is an exception because it decreases with the number of collectors 
connected in series. The total electricity demand of the combined system however is almost 
constant. If the volume flow per collector string is held constant and the number of collectors 
in series is increased (A, D, E) the electricity consumption of the heat pump for space heating 
EHP,SH rises. To reach TSH a rather low irradiance is required and the operating time in space 
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heating mode is quite high. As a consequence the operating time is rising to a lesser extent 
than the solar gain is dropping because of the lower volume flow. In contrast the electricity 
consumption of the heat pump for the generation of domestic hot water is reduced and the 
ORC power output is increased because higher operating temperatures are reached more often 
and faster for smaller specific volume flows. 
 
Table 2. The effect of the array configuration and the specific volume flow per m² aperture area on the 
annual electricity consumption of the heat pump for space heating EHP,S H  and domestic hot water 
EHP,DH W  as well as the ORC power output EORC  and the total power consumption Etot for a collector 
slope of 25° and an expander inlet temperature of 70 °C. 

Case nser strV  ( )str ser c/V n A⋅  EHP,SH EHP,DHW EORC Etot 
  [l/h] [l/m²h] [kWh] [kWh] [kWh] [kWh] 

A 1 20 10 1261.6 611.2 113.4 1759.4 
B 2 40 10 1260.1 612.4 102.8 1769.7 
C 3 60 10 1258.7 599.2 100.3 1757.6 
D 2 20 5 1303.6 598.0 123.5 1778.1 
E 3 20 3.33 1354.1 536.5 125.9 1764.7 

 
For the cases A, B and C given in Table 2 the influence of the isentropic expansion efficiency 
on the expander power output has been investigated. The results are illustrated in Fig. 4 
together with the thermal efficiency of an Organic Rankine Cycle with the assumptions made 
in section 3, an evaporation temperature of 70 °C and a condensing temperature of 20 °C. If 
the power consumed by the ground loop pump is subtracted from the values depicted in Fig. 4 
the same values for the power output of the ORC as in Table 2 are obtained for ,exp 0.5sη = .  
 

 
Fig. 4. Influence of the expansion efficiency ηs,exp on the thermal efficiency of the ORC ηORC and the 
expander power output Eexp for different array configurations with the same specific volume flow. 
 
Fig. 4 shows that the thermal efficiency of the ORC ORCη  is the only variable influencing the 
expander output power. If the efficiency of the expansion is increased by ten percentage 
points the expander output power and ORCη  grow by about 20%. This result is in agreement 
with the course determined by Chen et al. [5]. With rising thermal efficiency a negligible 
lower amount of heat is recharged into the ground which would influence the electricity 
consumption of the heat pump. As the thermal efficiency has no effect on the operating time 
of the ORC, the power consumption of the ground loop pump remains constant. The results of 
the simulation reveal that all output values except for the power output remain almost 
unaffected by the expansion efficiency which has been expected. 
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Finally the optimised system configurations for each expander efficiency are compared with a 
conventional system from an energetic and financial point of view. The conventional system 
is simulated using the methods and assumptions presented in section 2 and section 3 just 
without the ORC mode. The simulation results for each optimised system and the 
conventional system are outlined in Table 3. 
 
Table 3. Comparison of the electricity consumption and cost of a conventional solar combisystem and 
optimised system configurations of the combined heat pump-ORC system for different isentropic scroll 
expander efficiencies. 

ηs,exp nser strV  β TORC Etot ΔEtot 
ORC- 

revenue 
Total 

costs Ctot 
ΔCtot 

  [l/h] [°] [°C] [kWh] [%] [€] [€] [%] 
- 2 30 35 - 1729.3 - - 346.1 - 

0.5 1 40 35 60 1717.4 -0.7 30.2 328.6 -5.1 
0.6 1 40 25 60 1693.0 -2.1 41.2 319.1 -7.8 
0.7 1 30 25 60 1665.1 -3.6 53.7 308.6 -10.8 
0.5 1 30 25 60 1719.5 -0.6 35.8 326.3 -5.7 
0.6 3 20 25 70 1727.3 -0.1 61.9 316.3 -8.6 
0.7 3 20 25 70 1689.9 -2.3 74.2 303.9 -12.3 

 
The results indicate that the energetic and financial optima are reached for different system 
configurations. The relative cost savings exceed the energy savings which is due to the fact 
that 1 kWh generated electricity equals 1.65 kWh consumed electricity because of the feed-in 
tariff. The energetic optima are reached for a parallel connection of collectors. The rather low 
energy savings can be explained with the fact that in the combined system the storage tank is 
charged with less solar heat than in a conventional system. However the combined system is 
still superior in comparison. For higher expansion efficiencies the array configurations with 
the lowest specific volume flow become attractive from a financial standpoint as a 
consequence of the greater ORC revenues.  
 
5. Conclusion 

In this work annual simulations of a solar assisted combined heat-pump ORC system have 
been performed. The results indicate that this system is superior to a conventional solar 
combisystem from an energetic and financial standpoint. The annual savings strongly depend 
on the efficiency of the expansion. For a small combined system with a flat-plate collector 
area of 12 m² the relative energetic savings range from 0.7% ( ,exp 0.5sη = ) to 3.6% 
( ,exp 0.7sη = ). The absolute monetary savings are about 20 € for ,exp 0.5sη = . They rise to 42 € 
for an increased efficiency of ,exp 0.7sη = . It therefore seems possible to cover the additional 
costs that arise from an ORC pump and advanced controls. As the costs for the controls are 
independent of the system size an application of the combined system is more reasonable in 
larger dwelling units like hotels, senior citizens’ homes and multiple dwelling houses. 
Experimental studies to evaluate the efficiency of the scroll compressor in expansion mode 
are required. The results of this study concerning collector slope and volume flow can also be 
transferred to future works regarding solar-driven Organic Rankine Cycles. 
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Abstract: This paper presents results of theoretical investigations on the determination of optimal design 
parameters of a Low Temperature Difference (LTD) Solar Stirling Engine using optimisation method based on 
Genetic algorithms. The developed thermodynamic mathematical model of the engine takes into account 
hydraulic and mechanical losses in the engine's working process and this model was coupled to the optimisation 
algorithm. A set of such design parameters as the   stroke of the displacer and diameter and stroke of  the power 
piston and the thickness of the regenerator placed in the displacer have been considered as variables. The 
engine's performance parameter such as the brake power is used as the objective function of the optimisation 
algorithm. The GA code is implemented in MATLAB.  The accuracy of the optimal design engine's performance 
is examined using 3D CFD modelling of the working process of the engine. The set of design parameters 
obtained from the optimisation procedure provides the noticeable improvement of the engine’s performance 
compared with the performance of the original LTD Solar Stilring engine with the same operating condition. 
 
Keywords: LTD Stirling engine, Second-order mathematical model, Mechanical losses, CFD, Genetic algorithm. 

Nomenclature

Cp specific heat at constant pressure..J⋅kg-1K-1 
Cv specific heat at constant volume ...J⋅kg-1K-1 
Dp   diameter of piston....................................m  
DD   diameter of displacer..............................m  
f frequency................................................Hz 
Hd   thickness of regenerator..........................m 
m mass of the gas in the control volume..... kg 
maxvalue   maximum fitness value in the value map 

im  inlet mass flow rate.............................kg⋅s-1  

om  outlet mass flow rate...........................kg⋅s-1 
Pb brake power............................................W 
Pc pressure in the  compression space........Pa 
Pc1 pressure in the  compression space in the  
       displacer chamber...................................Pa 
Pc2 pressure in compression space in the piston  
       cylinder...................................................Pa 
Pe pressure in the expansion space.............Pa 
Pi indicated power......................................W 
Q heat transfer rate....................................W  
T total crank torque................................. N⋅m 
Tb frictional torque of the rolling bearing. N⋅m  
Ti inlet temperature.......................................K 
To outlet temperature.....................................K 
Tp piston crank torque.............................. N⋅m 
t time........................................................ sec 
 
Value………………………………… fitness value 

Vc volume of the compression space............m3 
Vc1 volume of the compression space in the  
        displacer chamber.................................. m3 
Vc2 volume of the compression space in the  
       piston cylinder......................................... m3 
Vdc dead volume of the compression space...m3 
Vde dead volume of the expansion space.......m3 
Ve volume of the expansion space................m3 
VSP  swept volume of the piston 
......................m3 
VSD  swept volume of the displacer.................m3 
W work..........................................................J 
Wb cyclic brake work......................................J 
Wc work of the compression space.................J  
We work of the expansion space.....................J 
x current displacement of the piston...........m 
x0 stroke of the piston...................................m 
y current displacement of the displace.......m 
y0 stroke of the displacer .............................m 
ZD  stroke of displacer....................................m 
Zp  stroke of piston.........................................m 
θ piston crank angle..................................rad 
ϕ    displacement phase angle of the piston.. rad 
k, ε turbulent kinetic energy and dissipation  
       turbulent kinetic energy.....................m2⋅s-2 
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1. Indroduction 

Low Temperature Difference (LTD) Stirling engines, though provide low electricity 
production, can be used as solar energy and waste heat recovery system due to their simple 
design and low cost production [1]. There is an interest towards development of LTD Stirling 
engines for deployment in rural areas of developing countries for production of power on the 
small scale. Because of this reason, numerous studies have been conducted for determination 
of optimal design parameters of LTD Stirling engines. Several thermodynamic mathematical 
models have been used for the determination of the optimum power and efficiency of such 
engines [2-7]. Furthermore, a considerable work was done  on the development of 
optimisation algorithms for conventional high temperature engines [8, 9]. The search method 
which uses the Genetic algorithm (GA) code  coupled to the mathematical model accounting 
for  heat  and mechanical losses using the theorem of forced work was presented by Altman in 
[9]. This work  presents the determination of optimal design parameters of a LTD Stirling 
engine using GA optimization method, coupled to the second-order model of the engine, 
which takes into account hydraulic and mechanical losses,  developed by Kraitong and 
Mahkamov [10]. Additionally, 3D CFD simulations using CFD FLUENT software were 
performed to calibrate results of the optimization calculations. 
 
2. Physical model 

Figure 1a represents a schematic diagram of the kinematical gamma LTD Stirling engine. The 
main components of the LTD Stirling engine are the power piston and displacer with 
corresponding cylinders, the hot and cold plates, , the regenerator placed inside the displacer 
and the drive mechanism with the flywheel.  In this paper, a twin-power piston LTD Stirling 
engine, see  Fig. 1b,  manufactured by Kongtragool and Wongwises [11] is used in numerical 
investigations. This engine consists of two power pistons and one displacer with the built-in 
regenerator. The regenerator is made of coarse stainless steel mesh placed in the casing 
perforated at its top and bottom. Table 1 presents data on the physical dimensions of this 
Stirling engine. 
 

Fig. 1.   a) A Schematic diagram of the kinematic gamma LTD Stirling engine and b) The physical 
characteristic of the twin power  piston LTD Stirling  from Kongtragool and Wongwises [11]. 
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Table 1.  Dimensions of the LTD Stirling engine manufactured by Kongtragool and Wongwises [11] 
The geometric data of a twin power piston LTD Stirling engine Value 

working piston stroke (m) 

working piston diameter(m) 

working piston swept volume (m3) 
displacer piston stroke (m) 
displacer piston diameter (m) 
displacer piston swept volume (m3) 
swept volume ratio 
displacement phase angle of the pistons  ( ° ) 

0.0826 
0.083 

893.8x10-6 
0.0795 
0.32 

6393.8 x10-6 
7.15 
90 

 
3. Modelling Procedure 

3.1. Thermodynamic modelling   
The second-order mathematical model taking into account the pressure drop and the 
mechanical losses developed by Kraitong and Mahkamov [10] was used for the performance 
prediction of the engine. This model is the modification of that developed by Timoumi et al. 
[7] and Urieli [12]. The equations of energy and mass conservation for each control volume 
are expressed as follows:  
 

ipiopov TCmTCm
dt

dWdQ
dt
mTdC  +−−=

)(
     (1) 

io mm
dt

dm
 −=              (2) 

 
Work done by the working gas inside the compression space and the expansion space can be 

calculated as 
dt

dV
P

dt
dW c

c
c =  and 

dt
dV

P
dt

dW e
e

e = , respectively.  

 
Volumes of the compression and expansion spaces are expressed as 
 

( ) ( )θϕθ cos1
2

)cos(1
2

−+−++= SDSP
dcc

VV
VV    (3) 

( )θcos1
2

++= SD
dee

V
VV     (4) 

where p
p

SP Z
D

V
4

2

π=  and  D
D

SD ZDV
4

2

π= . 

In order to determine the brake cyclic power, the kinetic motion equations of the mechanical 
transmission system of the reciprocating engine proposed by Guzzomi et al. [13,14] were 
used. The determination of the frictional forces in the sealing rings of the displacer rod is 
carried out using methodology described in [15]. These results were used to calculate the 
torque induced by the pistons (Tp). The brake cyclic work and the brake cyclic power, 
therefore, are calculated as  
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∑= pTT     (5) 

( ) dt
dt

d
TTdt

dt
dW

W b
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


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


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






=

τ θ
0

                (6) 

fWP bb =     (7) 

For numerical calculations, the cycle was split into 1000 time-steps and calculations were 
performed until the pressure and temperature curves converged and the overall heat balance in 
the system was reached. 
 
3.2. CFD modelling 
To achieve better understanding of the working process of the LTD Stirling engine and obtain 
more accuracy in the performance prediction, 3D CFD modeling using the standard k-ε  
turbulence model for a compressible flow was carried out to investigate the work of the 
engine. Commercial CFD software, FLUENT was used to perform CFD simulations of the 
working process of the engine. During the simulations the movement of pistons was taken 
into account and the regenerator of the engine was treated as a homogeneous porous medium. 
The subroutines describing displacements of the pistons and the displacer were written and 
then connected to the main body of the programme. The cycle was divided into equal 500 
time-steps and calculations were performed using a high performance computer. The average 
gas temperature and pressure in each engine’s working space were monitored during 
calculations in order to determine whether the steady-state condition was reached in the 
simulated operation of the engine.   
 
3.3. Optimisation modelling 
Genetics algorithm is a stochastic optimisation method based on the mechanism of natural 
selection for survival as the procedure in order to obtain optimal results [16]. The real-valued 
GA or the continuous GA is applied in this work for the quantitative limitation and the 
reduction of the computing time [17]. The structure of the continuous GA of the LTD Stirling 
engine is represented in Fig. 2.  
 
 
 
 

Fig. 2.  The structure of the continuous GA of the LTD Stirling engine. 
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Several original engine design and operational parameters, namely the diameter of the 
displacer of 0.32 m, the engine speed of 46.5 rpm, the solar irradiation of 5097 W/m2 created 
using a solar simulator and the cooler surface temperature of 307 K,  are accepted to be fixed  
as constant values in this work. There are only four engine design parameters are defined as 
variables. These are the diameter and the stroke of the power piston, the stroke the displacer 
and the thickness of the regenerator:  
 
Chromosome = (Dp; Zp; ZD; Hd)      (6) 
 
The upper and the lower bound of each variable are as follows; 
0.02 < Dp < 0.13 ; Dp is diameter of piston (m) 
0.04 < Zp < 0.3 ; Zp is stroke of piston (m) 
0.04 < ZD < 0.3 ; ZD is stroke of displacer (m) 
0.01 < Hd < 0.2 ; Hd is thickness of regenerator (m) 
 
The above boundaries  are defined based on the practical manufacturing and design 
considerations. The maximum diameter of the piston is limited by the diameter of the cold 
plate which is equal to the fixed displacer diameter. The range of the displacer stroke to be 
investigated is typical for  displacers of LTD Stirling engines [18]. Only one of the engine’s 
performances, namely the brake power, is defined to be the chromosome value because the 
heat source is solar energy which is assumed to be cost-free. The the brake power of the 
engine obtained using the developed second-order mathematical model is used as the 
objective function:  
 
Brakepower = f (chromosome) = f (Dp; Zp; ZD; Hd)     (7) 
 
In GA, there is no effect of the guessed initial chromosomes on the convergence of the 
solution, thus the initial population is created by using the absolutely random procedure. A 
generated initial population is in the matrix formation of various chromosomes. The size of 
the population effects the convergence in the optimization procedure. The number of 
chromosomes between 30 and 100 is the typical size to operate GA [19]. In this study, the 
number of chromosomes in a generation of 30   is used. The chromosome value which is the 
brake power is evaluated by the fitness function for locating in the value map of each 
generation [20]: 
 

valuemaxvalue
ueFitnessval

−+
=

1

1
    (8) 

 
The fitness value of each chromosome is descending order to determine survival 
chromosomes for the next generation. The number of survival chromosomes is defined by the 
selection rate of 0.5 from the weighted random pairing selection and the rank weighting 
technique [17].  The single point crossover is used for the mating process that the parents are 
operated by the reproduction operator to produce some offsprings for the next generation. 
Fittest chromosomes of the ranking are randomly selected to be the parents for the 
reproduction operation. The second operator of the reproduction called the mutation is used as 
a tool to avoid finding only the local solution. The  mutation rate of 0.2, though probably is 
high, results in the gradual convergence and ensures that the global maximum is not missed 
out in during simulations [17].  
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Finally, the new generation is produced and the population of new design parameters in this 
generation is then evaluated by the developed thermodynamic model and the fitness function 
is checked for the ranking until the solution found satisfying the termination condition. The 
maximum number of generation in the computing process of 80 is defined to obtain the 
convergence of this algorithm. The optimisation code was modified from [19] and 
implemented in MATLAB. In this case, the continuous GA was used to obtain the optimal 
design parameters for the performance’s improvement of an original LTD Stirling engine. 
Simulations were, thus, conducted for the same operating condition. A set of optimal design 
parameters from the numerical simulations was then used to create the engine mesh for the 
3D CFD simulation to more accurately predict the engine power. 
 
4. Results from optimisation cacluations  

The modelling of the engine with the SM15-matrix regenerator was performed for the 
constant solar flux of 5097 W/m2, the cooler surface temperature of 307 K, the engine speed 
of 46.5 rpm with air at 1 bar pressure used as a working fluid. Figure 3 represents the best 
brake power for each generation. The best brake power first sharply  increases and then 
gradually reaches the convergence with its value of 1.515 W. The design parameters of this 
generation are presented in Table 2. The corresponding indicated power is 1.668 W. 
 

Fig. 3.   The best brake power of each generation as the function of generations. 
 
Table 2.  The first set of optimal engine design parameters  obtained from optimisation simulation.  

 
However, it could be seen that the stroke of the power piston of 0.228 m which is much 
longer than the stroke of the displacer of 0.074 m. This  may be unsuitable for the practical 
engine. Thus, the power piston and displacer strokes were fixed at 0.1 m and a new set the 
optimisation simulations  with two variables were run. Optimal engine parameters from the 
second run are presented in Table 3 and the maximum brake and indicated power is 1.346 W 
and 1.47 W, respectively. There is only 11% reduction in power when compared with the 
results of the first optimization run.   
 
 

 

Optimal engine design parameters Value 
working piston stroke (m) 
working piston diameter(m) 
displacer piston stroke (m) 
displacer thickness (m) 

0.228 
0.065 
0.074 
0.056 
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Table 3. The second set of optimal engine design parameters is obtained from optimisation simulation. 

 
Finally, two engines with  optimal engine parameters shown in Tables 2 and 3 were modelled  
using 3D CFD simulation. The indicated power of the first and the second engine calculated 
from P-V diagrams which are shown in Fig. 4a and Fig. 4b are 1.427 W and 1.352 W, 
respectively. 3D CFD modelling results demonstrate that the second-order thermodynamic 
model used in oprimisation procedure has an adequate accuracy in the prediction of the 
engine performance.  
 
5. Conclusion 

The developed second-order mathematical model of the LTD Stirling engine was developed 
which accounts for hydraulic and heat losses in the working process and mechanical losses in 
the engine. This model was used with GA optimisation code. As a result of optimization 
simulations a set of design parameters for the engine was obtained which provides a 
considerable improvement in the performance.  Results obtained using the developed second-
order thermodynamic model were calibrated using 3D CFD modeling technique. The 
optimisation procedure developed in his work can be applied to improve the design of a wide 
range of  Stirling engines, including high temperature ones.  

 
Fig. 4. 3D CFD modeling results:  a)  P-V diagrams for the first optimal parameters set obtained 
using  and b) P-V diagrams for the second optimal parameters set  
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Optimal engine design parameters Value 
working piston stroke (m) 
working piston diameter(m) 
displacer piston stroke (m) 
displacer thickness (m) 

0.1 
0.1 
0.095 
0.058 
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Abstract: In a liquid desiccant air conditioner developed at Materials & Energy Research Centre (MERC), 
dehumidification of the outside air is achieved through a packed-bed heat and mass exchanger, using lithium 
chloride solution as the desiccant. The dry air thus obtained is evaporative cooled inside a cooling pad and 
directed into the conditioned space. The dilute solution from the dehumidification process is concentrated in a 
scavenger air regenerator using hot water from flat plate solar collectors. Carryover of the desiccant particles has 
been avoided by using eliminators, such as demister or filter.  

In this paper the experimental results obtained from testing the prototype of the liquid desiccant absorber unit in 
a simulated Persian Gulf summer has been presented and compared with a previously developed model for the 
packed-bed. The comparison reveals that good agreement exists between the experiments and model predictions.  
The inaccuracies are well within the measuring errors of the temperature, humidity and the air and solution flow 
rates. The above tests further reveal that the unit would have a satisfactory performance in controlling the air 
temperature and humidity if installed on a commercial site of about 200 m2 area in a hot and humid climate. 

A commercialization study was performed for the solar operated liquid desiccant air conditioner (LDAC) and 
compared with the conventional vapour compression system. The study reveals that the operating cost of an 
LDAC is significantly lower than its conventional counterpart. The costs would further reduce if a storage 
system was used to store the concentrated solution of liquid desiccant. A simple payback of five years was 
determined for the solar components of the liquid desiccant system in this study. 

Keywords: Liquid desiccant, Dehumidification, Packed-bed, Solar regeneration. 
 
 

1.   Introduction 

Much work has so far been conducted in the area of air dehumidification using liquid 
desiccant and a cross-flow or a packed-bed type heat and mass exchanger, as the dehumidifier 
[1]. The use of the solar liquid desiccant air dehumidification / cooling system appears to be 
promising in hot and humid locations of Iran, such as the Persian Gulf region, due to high 
availability of solar energy. Figure 1 shows a schematic diagram of the solar air conditioner. 
 

                   
Figure 1. schematic diagram of a liquid desiccant solar air conditioner 
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Outside air is dehumidified in the absorber unit using a strong solution of lithium chloride and 
cooled within a direct evaporative cooler before it is introduced into the conditioned space. 
The dilute solution thus obtained is concentrated in a scavenger air solar regenerator using hot 
water from flat plate solar collectors. A solution heat exchanger, as indicated in the figure, is 
used for heat recovery between the strong and weak solutions. Return air from conditioned 
space has also been used to take some heat out of the outside air as shown in Figure 1. 
 
Considerable laboratory experiments, computational analysis and design work has been 
carried out on a liquid desiccant system at the Sustainable Energy Centre of the University of 
South Australia [2-6], and the Queensland University of Technology [7, 8]. These involved 
modelling and experimental work on both cross flow and packed-bed dehumidifier as the 
absorber unit as well as the solar regenerator [9]. In the packed-bed system used in this study, 
different packing materials are considered, which include the polymer type usually used in 
cooling tower applications and the counter flow type with a layer of wick applied to the heat 
exchanger surfaces to reduce the carry over of the desiccant particles into the conditioned 
space, as well as to increase the dehumidification efficiency of the air conditioning unit.  
 
In a solar liquid desiccant system the weak desiccant can be concentrated, stored and used at a 
later time; therefore, energy is stored as concentrated solution in the system rather than 
thermal. The system provides the options of using the solar LDAC either as a packaged roof 
top air conditioner for domestic or commercial use or as an air handler unit in commercial 
applications such as conditioning large volumes of ventilation air. The LDAC could also be 
used for space heating in winter due to the property of desiccants to provide heat when wetted 
and, thereby, indirectly heat the supply air.  
 
2.  Testing the conditioner prototype 

In the experimental tests carried out on the developed LDAC, dehumidification and cooling 
are both achieved within the absorber unit by using liquid desiccant and the cool air from the 
conditioned space, respectively. A photograph of the absorber unit showing the system main 
components is demonstrated in Figure 2.   
 

                                      
 
Figure 2. The LDAC packed-bed dehumidification unit as viewed from the MERC Energy Laboratory. 
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This 20 kW unit has an overall dimensions of approximately 1.3 × 1.5 × 1.8 m. The 
conditioner casing is made from an insulating material to protect the system from heat transfer 
with the environment. The packing material is incorporated vertically inside the 
dehumidification tower with the weak solution container at the bottom. The conditioner 
prototype was optimized for the air and solution flow rates, further reducing electrical power 
consumed by the unit. 
 
Preliminary tests have been carried out on the system with water to ensure a smooth operation 
of the unit. These involved running the air conditioner at variable fan speeds by reducing the 
applied voltage from 220 to 110 V. The air velocity on the supply and exhaust sides of the 
conditioner and on a face area of approximately 0.15 m2 was measured. The power consumed 
by the fan during the system operation was also measured and recorded.  
 
Two sets of experiments were carried out with liquid desiccant. In the first set of the 
experiments, the absorber unit was tested with desiccant only sprayed into the outside air, 
while the direct evaporative cooler was inactivated. The experiments were aimed to 
investigate the air temperature rise due to condensation of the air moisture content, and 
reduction in the air relative humidity. The process of dehumidification / cooling of the outside 
air for these two experiments are shown on the psychrometric chart in Figure 3. The dashed 
line on this figure represents the test with desiccant only. 
 
 

                              
 
Figure 3. Psychrometric paths for the tests with: (a) desiccant only (dashed line); and (b) desiccant 
followed by evaporating cooling of the air. (Supply air: 0-1-2-3; Return air: R-S) 
 
In the second set, the system was operated with the evaporative cooler activated, while 
lithium chloride solution was sprayed into the outside air. The test was to investigate the 
effect of dehumidification and direct evaporative cooling on the supply air. The process of 
dehumidification / cooling of the outside air for the above two experiments are shown on the 
psychrometric chart in Figure 3. The dashed line on this figure represents the test with 
desiccant only. 
 
Following each set of experiments with liquid desiccant, the concentration of the dilute 
solution was measured, using a conductivity meter. A plot of conductivity-concentration as 
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indicated in Figure 4 was then produced for diluted samples and for several conductivity 
measurements. The plot was used to determine the subsequent values of concentration for 
new desiccant solutions, using a correction factor to be accounted for higher concentration 
values. The weak solution obtained from the dehumidification process in the above 
experiments was regenerated in a scavenger air solar regenerator. This will be described in 
section 4.  
 
In Figure 5, the effect of air flow rate on the air temperature and relative humidity of the 
outside air has been studied. The air temperature and relative humidity on this figure are 
denoted by Tbp and Hbp, respectively, which are the air conditions before entering the packed-
bed column. As seen from the figure a substantial reduction in the air relative humidity is 
achieved after it passes through the packed-bed column, which is due to the spray of the 
desiccant solution over the packing material. In Figure 5, values of the air temperature and 
relative humidity, following the dehumidification process, are denoted as Tap and Hap, 
respectively. 
 

                            
Figure 4. Conductivity-concentration chart for the lithium chloride solution. 
                             

                         
Figure 5. The effect of air flow rate on dehumidification process of the outside air. 
 
In Figure 6 the experimental values of the temperature and humidity after the packing are 
compared with the predictions obtained from a developed model for the packed-bed. As can 
be seen from the figure there is good agreement between the data obtained from theory and 
experiment. 
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Figure 6. Comparison between the results obtained from the model and experiment. 
 
3.  Discussion of the test results 

In the tests with desiccant only, the air dehumidification by liquid desiccant is an adiabatic 
(constant enthalpy) process; therefore, no heat is added or removed from the air during the 
process. However, according to Figure 3, for an adiabatic dehumidification the air dry bulb 
temperature increases as the relative humidity reduces. This is due to the heat generated in the 
process as a result of water vapour condensation in the air. The air wet bulb temperature as 
seen in Figure 3, remains constant.  
 
The results from the tests with evaporative cooler and desiccant prove a satisfactory 
performance of the unit in a tightly control of the air temperature and humidity if installed on 
a commercial site of approximately 200 m2 area in a hot and humid climate. This will 
maintain the building air conditions within the comfort zone (dry bulb temperature of about 
25 °C and 50% relative humidity). The results of the tests further reveal that there are 
optimum values of air and solution flow rates, where the conditioner performance is 
enhanced.  
 
To quantify the confidence level of the experimental data, the results of an uncertainty 
analysis are presented in Table 1 for the experimental values obtained from testing the 
conditioner prototype. In this analysis, the fixed errors are assumed to be calculated and 
accounted for via calibration against known standards. Hence, the remaining error is solely 
due to the precision error. The precision errors were determined by statistical means or from 
data provided by equipment manufacturers or by the best estimate based on experimental 
observations. Since the prototype testing of the absorber unit was under many uncontrolled 
environmental conditions, the results are quite acceptable. 
 
The results obtained from the demonstration system in this study have been used in a solar 
liquid desiccant pilot plant project currently ongoing at MERC. The system was built and 
installed within the Fluid Mechanics Laboratory at Babol University of Technology, a hot and 
humid location on the Caspian Sea in the north of Iran. The system, which is also used for 
heating during the winter, is now being tested and monitored for a full year operation. Similar 
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equipment will also be installed and tested on the Persian Gulf region in southern part of the 
country, where the temperature and humidity are very high during most of the year. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.    Performance of the solar regenerator 

The concentration of dilute solution in this study is carried out in a scavenger air regenerator, 
using hot water from flat plate solar collectors. Both the scavenger air and the weak solution 
are preheated within the regenerator; however, solution regeneration will be more effective 
when preheating the air than preheating the solution [9]. It is notable that the lithium chloride 
desiccant can be concentrated using solar energy or other low grade heat at temperatures as 
low as 40 °C. The flat plate solar collectors used in this study can produce hot water at about 
85 °C in summer. 
 
In a scavenger air regenerator the weak solution is sprayed over a column of packed-bed (see 
Figure 7). Polymer pall rings, spheres or other polymer based materials are used as a packed-
bed to increase the contact area between the solution and the scavenger air, which facilitates 
the regeneration process. A stream of outside air is passed through the column, using a fan, in 
a counter current operation to pick up the water evaporated from the solution, and the hot 
moist air is, subsequently, exhausted from top of the column. A mist eliminator, as shown in 
Figure 6, is used at the top of the regenerator column to prevent the carryover of the desiccant 
particles. Gas or electricity could be used as a back up for the regenerator during the peak 
cooling hours. 
 
Eliminators, such as demister, are used to avoid carryover of desiccant into the environment. 
Alternative method in preventing the carryover is the use of indirect cooling, in which the 
supply air does not contact the desiccant [10]. The latter could also be used to produce potable 
water from the atmospheric air in remote areas when a cross flow plate heat exchanger is 
used. The water can either be used for human consumption or returned to the conditioner for 
evaporative cooling of the air. 

Conditioner performance 
parameters 

Measured 
values 

 

Precision 
errors 

Uncertainty 
values 

% 

Supply and return air flow 
rates, L/s 

1000  100  10 

supply air temperature °C 15.2 1 6.7 
supply air humidity ratio, 
kg/kg 

0.0094 0.0005 5.3 

Solution flow rate, L/min 3  0.2 6.8 
Exit solution 
concentration, (wt %) 

0.412 0.008 2 

Effectiveness, %   82 5 6.1 
Latent cooling, kW 16.7 0.5 3.3 
Sensible cooling, kW 3.3 0.1 3.1 
electrical energy used, kW 3 0.1 3.3 
Total cooling, kW 20 0.6 3 
Electrical COP  7 0.2 2.8 

Table 1.  Experimental results obtained from the conditioner test and the uncertainty values.  
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 Figure 7.  Schematic of the scavenger air solar regenerator. 
 
5.  Commercialization strategy for a solar LDAC 

An LDAC, in which the carryover of the desiccant has been eliminated, creates new 
opportunities for solar cooling. A commercialization strategy has been proposed in this study 
for a solar operated LDAC and compared with conventional vapour compression systems. 
Based on the computer modelling results obtained from the system simulation for a building 
in the Persian Gulf region, the operating costs of an LDAC is significantly lower than its 
conventional counterpart. This study further reveals that using the solar operated LDAC with 
a storage system for the concentrated solution, will result in considerable savings in operating 
costs when compared with the equivalent gas-fired liquid desiccant system. A simple payback 
of five years was determined for solar components of the system in this study. 
 
A 30 kW capacity, packaged roof-top LDAC delivering 1.5 m3/s of outside air could be used 
in domestic applications as well as the commercial. The unit uses a storage system and 100 m2 

of flat plate solar collector to dehumidify and cool 500 m2 of a residential building in the 
Persian Gulf region. Compared with the conventional unit, an annual saving of $2,500 with a 
payback of less than 5 years was determined for the solar LDAC in this application. 
 
6.   Conclusion 

In this paper the performance of a solar LDAC developed at MERC, using packed-bed for air 
dehumidification, and a scavenger air regenerator was studied. It was found that the solar 
liquid desiccant system is an efficient and cost effective alternative to the conventional air 
conditioner. Elimination of carryover of the desiccant particles within the absorber unit in this 
study was performed through the cooling pad of the direct evaporative cooler, which acts as a 
filter, as well as evaporative cooling of the supply air. Using the indirect cooling technique, 
the unit could produce potable water from the atmospheric air in remote areas. 
 
Experimental results obtained from prototype testing of the LDAC absorber unit indicates that 
the unit has a satisfactory performance in controlling the temperature and humidity when 
installed on a commercial site of about 200 m2 area located on the Persian Gulf region. The 
tests further reveal that the experiments are in good agreement with a previously developed 
model for the packed-bed and that the conditioner unit can have an effectiveness of about 
82% when used with liquid desiccant. The maximum electrical energy utilization of the unit, 
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which was determined through the above experiments, is 3 kW with an electrical COP of 
about 7. 
 
For domestic roof-top applications, it was determined that a 30 kW capacity LDAC could 
dehumidify and cool 500 m2 of a residential building on the Persian Gulf with an annual 
saving of $2,500 and a payback of less than 5 years. 
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Abstract: The effectiveness of solar adsorption system for space conditioning would be enhanced through 
radiant ceiling cooling, since a higher chilled water temperature can be supplied.  In such provision, desiccant 
dehumidification should be involved in order to cater for the latent cooling load.  A solar hybrid adsorption 
refrigeration system is therefore formulated.  In this study, the effect of radiative load ratio R of active chilled 
beams (ACB) and passive chilled beams (PCB) for the solar hybrid adsorption refrigeration system was 
investigated.  Through the year-round dynamic simulation, it was found that the performances, like solar fraction 
and primary energy consumption, of the system with ACB or PCB would be improved along with the decrease 
of R from 0.3 to 0.1.  At the same R, the system with PCB would have better performances than that with ACB.  
With suitable design and control, the solar hybrid adsorption refrigeration system with PCB at low R would be 
more technically feasible for office use in the subtropical climate. 
 
Keywords: Radiant cooling, Radiative load ratio, Adsorption refrigeration, Solar air-conditioning, High 
temperature cooling 

1. Introduction 

To promote the low energy buildings in the hot and humid places, strategic use of renewable 
energy in air-conditioning would certainly contribute to sustainable design.  Solar air-
conditioning is getting popular in the European countries [1,2].  Through the approach of high 
temperature cooling, the energy performance of chiller can be enhanced by using higher 
chilled water supply temperature for radiant cooling.  As the latent cooling load cannot be 
effectively handled in such provision, a separate desiccant dehumidification is necessary 
[3,4].  In fact, it would be effective to hybridize the adsorption refrigeration, radiant cooling 
and desiccant dehumidification, driven by solar energy for building space conditioning.  In the 
previous study [5], this solar hybrid adsorption refrigeration system would have much less 
annual primary energy consumption than the conventional vapour compression air-
conditioning system for office application.  In this study, it is to investigate more deeply about 
the effect of chilled beams on the performances of the solar hybrid adsorption refrigeration 
system in the subtropical city. 
 
The common chilled beams include the active chilled beams (ACB) and passive chilled beams 
(PCB), which are mounted at the ceiling level but not for structural purpose.  ACB have 
finned coils, in which chilled water flows inside.  ACB make use of forced convection for 
cooling through induction, so they are connected with a supply air stream that is mechanically 
driven.  PCB also have finned coils inside, but they rely on natural convection rather than 
forced convection.  Therefore, their performances would be affected by the radiative load 
ratio, which is the proportion of radiative to total (i.e. radiative and convective) cooling 
capacity of the chilled beams.  In this study, the effect of the radiative load ratio R on the 
year-round performances of the solar hybrid adsorption refrigeration system was evaluated for 
the office application.  Two types of offices were involved, a typical office and a high-tech 
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office, where the latter is featured with a much higher internal heat gains due to different 
electrical facilities of information technology and office automation. 
 
Fig. 1 illustrates the design of solar hybrid adsorption refrigeration system with ACB serving 
an office.  Solar energy is collected to supply to the adsorption refrigeration and the desiccant 
dehumidification through regenerative water and desiccant water respectively.  Auxiliary 
heaters are involved whenever the required driving temperatures are not sufficient.  The 
adsorption chiller provides chilled water to the chilled beams for sensible cooling, it also 
furnishes the chilled water to the supply air coil for supporting the desiccant dehumidification.  
The chilled beam valve and the supply air valve are used to control the required chilled water 
flow rate to the respective equipment.  For the system with ACB, supply air fan is needed for 
induction of indoor air.  However for PCB, no supply and return air fans, and the associated 
air ducts are required. 
 

 

Fig. 1.  Solar hybrid adsorption refrigeration system for active chilled beams. 
 
2. Methodology 

In this study, year-round dynamic simulation was applied for the solar hybrid adsorption 
refrigeration system.  Generally the entire system model was built on the component-based 
simulation platform TRNSYS [6], and the validated component models of adsorption chiller 
[7] and desiccant wheel [8] were used.  The models of ACB and PCB were developed from 
the empirical information of the manufacturers [9,10].  The other system components, 
including the office building zone, solar collector, storage tank, auxiliary heaters, rotary heat 
exchanger, water coils, cooling tower, pumps, fans and valves were based on those of 
TRNSYS and the component library TESS [11].  Different radiative load ratios were adjusted 
at the TRNSYS multizone building model.  The indoor design conditions were set at 25.5°C 
and 60%RH.  The floor area was 196 m2 with 24 occupants and daily working schedule 
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between 08:00 to 18:00.  The fresh air amount was based on 10 litres/s per occupant.  The 
subtropical city Hong Kong (22.32°N and 114.17°E) was used, and the year-round dynamic 
simulation was carried out with the typical meteorological year for Hong Kong [12].  The 
major simulation parameters of the solar hybrid adsorption refrigeration system are 
summarized in Table 1. 
 
Table 1. Values of major simulation parameters of solar hybrid absorption refrigeration 
system. 
Fresh air stream 

Fresh air mass flow rate (kg⋅s-1) 0.288 

Fresh air fan power (kW) 0.277 

Exhaust air stream 

Exhaust air mass flow rate (kg⋅s-1) 0.259 

Exhaust air fan power (kW) 0.166 

Rotary heat exchanger 

Temperature effectiveness of rotary heat exchanger 0.8 

Rotary heat exchanger power consumption (kW) 0.1 

Desiccant wheel 

Mass per unit length of matrix material in desiccant wheel (kg⋅m-1) 0.003 

Mass per unit length of silica gel in desiccant wheel (kg⋅m-1) 0.005 

Half height or width of air channel (m) 0.0015 

Outer diameter of desiccant wheel (m) 0.6 

Effective area ratio of desiccant wheel 0.744 

Fraction of wheel area for regeneration 0.5 

Length of desiccant wheel (m) 0.2 

Desiccant wheel speed (rph) 13 

Number of discretization segments along the air channel length 20 

Number of time steps for one revolution of the desiccant wheel 360 

Desiccant wheel power consumption (kW) 0.1 

Adsorption Chiller Typical High-tech 

Number of stages per chiller 2 

Mass of metal in adsorption/desorption chamber per stage (kg)  60 80 

Mass of silica gel in adsorption/desorption chamber per stage (kg)  30 40 

Mass of metal in condenser coil per stage (kg)  75 90 

Mass of metal in evaporator coil per stage (kg)  75 90 

Maximum adsorbate intake in Freundlich equation  0.552 

Exponent in Freundlich equation  1.6 

Ratio of initial absorbrate intake to maximum abosrbrate intake 0.7 

Adsorption/desorption period (s) 360 
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Cooling water system Typical High-tech 

Cooling tower air volume flow rate (m3⋅s-1) 2.640 3.333 

Cooling tower fan power (kW) 0.812 1.026 

Cooling water mass flow rate (kg⋅s-1) 0.7 0.8 

Cooling water pump power (kW) 0.138 0.168 

Chilled water system Typical High-tech 

Chilled water mass flow rate (kg⋅s-1) 1.05 1.3 

Chilled water pump power (kW) 0.207 0.277 

Hot water system Typical High-tech 

Hot water mass flow rate (kg⋅s-1) 2.55 3.15 

Hot water pump power (kW) 0.200 0.294 

Desiccant water pump flow rate (kg⋅s-1) 0.15 

Desiccant water pump power (kW) 0.011 

Regenerative water pump flow rate (k g⋅s-1) 1.2 1.5 

Regenerative water pump power (kW) 0.145 0.184 

Chilled beams Typical High-tech 

Model of ACB used 
DID600B-L-2-

M/3000x3000 [9] 

Numbers of ACB used 24 32 

Model of PCB used 36CBPB14 [10] 

Numbers of PCB used 42 54 

Supply air stream (ACB only) Typical High-tech 

Supply air mass flow rate (kg⋅s-1) 1.008 1.344 

Supply air fan power (kW) 0.258 0.345 

Return air stream (ACB only) Typical High-tech 

Return air mass flow rate (kg⋅s-1) 0.72 1.056 

Return air fan power (kW) 0.092 0.135 

 
3. Results and discussion 

3.1. Performance indicators 
A number of performance indicators were used in this study, including solar fraction SF, 
coefficient of performance COP and primary energy consumption PE, as determined below. 
 

)( 21 auxauxsol

sol

QQQ
QSF

++
=  (1) 

 
where Qsol is the solar thermal gain, Qaux1 and Qaux2 are the heat output from Auxiliary 
Heaters 1 and 2 respectively. 
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where Qe is the refrigeration effect of absorption chiller and Qg is the heat input to generator 
of absorption chiller. 
 

auxfp PEPEPEPE ++=  (3) 

 
where PEp is the primary energy consumption of pumps, PEf is the primary energy 
consumption of fans, cooling tower, desiccant wheel and rotary heat exchanger, PEaux is the 
primary energy consumption of auxiliary heaters. 
 
In addition, the annually averaged room conditions, including zone temperature Tz and zone 
humidity RHz, were also examined. 
 
3.2. Solar fraction and coefficient of performance 
Table 2 summarizes the annually averaged performances of the solar hybrid adsorption 
refrigeration system with different types of chilled beams for typical and high-tech offices.  
Generally the system could maintain satisfactory indoor conditions for both types of offices.  
The results of the typical office shows that the annually averaged SF of the system with PCB 
would become better, increased by 10.9% along with R decreased from 0.3 to 0.1, while that 
with ACB could be increased by 3.9%.  Similarly for the high-tech office, the annually 
averaged SF of the system with PCB was raised by 15.6% for R from 0.3 to 0.1, and that with 
ACB by 6.4%.  SF decreased with an increase of R, it was because the radiative load had less 
effect in reducing the zone air temperature.  Hence, with a higher radiative load ratio, the zone 
air temperature would drop slower, meaning that the running hour of the chiller would 
increase.  As such, the regenerative heat required was larger and resulted in a lower SF.  For 
COP, although it was slightly increased with the rise of R, the change was minimal for both 
types of offices.  At the same R, PCB had higher COP than ACB.  The main reason was due 
to a higher chilled water supply temperature would be offered by the PCB, and the 
regenerative heat demand could be reduced. 
 
Table 2. Annually averaged performance of solar hybrid adsorption refrigeration system. 

Office Chilled beams R SF COP Tz (°C) RHz (%) 

 ACB 0.1 0.689 0.548 25.02 53.12 
 ACB 0.2 0.675 0.548 25.07 52.94 

Typical ACB 0.3 0.663 0.548 25.13 52.80 
 PCB 0.1 0.791 0.557 25.29 53.14 
 PCB 0.2 0.754 0.558 25.39 53.09 
 PCB 0.3 0.713 0.559 25.51 52.95 

 ACB 0.1 0.568 0.546 25.19 52.51 
 ACB 0.2 0.553 0.546 25.25 52.33 

High-tech ACB 0.3 0.534 0.547 25.33 52.07 
 PCB 0.1 0.659 0.554 25.45 53.00 
 PCB 0.2 0.616 0.554 25.56 52.87 
 PCB 0.3 0.570 0.557 25.71 52.57 
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Fig. 2 illustrates the annual profiles of SF of the solar hybrid adsorption refrigeration system 
using ACB and PCB for both typical and high-tech offices at various R.  The changing 
patterns were similar, with high SF from November to February and low SF from May to 
September.  The former period was typical short autumn and winter in subtropical climate, 
while the latter was typical long summer.  As compared between Fig. 2(a) and 2(b), the SF 
profiles of the typical office were generally higher than those of the high-tech offices, since 
the cooling demand of the typical office was lower and the involvement of auxiliary heaters 
would be less. 
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(a)  Typical office (b)  High-tech office 
Fig. 2.  Annual SF profiles solar hybrid adsorption refrigeration system. 
 
Fig. 3 presents the annual profiles of COP of the adsorption chiller for ACB and PCB for 
typical and high-tech offices at various R.  Generally the COP was higher in the winter 
months, while lower in the summer months.  However the variation range of COP was narrow 
and maintained within about 10% even for different scenarios, since the chiller was supported 
by auxiliary heating.  As compared between the chiller for the typical office and that for the 
high-tech office, although the latter COP was higher in the winter months, it was lower in the 
summer months.  As a whole, the adsorption chiller for the high-tech office had lower 
annually averaged COP already shown in Table 2.  
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(a)  Typical office (b)  High-tech office 
Fig. 3.  Annual COP profiles of adsorption chiller of solar hybrid system. 
 
3.3. Primary energy consumption 
Table 3 summarizes the annual primary energy consumption of the solar hybrid adsorption 
refrigeration system with ACB and PCB for both typical and high-tech offices.  The results of 
the typical office shows that the PE of the system with PCB would become less, reduced by 
25.5% along with the decrease of R from 0.3 to 0.1, while that with ACB could be reduced by 
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8.0% only.  Similarly for the high-tech office, the PE of the system with PCB was trimmed by 
25.6% for R from 0.3 to 0.1, and that with ACB by 9.6%.  These changing patterns were 
directly related to those of SF, since higher SF of the solar hybrid adsorption refrigeration 
system indicated less demand of auxiliary heating, thus leading to lower PE.  At the same R, 
PCB could have less PE than ACB, up to 36.4% and 31.0% for typical office and high-tech 
office respectively.  This was because the SF of the system with PCB was better than that 
with ACB, as discussed in Section 3.2, and the PEaux of the system with PCB was less.  In 
addition, the system with PCB did not have the additional supply and return air fans, so the 
PEf of PCB was only about half of that of ACB.  
 
Table 3. Annual energy performance of solar hybrid adsorption refrigeration system. 

Office Chilled beams R 
PE 

(kWh) 
PEp 

(kWh) 
PEf 

(kWh) 
PEaux 
(kWh) 

 ACB 0.1 60,943 19,466 8,232 33,247 
 ACB 0.2 63,687 19,910 8,236 35,543 

Typical ACB 0.3 66,212 20,155 8,238 37,820 
 PCB 0.1 38,786 15,454 4,355 18,977 
 PCB 0.2 44,764 16,588 4,361 23,815 
 PCB 0.3 52,024 17,769 4,374 29,882 

 ACB 0.1 94,371 26,124 9,670 58,578 
 ACB 0.2 98,591 26,411 9,673 62,507 

High- ACB 0.3 104,398 26,971 9,676 67,751 
tech PCB 0.1 65,073 21,423 4,392 39,258 

 PCB 0.2 75,309 22,871 4,402 48,036 
 PCB 0.3 87,459 24,168 4,410 58,882 

 
Fig. 4 presents the annual profiles of PE of the system with ACB and PCB for the two types 
of offices.  Obviously the PE variation followed the seasonal change, and the system serving 
the high-tech office would demand higher PE.  For the same type of chilled beams, higher R 
would require higher PE. 
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(a)  Typical office (b)  High-tech office 
Fig. 4.  Annual PE profiles of solar hybrid adsorption refrigeration system. 
 
4. Conclusion 

Through the year-round study of the solar hybrid adsorption refrigeration system using the 
two types of chilled beams, the effect of R on the system performances was investigated, 
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particularly the SF and the PE.  It was found that the system with either ACB or PCB could 
have higher SF and lower PE when R was decreased from 0.3 to 0.1.  Although both ACB and 
PCB could provide satisfactory indoor conditions for the typical and high-tech offices, the 
PCB had better annually averaged SF and total PE at the same R.  As the conventional R of 
ACB is 0.1 or less, and that of PCB is between 0.1 and 0.2, suitable equipment selection and 
control provision of the solar hybrid adsorption refrigeration system would be technically 
feasible for office use in the hot and humid city.  Through appropriate system design and 
year-round evaluation of solar air-conditioning, this would certainly help to determine a 
solution for reduction of carbon footprint of buildings in the subtropical climate. 
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Abstract: This paper presents constructive aspects and preliminary experimental results of an adsorptive chiller 
as part of a 20 kW central air conditioning unit for providing thermal comfort in a set of rooms that comprises an 
area of 110 m2. Some simulation results of the air conditioner regeneration system are also presented. The 
cooling system is basically made up of a cold-water storage tank – supplied by an activated carbon-methanol 
chiller, and a hot-water storage tank – fed by a field of high efficient solar collectors with complementary heat 
by natural gas. The adsorber – a compact heat exchanger containing the activated carbon – was conceived and 
constructed in four modules, in order to allow heat and mass recovery. Other components are the same existing 
on conventional central air conditioners, as a condenser, an evaporator and a cooling tower. Constructive details 
of the collector’s field, the adsorbers and the regenerating storage component are shown. The solar system is a 
120 m2 collection area field composed by 76 units of a flat plate collector covered with a h igh efficient 
transparent insulation. Results obtained from a multi-objective optimization based on a statistic modeling shown 
that – for a specific cooling power of 120 W/kg of adsorbent – the chiller’s COP can reach 0.6. With this COP 
value, and considering the mean value of the total daily irradiation in João Pessoa (7º8'S, 34º50'WG), we can 
expected a s olar energy cover fraction of 70%, for a t ypical summer day. This scenario is expected for the 
following operation temperatures: 30oC for the condenser, 7oC for the evaporator and 105oC at the start of the 
regeneration process. For an acclimatization period of 8 hours (9 to 17 h), the main dimensioning parameters 
were: 504 kg of activated carbon, 180 liters of methanol, 7,000 liters of hot water, 10,300 liters of chilled water 
with its temperature varying in the fan-coil from 1oC to 14oC. 
 
Keywords: Solar-gas adsorptive chiller, Thermal storage, Numerical simulation. 

1. Introduction 

The simplicity of operation and minimal requires of maintenance of the adsorption chiller are 
certainly the major advantages compared to conventional liquid chiller (vapor compression) 
and to absorption chiller.  
 
The scope of this technology involves besides the sectors of commerce and service, also the 
industrial, and it becomes possible the large-scale use of ‘trigeneration’ (combined heat, 
power and cooling). 
 
The system consists basically of 3 components: an activated carbon–methanol adsorption 
chiller (water-cooling unit), a chilled water storage tank and an air–water heat exchanger (fan-
coil). The schematic diagram of the system operation is shown in Fig.1. 
 
The adsorption chiller is made up o f the following main devices: four adsorbers (heat 
exchangers porous media/liquid), disposed in a parallel-series arrangement, one hot water 
storage tank supplied by solar energy and natural gas, two air condensers, one evaporator, and 
accessories such as valves and circulation pumps. 
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Fig.1. Scheme operation of the adsorption chiller fed by solar energy and natural gas, with thermal 
storage of chilled water (1). 

2. Methodology 

For dimensioning the adsorptive air conditioning system, we used a detailed study of 
individual components by means of a computer simulation program, using initially the 
analysis of each component and then the entire integrated system.  

The computational simulation, called ADSOL, was carried out using the calculation program 
in the Simulink interface, with functions created in Matlab® to simulate the operation of the 
solar collectors field connected to the hot water storage tank and the adsorption chiller (2). 
For the collectors and the chiller, empirical correlations and simple methods of energy 
balance were used. For the storage tank, the function was based on the finite volume method. 

The simulation of the complete system aims to determine the seasonal variations of different 
operating parameters such as the temperature, the efficiency of solar collectors, the coefficient 
of performance (COP) and the specific cooling power (SCP). With these data it is possible to 
adjust the operating times and other parameters of the system operation. 

2.1. Solar collectors 
For modeling the field of solar collectors it was used the quadratic efficiency collector Eq.(1) 
(3), which estimates the average efficiency of a solar collector at a given time, from the 
temperature difference between the collector (T) and the environment (Tenv ) and from the 
solar radiation (Rad) at that moment. The constants a0, a1 and a2 depend on the 
characteristics of the collector, as the overall coefficient of thermal loss to the environment 
and the relationship between the transparent and the total area. It also takes into account the 
arrangement of the collectors (parellel-series) that was disposed in two sets of 38 collectors 
each one. 

( )
Rad

TT
a

Rad
TT

aa envenv
2

210
−

−
−

−=η    (1) 

 
The Eq.(2) represents a simple energy balance for each collector: 
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Where, Ti is the temperature of the i-th collector in serie, A is the transparent area, colV  is the 
water flow in each collector in parallel, cp is the specific heat of the water and ρ is the density 
of the water (properties taken in the inlet temperature). 

2.2. Adsorption chiller 
The adsorption chiller operation was simulated using a model developed by Riffel et al. (4). It 
was investigated statistically the results of the dynamic model of the adsorber in order to 
obtain the optimum project parameters, taking into account the best operating points and the 
influence of seven variables (temperature and mass flow of hot water, cycle length, number of 
tubes, number of fins, fin thickness and material of manufacture) (5). The results showed that 
all variables are statistically significant and interdependent. In other words, a change in one 
variable affects directly the other one. This demonstrates the importance of using statistical 
modeling for this analysis. As a main result, we observed that the COP is highly dependent on 
the number of fins, the material and the cycle length. The inner surface of the adsorber, 
exchange heat with water from a hot or cold source, depending on the phase of the cycle. The 
adsorbent occupies the space delimited by the external wall of the tube and the corrugated 
fins. The adsorbent bed operates under vacuum for getting the required thermodynamic 
properties of the working fluid (the methanol). The micropores of the adsorbent medium has a 
diameter smaller than 2 nm. In the case of specific cooling power (SCP), the most important 
variables were the number of fins, the number of tubes and the hot water temperature. 

The Eq.(3) represents an energy balance for the water that flows in the adsorber. Losses in the 
pipeline and the delayed response in thermal heat exchanger (adsorber) were not considered. 

ρpad

ads
inout cV

m
COP
SCPTT


⋅−=     (3) 

Where, Tout and Tin are, respectively, the water temperatures at the exit and entry of the 
adsorbers, mads is the total mass of adsorbent (activated carbon), and 

adV
is the water flow in 

the adsorber. 
 
2.2. Hot water tank 
The geometry of the hot water storage tank is cylindrical, with is connected at the bottom and 
the top, with the solar collectors and the adsorbers. For calculating the heat exchanges in the 
tank the finite volume method was used and it was considered a stratified tank with one-
dimensional heat transfer. The stratification occurs in layers of increasing density and 
decreasing temperature. This method presents a numerical solution that enables problem 
solving under any initial conditions and it consists in dividing the tank into a finite number of 
longitudinal nodes of same temperature and volume. Thus, we obtained the equations of the 
heat and mass transfers for each volume, applying the respective boundary conditions. The 
solution of the equations is performed by implicit formulation and the method of matrix 
inversion. The model of the hot water tank was developed by Riffel (2), by changing only the 
response of simulation to provide temperature values in both the base and on top of the tank. 
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3. Description of the central air conditioning unit 

The air conditioning system is based on an adsorption cycle with heat recovery, in which the 
steps of regeneration and production of refrigeration effect occur simultaneously, i.e., the 
adsorbers (I and II, in Fig. 1) work in alternated way; when one is the adsorbing phase, the 
other is in the desorbing phase (1). The adsorber model takes into account the geometry of the 
finned-tube liquid-adsorbent heat exchanger. It is based on the activated carbon-methanol pair 
and is responsible for cooling the water that is accumulated in the tank. The working fluid is 
the methanol, which flows through a compact heat exchanger evaporator, where the water is 
cooled. The conditioned air is obtained by changing heat with the stored chilled water and the 
air process through a fan-coil, and then it is distributed in the set rooms by a pipelines 
network. The regeneration is made by solar thermal energy produced by a highly efficient 
solar collectors field that is stored in a water tank, and, from this main tank to the adsorptive 
chiller, an additional heat is supplied by the combustion of natural gas. 
 
4. Constructive aspects of the central air conditioning unit 

4.1. Regeneration system 
The regeneration system comprises a f ield of flat solar collectors with high efficiency, 
coupled to a thermal storage tank. The water previously heated by the solar energy will get the 
process temperature of 105°C with the help of a small gas heater. 
 
4.1.1. Solar collectors 
The solar collectors are flat and static. The outer surface of the collectors is painted 
nonselective matte black, and a Teflon film is placed between the absorbing surface and the 
glass cover plate (Fig. 2) (6, 7). 
 

 

Fig. 2. Scheme of TIM cover. 

The field of collectors was installed in a parallel-series arrangement, in two symmetrical 
blocks, each consisting of 38 units of a commercial flat collectors of 1.58 m2 each, covering a 
total collection area of 120 m2, installed on the roof titled 9o facing to the South (Fig. 3), 
which corresponds to the average value for the six hottest months in João Pessoa (7°8′S, 
34°50′WG), whose climate is typically hot and humid (8). 

 
 
Fig. 3. Field of flat plate collectors with TIM coverage installed on the LES/UFPB. 
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4.1.2. Hot-water storage tank 
As showed in a previous article (9), the required cylindrical hot water tank for providing the 
minimum gas consumption was obtained from simulations to be around 7m3 of capacity, by 
comparing the volumes from 1m3 to 9m3 during 24 hours. It was built in steel, with 2.074m of 
diameter and 2.50m of height, insulated with 50mm thick polyurethane foam. 

4.1.3. Adsorptive chiller 
As result from simulations carried outd by Riffel (4, 5), we have determined the 
characteristics of the adsorber, as shown in Table 1. 
 
Table 1. Characteristics of the adsorber. 
Dimensions 668mm x 330.2mm x 19mm 
Number of flat tubes 27 
Row number of fins 28 
Tube external diameter 12.7mm 
Tube internal diameter 10.9mm 
Fin width 19mm 
Fin thinckness 0.3mm 
Fin pitch 1.8mm 
Heat transfer area (fin side) 4.175m² 
 
4.1.4. Condenser and evaporator 
The equations related to the condenser and evaporator where widely described and 
experimentally validated on a p revious paper (10). They are a finned-tube heat exchanger. 
From the simulation data, the evaporator must operate continuously (i.e., during the 24 hours 
a day) to ensure the storage of chilled water required by the heat exchanger air-water (fan-
coil) and thus provide the design temperature for the inlet air of the rooms. For the evaporator 
we selected a compact plate heat exchanger, manufactured by CIAT (French), for a wide 
power range (2 to 200 kW) (11). The equipment will be adapted for the required operating 
conditions, to ensure that the outlet methanol is completely superheated. 

4.1.5 Natural gas heater 
The natural gas heater model GWH 300DE-GN - BOSH, will heat the water from the hot 
water tank until the temperature of 105°C to ensure the regeneration. The simulation program 
calculates the total amount of natural gas need to be consumed in one day.  

5. Results 

For the simulation we have taken some considerations concerning some system parameters. 
The chilled water temperature is considered constant and equal to 7oC and the cold water 
temperature is taken 5oC above ambient temperature. The mass of the adsorbent (activated 
carbon) is considered equal to 116 kg for each adsorber, and the adsorber water flow is equal 
to 0.1L/s. The simulation results were obtained considering a typical summer day in Joao 
Pessoa, represented by the data of January 1, 2010 (10). 
 
The water flow in each set of collectors in parallel arrangement was examined for different 
volumetric flows (0.1L/s, 0.2L/s, 0.3L/s, 0.4L/s and 0.5L/s) to verify which of them provides 
the lower gas consumption while the system reach a regeneration temperature. They are 
presented in different response curves generated for periods of 24 hours. 
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The volumetric rate flow through the solar collectors field was measured to compare this 
value with those obtained in the simulation. The measure was made with an ultrasonic flow 
meter, mark FMS, model UFM170. The volumetric flow rate is considered constant and the 
average of six measured values was about 0.71L/s. 
 
5.1. Figures 
The Fig. 5 shows the daily consumption of natural gas, for the water collector flow between 
0.1L/s and 0.5L/s. 
 

 
Fig. 5. Daily consumption of natural gas. 
 
Taking into account the simulation results of Fig. 5, we can see that the solar collectors water 
flow of 0.4L/s gives the minimum consumption of natural gas. Thus, other results based on 
this flow rate are shown in Figs. 6 and 7.  
 
The Fig. 6 shows the average water temperature in the hot water tank, during a whole day. 
The curves show that, at around 7am it was obtained the minimum temperature, of 58°C, 
corresponding to the maximum gas flow of 0.037L/s. The need of gas decreases with the 
temperature rise. Due to the thermal inertia, until the maximum temperature at 16:10h 
(86.2°C) the gas flow increases, and then it decreases following the same tendency of the 
temperature. 

 
Fig.6 Average hot water temperature and the corresponding natural gas flow for the solar collector 
flow rate of 0.4L/s, during a day. 
The Fig. 7 shows the solar collector temperatures (blue) and the temperatures of the bottom 
and the top (red and green) of the storage water tank, obtained with a water flow rate of 
0.4L/s. We can see that there is an agreement between the temperature curves in the collectors 
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and on the top and the bottom of the storage tank. Due to the thermal inertia, the temperature 
at the bottom of the tank remains almost constant until around 8am, when it begins to 
increase, reaching its maximum at 16:20 and then starts to decrease. 

 
Fig.7. Thermal response of the system to the real situation, for a water flow rate of 0.4L/s, during a 
day. 
 
6. Conclusion 

We have presented the main parameters of a central air conditioning unit based on t he 
adsorption of methanol in activated carbon and a hybrid regeneration system, projected to 
provide until 70% of the required heat by solar energy, the complementary heat by natural 
gas. A simulation program was developed and we have obtained from it an optimal volume of 
the storage hot water of 7,000 liters. It was found that 0.4L/s is the flow rate through the solar 
collectors field that gives the minimum consumption of gas, and the water pump should be 
regulated to obtain the ideal volumetric flow.  
 
6.1. The current stage of the project  
The solar collectors are installed and connected to the hot water storage tank; to compensate 
the thermal inertia of it a small tank of 500 liters was built and connected to the main one for 
providing the process regeneration temperature (105oC) with aid of the gas heater and. An 
equipment for analyzing the heat losses from the storage tank was also built.  
 
The 4 adsorber modules were made, and a test bench is now under construction. The chilled 
water storage tanks were manufactured and their hydraulic connections installed. The air–
water heat exchanger unit (fan-coil) and their pipelines network are already installed in a set 
of rooms. 
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Abstract: In this study, performance of the solar-thermal assisted air-conditioning system installed in an office 
building is investigated. In this paper, firstly the results of field measurements in winter (heating) and summer 
(cooling) are presented. Efficiency and performance of equipments which constitutes a system  are investigated. 
Also the utilization efficiency of solar energy and the solar fraction  are estimated for winter/summer season. In 
addition to analysis of field measurement data, system simulation of performance was conducted in this paper. 
Simulation program using in this study was developed as the tool for Life Cycle Energy Management of HVAC 
system. In this paper mathematical model of each equipment are presented as well as how to model total system . 
Although there are some limitations of solar system simulation with 1 hour time step, the calculation result was 
well in agreement in an actual measurement.  
 
Keywords:  Solar-thermal assisted air-conditioning system, Field measurement, Simulation 

Nomenclature 

Ac area of collector..................................... m2 
C  fluid thermal capacity rate ratio …………..- 
Cmax    higher capacity rate of heat exchanger 

in two side ......................................... kW /C 
Cmin   lower thermal capacity rate of flow 

medium in two side ........................... kW /C 
C1  thermal capacity rate of fluid at primary 

side .................................................... kW /C 
C2  thermal capacity rate  of fluid  at secondary 

side .................................................... kW /C 
FE   water flow rate through collector ........ kg/h 
G   gas consumption of absorption machine in 

cooling ................................................... kW 
J solar radiation ................................. kW/m2 
N   number of transfer units ............................ - 
Qc collected heat  ........................................ kW 
Qhex   actual heat exchange  rate ................. kW 
Qhexmax ideal  maximum heat exchange ratekW 
q load ratio of absorption machine in 

cooling ....................................................... - 
Ta   outdoor air temperature ............................ C 
Tc,out   collector outlet water temperature  ..... C 
Tc,in     collector inlet water temperature  ....... C 

T1,in  inlet water temperature of heat 
exchanger in primary side ........................ C 

T1,out outlet  water temperature of heat 
exchanger in primary side ........................ C 

T2,in  inlet water temperature of heat 
exchanger in secondary side .................... C 

T2,out outlet  water temperature of heat 
exchanger in secondary side .................... C 

U heat loss coefficient of collctor .....kW/m2⋅s-1 
UA  overall heat transfer coefficient ........ kW /C 
Wmax  higher flow rate of heat exchanger in 

two side .............................................. kW /C 
Wmin   lower  flow rate of heat exchanger in 

two side .............................................. kW /C 
 
α absorption rate of collector ....................... - 
ε    heat exchanger effectiveness ..................... - 
η thermal efficiency of collector ................... - 
τ transmittance  of collector cover glass...…- 
ω specific dissipation of turbulent kinetic 

energy ...................................................... s-1 
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1. Introduction 

Practical use of renewable energy is necessary for CO2 emissions reduction, especially, 
possibility of energy conversion by using solar thermal is high, and it is considered to be one 
of the effective means. 

Although the solar-thermal-conversion air conditioning system combined with the absorption 
refrigerating machine was proposed at 1970’s in Japan1)2), remarkable spread after that was 
not seen because of solar heat collection at high temperature having been difficult. Also there 
was not high performance thermal driven chiller (absorption machine) for effective use solar 
thermal energy. 

In this paper, the actual proof examination of the air conditioning system which combined the 
solar collector and the gas absorption chiller/heater which can use solar heat is presented. The 
actual proof examination  started from Jan. 2010 in Tsu City, Mie for the purpose to 
demonstrate effectiveness of solar HVAC system. Firstly the outline of building and system 
was described. Then performance of system in winter and summer season is presented and 
discussed. Furthermore the system simulation for solar system was intoroduced and 
possibility to represent the behavior of system is discussed.  

 

2. Outline of Object Building and System 

A building is 2,400m2 of total area and 4 stories. The appearance is shown in Fig. 1. The 
layout of equipments on roof is shown in Fig. 2, and specification of equipments is shown in 
Table 1. The appearance of two type of collector is shown in Fig.3. The system flow of 
diagram and outline of control are shown in Fig. 4. 

 
3. Result of Actual Proof Examination 

3.1 Thermal efficiency of collector 
Fig. 5 shows the change of amount of heat collection Qc and thermal efficiency calculated by 
following equation. 

Qc = (Tc,out – Tc,in) * FE (1) 

η = Qc/ (J * Ac)  (2) 

 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig.1 Appearance of building
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Fig.3 Appearance of collectors 

Fig.1 Appearance of building 
Fig.2 Layout of equipments on 
roof 

3978



 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            Fig. 4  System diagram of solar heating/cooling system 
 
 
   
      
 

 
 
 
 

 

 

Fig. 6 shows daily solar irradiance and amount of heat collected in March 2010. Total amount 
of solar insolation was 16,800kWh and total amount of heat collected was 5,870kWh. 
Thermal efficiency of solar collector in March was 35%. 

Thermal efficiency is plotted as a function of {(Tc,out+Tc,in)/2-Ta}/I in Fig.7. At the high 
collecting temperature (at large value of (Tc,out+Tc,in)/2-Ta), efficiency of flat plate collector 
decrease while that of evacuate tube type heat pipe stable. It means evacuate tuype heat pipe 
collector is suitable for “Solar cooling” where absorption machine require relatively high 
temperature heat source water.  

 

 
 
 
 
 
 
 
 
 
 
 
 

Table 1  Specification of equipments 

Solar Total are 139m2 Flat plate

Collector Medium : Water    2.0m2 x 28
Tilted angle : 25° Evacuated tube

Angle of direcstion : SSW30°    4.1m2 x 20
Absorption Three stage 
Machine   Cooling 527kW  Heating 290kW

TES 4.9m3

Collector Pump

Solar Collector
{Flat plate/Evacuated tube}

in CoolingSecondary Pump

Absorption
Machine

City gas

Heatin Heating

Pump

TES

AHU

Fig.5 Collected heat and thermal efficiency of collecor

Fig.6 Daily solar irradiance and amount
of heat collected (March, 2010)
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3.2 System performance in winter (heating) 
Fig. 8 shows daily amount of solar heat and gas energy consumed for heating. Monthly solar 
fraction calculated by following equation was 19%. Seasonal performance of the system is 
shown in Table 2. Solar heat utilization efficiency is 72% and solar fraction is 13.1 for heating 
season. Also ratio of pump energy to amount of collected heat is 12%. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3 System performance in summer (cooling) 
Fig. 9 shows seasonal performance of the system for summer. Solar heat utilization efficiency 
changes among 78 to 89%. The highest heat utilization efficiency was seen in August. Fig. 10 
shows . Monthly solar fraction calculated by following equation changes among 16 to 18%. In 
August, the coefficient of performance for system (System COP) and the saving rate of gas 
consumption were 1.4 and 0.1 respectively. 

Fig.7 Plot of thermal efficiency as function of {(Tc,in+Tc,out)/2-Ta}/I 
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Fig.8   Daily amount of solar heat and gas energy consumed for heating 

Table 2  Performance of system in heating season 

Feb. Mar. Apr. Total

Collected heat kWh 4,543 5,873 3,807 13,223

Heat delivered to heat
exchanger

kWh 3,426 4,701 2,155 10,282

Heat loss kWh 1,117 1,172 1,652 3,941

Pump energy (primary) kWh 629 786 328 1,743

Solar fraction % 8.3 16.0 25.5 13.1
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4. Simulation  

In this paper, simulation of the performance of system in winter was conducted using LCEM 
tool. LCEM tool was developed by the basis of editorial supervision of Ministry of Land, 
Infrastructure and transportation, Japan for life cycle energy management of HVAC system. 

 

4.1  Outline of Analysis Model 
A part of LCEM tool Ver.3.02 was improved, and the simulation model was built. It consists 
of two models of the heat collection system shown in Fig. 11 and the air-conditioning system 
shown in Fig. 12. Two models are combined via interface. 
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%kWh

Collected heat [kWh]
Heat transfered to heat exchanger [kWh]
Solar heat utilization efficiency [%]

Fig. 9  Heat collected and transferred to absorption machine 
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4.2  Collector Object 
Heat collected by solar collector Qc (kW) is calculated by the following equations. 

Qc= η * J * Ac  (3)  

Moreover, thermal efficiency of solar collector is expressed with the following equations. 

η = τ*α - U*⊿t/J 

⊿t = (Tc,in+Tc,out) / 2 - Ta  (4) 

The following characteristic were used in this simulation. 

Flat plate collector: η = 0.578-0.00493⊿t/J (5) 

Vacuum-tube type: η = 0.496-0.00156⊿t/J (6) 

 
4.3  Thermal Storage Tank Object 
The characteristic of thermal storage tank was assumed as complete mixed. 

 

4.4  Pump Object 
The energy consumed by pump is calculated using pump efficiency, water flow rate and  head 
of piping system. Efficiency of pump is set constant in the object used in his paper. LCEM 
tool cannot make the model of the differential gap in the ON-OFF control of a pumps. 

4.5  Heat Exchanger Object 
The heat exchanger object used in this paper are as follows. 

Qhex = C1* (T1 in-T1out) = C2* (T2 out-T2in) = ε*Qhexmax (7) 

Qhexmax= Cmin* (T1 in-T2in)   (8) 

ε = [1-exp {-N (1-C)}] /[1-Cexp {-N (1-C)}]   (9) 
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Collector Pump
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Thermal 
Energy 

Pump
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Boundry
Condition

Outdoor 
condition

Absorption 
Machine

Heat 
exchanger 
for Heating

Air 
handling 

I/F

Boundry
Condition

/Returen water
temparature

/Water flow rate

Fig,12 Structure of model for solar air-conditioning system 

Fig.11 Structure of model for heat 
collection system 
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N =UA/Cmin   (10) 

C  = Cmin/Cmax   (11) 

Cmin=4.186*Wmin/60   (12) 

Cmax=4.186*Wmax/60   (13) 

 

4.6  Absorption Chiller/Heater Object 
The amount of gas consumption is assumed as the function of the load factor (q), and was 
modeled by the following formulas. 

In case of 0% <q< 25% 

G=1.2*q/100*25.8    (14) 

In case of 25%<q<40% 

G=(-0.013*q+1.533)*q/100*25.8   (15) 

In case of 40%<q<100% 

G=q/100*25.8    (16) 

The differential gap in ON-OFF of absorption machine can not be expressed by LCEM tool 
and the outlet temperature was set to constant value of  55 degrees C. 

 

5. Simulation Result  

In this section simulation results for heating operation are shown. Fig. 13 shows the 
comparison between measurement and simulation for flat plate collector and evacuated heat 
pipe. Fig. 14 shows the heat collected and delivered to heat exchanger. Also fig.14 shows 
temperature in thermal storage tank. Fig. 15 shows the change of output of absorption 
machine. From these figures, it can be concluded that simulation results using LCEM tool 
shows good agreement with an actual measurement. However there are limitations of 
simulation as follows. 

Time interval of calculation 

In this study, 1 hour of time interval for calculation is applied. The system is controlled by the 
shorter time interval. Therefore, calculation result of collected heat at end of operation 
(evening) is overestimated. Also output of absorption machine (operate as boiler in heating) is 
overestimated when heat load is small. In this situation, absorption machine repeats operation 
and stop at short time step. However, this action cannot be expressed by simulation. 
 
Simplified model 
In this study, components in the system are modeled simply, for example heat loss from 
storage tank was neglected. This kind of simplification effects on the accuracy of simulation.   
  
6. Conclusion 
 
The system performance for the 1st year has been grasped by field measurements. Also 
system simulation for heating season was conducted by using LCEM tool. The simulation for 
cooling season will be conducted from now on. Although the system demonstrated good 
performance, improvement of operation should be conducted based on the results of field 

3983



measurements and simulation. Also simulation program will be revised to reduce the 
limitation which was mentioned in this paper. 
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Characterization of nanostructure black nickel coatings for solar collectors 
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Abstract: In this research, black nickel coatings have been deposited on brass, copper and steel substrates by 
electrodeposition method. The physical properties of solar absorber black nickel coatings on different metallic 
surfaces have been investigated. The effect of different metallic substrates including brass, copper and steel with 
presence of bright nickel middle layer and without its presence on optical and structural properties of deposited 
layers have been studied. These coatings characterized by scanning electron microscopy (SEM), X-ray 
diffraction (XRD) and energy-dispersive X-ray analysis (EDAX). For investigation of optical properties of 
deposited layers, UV-VIS-NIR spectrophotometer was used. 
 
Keywords: Electroplating, Black nickel, Bright nickel  

1. Introduction  

The use of selective coatings has been widely established as an industrial application which 
used to absorb solar thermal energy. Demands for design and construction of solar absorber 
plates to achieve reduced energy consumption and its applications in the areas of electrical 
energy, heating and cooling systems lead to the development of growing of black nickel 
coatings [1]. Fundamental properties of black nickel coatings are currently excessively studied 
because of their potential application in numerous fields such as electronic devices, opto-
electronic, optics, biotechnology, human medicine, solar energy conversion and etc [2]. Black 
nickel is one of the most commonly used solar selective coatings in solar collector systems for the 
efficient conversion of solar energy into thermal energy [3]. Such coatings are identified by high 
solar absorptance (α>95%) and low thermal emittance (ε<40%). Considering all studied cases 
selected for selective solar absorber coating, black nickel plates due to lower consumption of 
requirement electrical energy also electroplating in large scale for production and 
development in the industry are considered as one of the most appropriate coatings [4]. There 
are different methods for the deposition of black nickel coatings, including Chemical vapor 
deposition (CVD), sputtering, spray pyrolysis[5], electroless[6], pulse plating[7] and 
electrodeposition [8,9]. Among these methods, because of simple setup, low cost process of 
coating in industrial scale, easy control of production processes and high speed production, 
the electroplating method attracted special attention.  

Electroplating of metallic films is one of the appropriate techniques to obtaining absorber coatings 
with selective optical properties for solar collectors. Electrical current and reclamation agents that 
are used in this process are cheap and this good economic sense to develop this approach. By 
using this method, optical coatings with suitable properties for solar absorber plate's 
applications with large scale are provided.  

 Electroplating is a process in which by using electrical current, a thin layer of metal is 
deposited on t he surface of another metal. Figure 1 s hows the schematic of electroplating 
system in hull cell. The presence of the bright nickel middle layer causes changes in the 
optical properties, including absorptance and emittance, of the films.  
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Fig. 1. The schematic of electroplating system in hull cell 
 
2. Methodology 

Black nickel coatings have been deposited on three different substrates namely brass, copper 
and stainless steel by electroplating method. Before deposition at First, the desired metal 
plates in dimensions of 7 × 1 0 cm perfectly polished and then thoroughly washed with 
distilled water. After that all substrates were degreased with a hot commercial alkaline 
solution followed by rinsing in distilled water. Finally they are placed in the chloride 
electrolyte solution for black nickel plating. All the coating process is carried out in hull cell. 
The Quality of black nickel coatings depend on the electrolyte solution composition and its 
concentration, electrodes, solution pH, bath temperature, current density and (deposition) 
duration (time). Therefore to obtain optimum optical properties for black nickel coatings, 
deposition parameters have to be optimized. In this type of coating, the soluble nickel metal 
used as a anode with 99% purity. Direct current passes between two electrodes in a 
conducting solution of nickel salts. The chemical bath for black nickel deposition consisted of 
a mixture of distilled water, nickel, zinc, tin and ammonium chloride with potassium 
thiociyanate. By flowing the current through the electrolyte, one of the electrodes (anode) is 
dissolved in the solution and the other electrode (cathode) is covered by a black nickel layer. 
In the electrolyte solution Ni positive ions (Ni++) present so as the electrical current flows 
through the electrolyte, positive ions by absorbing two electrons on the surface of cathode are 
converted to nickel metal and deposited on the cathode surface. Reverse reaction occurs at the 
anode. So with the consumption of nickel in the cathode, the nickel ions are provided by 
anode. The concentrations of additives were varied to improve the optical performance. After 
numerous tests the best conditions for strongly adherent and durable black nickel coating, as 
mentioned in table 1, were obtained as follow: solution with pH 4.2, electrolyte bath 
temperature 65̊C, plating time 10 min and current density 0.1 A/dm2.  
The effect of different substrate metals including brass, copper and stainless steel without the 
presence of the middle bright nickel layer and with the presence of it, on the optical and 
structural properties of the black nickel coatings have been investigated. Changes in the 
physical as well as optical properties of black nickel coatings are measured. SEM and XRD 
analysis are carried out by Philips PW3710 and Philips XL 30; the absorption spectra of 
coatings and emittance spectra are measured by carry 500 and Jasco FTIR respectively. 
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Table 1: Optimum conditions of coating 
Current 
density 

Temperature      pH          anode cathode Deposition 
time 

0.1 A/dm2 65̊C 4.2 Nickel metal  Brass plate     10 minute 
 
3. Results 

3.1. Evaluation of optical properties, absorption analysis 
Absorption spectrum curves of the black nickel coatings for various wavelengths depending 
on the metal substrate; including brass, copper and steel with and without bright nickel middle 
layer are presented in Fig.1-a and Fig.1-b. As can be seen from the graphs below, the black 
nickel coating has high absorption coefficient. The results from Graphs show that by changing 
the substrate, the absorption spectrum will change. The highest absorption is related to the 
coating layer on brass substrate without bright nickel and lowest absorption is belonged to the 
coating layer on stainless steel substrate with present of bright nickel. 
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Figure (1 – a) absorption spectrum of black nickel on brass, copper and steel substrates without 
bright nickel, as a function of wavelength.  Figure (1 – b) absorption spectrum of black nickel coating 
on copper, brass and steel substrates with bright nickel as a function of wavelength. 
 
3.2. Emittance analysis 
Below figure shows the result of emittance. By comparing the results the lowest emittance is 
belonged  to the brass substrate and highest emittance is belonged to the steel substrate.  
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Figure (2) emittance spectrum of black nickel on brass, copper and steel substrates without bright 
nickel, as a function of wavelength.   
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3.3. SEM analysis 
Scanning Electron Microscopy (SEM) Images of nano black nickel coatings prepared from 
nickel chloride bath with and without the presence of bright nickel middle layer. fig 3-a and 3-
b shows the image of black nickel coating on brass substrate without and with bright nickel 
middle layer respectively. 
By comparing the images of SEM it can be distinguished that layers with bright nickel have 
larger grains in comparison with layers without bright nickel. Since layers without bright 
nickel have a higher absorptance spectra so as result when grain size increase absorbtance 
spectra decrees.    
 

                        

                         

                        

  Figure 3: (SEM)  Images of the black nickel coating 
 a) SEM image of a black nickel coating without  bright nickel layer on the brass substrate b) SEM 
image of a black nickel coating on the brass substrate with bright nickel layer c) SEM image of a 
black nickel coating without nickel layer on the steel substrate d) SEM image of a black nickel coating 
With the bight nickel layer on stainless steel e) SEM image of a black nickel coating on copper without 
the bright nickel layer f) SEM image of a black nickel coating on copper with bright nickel layer 

 

3-a 

 

3-b 

3-d 3-c 

3-f 3-e 
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3.4. Results of X-ray diffraction and elemental analysis(EDAX) 
Figure 4-a and 4-c show X-ray diffraction pattern of electrodeposited black nickel coatings on 
brass substrate. Two different structures clearly can be seen with and without the presence of 
bright nickel. Without presence of bright nickel there was no peak related to crystalline nickel 
and only the peaks belong to brass substrate have grown. While with regard to the 4-b, the 
presence of Ni element in the deposited films is provided by elemental analysis EDAX. The 
major difference between two structures can be recognized in fig 4-c. In XRD analysis of 
layer deposited in the presence of bright nickel the preferred orientations (111), (200) and 
(220) belong to nickel can be seen. 
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Figure 4– a, b X-ray diffraction pattern and elemental analysis black nickel coating without bright 
nickel  
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Figure 4–c, d X-ray diffraction pattern and elemental analysis black nickel coating with bright nickel 
 
In order to identify the predominant nickel phase in the deposited films, it is  necessary to 
investigate the coatings using X-ray diffractometer. Fig. shows the typical XRD pattern for 
the bright nickel substrate coated with black nickel films. This result is in good agreement 
with result of EDAX analysis.   
 
4. Conclusion 

The black nickel coatings with high absorption coefficient are suitable for solar applications. 
The coatings are very adhesive and have good thermal stability, with high absorption 
coefficient. SEM images show the relationship between absorption spectra with fine diameter 
of spherical particles, so that the layer of black  nickel deposited on brass substrate without 
bright nickel coating have very small spherical particles and consequently optical properties 
of selected increases. Conversely, with the presence of bright nickel layer the particle size 
increases and absorption spectrum decreases. The highest absorption is for layer deposited on 

a b 

c d 
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brass without bright nickel and low absorption spectrum associated with the nickel coating on 
steel with bright nickel middle layer. EDAX analysis indicates presence of nickel on formed 
films. X-ray diffraction analyses show that electrodeposited films have polycrystalline 
structure and black nickel films were mainly consisting of metallic nickel. This result is 
matched with result of EDAX analysis. The presence of bright nickel middle layer cues the 
growth of nickel structure in orientation of (111), (200) and (220).  
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Abstract: The research had two aims-1 st. determine the airflow temperature distribution depending on the 
thickness of the collector air channel  and collector length, where the absorber is a steel tinplate ; 2 nd. search 
non-traditional (utilized) materials (slices of black coloured beer cans, different size black colour seed boxes 
made of polypropylene) that could be used as absorbents of air heating solar collectors 
0.1x0.5x1.0 meters long flat-plate collectors (FPC) for experimental research into the materials of solar air 
heating collector were built. The air velocity at the experiments was v=0.9 m/s, covered material - polystyrol 
plate. We used the sun following collectors, which guarantees perpendicular location of the plane of absorber 
from the flow of sun irradiance.  
From the experimental data were obtained an analytical expressions that describe the solar radiation and 
collector air channel size influence to the flowing air temperature in FPC using steel tinplate absorber. 
The panel of black colored slices of beer cans can be used for air heating solar collectors as absorber. The 
experimental data show the temperature difference in outlet of sun following collector reaches up to 10-11 
degree with sun irradiance 1000 W/m2 at different weather conditions. It is a little more better than the best seed 
boxes.  
 
Keywords:  Solar Collector, Air, Temperature, Absorber  

1. Introduction 

The greatest advantage of solar energy comparing with other forms of energy is that it is clean 
and can be supplied without environmental pollution. Over the past century, fossil fuels 
provided most of our energy, because it was much cheaper and more convenient than energy 
from alternative energy sources, and until recently, environmental pollution has been of little 
concern. The limited reserves of fossil fuels cause a situation in which the price of fuels will 
accelerate as the reserves are decreasing.  
 
Solar energy is used to heat and cool buildings ( both actively and passively), dry products, 
heat water for domestic and industry use, heat swimming pools, generate electricity, for 
chemistry applications and many more operations [1]. 
 
The application of solar energy is completely dependent on solar radiation, a low-grade and 
fluctuating energy source. An intrinsic difficulty in using solar energy is caused by the wide 
variation in the solar radiation intensity. The availability of solar irradiance depends not only 
on the location, but also on the season. Extreme differences are experienced between summer 
and winter, and from day to day. 
 
In general, solar water and solar air heaters are flat-plate collectors (FPCs), consisting of an 
absorber, a transparent cover, and backward insulation. Despite the similarity in designs, the 
different modes of operations and different properties of the heat transfer medium greatly 
affect the thermal performance and electric energy consumption for forcing the heat transfer 
medium a through the collector. Solar water heaters are operated as a closed-loop system 
whereas, in most cases, solar air heaters are operated in the open-loop mode. 
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The performance of solar air heaters is mainly influenced by meteorological parameters 
(direct and diffuse radiation, ambient temperature, wind speed), design parameters (type of 
collector, collector materials) and flow parameters (air flow rate, mode of flow). The principal 
requirement of these designs is a large contact area between the absorbing surface and air. 
 
 The efficiency of solar collector depending on the collector covered materials 
(polyvinylchloride film, cell polycarbonate PC, translucent roofing slate) [2-5], absorbers 
(black colored wood, steel-thin plate etc.), with different air velocities in collector was 
investigated [6-9]. The main efficiency parameter of solar collector is the air heating degree 
and it we chose as a criterion of efficiency. 
 
The plane of FPC absorber is perpendicular to the flow of sun irradiance at sun following 
collector therefore this type is more powerful than stationary collector. The sun rays fall under 
angle to collector plane (it means it falls under angle to covered material) and it gives more 
reflection. 
 
For manufacturing of collectors it is important to know their thickness and its effect on the 
temperature distribution of heated air. As one of the best absorbers is a tin plate in the middle 
of collector, then it is interesting to know how heated air temperature changes above and 
below the plate. 
 
There is a need to test the various, cheap, easily available materials in an absorbent material 
for manufacturing of solar collectors. 
 
2. Methodology 

In the laboratory a 0.1×0.5×1.0 meters long experimental solar collectors were constructed 
for research into the properties of absorber materials. The air velocity at the experiments was 
v=0.9 m/s. Our investigations are devoted the sun following collectors, which guarantees 
perpendicular location of the plane of absorber from flow of the sun irradiance (Fig.1).  
 
In the experiments, the collector covered material was a polystyrol plate. This material has 
gained immense popularity due to such properties as safety, mechanical crashworthiness, 
translucence and high UV radiation stability. The covered material - polystyrol plate reduced 
irradiance by 12-15 %.  
 
The experimental data are recorded by means of an electronic metering and recording 
equipment of temperature, irradiance and lighting REG [10]. It is equipped with 16 
temperature transducers and metering sensors of solar irradiance and lighting. The reading 
time of the data can be programmed from 1 to 99 minutes (1 minute in our case). 
The recorded data are stored in the REG memory (there is a place for 16,384 records) and in 
case of need it is transferred to a computer for archiving with further processing. For 
evaluation and analysis of the results software REG – 01 has been developed, which is meant 
for transfer to the computer and processing of the recorded data. The information is stored in 
the form of a table and in case of need it is depicted as a graph.  
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The air heating experiments by this collector were made at different weather conditions. The 
solar irradiance measuring instrument is a pyranometer. The data of sun irradiance are 
dependent on clouds, shadows and we aligned the experimental data with the method of least 
squares using Eq. (1) [11].  
 

)](3)(1217[
35
1

2211 +−+− +−++= iiiiii yyyyyy                                                        (1) 

where iy - aligned data, iy - experimental data,  i- index. 

 
Fig. 1. Sun following collector at work  

 
Fig. 2. V iew of solar collector with steel-tinplate 
absorber in middle.   

 
3. Results 

At first we researched a situation when the absorber (black coloured steel-thin plate) is put at 
the bottom and middle of the collector (Fig.2). Using the experimental results and statistical 
processing data we received correlation between the distance from absorber, sun irradiance to 
absorber plate and air temperature change in the collector. We got expressions for air 
temperature changing over steel-thin plate absorber in FPC at 35cm and 60cm from inlet. 
 
The temperature change ΔT over absorber at 0.35 m distance from input can be expressed 
with Eq. (2); 
 

yRyyRT ⋅⋅⋅−⋅−⋅+⋅⋅=∆ −− 323 106.45.3183.21108.3  ,                                     (2) 
 
where y-distance from absorber,(m),  R- sun radiation ( 2/ mW ).   
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Close connection of this expression and the experimental data shows coefficient of 
determination 804.02 =η  in temperature increase domain CT O)3;0(∈∆ .  
 
The temperature change ΔT over absorber at 0.60 m from inlet we can be expressed with 
Eq.(3); 

 
yRyyRRT ⋅⋅−⋅+⋅−⋅⋅−⋅+=∆ − 021.08.3698.341015.4011.057.1 226              (3) 

 
with coefficient of determination 855.02 =η . 
The visual interpretation of expressions (2), (3) is shown in Fig.3-4.as contour plot . 
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Fig. 3. Plot   of air  temperature  increase   ΔT 
depending on distance over absorber  y (m) and 
radiation  R ( 2/ mW ) at  0.35 m from inlet 
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Fig. 4.  Contour plot of air temperature increase 
ΔT depending on distance y(m)  over absorber  
and radiation of sun  R ( 2/ mW ) at 0.6  m from 
inlet. 

 
The temperature change ΔT in the collector length over absorber (steel-tinplate) put in the 
middle of the air channel can be expressed with Eq. (4); 
 

xRxxRRT ⋅⋅+⋅−⋅+×−⋅=∆ − 028.06.2517104.50073.0 226  ,                            (4) 
 
where x-length of collector,(m). Coefficient of determination 98.02 =η  in temperature 
increase domain CT O)18;0(∈∆ .  
 
The temperature change ΔT in the collector under absorber can be expressed with Eq.(5) 
( CT O)10;0(∈∆ ): 
 

xRRRxxT ⋅⋅+×+⋅×−⋅−⋅=∆ −− 012.0104.3108.29.42.4 2632  ,                        (5) 
 

with coefficient of determination 955.02 =η . 
 
The graphical interpretation of these expressions is shown in Fig.5,  Fig.6. 
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Fig. 5. Air temperature increase ΔT over  steel-
tinplate   absorber    depending on collector 
length x (m) and radiation  R ( 2/ mW ) 
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Fig. 6.  Air temperature increase ΔT under  steel-
tinplate   absorber    depending   on collector 
length x (m) and radiation  R ( 2/ mW ) 

 
Second we tested new absorber materials which can be used in hand made air heated solar 
collectors. These materials must be cheap, light and simple use. We made panels with 
different size black seed boxes which were made of polypropylene (Fig.1, Fig.8) and a panel 
with coloured slices of beer cans (Fig.7, Fig.1) . These slices help to mix the air flow in the 
collector and rise the outlet air temperature.  

 
 
Fig.7 Black coloured slices of beer cans as 
absorbers of air collector 

 
 
 
 
 

 
 
 
Fig.8 The panel of 13 seed boxes  as absorbers of 
air collector 

 
Air heating level is not highly dependent on ambient temperature. Much more it is influenced 
by solar radiation. Experimental results which was made in 7.September 2010. showed it 
(Fig.9).  
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Fig.9  Ambient air, collectors( with tinplate, seed boxes absorbers) outlet temperatures and solar 
radiation changes (10:30 -17:00 o’clock). 

Ambient air heating degree serves as the main effectiveness of collectors at the same size 
collectors with the same fan power. Comparing the absorbers  with 7 seed boxes in line (the 
best variant of seed boxes [8]) and the absorber panel with slices at the same weather 
conditions we can see that the absorber panel with slices of cans gives little bit better results 
(temperature increases at the outlet of collector) than the variant of seed boxes  Fig.10. The air 
inflow temperature equal with ambient air temperature and it changed from 17 C0  to 25 
C0 during the experiment. 
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Fig.10  Air heating temperature difference with black coloured slices and  7 element seed boxes in line 
depending upon solar irradiance in sun following collector (11:00 -18:00 o’clock). 
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The experimental data show very good linear correlation between solar radiation and air-
heating degree (correlation coefficient greater than 0.9). 
 
The efficiency of solar air collectors is influenced both by the design and air circulation and 
by the properties of the material used for cover, absorber and insulation. The efficiency of this 
absorber material can be explained by the type of absorber which mix the air flow in thickness 
and width of the collector area. It is important because without air mix, air exchange at 
corners and near sides of the collector does not take place.  
 
4. Conclusions 

1. The theoretical expressions for air temperature which are changing over steel-thin 
plate absorber in FPC at 35cm and 60cm from inlet are obtained. These expressions 
show temperature distribution depending on the distance to the absorbent tin plate and 
radiation. 

2. Using experimental data processing temperature distribution above and below the 
absorbent sheet according to the length of the collector and solar radiation was 
obtained. 

3. Absorber black colored slices of beer cans can be used for air heating solar collectors. 
The experimental data show that the temperature difference in outlet of sun following 
collector reaches up to 9-11 degree with sun irradiance 1000 W/m2 at different 
weather conditions.  

4. Air solar collectors due to their physical and mechanical properties are suitable in 
Latvia for heating the air. At favorable weather conditions the  heating degree of 
ambient air reaches  more than 10 degrees at exit with the absorber length 1 m and air 
velocity v=0.9 m/s. 
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Abstract: The surface and optical properties of black chrome films prepared by two different electrochemical 
baths were characterized. The black chrome films have been deposited on bright nickel substrates by 
electroplating technique. The surface morphology and phase structure of the films were investigated by using 
scanning electron microscopy (SEM) and X-ray diffraction (XRD), respectively. The chemical composition of 
prepared films was determined by energy-dispersive x-ray analysis (EDS). The spectral reflectance was also 
measured in the UV-Vis-NIR and IR regions. From the SEM analysis, it was found that prepared films by the 
first chemical bath is denser with nano size grains and by the second chemical bath they become porous, with 
micro sized grains. The XRD results show that in both cases chrome is the main chemical component in the 
films. The films prepared by second chemical bath have better optical properties than the films prepared by first 
chemical bath.  
 
Keywords: Black chrome, Electroplating, Solar collector. 

1. Introduction  

The growing energy demand through out the world has attached great important to the study 
of renewable source [1]. The cost and effective utilization of solar energy and conversion of 
that into thermal energy requires an efficient solar coating as having high solar absorptance 
(>0.9) in the visible region and very low thermal emittance (<0.1) in the infrared to minimize 
the radiation heat loss [2, 3]. This property is named selectivity [4]. The higher the selectivity 
value, the better the thermodynamical efficiency of the solar energy collectors [1]. Other 
necessary properties of a practical solar selective coating are ease and availability of 
application, low cost and long-term durability under solar radiation [5]. Black chrome is one 
of the most commonly used solar selective coatings in solar collector systems for the efficient 
conversion of solar energy into thermal energy. A variety of deposition techniques such as 
chemical oxidation, CVD, spray, sputtering and electroplating are available for preparation of 
solar selective surfaces. Of the above techniques, electroplating is attractive due to its 
simplicity, low cost and large area involved [2]. Electroplating of metallic films is one the 
appropriate techniques for obtaining absorber coatings with selective optical properties for 
solar collectors. Electroplated black chrome is one of the most widely used solar absorber, 
mainly due to its high absorptance, good stability in a wide rang of oxidizing/reducing 
environments and high thermal resistance [3]. Coatings used as solar selective surface in solar 
collectors have low thicknesses, therefore these coatings cannot protect the substrate against 
atmospheric corrosion and thermal oxidation. For solving this problem bright nickel coating 
before black chrome deposition is recommended [6]. Nickel under coat before black chrome 
deposition decreases thermal emissivity and increases thermal resistance of black chrome 
coatings [3]. 
 
2. Experimental method 

Electroplating is an electrodeposition process for producing a dense, uniform, and adherent 
coating, usually of a metal or an alloy, upon a  conductive surface by the act of electric 
current. The core part of the electroplating process is the electrolytic cell (electroplating unit). 
In the electrolytic cell a current is passed through a bath containing electrolyte, the anode, and 
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the cathode. The workpiece to be plated is the cathode (negative terminal). The anode, 
however, can be one of the two types: sacrificial anode (dissolvable anode) and permanent 
anode (inert anode). The sacrificial anodes are made of the metal that is to be deposited. The 
permanent anodes can only complete the electrical circuit, but cannot provide a source of 
fresh metal to replace what has been removed from the solution by deposition at the cathode. 
Electrolyte is the electrical conductor in which current is carried by ions rather than by free 
electrons (as in a m etal). Electrolyte completes an electric circuit between two electrodes. 
Upon application of electric current, the positive ions in the electrolyte will move toward the 
cathode and negatively charged ions toward the anode. This migration of ions through the 
electrolyte constitutes the electric current in that part of the circuit. The migration of electrons 
into the anode through the wiring and an electric generator and then back to the cathode 
constitutes the current in the external circuit. The metallic ions of the salt in the electrolyte 
carry a positive charge and are thus attracted to the cathode. When they reach the negatively 
charged workpiece, it provides electrons to reduce those positively charged ions to metallic 
form, and then the metal atoms will be deposited onto the surface of negatively charged 
workpiece [7].  
 
Black chrome electroplates are obtained by replacing the sulphate ion in conventional chrome 
plating baths by fluoride, silicofluoride, acetate, borate, nitrate or sulphamate ions. Care 
should be taken to ensure complete removal of the sulphate ions; these are deleterious to the 
bath. The substances introduced in to the bath as catalysts can be divided into three groups, 
acetate baths, floride-catalysed baths and nitrates and other catalysts. In the fluoride or mixed 
catalyst plating baths a higher plating efficiency, a harder, more corrosion and wear-resistance 
deposit is obtained. The fluoride is commonly added as the SiF6

2- ion in amount of 2-3g/l. this 
chemistry provides better substrate activation for plating on bright nickel [8]. 
 
The deposition of black chrome was carried out on bright nickel plated brass substrates in an 
electrochemical bath by electroplating technique. The brass substrates of 0.1 m m thickness 
were cut in strips of 5.5 cm × 6.5 cm for electroplating of bright nickel. The brass substrates 
were pretreated by different cleaning procedure. Mechanical polishing was done with a 
grinding paper No.2000, followed by rinsing in distilled water. Then substrates were cleaned 
in a hot commercial alkaline cleaner, followed by rinsing in distilled water and activated in an 
aqueous 10 vol% H2SO4 solution, followed by rinsing in distilled water. Then bright nickel 
deposited on pr epared brass substrates by electroplating technique. The chemical bath for 
bright nickel deposition consists of nickel sulphate (NiSO4), nickel chloride (NiCL2) and 
boric acid (H3BO3). The bright nickel deposition carried out in 0.5A/dm2 current density for 5 
min in 50 °C-60 °C temperatures. Nickel metal with 99.9% purity used as anode for bright 
nickel deposition and brass substrate was used as cathode. Prior to the deposition of black 
chrome, the prepared bright nickel substrates were cleaned in a hot commercial alkaline 
cleaner, followed by rinsing in distilled water and activated in an aqueous 10 vol% H2SO4 
solution. Following activation the plates were thoroughly rinsed in distilled water to remove 
all trace sulphate. Then black chrome was deposited on br ight nickel substrates. The 
deposition conditions to get black chrome were optimized by varying the chemical bath 
composition, current density and plating time. In this paper, two chemical baths were used for 
electroplating to comparison of surface and optical properties of these surfaces and selecting 
the better films.  
 
The first bath for black chrome deposition consists of chromic acid, acetic acid and barium 
acetate (acetate bath). Electrodeposition carried out in 3A/dm2 current density for 180 seconds 
in 50 °C temperature. The second bath for black chrome deposition consists of chromic acid, 
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fluorosilicic acid and barium carbonate (floride-catalysed bath). Deposition carried out in 
6A/dm2 current density for 120 seconds in 25 °C temperature. Several experiments were done 
to prove the reproducibility of the samples. 
 
Details of the optimized plating processes used in this study are given in table 1. 
 
Table 1. Experimental electrodeposition parameters. 
Bath  Composition Temperature 

(°C) 
Current density 

(A/dm2) 
Plating time 

(s) 
First  Chromic acid (CrO3) 

Acetic acid (CH3COOH) 
Barium acetate (Ba(CH3COO)2) 

 

50 3 180 

Second   Chromic acid (CrO3) 
Fluorosilicic acid (H2SiF6) 
Barium carbonate (BaCO3) 

 

25 6 120 

 
Barium compounds such as the carbonate, acetate or hydroxide are usually added to black 
chrome plating solutions. Their role is to precipitate any sulphate ions from solution, and 
apart from possible complexation of the carbonate ion with Cr (III), they are not expected to 
significantly affect black chrome electrochemistry [9]. 
For the black chrome deposition Pb-Sb alloy, which contains only 2-5% Sb, was used as the 
anode(the permanent anode) and bright nickel substrate used as cathode. After deposition the 
samples were cleaned in distilled water and air dried at room temperature. Surface 
morphology of the coatings was characterized with scanning electron microscopy (SEM), 
manufactured by Philips, XL30 model. The X-ray diffraction (XRD) analysis was done using 
a PW1840 diffractometer. The normal spectral reflectance of the electrodeposited black 
chrome coating in UV-Vis-NIR and IR regions was recorded using a Cary 500 Scan UV-Vis-
NIR spectrophotometer and FTIR Jasco, respectively.  
 
3. 2BResults and discussion 

3.1. 4BSEM analysis 
Fig. 1 gives the scanning electron microscopy (SEM) of magnification 15000× for black 
chrome films prepared from two different baths. Figure 1 shows that the surface morphology 
of films deposited from different bath composition are different. From the SEM analysis it 
was found that the black chrome films achieved from the first bath is denser with nano size 
grains but films deposited from the second bath they become porous, with micro sized grains. 
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Fig. 1. The SEM images of black chrome films deposited on bright nickel substrates from two different 
baths. A: first bath, B: second bath. 
 
3.2. EDS analysis 
Fig. 2 a nd Table 2 show the chemical composition of black chrome deposited from two 
different baths. The data indicate that films prepared from both baths have contained chrome 
in their composition. Wight percentage of chrome in films prepared from the second bath is 
more than of the films prepared from the first bath.  
 

              
Fig. 2. The EDS spectrum for black chrome films deposited d on bright nickel substrate from two 
different baths. A: First bath, B: Second bath. 
 
Table 2. The EDS analysis of black chrome deposited from two different baths. 

Elements   Wt.% first 
bathe 

Wt.% second 
bath  

 
Cr 
Ni 
Cu 
Zn 
Si 
Ba  

8.38 
84.23 
4.58 
1.65 

- 
1.16 

62.62 
12.50 
12.80 
8.53 
1.92 
1.63 

 

A B 

A B 
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3.3. XRD analysis 
In order to identify the predominant chrome phase in the deposited films, it is necessary to 
investigate the coatings using X-ray diffractometer. Fig. 3 s hows the XRD patterns for the 
bright nickel substrate coated with black chrome films. It is possible to detect that the bulk 
structure of the black chrome films were mainly consist of metallic chrome with the 
crystallographic plane (110) perpendicular to the substrate [6, 7]. As can be seen from Fig. 3, 
the different compositions of chrome are obtained in these two films prepared from two 
different baths.  
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Fig. 3. The XRD patterns for black chrome films deposited on bright nickel substrate from two 
different baths. A: First bath, B: Second bath. 
 
3.4. 7BSpectral reflectance  
The influence of two different electrochemical baths on the selective absorber properties of 
black chrome films are given in Figs. 4 and 5. Figs. 4 and 5 shows the spectral reflectance in 
the UV-Vis-NIR and IR regions for black chrome deposited on b right nickel substrates 
prepared from two different baths respectively. From figure 4 it is evident that the spectral 
reflectance in UV-Vis-NIR region is below 12% for black chrome films deposited on  bright 
nickel prepared from both baths, indicating that in this spectral region the solar absorptance is 
quite high [2]. Spectral reflectance for black chrome films prepared from the second bath is 
less than of films prepared from the first bath, hence, its absorption is higher. This difference 
is probably due to the rougher surface and chemical composition of these samples which 
enhances the absorption of the radiation and can explain the high absorptance level of this 
material. Hence, using of second bath is recommended to get good solar selective black 
chrome coating in the UV-Vis-NIR region. Fig. 5 indicates that the spectral reflectance of 
black chrome films in the IR (2.5μm-20μm) region, and hence the emissivity of them. From 
Fig. 5 it is evident that films prepared from the second bath have lower thermal emittance. It 
can be seen in the figure 5 that by using of the first bath spectral reflectance is reduced and 
hence increases the thermal emittance of films will increase.  
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Fig. 4. The Spectral reflectance in the UV-Vis-NIR region for black chrome films deposited on bright 
nickel substrates from two different baths. 
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Fig. 5. The Spectral reflectance in the IR region for black chrome films deposited on bright nickel 
substrates from two different baths.   
 
4. Conclusion  

The black chrome films were prepared by electroplating technique from two different baths 
on bright nickel substrates. SEM analysis shows that films prepared from first bath is denser 
with nano size grains while films prepared from the second bath become porous, with micro 
sized grains. The EDS analysis results indicate the presence of chrome on films prepared from 
both baths. The chrome amount in the films prepared from second bath is higher than one. 
XRD analysis shows that structure of black chrome films from both baths were mainly consist 
of metallic chrome with (110) orientation. Black chrome films have good optical properties 
for solar energy absorption. The spectral reflectance in the UV-Vis-NIR and IR regions shows 
that films prepared from the second bath have higher absorption and lower emittance, Hence 
these films are better for using in solar collectors.  
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Abstract: A sol-gel technique has been established at a laboratory scale for low cost production of high efficient 
selective solar absorbers comprising a composite material of nano-structured carbon in a nickel oxide matrix. In 
order for these materials to be applied in real world scenarios it is necessary to extensively scale up the 
fabrication process to allow large area coatings. This can be done by adapting this sol-gel technique to large area 
deposition.  
In this project, we are undertaking research and development activities for three-years to make a ‘Lab to Large 
scale’ transition in order to eventually integrate into existing solar collectors for low cost domestic water heating 
in a rural area for social good. 
A spray coating technique has been used to deposit these C/NiO coatings on aluminum substrates. Preliminary 
optical results have shown absorptance of up to 90 %. The preparation and characterization as well as the process 
towards developing a large-area solar selective coating for low cost domestic heating will be discussed.  
 
Keywords: Sol-gel, Carbon-nickel oxide, Selective solar absorbers, Large-area. 

Nomenclature  

αsol normal solar absorptance 
ε ther normal thermal emittance 
R reflectance 

 

Isol direct normal solar irradiance 
IP Plank black body distribution 
 

1. Introduction 
Hot water is required to maintain adequate sanitation and health. Often, water has to be boiled 
in order to make it safe for drinking. In rural Africa, the traditional fuel used for heating water 
is firewood, which produces smoke and is generally unsafe. Access to energy from fossil fuels 
such as oil, gas, and coal, by expanding grid electricity is either impractical or too expensive 
in these countries. There is therefore a clear need for low-cost and environmental friendly 
means of water heating. 

Solar energy is a promising alternative energy source that can address these challenges. It is a 
resource readily available in every country around the world, and is not a threat to the 
environment through pollution or to the climate through greenhouse gas emission. As a matter 
of fact, most African countries have around 325 days of strong sunlight a year, on average, 
more than 6 kWh energy per square meter a day [1]. Solar thermal energy is a technology for 
harnessing solar energy for thermal energy (heat). Solar thermal collectors for water heating 
use a spectrally selective surface that absorb sunlight and convert it to heat. High performing 
selective surfaces already exist in the market, but most of these products are produced using 
complicated manufacturing process and are expensive. The spectral selective surfaces are the 
most costly component of a solar thermal collector [2]. This means that if one reduces the 
price of selective solar absorbers one can hopefully reduce the cost of a solar thermal 
collector.  

A sol-gel technique has been established at a laboratory scale for low cost production of high 
efficient selective solar absorbers comprising a composite material of nano-structured carbon 
in a nickel oxide matrix [3,4]. These coatings were deposited using a spin coater. Some of the 
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advantages of this novel technique to fabricate carbon-metal oxide composite coatings are that 
it is simple and easy to control, utilizes readily available chemicals, does not require 
sophisticated equipments, the coatings can be deposited at ambient pressure conditions, and 
the process is low in material consumption. Therefore, the method is very promising for 
developing countries and could hopefully reduce the production costs for spectrally selective 
absorbers [5]. In order for these materials to be applied in real world scenarios it is necessary 
to extensively scale up the fabrication process to allow large area coatings. However, the spin 
coating process cannot be used for large area coatings. To succeed as a useful manufacturing 
technique, the specific deposition approach must be highly scalable while still producing 
films with the quality of laboratory deposition methods, e.g., spin coating. Spray deposition is 
historically scalable to large areas, and may also be applicable to deposit these C/NiO 
composite coatings. Thus, large area coating can be done by adapting this sol-gel technique to 
large area deposition. 

In this study, we will demonstrate the preparation of sol-gel C/NiO nanocomposite coatings 
with reasonable optical properties on aluminum substrates by spray-coating technique and 
show the dependence of variation of the optical properties on di fferent deposition process 
parameter. 

2. Experimental 
The absorbing films were coated on r ough highly reflecting aluminum substrates. The 
substrates were cut into a 55 × 55 mm2 size and cleaned before deposition.  The pre-cleaning 
process involved cleaning the substrates with aqueous detergent and distilled water in order to 
remove the grease. Due to poor adhesion to the aluminum surfaces (uncleaned or cleaned with 
soap and water), the substrates were etched. The pre-cleaned substrates were thoroughly 
rinsed and dipped in a phosphoric acid bath at 60 °C for about 30 minutes or in an HCl bath 
kept at room temperature to remove the protective oxide layer. They were then thoroughly 
rinsed using distilled water to remove the acid. Finally they were blown dry with a N2 and 
coated immediately. 
 
The preparation of the solution was adopted from a previous experiment [4]. The NiO 
precursor solution was prepared by dissolving an appropriate quantities of nickel acetate 
[(NiAc2), Ni(CH3COO)2.4H2O] in 50 ml of absolute ethanol [(EtOH), CH3CH2OH] 
followed by magnetic stirring at room temperature. An amount of diethanolamine [(DEA), 
NH(CH2CH2OH)2] was added as a chelating agent. For the carbon precursor, sucrose was 
dissolved in doubly distilled water in the mass ratio 1:1 prior to mixing with the matrix 
precursor solutions. After a period of stirring appropriate quantity of polyethylene 
glycol[(PEG), HO(CH2CH2O)nH], a structure directing template, was added to the NiO 
matrix precursor sol. The oxide and carbon precursor solutions were mixed and stirred again. 
The resultant solution was then further stirred until the formation of a sol. The final solution 
was poured into the spray gun and a conventional air compressor is used to eject the solution 
on top of the pre-cleaned aluminum substrates. The schematic representation of the spray 
deposition used during this study is shown in Fig. 1. A relatively low pressure (30-90 kpa) 
was used during deposition in order to ensure a fine atomization while preventing blowing off 
the droplets already deposited on t he substrate. The distance of the spray gun from the 
substrate was kept at 50 cm. In order to vary the thickness of the coatings, number of passes 
of the spray gun across the substrate was varied. 
 
Once the substrates were spray coated, the samples were put into a tube furnace for pyrolysis 
and crystallization. The furnace temperature was raised to 450 °C at a r ate of  
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20 °C min-1, maintained at that temperature for 60 minutes, and then left to cool to room 
temperature naturally. Nitrogen gas was continuously flown through the furnace throughout 
the heat treatment in order to maintain an inert atmosphere. 
 
The near-normal spectral reflectance of the samples was measured in the 0.3-2.5 μm 
wavelength range with a Perkin Elmer Lambda 900 spectrophotometer. A spectralon sample 
was used for reference spectrum measurements. A Bruker Tensor 27 spectrophotometer with 
a gold mirror reference was used to measure near normal reflectance in the 2.5–20.0 μm 
wavelength range. The reflectance measurements were used to calculate solar absorptance, α, 
and the thermal emittance, ε, of the samples at 100 ° C using Eqs (1) and (2), respectively [6]: 
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The thermo-gravimetric analysis (TGA) was done on Perkin-Elmer TGA 4000 t hermo-
gravimetric analyzer. Approximately 100 mg final mixture of C/NiO precursor solution was 
placed in open 190 μl alumina pan and heated from 25 °C to 980 °C at a heating rate of 5 °C 
min-1 in N2 atmosphere (flow rate 50 ml min-1). The differential scanning calorimeter (DSC) 
results were collected on Mettler Toledo DSC 1 instrument. The surface morphology of the 
coatings was investigated using a ZEISS ULTRA plus FEG-SEM scanning electron 
microscopy. The Energy Dispersive Spectroscopy (EDS) analysis was done using a JEOL- 
JSM 7500F Scanning Electron Microscope. Raman spectra were collected using a Raman 
spectroscopy (Jobin-Yvon T64000 spectroscope), equipped with an Olympus BX-40 
microscope attachment. An Ar+ laser (514.5 nm) with energy setting 1.2 mW from a Coherent 
Innova Model 308 was used as an excitation source. 

3. Results 
In order to determine the optimal temperature of heat treatment, the C/NiO precursor solution 
was thermally analyzed by TGA and DSC techniques. Figure 2 displays a typical TGA and 
DSC curves for the C/NiO precursor solution. It can be seen from the figure that the DSC 
curve shows 1 endothermic peak at 83 °C and 4 exothermic peak at 210 °C, 262 °C, 342 °C 
and 436 °C.  TGA curve exhibit four weight loss stages: 53 % the initial weight loss occurred 
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Fig.  1. A schematic diagram of the spray deposition technique used to deposit C/NiO nanocomposite 
coatings on Al surface. 

31 and 57 °C, 10 % between 75 and 144 °C, 15 % between 144 and 295 and the final weight 
loss (13 %) between 295 and 341. The first weight loss was likely due to the evaporation of 
ethanol whereas the second and third was probably due to desorption of moisture and 
desorption of organic molecules, respectively. The fourth weight loss was most likely due to 
carbonization. Above 450 °C no noticeable weight loss has occurred. This stabilization of 
weight loss is accompanied by a distinct DSC exothermic peak at 437 °C which indicates the 
crystallization of the composite material. It is therefore decided to anneal the samples at 
temperatures between 450 °C to 550 °C . This choice has also been accompanied by the 
improvement of the optical absorption for samples heat treated in this temperature range (not 
shown).   

 

 

 

 

 

 

 

 

 

Fig. 2.  Typical TGA and DSC spectra for C/NiO precursor solution.  
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Fig.  3.  (a) FE-SEM images of C/NiO nanocomposite coated on aluminum substrate, (b) enlarged 
image.  

Figure 3 (a) depicts a typical SEM image of a C/NiO composite coating. The higher 
magnification image is shown in Fig. 3(b).  As can be seen from Fig. 3 (a), the surface of the 
coating is uniform and cracked. The enlarged image (Fig 3(b)) shows that the coatings are 
porous. It is believed that the porosity of this film can produce high absorptance by multiple 
reflections [7]. The size distribution of the spherical particles in the coating is between 10 and 
20 nm.  

The composition of C/NiO composites was investigated using EDS (Fig. 4(a)). It reveals the 
presence of C, O, and Ni, which confirms the existence of NiO nanoparticles in the coating. 
The Al signal originates from the substrate used for coating. The presence of carbon in these 
films is further evidenced by Raman studies conducted on these coatings. Figure 4(b) shows a 
typical Raman spectrum of the C/NiO nanocomposite. The D band at ~ 1350 cm-1 originates 
from amorphous carbon and structural defects; the G band at ~ 1580 cm-1 is attributed to 
graphite structures, stems from tangential shearing mode of the carbon atoms [8-10]. The G’ 
band at ~ 2700 c m-1 is an overtone of the D band which indicates the long range graphite 
ordering. Higher order Raman modes are also visible in the region 2920- 3220 cm-1.  

 

 

 

  

 

 

 

 

 

 Fig.  4.  (a) A typical EDS spectrum for C/NiO nanocomposite coated on aluminum substrate, (b) 
Raman spectra of the C/NiO nanocomposite coating. 
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Fig.  5.  The near normal reflectance spectra of C/NiO nanocomposite deposited with different passes 
on aluminum substrate etched with H3PO4. The spectrum for spin coated samples is also included for 
comparison. The broken line represents the reflectance spectrum for an ideal selective solar absorber. 

Figure 5 shows the reflectance spectra of spray deposited samples with different passes, 
together with a spin coated sample as a reference. The dips in the spectra at about 6.3 μm are 
due to water absorption (O–H bending vibrations at 1,600 cm-1) [11,12]. The O–H bending 
vibrations for the spray deposited samples are much stronger than the spin coated samples. 
This implies that spray coated samples have higher emittance (lower reflectance) values.  

The reflectance spectra of the C/NiO nanocomposite deposited on a luminum substrate 
cleaned with HCl are presented in Fig. 6. It can be seen from the figure that the O–H mode 
vibrations are also present in this C–NiO samples. Although the solar absorptance values for 
some of the samples cleaned using HCl are better than the spin coated sample, they are highly 
emitting. 

4. Discussion 
The main reason for film cracking is due to film shrinkage because of solvent out gassing 
during the heat treatment [13]. Although it is minor, the thermal expansion rate difference 
between the coatings and the aluminum substrate can also contribute to the cracking during 
the cooling process [13].  According to Borström et al. [14], film homogeneity and propensity 
of film cracking is very important for solar absorbing thin films. The durability of the coatings 
will be severely affected due to infiltration of water and subsequent degradation of aluminum 
substrates. This clearly suggests that further study is necessary in order to reduce these cracks. 
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Fig. 6. The near normal reflectance spectra of C/NiO nanocomposite deposited with different passes 
on aluminum substrate etched with HCl. The spectrum for spin coated samples is also included for 
comparison. The broken line represents the reflectance spectrum for an ideal selective solar absorber. 

In an effort to increase the absorptance of this single layer we have pretreated the substrate 
surface by etching with H3PO4 and HCl. It is well known that the solar absorptance of 
selective absorber coatings can be enhanced by producing a textured surface [13]. The surface 
texturing of the aluminum surface with HCl enhanced the absorptance of the coating 
considerably (Fig. 6). However, the emittance of these coatings becomes worse. The 
magnitude of the surface roughness accompanying the pretreatment has to be much smaller 
than the peak thermal radiation wave length and comparable to the solar wavelength [14].  

The production cost for a 1 μm thick coating material for a lab scale is estimated to be R 
0.35/m2 ($ 0.05 / m2). This price can change significantly if the precursor materials are 
purchased in bulk. All other additional production costs and heat treatment were not 
estimated. The price for aluminium substrate is R61.76/m2 ($ 8.6/m2). This implies that the 
material cost for the coating is very small compared to the substrate price. The material cost 
for a 100 nm  thick coating for Ni-Alumina coatings were estimated to be 0.14 €/ m2 

(R 1.4 / m2) [2]. It should be noted that the additional costs and heat treatment as well as 
transfer efficiency of the paint during spraying might slightly increase the cost. 

Further research will focus on the optimization of the spray process parameters and the study 
of the durability of these coatings. 

5. Conclusion 
Spray deposition method was adapted for large-area deposition of sol-gel prepared C/NiO 
nanocomposite coatings on aluminum substrate for selective solar absorber application. The 
coatings were made possible by using conventional air compressor. The number of passes was 
varied in order to optimize the thickness of the coatings. The performance of the sprayed 
samples was compared with the spin coated. The preliminary results have shown that the 
sprayed samples have comparable solar absorption properties with the spin coated suggesting 
that the sol-gel synthesized and sprayed C/NiO composite films is very encouraging. 
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The properties of these coatings will, however, require further developments before it could 
be integrated into an existing solar collector for low cost domestic water heating in a rural 
area for social good. 
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Abstract: The aims of the research, was to investigate black colored steel-tinplate use for absorber and covered 
material of collector and compare the efficiency of three types of air heating collectors. This heated air we can 
exploited for drying of agricultural produce, room ventilation and room heating and etc. 
0.1*0.5*1.0 meters long flat-plate collector (FPC) for experimental research was built. Air velocity at the 
experiments was v=0.9 m/s. We used the sun following collectors. The experimental data were measured and 
recorded in the electronic equipment (REG). The experiments were carried out in September 2010 at the same 
weather conditions. 
Collectors of insulated and un-insulated surfaces with steel-tinplate absorber as covering material warmed 
ambient air up to 10-12 and 5-6 degrees corresponding (at irradiance 800 W/m2). This difference indicates the 
great importance of insulating the collector body. It can explain with intensify heat exchange between absorber 
and ambient air which reduce efficiency of collector. There was good correlation with irradiance and air heating 
degree.  
Our investigations showed that more effective FPC was collector with absorber tinplate at middle of collector 
body. At favorable weather conditions the heating degree of ambient air at the outlet reaches 6-8 degrees more 
that at the outlet of insulated collector covered by steel-tinplate. 
 
Keywords: Solar Energy, Air Heating, Collector, Solar Wall, Absorber. 

1. Introduction 

Under Kyoto targets, the European Commission member states and stakeholders identified 
and developed a range of cost-effective measures to reduce emissions. The new package sets a 
range of ambitious targets to be met by 2020, including improvement of energy efficiency by 
20%, increasing the market share of renewable to 20%.  In a renewable energy-intensive 
scenario, global consumption of renewable resources reaches a level equivalent to 318 EJ 
( 1810=E ) per annum of fossil fuels by 2050, but  it is less than 0.01% of solar energy 
reaching the earth’s surface each year [1]. 

Solar energy is used to heat and cool buildings (both actively and passively), drying 
production, heat water for domestic and industry use, heat swimming pools, generate 
electricity, for chemistry applications and many more operations [1]. 

One of the solar energy uses is a solar wall. Solar wall system is simple, effective, 
inexpensive, ecological, building integrated into any solution [2-3]. This system, raising the 
temperature of indoor air for 5 - 25 degrees above the outside air temperature, allowing to 
save 20 - 70% of fuel energy while supplying the area with fresh air. 

This system successfully used around the world since 1977, when the Canadian government 
subsidized the eco-system tests. Solar wall missions are located in North America, Europe and 
Asia - a total of more than 25 countries worldwide.  

There is no ne ed for heat ventilation at the expense of the economy, because the system 
provides fresh air circulation, while the walls of the building do not overheat in the summer, 
because the system acts as a coolant. In many countries, is increasing interest in solar wall 
panels use. Solar wall panels use is discussed a lot in works of Italian climates [4]. 
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Using solar collectors efficiency studies [5], the idea was to use steel-tinplate absorber as a 
solar panel on t he wall. Steel-tinplate absorber can be used on t he roof, thereby providing 
ventilation and heating in early spring and autumn, with the heat and fresh air, and drying the 
products with heated air in the summer. 

Our aim was to find the collector’s (the adsorbent is used as a coating material) efficiency of 
insulation using and warm-up stage of air. 

2. Methodology 

The aim of the research was to investigate black colored steel-tinplate use for absorber and 
covered material of collector and compare the efficiency of three types of air heating 
collectors: collectors with insulated and un-insulated surfaces with covered material - steel-
tinplate and classical collector with covered material - polystyrol plate and absorber black 
colored steel-tinplate in middle. View of flat-plate collector (FPC) when the absorber (black 
colored steel-tinplate) is put in the middle of the collector is shown in Fig.1. In the second 
case, absorber placed collector coverage place, it means at the top of collector. 
 

 
Fig. 1. Schema of solar collector frontal view: 1 – covered material; 2, 3 – side surface /plastic/; 4 – 
floor of collector; 5 – absorber (steel-tinplate)  
 
In the experiments, the collector covered material was a polystyrol plate. This material has 
gained immense popularity due to such properties as safety, mechanical crashworthiness, 
translucence and high UV radiation stability. 

In the laboratory a 0.1* 0.5*1.0 meters long experimental solar collector was constructed for 
research into the properties of absorber materials. Air velocity at the experiments was v=0.9 
m/s. Our investigations devoted the sun following collectors, which guarantees perpendicular 
location of plane of absorber from flow of sun radiation. 

Experimental data is recorded by means of an electronic metering and recording equipment of 
temperature, radiation and lighting (REG) [6]. It is equipped with 16 temperature transducers 
and metering sensors of solar radiation and lighting. Solar radiation measuring instrument was 
the pyranometer. The isolated collector was made by the collector surfaces faced with cellular 
plastic 2 cm plates. 

We compare three equal sizes FPC: collectors of insulated and un-insulated surfaces with 
absorber steel-tinplate as a covering material and classic collector with the covering material 
polystyrene plate and absorber tinplate in the middle of collector. Experiments were made in 
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September 2010 in different weather conditions at different atmospheric air temperatures. To 
assess different absorbers influence was made comparatively research at similar weather 
conditions. Inflow air temperature in collector is equal to the ambient air temperature. 
Ambient air temperature was changing from 13ºC to 18ºC in our experiments. 

The data of sun radiation are depended from clouds, shadows and we aligned experimental 
data with method of least squares using Eq. (1). [7]  
 

)](3)(1217[
35
1

2211 +−+− +−++= iiiiii yyyyyy                (1) 

Where iy - aligned data, iy - experimental data, i - ordinal number. 

3. Results 

Using the experimental results and statistical processing data we received a relation between 
the length of the collector, sun radiation to absorber plate and air temperature exchange in the 
collector.  

We research situation when absorber (steel-tinplate) puts at top of collector (Fig. 2). To 
compare insulated and un-insulated collectors with steel-tinplate as a covering material we 
can see that at the same weather conditions for insulated collector is warming up air to 3 
degree up (at radiation 800 W/m2) than collector with un-insulated surfaces (Fig. 3).  

 

 
Fig. 2. Sun collector comparatively research in experiment. 
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We can see that the solar radiation changes significantly affect the passing air temperature. 
This effect does not happen instantly, but with a delay of 3-5 minutes. It should be noted that 
the un-insulated collector efficiency is highly influenced by wind speed, which cools the 
surface of the collector body. 
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Fig. 3. Temperature difference in outlet of collector with steel-tinplate covering material for insulated 
and un-insulated surfaces comparing with sun radiation. 
 
As you can see in Fig. 4, near little sun radiation are not visible constitutive air heating, but  
increasing sun radiation is growing air heating level and you can see that collector with 
absorber steel-tinplate at middle of collector body is more powerful than collector with steel-
tinplate absorber as covering material. Air heating level is not highly dependent on ambient 
temperature. Much more it is influenced by solar radiation and insulation. If the collector is 
covered with the steel tinplate then this collector efficiency is highly influenced by 
environmental conditions, especially wind and ambient air temperature. These conditions 
reduces absorber own temperature. In the classic collectors whose effects are much smaller 
(Fig. 4) 
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Fig. 4. Temperature difference in outlet of collector (with absorber tinplate at middle of collector body 
and with steel-tinplate absorber as covering material) comparing with sun radiation. 
 
Near little sun radiation are not visible constitutive air heating, but  increasing sun radiation is 
growing air heating level and you can see that collector with absorber steel-tinplate at middle 
of collector body is more powerful than collector with steel-tinplate absorber as covering 
material. 

Using the experimental results and statistical processing data we received a relation between 
the air temperature exchange under the steel-thin plate absorber in the collector, length of the 
collector and sun radiation to absorber plate. 

The temperature change ΔT under tinplate can be expressed with the Eq. (2). 
 

22632 68.03.0109.1108.4103.1 xxRRRxT +−⋅−⋅−⋅⋅=∆ −−− ,      (2) 
 
Where   x – length of collector (m);  R – sun radiation (W∙m-2). 
Coefficient of determination is 771.02 =η . The graphical interpretation of Eq. (2) is shown in 
Fig.3. 

In Fig. 5. you can see contour plot of air temperature (under absorbent) increase dependence 
on length of collector and sun radiation for un-insulated collector with absorber with steel-
tinplate as a covering material. 
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Fig. 5. Contour plot of air temperature (under tin plate) increase dependence on length of the 
collector and sun radiation. 
 
4. Conclusions 

1. Collectors of insulated and un-insulated surfaces with steel-tinplate absorber as 
covering material warmed ambient air up to 10-12 and 5-6 degrees corresponding (at 
irradiance 800 W/m2). This difference indicates the great importance of insulating the 
collector body.  

2. Use of isolation for collector construction dose not give inportant role if there is no 
wind to cool collector. 

3. Using the experimental results and data statistical processing we received a r elation 
between the air temperature exchange under the steel-thin plate absorber in the 
collector, length of the collector and sun radiation to absorber plate. 

4. At favorable weather conditions the heating degree of ambient air at the outlet of   
collector with absorber tinplate at middle of collector body reaches 6-8 degrees more 
that at the outlet of insulated collector covered by steel-tinplate. 

5. Our investigations showed that steel-tinplate absorber use as covered material of flat-
plate collector for ventilated air heating is possible in Latvia. 
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Abstract: Black cobalt thin films on bright nickel plated on brass and copper substrates were prepared by the 
electrodeposition method. The Influence of substrate metal and heat treatment process on the surface 
morphology and absorptance of samples was investigated. Surface morphology and spectral reflectance of films 
were measured by scanning electron microscopy and spectrophotometer in the visible and near-IR region of 
spectrum respectively. Scanning electron microscopy images showed that the black cobalt films have porous 
structure. The absorptance of prepared films is over than 90%, which makes them suitable for using as solar 
absorbers. 
 
Keywords: electroplating, black cobalt, solar absorber coating, black coating. 

Nomenclature (Optional) 

T Temperature ........................................... °C 
t Time ........................................................... s 
α Solar Absorptance 
ε Thermal Emittance 
 
1. Introduction 

The preparative aspects of cobalt oxide thin films have been a subject of investigations by 
various workers because of their numerous applications in various fields of technology. They 
are attractive in application to solar thermal energy collectors as selective absorbing layers 
[1]. Spectrally selective surfaces exhibiting high values of solar absorptance α and low values 
of thermal emittance (ε) improve the thermal performance of solar collectors by reducing the 
radiative heat loss component [2]. Such surfaces are employed as receiver coatings in flat 
plate evacuated tube and concentrating collectors and may under stagnation conditions in the 
latter application, experience temperatures of 500˚C. Many surface coating types have been 
developed which have potential for application as selective absorbers [3]. An attractive aim of 
selective surface research studies is the development of a single coating type which could be 
used for all solar collector designs. For successful industrial development such a coating 
would not only possess favourable optical properties but also would be readily reproducible, 
durable, thermally stable and inexpensive to produce. Selective solar absorber coating in solar 
thermal systems, working under moderate concentrations, experience operating temperatures 
in the rang 300-500˚C. Cobalt oxide coatings [4] are proposed as potential candidates for this 
use. However, little is known about their stability and the modes of degradation when 
operated at high temperatures. It is well known that the metal substrate microstructure 
strongly influences the grain size and morphology of the in-situ grown film [5]. It is also well 
known that the microstructure of electrodeposits varies markedly with deposition parameters 
and that various impurities from the plating bath may be incorporated into the deposit [5]. 
 A general class of absorber coatings is those formed by chemical “conversion” processes. 
The previous works on the electrochemical preparation of cobalt oxides can be divided in to 
two groups: direct and indirect. In the former, a solution is prepared by dissolution of the 
chemical components that allow the directly preparation of black cobalt on the substrate at the 
cathode in the electrolysis process [6]. On the latter the formation of cobalt oxide is 
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accomplished in two steps, i.e. first the metallic cobalt is deposited on the substrate and 
secondly, the cobalt is oxidized to black cobalt through chemical or thermal oxidation [6]. 
Because of its optical, semiconducting, magnetic and electrochemical properties, black cobalt 
is a promising material among transition metal oxides, which renders it attractive for solar 
photochemical applications and electrochemical devices as a counter electrode [7]. Today, 
although there are six physical mechanisms of solar absorptance [8]. It is recognized that one 
of the most efficient solar absorber films base their optical properties on its microstructural 
volume and surperficial parameters. However, in spite of all the existing mechanisms, the 
textured surfaces are the most dependent of the surface morphology than whatever other 
material is. These materials show a high solar absorptance by multiple reflection of the 
incident radiation among dendrites that are approximately two microns apart, while the long-
wavelength thermal emittance is rather unaffected by texture. Several techniques, such as 
chemical conversion and thermal oxidation of metallic films and electrodeposition, are 
currently used to achieve such spectrally selective, black-metal, solar absorber surfaces [9]. 
However, the desired characteristics of the metallic coating could be better controlled by 
directed electrodeposition. In this paper electrodeposition of cobalt photothermal material, 
suitable for using in solar energy collection, has been studied. 
 
2. Experimental Details 

Black cobalt thin films on bright nickel plated on brass and copper substrates were prepared 
by the electrodeposition method. The core part of the electroplating process is the electrolytic 
cell. In the electrolytic cell a current is passed through a bath containing electrolyte, the anode 
and the cathode. The workpiece to be plated is the cathode (substrate). The Anode is a metal 
which is coating on the cathode surface. Electrolyte is the electrical conductor in which 
current is carried by ions rather than by free electrons (as in a metal). When a direct electric 
current passes through an electrolyte, chemical reactions (Oxidation/Reduction) take place at 
the solution. Reduction takes place at the cathode, and oxidation takes place at the anode. 
Electrolyte completes an electric circuit between two electrodes. Upon application of electric 
current, the positive ions in the electrolyte will move toward the cathode and the negatively 
charged ions toward the anode. The metallic ions of the salt in the electrolyte carry a positive 
charge and are thus attracted to the cathode. When they reach the negatively charged 
workpiece, it provides electrons to reduce those positively charged ions to metallic form, and 
then the metal atoms will be deposited onto the surface of the negatively charged workpiece.  
Brass and copper plates were thoroughly degreased and cleaned, then subjected to a 1-min acid 
etch in 5% sulphuric acid prior to bright nickel deposition. According to watts bath [10] bright nickel 
deposition was carried out under the conditions mentioned in table 1. A piece of nickel metal with 
99.9% purity was used as anode. 
 
Table 1: Deposition condition and bath composition for deposition of bright nickel. 

 
After bright nickel plating, the panels were rinsed with distilled water. Finally black cobalt 
deposition was carried out under the conditions described in table2 according to McDonald 
electrolyte bath [6]. The anode was cobalt metal with 99.9% purity and bright nickel plated 
brass and copper was used as cathode. 
 

   Composition bath     Current density         Temperature 
     Nickel sulphate   250 gl-1 

     Nickel chloride    50  gl-1 

      Boric acid           50  gl-1 

         0.5  A/dm2               70°C [11] 
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Table 2: Deposition condition and bath composition for deposition of black cobalt. 
Composition bath     Current density           Temperature                      pH 
Cobalt sulphate    400 gl-1        
Cobalt chloride     50 gl-1       
Cobalt nitrate        4   gl-1       
Boric acid             40 gl-1      

3 A/dm2 30˚C               4 

 
The cobalt sulphate is the main source of cobalt ions, the cobalt chloride helps to improve the 
conductivity of electrolyte solution and the boric acid is a leveling agent. Cobalt nitrate was 
added to the bath to obtain a black layer on the sample.  
The films deposited on brass substrate and bright nickel plated brass substrate annealed in the 
air environment at temperature 400 ˚C  for 20 Min to study their physical properties after 
heat-treatment. The absorptance was calculated from the equation 1-R, in the visible region 
[12]. Where R is the room temperature reflectance measuremement. Reflectance in the visible 
region was determined with a Carry 500 spectrophotometer. The morphology of the surfaces 
is detected by scanning electron microscope (SEM) model Philips XL30. 
 
3. Results and Discussion  

3.1. SEM Analysis 
Figure 1 depicts the surface morphology of black cobalt films deposited on di fferent bright 
nickel plated substrates. Fig.1.a is for a b rass substrate and Fig.1.b belongs to a copper 
substrate. It is obvious that the crystal structure of black cobalt film deposited shows a porous 
structure. There is no e vident difference between the morphology of films deposited on 
different substrates. While by changing the substrate metal the porous sizes have changed 
from micro, for copper substrate, to nano-sized porous structure for brass substrate.  Figure 2 
shows the surface morphology of black cobalt films deposited on brass substrate, (a) before 
heat-treatment and (b) after heat-treatment. From figures 1 and 2 it is clear that the films 
deposited on brass substrates after annealing had more cracks on the surface and the porosity 
of the structure was increased. By comparing fig.1a and fig.2a it is evidence that the presence 
of bright nickel middle layer causes a more uniform structure without any crack in the surface 
of electrodeposited black cobalt films on brass substrate. In addition by using the bright nickel 
middle layer the porosity of structure increased. This porous structure results enhanced the 
absorptance in coatings and makes these layers suitable for solar absorber application. 
 

                                                                   
Fig. 1.  The surface morphology of black cobalt film deposited on bright nickel-plated substrates (a) 
for brass substrate (b) for copper substrate. 
 

a b 
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Fig. 2.  The surface morphology of black cobalt films deposited on brass substrate (a) before 
annealing (b) after annealing. 
 
3.2. EDAX Analysis 
Figure 3 and table 3 show the elements in electrodeposited cobalt film on brass substrate by 
EDAX analysis. These Data expressed that the main elements in black cobalt coating, is 
cobalt metal. 
 

 
Fig. 3.  EDAX of black cobalt as-deposited on brass substrate. 

 
Table 3. The elemental concentration of black cobalt film deposited on brass substrate. 

Intensity(c/s) Conc. (Wt %) Element 
14.11 4.648 O 
420.67 90.610 Co 
13.34 4.742 Cu 

 
3.3. Solar Absorptance Analysis 
The changes in absorptance of layers by the wavelength for bright nickel-plated brass and 
copper substrates are shown in Fig.4. And the films absorptance of black cobalt films 
deposited on brass substrate before heat treatment and after heat treatment in visible region of 
wavelength are shown in Fig.5. The optimal solar absorptance was 98%-99.55% at 
wavelength range 400-1200 nm for the as-deposited films and films after heat treatment.  
 

b a 
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Fig. 4.  The relationship between the absorptance and wavelength of black cobalt films deposited on 
different substrates. 
 

300 400 500 600 700 800 900 1000 1100 1200

98.8

98.9

99.0

99.1

99.2

99.3

99.4

99.5

A
bs

or
pt

an
ce

%

wavelength(nm)

 before annealing
 after annealing

 
Fig. 5.  The relationship between the absorptance and wavelength of black cobalt deposited on brass 
substrate (a) before heat treatment (b) after heat- treatment.  
 
4. Conclusions  

Black cobalt coatings on bright nickel plated on brass and copper substrate were prepared by 
the electrodeposition method. The influence of heat treatment on optical absorption and 
surface morphology of black cobalt films deposited on brass substrates has been studied. Heat 
treatment of black cobalt films deposited on br ass substrates caused cracks in the surface 
structure. Heat treatment of black cobalt deposited on br ass caused a slight decrease in an 
absorption in the near-IR region. Due to high absorption in visible region the best substrate 
for a black cobalt solar absorber coating is bright nickel-plated on copper substrate. 
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Abstract: Normal skylights bring light into the spaces located below them. By the use of infrared radiation (IR) 
transmissive polymer films and IR-emitting and absorbing gases, an advanced version of the skylight may 
supply cooling and thermal insulation to the room located below it. This novel radiative skylight can, in its 
cooling mode, lead heat from the room below, to the cool skies located above the skylight. When cooling is no 
longer needed or attainable this connection will be cut, thus providing the room with an optimal amount of 
thermal resistance. This article is a progress report on the modeling of the skylight. The main work is done to 
combine the different heat transfer methods into one single model by the use of the commercial program 
Comsol 4.1. The results show that a cooling effect of 100 W/m2 is achievable when the skylight is compared to a 
similar skylight containing only air. 
 
Keywords: Radiative cooling, heat transfer in participating media, skylight. 

1. Introduction 

Skylights are popular in building technology due to their ability to bring light into a space. 
However, as they light up a space, they also heat it up. T his heat can be unwanted and 
therefore, has to be removed. This article will present the results from a numerical modeling 
of a skylight, which can function either as a radiative cooler or as a thermal insulator. 
Radiative cooling is a passive cooling method that connects a warm object located e.g. on top 
of a building to a lower sky temperature through heat radiation; one could describe it as an 
inverse solar collector [1].  
 
The improved skylight contains a quantity of gas that is active in radiative heat transfer (i.e. a 
participating gas), and a cooling or insulating effect is achieved by controlling the circulating 
motion of this gas. The use of gases in the spaces between windows has been studied mainly 
with the goal of increasing thermal resistance by replacing air with a gas having lower 
conductive properties. Another option is to use gases that absorb and emit thermal radiation 
and thus decrease the radiative heat transfer through the window [2]. The use of such gases, 
which are active in radiative heat transfer, has also been studied for radiative cooling 
purposes; these studies show that cooling is also attainable during the day [3–5]. However, a 
window or a skylight that combines the three functions is a novel idea. 
 
2. Methodology 

The skylight model, whose design and function is described in [6], was designed at the 
authors’ laboratory at Åbo Akademi University to determine its performance as a passive 
cooler and a thermal insulator. As shown in Figure 1, it consists of three windows. The outer 
and the inner window are made of an IR-transmitting polymer, τ=0.19, and the middle 
window is made of silica glass, which is highly reflective to IR radiation at all wavelengths, 
ρ=0.9. The spaces between these windows contain a greenhouse gas that acts as the system´s 
heat carrier. The walls are assumed to be thermally insulated and to have an absorptivity of 
α=0.9. Heat that originates directly from the sun is not incorporated into this model as both 
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the windows and the gas are assumed not to absorb short wave heat radiation in the interval of 
0.1–3µm. 
 
When the skylight is set in its cooling mode, heat is transferred to the gas through the lower 
window (Glass 1) by radiation, conduction, and convection from the room below. The heated 
gas rises to the upper compartment due to the decrease in the gases´ density. In the upper 
space, the gas is cooled by radiative heat transfer through the upper polymer window 
(Glass 2) and the “atmospheric window” to the colder air masses in the upper atmosphere. 
There also exists a forced convective heat transfer between the upper part of the skylight and 
its surroundings. The effect of this heat transfer depends on the temperature of the 
surroundings; for the modeled cases, it is cooling. 
 

 
Fig. 1.Skylight in cooling mode "A" and in insulating mode "B" 
 
When the greenhouse gas cools, its density increases, and it flows down to the lower part of 
the skylight. This convective heat flow is induced by the slightly tilted middle window. The 
angel of the tilt and the width of glass 3 has been chosen according to Fig. 2 so as to decrease 
the formation of hindering Bérnard cells (convective swirls).  
 

 
Fig. 2. Detail of the skylight in cooling mode 
 
Then when no c ooling is needed, the connection between the two gas spaces is cut, thus 
changing the task of the roof components from a passive radiative cooler to a thermal 
insulator. The weather parameters that are used in this modeling are average values for the 
months of February and July for year 2008 in Helsinki, Finland. The data for February is used 
to model when a skylight with a maximal amount of thermal resistance is needed and the data 
for July is used to model when cooling is needed. The data was procured from the Finnish 
meteorological institute, and it is presented in Table 1. 
 
Table 1. Average weather data for two months in 2008 for Helsinki Finland. 

Unit February July 
Tambient [°C] 0.73 17.62 

Tsky[°C] -7.51 3.67 
vwind [m/s] 4.13 3.20 
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Modeling natural convection induced by heat radiation is, however, somewhat tricky; an 
attempt to do this was made by the author in [6]. It has also been shown that the wavelength 
dependency is crucial for calculating radiative heat transfer in participating media [7]. 
 
The exponential wide-band method is used in this paper to calculate the gases absorptivity 
and emissivity, which are assumed to be equal [8]. The studied gas is chosen to be CO2 which 
absorptivity is calculated to be, α=0.19, as an isothermal and a gray value (no wave length 
dependency). In future work the gas absorptivity will be treated as temperature and 
wavelength dependent variable. 
 
3. Results 

The results from the modeling are given in Table 2 where the total heat transfers from the 
room to the skylight are presented. This data is calculated by the Comsol model in W/m as the 
model is 2 dimensional. These results are in turn squared to get them into a more comfortable 
unit of W/m2. These results are from the last time step of a 1000 second long dynamic 
simulation. The reason for solving this problem as a time dependent instead of a stationary 
problem is to avoid unstable equilibrium points. The time of 1000 seconds was assumed to be 
a time period long enough for the heat flows to stabilize. However, some of the simulations 
seem not to have stabilized. 
 
Table 2 shows that a cooling capacity 98 W/m2 can be obtained during the summer by this 
design, when comparing the cooling case with CO2 to the insulating case with air. The table 
also shows that if the skylight is set in its insulating mode for the winter an unnecessary heat 
loss of 80 W/m2 would be achieved. This same effect is also achieved if the skylight is filled 
with air. A reason to this could be that the simulations were not simulated for a long enough 
time. 
 
Table 2. Average heat transfer for two months in 2008 for Helsinki, Finland. 

[W/m2] Summer 
Cooling 

Winter 
Insulating 

Summer 
Insulating 

Winter 
Cooling 

CO2 117 966 88 883 
Air 15 983 19 655 

 
Nonetheless, if the gas in the cooling skylight would be replaced with air instead of the 
greenhouse gas, CO2 in this case, is it obvious that the cooling would drop by as much as 
85%. The reason for this is that air does not absorb or emit heat radiation and cannot therefore 
be directly cooled down by the sky. If the winter insulating cases are then compared to each 
other is the skylight with the CO2 at α=0.19 a somewhat better thermal insulator than the 
skylight containing air. The reason for this is that CO2 is a better conductive insulator than 
air; however, CO2 is a better transfer medium for convective heat than air and therefore works 
better in the cooling mode.  
 
So for the skylight to work as attended is it important to choose the thickness of the skylight 
correctly. The skylight should be thin enough to prevent convective air movement to form 
when the skylight is in the insulating mode but thick enough that a convective heat flow can 
occur between the two compartments when the skylight is in its cooling mode. The thickness 
of 10 cm has shown to give good results and is therefore used in this study; the width of the 
skylight is 0.5 m. While then observing Fig.3-a to Fig. 4-b it becomes obvious that the figures 
presented are not in scale; these distortions allow the figures to be more easily understood 
without taking too much space. 
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3.1. Skylight filled with CO2 
3.1.1. Cooling mode  
The goal in the cooling mode is to get the gas inside the skylight to move from the lower 
compartment to the upper one. This movement should in turn transfer heat from the room to 
the sky. When observing the simulation results in Fig. 3-a and Fig. 3-b one can observe that 
this flow is taking place. Additionally, the gas that is moving around in the skylight, as 
pictured in Fig. 3-a, is clearly cooled down by radiative heat exchange between the sky and 
the skylight. This is certain as the temperature of this gas flow is lower than that of both the 
temperature of the room and the temperature of the ambient. 

  
Fig. 3-a. Velocity profile in [cm/s]  for cooling 
mode during summer* 

Fig. 3-b. Temperature profile in [°C]  for cooling 
mode during summer* 

 
3.1.2. Insulating mode 
As mentioned above, for the insulating case to work optimally, the gas movement in the 
skylight should be kept to a minimum. This, however, is only partially achieved as clear 
Bérnard cells can be seen in the lower part of the skylight, with also some minor circles in the 
upper compartment. This suggests that more work could be done to find an optimal depth for 
the skylight. An interesting phenomenon can be seen in Fig. 4-b where the lowest temperature 
is achieved in the lower part of the upper compartment. This has to do w ith the high 
reflectivity of the middle glass window. 

  
Fig. 4-a. Velocity profile in [cm/s] for 
 insulating mode during winter* 

Fig. 4-b. Temperature profile in [°C] for 
insulating mode during winter* 

                                                           
* Note that the figures are not in scale. 
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3.2. Skylight filled with air 
For comparison, the same analyses as presented in chapter 3.1, have also been made for a 
skylight filled with air.  
 
3.2.1. Cooling mode 
Even though the skylight is filled with air, a flow pattern is formed between the two 
compartments; this shown in Fig. 5-a. However, the flow velocities are somewhat slower in 
Fig. 5-a. than in Fig. 3-a. Furthermore, the temperature profile presented in Fig. 5-b shows 
that temperatures do not reach lower temperatures than that of the ambient and thus the air is 
not cooled by the sky. 

  
Fig. 5-a. Velocity profile in [cm/s]  for cooling 
mode during summer† 

Fig. 5-b. Temperature profile in [°C]  for cooling 
mode during summer† 

 
3.2.2. Insulating mode 
Interestingly the air filled skylight has the worst insulating properties. The main reason for 
this is the high air velocities that are presented in Fig. 6-a; another could one could be that the 
simulation time of 1000 seconds was too short. The temperature profile presented in Fig. 6-a 
reinforces that temperatures below the ambient are not achievable in a skylight filled with air. 

  
Fig. 6-a. Velocity profile in [cm/s] for 
 insulating mode during winter† 

Fig. 6-b. Temperature profile in [°C]  for 
insulating mode during winter† 

                                                           
† Note that the figures are not in scale. 
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4. Summary and Conclusions 

This article presents an idea for using a regulated skylight to control heat flow in and out of a 
space located below. The concept was evaluated using a commercial multiphysics program 
Comsol.  
 
This study shows that cooling effects of up t o 100 W/m2 are achievable under normal 
summertime conditions in southern Finland. However, improvements to the design could still 
be made and thus increase this cooling effect. These improvements would be a result from a 
careful analysis and optimization of the difference in heat transfer between the two skylight 
modes. Further improvements to the modeling would be to run Comsol parallel with Matlab 
so that wavelength dependency could be incorporated into the model, as it is an important 
factor for radiative heat exchange in participating media. The method chosen for calculating 
the wavelength dependency would be the exponential wide-band model. 
 
If this system was successfully implemented, savings could be achieved by reducing the use 
of conventional cooling methods. Unfortunately, window materials that possess the necessary 
transmission properties typically have poor mechanical properties. 
 
An experimental setup is being designed to assess the modeling results and to study different 
combinations of materials. 
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Development of a solar intermittent refrigeration system for ice production  
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Abstract: A solar powered intermittent absorption refrigeration system has been developed at the Centro de 
Investigación en Energía of the Universidad Nacional Autónoma de México.  The system was evaluated with the 
ammonia/lithium nitrate/water (NH3/LiNO3/H2O) mixture. The system was designed to produce up to 8 kg/day of 
ice. The system consists of a Compound Parabolic Concentrator (CPC) with a cylindrical receiver acting as the 
generator/absorber, a condenser, an evaporator and an expansion valve. The system operates exclusively with solar 
energy and no moving parts are required. Evaporator temperatures as low as - 11°C were obtained for a period of 
time up to 8 hours. Coefficients of performance as high as 0.098 were obtained. These coefficients were 24% higher 
than those obtained with the same system operating with the binary ammonia/lithium nitrate (NH3/LiNO3) mixture 
previously reported in the literature. The results showed that the developed system seems to be a good alternative for 
refrigeration in zones where electricity is not available.   
 
Keywords: solar cooling, absorption systems, ice production, ammonia/lithium nitrate/water.  
_________________________________________________________________________ 
 
Nomenclature  

A    concentrator aperture area ................. m2 
Cp    heat capacity  ........................... J kg−1 K−1 
COPS  solar coefficient of performance ……….. 
G   solar radiation  ............................... W m−2 
H   insolation  ..................................... MJ m−2 

hfus   heat of fusion of ice   ...................... kJ kg−1 

QEV   cooling capacity  .................................. MJ 

QR heat received from solar radiation ......... MJ 
T temperature .............................................. K 
t time  ........................................................... s 
ρ density ............................................... kg⋅m-3 
ν specific volume  ................................ m3⋅kg-1 
m mass ......................................................... kg 

 
 
1. Introduction 

Solar refrigeration is a useful application in areas of the world with high insolation levels where 
there is a demand for cooling and there is not electricity to supply conventional power systems. 
 
Although the basic concepts of solar refrigeration appeared since about five decades, to date there 
are only a limited number of developed systems reported in the open literature, some of the most 
important works are the following. Erhard et al. [1] reported the performance of a solar 
refrigeration system operating with NH3/SrCl2. The main part of the device is an 
absorber/desorber unit which is mounted inside a concentrating solar collector in which the heat 
of absorption is transported out of the solar collector by means of two horizontally working heat 
pipes. The overall efficiency defined as the cooling capacity to the solar radiation received by the 
solar collectors of the cooling system varied from 0.05 to 0.08. Wang et al. [2] published the 
results of a combined adsorption heating and cooling system which operated with activated 
carbon/methanol. The system was tested with electric heating and it was found that with 61 MJ 
heating it was able produce up to 9 kg ice were made. The calculated Coefficient of Performance 
(COP) which is defined as the cooling capacity to the heat supplied to the generator of the system 
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was 0.0591. Li et al. [3] published the experimental study on dynamic performance of a flat-plate 
solar solid-adsorption refrigeration for ice maker operating with activated carbon/methanol. The 
experimental results showed that this machine can produce 4–5 kg of ice after receiving 14–16 
MJ of radiation energy with a surface area of 0.75 m2, while producing 7–10 kg of ice after 
receiving 28–30 MJ of radiation energy with 1.5 m2. Hildbrand et al. [4] reported the results of 
the performance of an adsorptive solar refrigerator built in Yverdon-les-Bains, Switzerland 
operating with the adsorption pair silicagel + water. Cylindrical tubes function as both the 
adsorber system and the solar collector. The condenser is air-cooled and the evaporator contains 
40 l of water that can freeze. The results showed that the gross solar coefficient of performance 
defined by the authors varied between 0.1 and 0.25 with a mean value of 0.16. Khattab [5] 
presented the description an operation of a novel solar-powered adsorption refrigeration system 
operating with activated carbon/methanol. The system consisted of  a modified glass tube having 
a generator (sorption bed) at one end and a combined evaporator and condenser at the other end 
and  a simple arrangement of plane reflectors to heat the generator. The daily ice production was 
6.9 and 9.4 kg/m2 and the net solar COP was 0.136 and 0.159 for cold and hot climate 
respectively. Li et al. [6] developed a no valve, flat plate solar ice maker on the basis of previous 
research achievements. The system operated again with activated carbon/methanol. The authors 
reported that the no valve solar ice maker prototype was approached to practical application of 
mass production from view of cost and techniques. Rivera et al [7] published a paper about the 
development of a solar intermittent system operating with the ammonia/lithium nitrate mixture. 
The authors reported that solar coefficients of performance as high as 0.08 can be obtained whit 
the developed system 
 
From the literature review it is clear that although has been relevant research on developing solar 
refrigeration systems the most of them have been focused in adsorption systems which have in 
general low coefficients of performance. Because of this in the present paper the system 
developed previously by Rivera [7] was evaluated but using now the ternary mixture 
ammonia/lithium nitrate/water with the purpose to increase the mixture conductivity and to 
decrease the mixture viscosity trying to increase the system efficiency. Physical and 
thermodynamic properties of the ternary mixture were taken from Libotean et al [8,9]. 

 
2. System description 
 
The system was designed to operate with the ammonia/lithium nitrate/water mixture for a 
maximum capacity of 8 kg of ice/day. It consists of a compound parabolic collector CPC with a 
cylindrical receiver acting as the generator/absorber, a condenser, a storage tank, an expansion 
valve, a capillary tube, an evaporator and a (see Fig. 1). The system operates exclusively with 
solar energy and no moving parts are required. 
 
During the day, the ammonia/lithium nitrate/water mixture in the generator-absorber is heated by 
the solar radiation incident on the CPC until it reaches the saturation temperature. Then the 
ammonia is partially evaporated from the solution. Due to the increase of the temperature and 
consequently of the pressure of the solution in the cylindrical receiver of the CPC, the ammonia 
vapor goes to the condenser, where it is condensed by water and then it is stored in the tank. In 
the night, the temperature and pressure in the generator-absorber decreases because of the 
decreases of the ambient temperature and the ammonia liquid passes through the expansion valve 
(which is opened manually) decreasing its pressure and temperature, producing the refrigerant 
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effect in the evaporator. After the ammonia has absorbed heat from the water stored in the trays 
inside the evaporator, the pressure in this component increases. In this way, the pressures are 
inverted in the components in natural way, and the ammonia vapor returns to the generator-
absorber where it is absorbed by the strong solution. About 7 o´clock in the morning, after the ice 
has been produced and the ammonia has been absorbed by the solution stayed in the cylindrical 
receiver of the CPC, the expansion valve is closed and the ice removed from the trays leaving the 
system ready for a new cycle.  
 
The CPC is made out of an aluminum sheet with a reflectance of 0.85. The cylindrical receptor is 
covered with a selective black paint with a range of emittance from 0.25 to 0.49 and absorptance 
from 0.88 to 0.94; it resists temperatures higher than 300°C. The CPC's concentration ratio is 3.3, 
with a half-angle of 11.54° and an aperture area of 2.54 m2. The condenser is a heat exchanger 
composed of a helicoidal aluminum coil, immersed in a water store. The water inside of the 
condenser is continuously recirculated by a pump that is connected to a cooling system. It is 
important to mention that the pump is used just in order to keep the condenser temperature fixed 
eliminating the system variability with regard to the ambient temperature, however, this pump it 
is not necessary in normal operating conditions. Furthermore the cooling system and the pump 
are used exclusively to control the temperature of cooling water for experimental purposes. The 
cylindrical storage tank has a capacity of 8.5 L; a tube to measure the level is connected to the 
tank. Leaving the tank, there are two expansion devices: the capillary tube and the needle valve. 
Only one of these expansion devices is used during the evaporation process. The capillary tube is 
recommended because it permits the automation of the evaporation process. The evaporator is a 
heat exchanger that consists of a coil inside an insulated metal container with a front door, in 
which the ice is produced. The coil is horizontally distributed along five levels, each one bearing 
an aluminum tray. Water to be frozen is contained in these trays. Fig.  2 shows a photograph of 
the developed system. 
 
In order to evaluate the system, 14 thermistors, 7 wall thermocouples, 5 pressure transducers, 2 
manometers, 1 level tube (placed in the storage tank) and 1 pyranometer were used (see Fig. 1).  
  
3. Evaluation parameters  
 
Five main parameters were used in order to evaluate the experimental system: (i) the amount of 
the ammonia produced in the generator, (ii) the insolation, (iii) the solar energy received by the 
CPC, (iv) the cooling capacity and (v) the solar coefficient of performance.  
 
The amount of the ammonia produced in the generator can be obtained as: 
 
                                                              𝑚𝑁𝑁3 = ρ𝑣𝑁𝑁3                                                   (1) 
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Fig. 1. Schematic diagram of the solar intermittent absorption refrigeration system. 

 
 

 
 

Fig.  2. Photograph of the solar intermittent absorption refrigeration system developed. 
 
 
 
The energy received from the solar radiation is calculated as the sum of the contributions of the 
product of the irradiation, the time and the aperture area. 
 

(3) 
The cooling capacity is the sum of the sensible heat to reduce the water temperature from 
ambient to 0°C plus the heat of fusion of ice 

𝑄𝑄𝑅𝑅 = �𝐺𝐺𝑖𝑖𝑡𝑡𝑡𝑡
𝑛𝑛

𝑖𝑖=1
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                                                  𝑄𝐸𝐸 = 𝑚𝐻2𝑂 (ℎ𝑓𝑓𝑓 + 𝐶𝑝∆𝑇)                                          (4) 
 
Finally, the solar coefficient of performance is defined as the cooling capacity in the evaporator to 
the energy received from the solar radiation.  
 

    (5) 
4. Results 
 
In order to experimentally evaluate the solar refrigeration system operating the two mixtures, 
more than 40 tests runs were carried out mainly during summer time, however, only 18 were 
taken in the analysis since in the others the solar radiation was considerably low (lower than 
14MJ) because of long cloudy skies periods (normally higher than 2 hours).  
 
During the experimental test runs, the main evaluating parameters such: temperatures, solar 
radiation and pressures were logged every 15 seconds.  
 
Fig. 3 shows the maximum pressure reached in the cylindrical receiver against the maximum 
solution temperature reached during the generation stage. It can be observed that the pressure 
increases slightly win the increment of the solution temperature. The solution temperatures varied 
from 87°C to 112°C, meanwhile the pressures varied from 13 bar to 16.1 bar. 
 

                  
Fig. 3. Maximum pressure against maximum solution temperature for the solar system. 

 
 

𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 =
𝑄𝑄𝐸𝐸𝐸𝐸
𝑄𝑄𝑅𝑅
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Fig. 4. Maximum solution temperature against the energy received by the CPC. 

 
Fig. 4 shows the maximum temperature reached by the solution during the generation stage as 
function of the energy received by the CPC during the sunshine hours. In this figure it can be 
seen that there is a considerable data dispersion between these two parameters, however, it can be 
observed as it was expected that the solution temperature increases with the energy received by 
the CPC. It can be observed that the energy received by the CPC varied considerably from about 
27 MJ to 56 MJ which is almost two times the minimum value. The high difference that exist 
among the energy received values is related with the cloudy of each day, since the solar radiation 
was almost the same since the most of the values (16 of the total) were obtained during the same 
season (summer).  
 

                       
Fig. 5. Ammonia produced during the generation stage against the energy received.  
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In Fig. 5 it can be seen that the amount of ammonia produced (measured after the sunshine hours 
in the level tube placed in the condensate tank)  increases considerably with the increase of the 
energy received by the CPC. The amount of ammonia produced varied from 1.3 kg at an energy 
received of 28.2 MJ to 3.8 kg at an energy received of 50 MJ. From this figure and from the 
explained in Fig. 4 that the amount of refrigerant produced (ammonia) is very dependent of the 
solar radiation received by the CPC. 
 
In Fig. 6 it can be seen the solar coefficient of performance against the cooling capacity. It can be 
observed that the solar coefficient of performance increases considerably with and increases of 
the cooling capacity. The solar coefficient of performance varied from 0.06 at a cooling capacity 
of 1.7 MJ to a 0.098 at a cooling capacity of 4 MJ.   
 

                           
Fig. 6. Solar coefficient of performance against cooling capacity. 

 
 
 

                           
Fig. 7. Evaporator, water and ambient temperatures against time. 
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higher than 8 hours. Also it can be seen how the water temperature decreases from the ambient 
temperature to 0°C and remains constant while the ice is been produced.  
 
5. Conclusions 
 
A solar intermittent refrigeration system for ice production has been evaluated with the 
ammonia/lithium nitrate/water mixtures at the Centro de Investigación en Energía of the UNAM. 
Evaporator temperatures as low as - 11°C were obtained for a period of time up to 8 hours. The 
solar coefficient of performance reached values up to 0.098, which is 24% higher than the 
maximum obtained previously by Rivera [7] operating the system with the ammonia/lithium 
nitrate mixture.  
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Abstract: The paper demonstrates how effectively hoteliers and corporate can architect and utilize both solar 
thermal and green gas energy for the production of zero carbon foot print food products. It involves the usage of 
shefflers, solar parabolic reflectors, solar ovens, solar cookers, solar dryers, solar water heaters, biomass 
gasifiers, biogas plant, etc which have been suitably designed and placed architecturally in the green kitchen 
premises to harvest maximum solar thermal green energy for effective production of low and zero carbon foot 
print food products with minimal loss of nutritional value. Further, the digested slurry of biogas plant is used as 
humus rich fertilizer for spice garden spread around the green kitchen to beautify the ambient. Replacement of 
conventional energy partially by green and thermal energy reduces the energy cost substantially.  It not only cuts 
down the cost of fuel but also maintains a clean environment in canteen area and its surroundings in addition to 
providing nutritious food. The methods developed in this project may also be implemented in vast rural mass and 
community centre for cost effective and hygienic food production. 
 
Keywords: Fossil fuel, Carbon foot print, Green canteen, Solar energy, Biomass energy 
 

1. Introduction: 

Today, India is growing with an average GDP growth of 8.9% per annum, which signifies the 
tremendous growth of its economy. Massive investment are being laid out by the Government 
and private sectors for the development of small and large manufacturing software industries 
and in service sectors like education, healthcare, hotels and real estates. These are being 
constructed throughout the country and environment becomes a concern everywhere. Our 
Government is enforcing norms to ensure that all these projects remain as much greener as 
possible. In any corporate offices, hotels, schools and colleges, quantity kitchen is mandatory 
to support their employees, students and customers so that they can avail nutritional food [1]. 
A survey has been conducted with some hotels and schools located in the rural part of Odisha 
State of our Country about the greenery of their kitchen and about their waste disposal. Today 
most of these industries, corporate offices, hotels and motels are very much aware of the 
energy saving equipment but have least ideas to make their environment green by applying 
the cheapest and easiest methods of non-conventional energy [2]. We tried to collect the 
feedback to understand their knowledge about energy saving devices, carbon emission, carbon 
footprint products and application of non-conventional energy for quantity kitchen.  
 
It is a matter of concern of rural hotels and schools where food is prepared for more than 500 
people per day with all conventional fuel and equipment. Our survey found most of these 
organizations trying to project their awareness by using energy efficient electrical and ceramic 
appliances, low-cost wood and coal steamers and also by disposing the food waste in isolated 
places without making the assessment how much damage is made to the environment [3]. 
 
The aim of this project is to develop a model green kitchen to demonstrate an effective and 
cheaper prototype which shall 
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1. Reduce carbon dioxide emission to a substantial level by the application of solar thermal 
reflectors, ovens and driers [4]. 

2. Establish a convenient waste management system and through it produce methane in order 
to utilize it in the kitchen [5] and to generate bio-fertilizer for its easy utilization in the 
spice garden. 

3. Produce zero carbon footprint food products with higher nutritional value. 
4. Reduce the total operational cost by at least 40% of the conventional one.  

 
2. Materials and Methodology 

2.1.  Materials for green kitchen and its layout 
A green kitchen attached to a 500 person capacity quantity kitchen was established at C.V. 
Raman College of Engineering, Bhubaneswar, India as per the layout shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

Fig. 1 Layout of green kitchen  
 
Devices like solar reflectors of parabolic type, Schefflers, solar dyers, solar oven [6], solar 
water heaters, biomass gasifier and a food waste digester methane plant were installed. All 
these equipments have been installed by taking the following points into consideration: 
 
1. The conventional kitchen wall facing the Scheffler was in east-west direction  
2. Sheffler foundation was done taking latitudinal angle into consideration[7] 
3. Thermal reflectors were located where maximum sun-light is available [8] 
4. Schefflers fixed focus concentrator 
5. Methane plant was installed near the conventional kitchen wall with less sun-light  

Conventional Indian Kitchen 
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From the survey conducted, it was realized that the small, medium and large hotels and motels 
of the locality had expressed serious concern regarding the effective utilization of solar 
thermal equipments in quantity food preparation and found that the food waste disposal 
outside the kitchen boundary as the most easiest and cheapest way. By way of this disposal, 
they were ignorant about the emission of methane gas to the atmosphere which has more than 
20 time green house effect than that of carbon dioxide gas. They were also very much 
doubtful to accept the concept of the reduction fuel consumption by the food waste. 
 
The layout of solar and green energy devices as shown Fig. 1 was designed for the 
demonstration to hoteliers and corporate to observe as well as analysed how the green kitchen 
effective and convenient for the reduction of cost of food production. This project had taken 
all the observations and experiments considering 78,000 Lux intensity of sun light as a 
reference during the month of August to December, the winter season. In a sunny day of the 
period green kitchen was able to cook grains, vegetables, meats and produce hot water 
continuously for more than six hours in a day from 9 hour morning to 15 hour evening. 
During summer the Lux intensity of sun light might rise for the locality as per temperature 
weather relationship curve, shown in Fig. 2 [7].  
 

 
 

Fig. 2 Relationship of atmospheric temperature, average rain fall vs season 
 
2.2. Methods adopted for the installation of green energy devices 
The details of green energy devices are presented in Fig. 3 along with specification and cost.   
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Sl. No. Name of equipment Photograph Cost of the equipment (in 
Indian Rupees) 

01 Scheffler – 1 

 

80,000 

02 Scheffler – 2 

 

1,20,000 

03 Parabolic reflector-1 

 

37,000 

04 Parabolic reflector-2 

 

32,000 

05 Solar drier  

 

10,000 

06 Solar oven 

 

3,000 

07 Solar water heater 

 

1,00,000 

08 Methane plant 

 

5,00,000 

09 Biomass gassifier 

 

10,000 

8,92,000 
Fig. 3 The detailed specification and cost of green energy devices 
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2.3. Theoretical background for the installation of Scheffler 
The installation of Scheffler-1 disc above the ground was taken as 5.2 m and the distance of 
the receiver from the disc centre as 3.8 m while  the height of the receiver above the ground 
was evaluated using the equation 1.  
 

Y = B-{X*sin(A)}             -------    (1)  
 

where, Y = height of the receiver, B = height of the disc above the ground, X = distance of 
receiver from disc centre and, A = latitudinal angle at any place 
In order to keep the focal line constant, orientation of scheffler was adjusted with a 
programmable motor fitted device as per the movement of the solar rays on earth.   
 
2.4. Basic principles of the installation of other solar devices 
 

2.4.1. Parabolic Reflector 
 

Both parabolic reflectors shown in Fig. 3 (Sl. No. 1 & 2 - Schefflers) and (Sl. No. 3 & 4 – 
Prince-40) [9] were installed to receive full sun rays and get concentrated on fixed focal 
centre through reflection where the cooker was placed with blacken surface to absorb 
maximum thermal energy. Here also the orientation of reflectors were adjusted with a 
programmable motor fitted device as per the movement sun rays 
 
2.4.2. Solar dryer 
 

The solar dryer was designed on the principle of green house glass where high frequency solar 
radiation got absorbed through inclined glass surface by the food materials but longer 
wavelength radiations reflected out. Moisture content was continuously ventilated. The 
inclination angle was experimentally evaluated to receive maximum temperature. 
 
2.5. Methane Plant 
The cellulosic materials comprising both vegetable waste and food waste of the canteen are 
predigested aerobically. The digested slurry with high biological oxygen was an aerobically 
digested to methane rich biogas which was purified by the separation of carbon dioxide gas. 
The high calorific methane rich gas was found to produce 0.6x10-3 m3 of methane gas per kg 
of cellulosic waste on dry basis. The digested effluent was found to be rich in P2O5 with small 
quantity of K2O and Nitrogen ingredients to act as ideal fertilizer for spice garden making the 
hotel environment greener, beautiful and profitable.  
 
2.6. Biomass gasifier 
Waste dry biomass collected by locals was fired in the special designed oven and thermal 
energy was fire through exhaust fan drive in a special designed energy efficient oven to utilize 
its maximum thermal energy by the cooking vessel.     
 
3. Results and Discussion 

3.1. Cost analysis of equipments 
 

The cost of all equipments utilized in the project with respect to the cost in Indian market are 
worked out and compared with the conventional devices adopted by hoteliers, etc. on the 
basis of preparing food for 500 consumers as given in Table 1.   
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Table 1: Equipments used in a conventional kitchen to prepare food for 500 persons 
 

Sl. No. Name of the equipment 
 

01 Cooking Range 4 Burner (LPG) 
02 Cooking range High Pressure 
03 Convection oven 
04 Griddle 
05 Stock Pot Burner 
06 Deep fat fryer (2 Comp.) 5 Ltr. 
07 Potato Peeler Heavy Duty 
08 Dough mixer 
09 Steamer compartment with boiler 
10 Tandoor (Gas/coal) 
11 Thawing tub 
12 Vegetable slicer 
13 Chapatti Puffer cum holplate 
14 Aluminium steamer idli 
15 Deep freezer 
16 Vegetable steamer big 
17 Hot dog roller 

 
The conventional Indian quantity kitchen cost is around Rs. 25 Lakhs. This is three times the 
cost of the green kitchen. Making a simple comparison of the total cost of a green kitchen and 
a quantity kitchen we have found that the former is 30% less.  
 
3.2. Cost saving analysis 
 

In this exercise, we have tried to calculate the savings of fossil fuel per day by utilizing all 
these green equipments for preparing the following items: 
a. Preparation of rice, b. Preparation of vegetables, c. Preparation of meat, d. Preparation of 
grains. In this total exercise (Table 2), it is calculated in a sunny day by utilizing this green 
kitchen. Fig. 2 shows the atmospheric temperature and rain fall profile in a year at the 
surveyed place. 
 
Table 2: Saving of fossil fuel, its cost and environmental benefits by the implementation of solar 
thermal devices and methane gas plant for 500 people per meal  
 
Sl. 
no. 

Recipe Quantity Ambience 
of light 
(Lux) 

Total time 
taken 
(Min.) 

Quantity of savings of 
Ingredient  Water 

(Lit.) 
Fossil 
fuel(kg) 

CO
2 

(kg) 

Cost 
(Rs.) 

01 Cooked 
rice  

Raw rice 
(60 kg) 

144 78,000  72 9.6 29 288 

02 Vegetables Vegetables 
(75 kg) 

60 78,000 69 12 36 360 

03 Grains Dal (25 kg) 90 78,000 108 6.75 18 180 
04 Meat Chicken 

(70 kg) 
252 78,000 108 16.8 50 504 
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To prepare two meals in a day for 500 people the employed boiler consumes about 40 kg fire 
woods. On the other hand, upon employing gasifier it reduces 50 % of fire wood (20 kg) 
consumption in addition to 20 kg equivalent of CO2 emission. 
Approximately 120 kg of food waste is produced daily from the canteen emitting CH4 and 
CO2 as green house gases to the environment. Methane (CH4) has 21 times stronger green 
house effect than CO2. By generating bio gas out of this food wastes and considering all 
losses into account about 4 lakhs Indian rupees is saved in compensation to LPG 
consumption. 
 
3.3. Application in spice garden 
In most of the hotels, motels and corporate we have seen they spent a substantial amount of 
money in manure to keep their garden attractive and flowering. In our project we have 
introduced a concept of organic spice garden which we have demonstrated by doing a 
beautiful green landscape and planting 63 varieties of spices in the garden as an alternative to 
traditional rock and flower garden. In this food waste plant which we have installed that 
contains digested effluent which is being utilized in this spice garden to grow healthy and 
produce organic spices which can be reutilize in kitchen by using all the food wastes in the 
system. 
 
We are yet to calculate the total value of spices generated in 1.5 acres of land in one year 
which can be worked out in the next year.  
 
3.4. Theoretical background for architect 
Green kitchen can be installed very conveniently at low installation cost if it is planned during 
the construction of the project. Architect should have fundamental knowledge about the 
geographical location of the place for installation of thermal reflectors because they can adjust 
the floor level of the kitchen to an operational height which cannot be done with an 
established kitchen. We have given an example of 4 places and shown a calculation as per 
equation (1) conveying the idea of geographical location of the place is important to install the 
thermal reflectros as shown in Fig. 4.  
 

 
Latitude - 280 36’ 0” N 
Y = 6.017’ or 6’0” 

 
Latitude -400 42’ 51” N 
Y = 3.847’ or 3’10” 

 
 
 
 
 
 

Latitude -250 15’ 8” N 
Y = 11.668’ or 11’8” 

 

 
Latitude -330 52’ 59” S 
Y = 5.089’ or 5’0” 

 
Fig. 4: Diagram showing the angle of incidence of solar ray on Scheffler and its height from the 
ground at different location 
 
This study shows if the architect is aware of these factors then will keep in mind so that the 
reflector can be installed at a convenient height for operation. Apart from reflector the 
architecture should workout for disposal of waste from methane plant in such a way that it 
will not have any negative impact on the environment and kitchen surroundings, so that the 
waste can be easily pumped to the green kitchen site.  
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4. Conclusion 

The C.V. Raman College of Engineering, Bhubaneswar, India has successfully installed a 
composite 500 students green kitchen project for demonstration to hoteliers, corporate that 
how effectively to produce low and zero carbon foot print food products and also to  
incorporate this concept during design stage. On total in a year (operation of 6 months) using 
this green kitchen, around 4.8 lakh Indian rupees is saved than the conventional method of 
cooking along with a reduction of about 48,000 kg of green house gas emission to the 
environment. 50 % utilization of green kitchen in an annum, it has been evaluated that the 
total investment is fully recovered in a year in addition to providing tremendous safety to the 
environment. The methods developed in this project may also be demonstrated to vast rural 
mass and community centre for cost effective and hygienic food production. 
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Abstract: The wind resources of the South Baltic Sea in the area between latitude 54 and 58 degrees North and 
longitude 10 to 22 degrees East are quantified from state-of-the-art methods using a combination of long-term 
and short-term mesoscale modeling output and satellite-based methods. The long-term overall statistics based on 
the NCEP/NCAR re-analysis dataset will be used in combination with more than one year of real time 
simulations using the Weather Research and Forecasting (WRF) mesoscale model operated at Risø DTU. The 
satellite Synthetic Aperture Radar (SAR) ocean wind maps and scatterometer ocean wind maps from QuikSCAT 
will be used to evaluate the wind resource calculation. The advantage of including SAR wind maps for 
evaluation is the finer spatial detail. In some regions, the mesoscale model may not fully resolve the wind-
producing atmospheric structures. The satellites, however, only provides information at 10 m above sea level, 
whereas the mesoscale model provide results at several heights.  
 
Keywords: Offshore wind, mesoscale model, satellite data 

1. Introduction 

The wind energy resources in the South Baltic Sea are not known in much detail despite the 
fact that several wind farms are being planned at sea. The existing wind farms are located 
typically less than 10 km offshore whereas most new wind farms are planned further offshore, 
up to 80 km. There are plans to construct more than 12GW installed wind farm capacity in the 
South Baltic Sea. The countries Denmark, Sweden and Germany already have installed 
offshore wind farms whereas Poland, Russia (Kaliningrad), and the Baltic countries have 
plans to do so. The web-site http://www.4coffshore.com/windfarms/ provides a listing and 
map of existing and planned offshore wind farms. It is important to know the wind climate in 
the planning phase of wind farms, as the expected annual energy production will be 
proportional to the expected financial benefit of the investment.  
 
The European Wind Atlas1 covers land areas http://www.windatlas.dk/Europe/Index.htm 
whereas the corresponding offshore atlas http://www.windatlas.dk/Europe/oceanmap.html 
covers sea. It is seen that the Baltic Sea is not fully covered. Furthermore, information gained 
since year 1999, in particular, from satellite Earth observation and from atmospheric 
mesoscale modeling jointly provides a new opportunity to map the wind resource with higher 
spatial detail.  
 
The main objective is to provide a new wind atlas for the South Baltic Sea using available 
satellite images and mesoscale modeling. The results will be evaluated to meteorological data. 
 
The satellite Earth observations used in the South Baltic wind atlas include scatterometer 
wind vectors from the SeaWinds instrument on-board the QuikSCAT satellite collected from 
1999 to 2009 by NASA, and Synthetic Aperture Radar (SAR) data from the Advanced SAR 
(ASAR) on-board the satellite Envisat collected from 2002 to present by the European Space 
Agency (ESA). 
 
In the South Baltic Sea a new approach to the numerical wind atlas method2 based on 
mesoscale modeling is used. The mesoscale model used for the South Baltic is the Weather 
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Research and Forecasting (WRF) mesoscale model developed jointly by several US agencies. 
Additional refinement of the results will be with the microscale model Wind Atlas Analysis 
and Applications Program (WAsP)3 developed at Risø DTU. The Weibull distribution scale 
(A) and shape (k) parameters and energy density are some of the outputs, see1.  
 
The results from satellite and mesoscale modeling are compared, as well as comparison to 
meteorological masts. The project is on-going. It is approximately mid-term in regard to 
finalizing the wind atlas, thus the proceedings paper presents work in progress. The 
investigated area is shown in Fig. 1. The project is related to the South Baltic Offshore Wind 
Energy Regions (OFF.E.R.) project with partners from Sweden, Germany, Poland, Lithuania 
and Denmark. The area and team is indicated in Fig. 1. 

 
Fig. 1.  South Baltic Sea highlighting regions and partners in the South Baltic OFF.E.R. project. 
 
2. Methodology 

2.1. Wind profile, meso- and microscale modeling, and satellite remote sensing 
The use of satellite remote sensing is motivated by the fact that only satellites provide spatial 
observations of ocean winds.  Meteorological masts observe winds in the local area in which 
they are located. Meteorological masts are costly to operate. In some cases access to data is 
restricted. Thus available offshore meteorological mast data in the South Baltic Sea is limited. 
The advantage of meteorological masts is that observations typically are collected at several 
heights, and therefore the vertical wind profile can be quantified. It is well known that the 
wind profile in its simplest form at low heights is logarithmic and that the wind profile in non-
neutral atmospheric stratification and at higher heights deviates from the logarithmic profile 4-

8. For wind resource estimation, the most important level is hub-height where the wind 
turbines harvest the energy. 
 
Satellite ocean winds are mapped at 10 m above sea level. It is clear that wind turbine hub-
height is higher, say 80 to 100 m. Thus the satellite-based results have to be extrapolated to 
higher levels. One option is to use WAsP for the vertical extrapolation. Another option is to 
use the numerical wind atlas. The latter method is applied in the present context. The 
advantage of mesoscale modeling is that in such models the advection of air is effectively 
accounted for through modeling over long distances. In contrast, microscale models account 
for influences only at shorter distances. In enclosed seas such as the Baltic Sea, the 
surrounding lands are expected to influence winds over long distances. 
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2.2. Satellite techniques 
The techniques of scatterometer and SAR wind retrievals are presented first. Similarities of 
the two satellites used – QuikSCAT and Envisat – are that they both map any area at specific 
local times as both satellites are in sun-synchronous polar orbits. For QuikSCAT the local 
mapping time is around 6 a.m and 6 p.m. while for Envisat it is around 9 a.m. and 9 p.m. in 
the South Baltic Sea. Both satellites carry microwave radars, i.e. active instruments sending 
and receiving microwave signals. Microwave radar works day and night and in all weather 
conditions. The microwaves penetrate cloud, rain and fog. For QuikSCAT though, rain gives 
rise to problems in case of heavy rain and therefore rain flags are added to the data such that 
the user can avoid using rain-affected data.  
 
The physical principle of retrieving oceans winds is similar for scatterometer and SAR. The 
wind over ocean constantly modulates the sea surface creating capillary and short gravity 
waves. These very short waves are generated near-instantaneously and decay at the same rate, 
but appear to be in balance at all times to the mean wind speed as observed at 10 m. The 
Geophysical Model Function (GMF) that describe the relationship between the backscattered 
normalized radar cross section is found to be non-linearly proportional to the wind speed, as a 
function on slant range and relative wind direction in regard to the viewing geometry. For 
further details on ocean wind mapping see references for scatterometer 9-11 and SAR 12-14. The 
nominal accuracy on wind speed is within 2 m s-1 for wind speeds between 3 and 25 m s-1. 
 
To highlight major differences between scatterometer and SAR the following may be noted: 
Scatterometer provides medium spatial resolution, around 25 km by 25 km grid size whereas 
SAR provides high spatial resolution, around 1 km by 1 km grid size. The resolutions here 
refer to the final wind results (not the raw sampling which has much higher spatial 
resolution).  
 
The swath of QuikSCAT was very wide, 1800 km, and this means that most of the globe was 
mapped twice per day for the 10 years of active observations. This results in roughly 7300 
individual ocean wind maps in the South Baltic Sea. The archive is freely available, e.g. from 
Remote Sensing Systems (http://www.remss.com/qscat/) as so-called level 3 products. This 
means as gridded geo-coded products of wind speed and wind direction.  
 
In contrast, Envisat ASAR has a swath of 400 km in the so-called wide swath mode (WSM). 
The sampling in WSM provides a possibility of mapping any location in the South Baltic 
around 10 times per month. From simple calculation the data could amount to roughly 1000 
samples everywhere on the globe. However, Envisat ASAR was and is not always mapping, 
as the mapping is based ‘on demand’, typical for science or for commercial activity, and also, 
the on-board data storage and downlink cannot handle continued operation. The archive at 
ESA (http://earth.esa.int/EOLi) provide gateway to check the actual data availability. In the 
present work around 3000 WSM wind maps are used, meaning roughly 400 available samples 
in each grid cell. For SAR-based wind mapping the raw data are retrieved by Risø DTU and 
processed into wind maps using the Johns Hopkins University Applied Physics Laboratory 
software ANSWRS15.  
 
Finally, an important difference between scatterometer and SAR is that while scatterometer 
observes the ocean surface from several angles using multiple antennae or rotating antenna (as 
for QuikSCAT), SAR only views the surface from one direction. This basic difference means 
that only scatterometer provides both wind speed and direction through the GMF. In order to 
map wind speed from SAR it is necessary first to estimate the wind direction, and use this a 
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priori information in the GMF. In our case we use the wind direction from the global 
atmospheric model by the US Navy, the so-called NOGAPS model. Further detail in12. 
 
2.3. Statistical-dynamical downscaling 
The long-term overall statistics based on the NCEP/NCAR re-analysis dataset 1980-2009 will 
be used in combination with nearly two years of real time simulations using the WRF 
mesoscale model operated at Risø DTU. The usual procedure at Risø DTU for calculating 
wind resource with the numerical wind atlas method involves, as a first step, the definition of 
a set of wind classes. The set of wind classes represent the different wind conditions (wind 
speed, direction and atmospheric stability) defined from long term, large scale atmospheric 
reanalysis datasets.  
 
The wind classes are based on geostrophic wind and potential temperature at 0, 1500, 3000, 
5500 m above sea level. The wind classes are defined by the distribution of wind speed, 
direction and stability at one point. For the South Baltic wind atlas the area of interest is large. 
It is therefore of interest to see how well wind classes defined at one point manages to 
represent the large scale climate over this large area. There are two issues: 1) do wind classes 
represent the large scale wind climate well over the entire region of interest; 2) to what extent 
can a single wind class describe the wind in the region at any given time. 
 
The WRF model is triple nested to the inner domain over Denmark with a 2 km by 2 km grid 
resolution for the weather forecasts, but the outer grid at an 18 km by 18 km grid covers most 
of the South Baltic. The weather forecasts plus some additional simulations at higher 
resolution will be used as basis in the statistical-dynamical downscaling. 
 
3. Results 

3.1. Satellite results 
Results from the study area using QuikSCAT are shown in Fig. 2. The results are based on all 
available ocean wind maps from RSS without rain-flag from 10 years, 1999 to 2009. The 
results are maps of the Weibull A and k parameters. Weibull A is seen to vary from 8.0 to 8.5 
m s-1 in the South Baltic Sea, and Weibull k is seen to vary from 1.9 to 2.3. Near the 
coastlines the white area indicates that data are not available.  
 

 

Fig. 2  Weibull A ranging from 7.5 (blue) to 10.0  (red) m s-1and Weibull k ranging from 1.8 (blue) to 
2.5 (red) in the South Baltic and Danish Seas observed from 10 years of QuikSCAT ocean wind maps. 
Domain size is 7o to 22o East and 53 o to 59 o North. 
 
Results from the study area using Envisat ASAR are shown in Fig. 3. The upper panel shows 
the number of wind maps, the middle panel the mean wind speed, and the lower panel the 
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energy density. In most of the area there are more than 400 samples. The mean wind speed 
varies from around 5 m s-1 to nearly 11 m s-1. Finally, the energy density varies from 400 to 
nearly 1200 W m-2. In particular near the coastlines, the energy density is seen to be low. 
High energy density is found in the open sea. 
 
3.2. Wind class results 
Four sets of wind classes were defined, all based on the large scale conditions at 16.25E 
56.25N.   The sets, named SB1, SB2, SB3, SB4, contain 134, 84, 84, 36 wind classes 
respectively, see Fig. 4. Sets SB1, SB2, SB4 differ in that a different number of wind classes 
are allowed for each direction sector (14, 7, 3 respectively) but in each sector the wind speed 
range of each wind class varies so as to get obtain wind classes with approximately equal 
frequency of occurrence. Set SB3 uses 7 wind classes per sector, but the wind speed range is 
fixed and this the frequency of each wind classes varies within each sector. 
  
The first question is, how well do the wind classes represent the large-scale wind climate over 
the South Baltic. This is answer is: The 134 wind classes of set SB1 capture the wind power 
in the large scale climate quite accurately with only a small error of less than 3% in the mean 
of the wind cubed. Whereas the 36 wind classes of set SB4 do more poorly, with an error in 
the region of 14% in the mean of the wind cubed. Wind classes sets SB2 and SB3 give an 
error in the region of 5% on the mean of the wind cubed. 
 
The second question concerns to what extent it can be expected that a single wind class, at 
any given time is influencing the area of interest. The probability of a single wind class acting 
over a region rapidly drops off when moving away from 16.25E 56.25N. We may conclude 
that occasions where the same wind class influences large parts of the region of interest 
happen very rarely. By selecting periods where the wind classes are persistent the probability 
of locations experiencing the wind class is increased. However, it is not thought that 
persistency filtering is sufficiently powerful for the South Baltic domain. In conclusion, the 
variability means that an approach where several wind classes acting more locally, as opposed 
to acting over the whole domain, will have to be defined and used for the downscaling.  
 
4. Discussion  

Satellite wind maps from QuikSCAT provide twice daily 10 year results at 25 km by 25 km 
resolution. The WRF statistical-dynamical downscaling will provide 30 year results at 5 km 
by 5 km resolution. Envisat ASAR provides results at 1 km by 1 km resolution. The challenge 
of using different sources of information is the reliability of each. Comparisons between SAR 
and three meteorological masts in the North Sea16 show good agreement, less than 5% error 
on mean wind speed, Weibull A and k. Comparisons between SAR and meteorological masts 
in the South Baltic Sea show similar agreement for mean wind speed, but less good agreement 
for Weibull A and k17. Mesoscale model results typically range between 10 to 15% 
uncertainty. Thus combining satellite wind maps and mesoscale modeling is expected to 
provide an accurate wind atlas for the South Baltic Sea.  
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Fig. 3  Envisat ASAR  wind maps: (Top) Number of wind speed maps use; (Middle)Mean wind speed 
in m s-1; (Bottom) Wind energy density in W m-2 for the South Baltic Sea. Domain size is 10o to 22o 
East and 52 o to 59 o North. 
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(a)    (b)  

(c)      (d)  

Fig. 4 Four sets of wind classes (a) SB1, (b) SB2, (c) SB3 and (d) SB4. Each cross represents a forcing 
wind speed (distance from the centre of the diagram) and direction. The speed scale is in m s-1. The 
colours indicate the inverse Froude number squared (IFNS). 

5. Conclusion 

The wind atlas for the South Baltic Sea is in progress using satellite remote sensing and mesoscale 
modeling. The final results will be compared to available meteorological data to estimate the 
uncertainty of the results. The analysis will be completed in Spring 2011. 
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Abstract: There are many wind synoptic stations installed all over Iran. One of these stations in the coasts of 
Persian Gulf is Bardekhun station in Bushehr province. The goal of this study is to assess the wind energy 
potential of this region and to design a proper horizontal axis wind turbine for this site. The one-year measured 
hourly time-series wind speed data are extracted from measurements at a height of 10m, 30m and 40m above the 
ground level.  The Weibull distribution gives the mean wind speed of 4.50 m/s, 5.36 m/s and 5.83 m/s and the 
power density per year of 125 W/m2, 196 W/m2 and 253 W/m2 respectively for these heights. According to these 
results, a small wind turbine can be installed in the height of 30m and 40m. A MATLAB code using the blade-
element-momentum theory has been developed to design and analyze the three-blade wind turbine rotor. After 
calculation of geometrical parameters of rotor blade, the rotor power coefficient versus rotor tip speed ratio is 
evaluated. The energy produced per year by this wind turbine using the Weibull distribution for wind speed will 
be 155MWh. 
 
Keywords: Wind potential, Weibull distribution, Wind turbine, produced energy 

1. Introduction 

Annual growth in energy consumption and global warming are two important reasons for 
considering wind as an efficient and clean source of energy. Iran (Persia) is exposed to the 
continental streams from Asia, Europe, Africa, Indian and Atlantic Pacific. The first vertical 
axes and drag type windmills on record were built by the Persians in approximately 900 AD 
[1]. According to the research and studies, it has been estimated that the wind energy potential 
in Iran is more than 10000 MW for electricity production [2]. There are two wind farm 
producing electricity in Iran: a 70MW power plant in Manjil and a 28MW power plant in 
Binalood. Since Iran has many windy regions, utilization of this type of energy would not 
only be possible but also economically feasible. The Ministry of Energy has serious programs 
for the evaluation of the wind energy potential in the country. At the first stage, the country’s 
wind energy potential evaluation is performed for a wide range of the country. At the second 
stage, after the exact investigation on the wind potential, the Iran’s wind atlas is prepared. To 
prepare the wind atlas, 53 wind synoptic stations have been installed all over Iran [3]. These 
stations record wind data every 10 min. Also, the effects of thunderstorms and turbulences on 
wind stream are considered in the results.  
 
In the recent years, many researchers have studied the wind energy potential in Iran. 
Mostafaeipour and Abarghooei [4] investigated the wind energy potential in Manjil area in the 
north of Iran. They reported it is one of the best locations in the world for installing wind 
turbine. Mostafaeipour [5] utilized wind speed data over a period of almost 13 years between 
1992 and 2005 from 11 stations in Yazd province to assess the wind power potential at these 
sites. The results showed that most of the stations have annual average wind speed of less than 
4.5 m/s which is considered as unacceptable for installation of the wind turbines. Keyhani et 
al [6] used the statistical data of eleven years wind speed measurements of the capital of Iran, 
Tehran to find out the wind energy potential. They concluded that the site studied is not 
suitable for electric wind application in a large-scale and the wind potential of the region can 
be adequate for non-grid connected electrical and mechanical applications, such as wind 
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generators for local consumption, battery charging, and water pumping. Mostafaeipour [7] 
performed an analysis of offshore wind speed in global scale and also studied feasibility of 
introducing this technology for harnessing wind in Persian Gulf, Caspian Sea, Urmia Lake 
and Gulf of Oman. He suggested that policy makers to invest and pay more attentions toward 
harnessing renewable energy sources like offshore wind in Persian Gulf and Gulf of Oman in 
southern parts of Iran.  
 
This paper presents a study of the wind energy potential in the Bardekhun station. Knowledge 
of the wind speed distribution is a very important factor to evaluate the wind potential in the 
windy areas. The Weibull distribution is the best one, with an acceptable accuracy level. A 
stall-regulated horizontal wind turbine with nominal power of 50kW is designed for this wind 
station. A MATLAB code was written based on the BEM theory. This code utilizes a 
generalized rotor design procedure in determining the final blade shape and performance 
iteratively considering drag, tip losses, and ease of manufacture.  
 
2. Site description and the wind data 

This site is located in the vicinity of Deyer port in Bushehr province in the coasts of Persian 
Gulf. It is situated in the latitude of 27◦98' N, the longitude of 51◦49' W and the altitude of 4m. 
Its distance from capital city of Iran, Tehran, is about 1330 km. A well known wind in this 
region is North Wind which has effect on the architectural and environmental design of 
buildings. The one-year measured hourly time-series wind speed data, from January 1, 2007 
to December 31, 2007 are extracted from Renewable Energy Organization of Iran, SUNA [2].  
 
3. Wind data analysis 

3.1. Weibull distribution  
Statistical analysis can be used to determine the wind energy potential of a given site and to 
estimate the wind energy output at this site [1]. This type of analysis relies on the use of the 
probability density function, p(U), of wind speed. One way to define the probability density 
function is that the probability of a wind speed occurring between Ua and Ub is given by: 
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In general, Rayleigh and Weibull probability density functions are used in wind data analysis. 
The Rayleigh distribution uses one parameter, the mean wind speed (U ). Determination of 
the Weibull probability density function requires knowledge of two parameters: k, shape 
factor and c, scale factor. Both these parameters are a function of wind speed, U, and standard 
deviation of wind speed, Uσ . The Weibull probability density function is given by: 
 


















−













=

− kk

c
U

c
U

c
kUp exp)(

1

                                                                                           (2) 

 
The cumulative distribution function of the speed U gives us the fraction of time (probability) 
that the wind speed is equal or lower than U. the cumulative distribution F (U) is given by: 
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The parameters c and k are calculated based on the following empirical formulas [1, 8]:  
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Annual energy produced by a wind turbine with performance curve )(UPw  is [1, 9]: 
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3.2. Power density 
The wind power per unit area, or wind power density, is proportional to the density of the air 
(for standard conditions sea-level, 15◦C, the density of air is 1.225 kg/m3), the area swept by 
the rotor (or the rotor diameter squared for a conventional horizontal axis wind machine) and 
the cube of the wind velocity. The average wind power density is:  
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4. Wind turbine aerodynamic design 

The primary aerodynamic factors affecting the blade design are: design rated power and rated 
wind speed, design tip speed ratio, solidity, airfoil, number of blades, rotor power control 
(stall or variable pitch), rotor orientation (upwind or downwind of the tower) [1]. The analysis 
here uses momentum theory and blade element theory. Momentum theory refers to a control 
volume analysis of the forces at the blade based on t he conservation of linear and angular 
momentum. Blade element theory refers to an analysis of forces at a section of the blade, as a 
function of blade geometry. The results of these approaches can be combined into what is 
known as strip theory or blade-element- momentum (BEM) theory. This theory can be used to 
relate blade shape to the rotor’s ability to extract power from the wind. The analysis in this 
paper covers a simple optimum blade design including wake rotation and an infinite number 
of blades. This blade design can be used as the start for a general blade design analysis. The 
forces on t he blades of a wind turbine can also be expressed as a function of lift and drag 
coefficients and the angle of attack. In this analysis, the blade is assumed to be divided into N 
sections (or elements) [1, 9].  
 
5. Results and discussions 

5.1. Wind energy potential  
The data collected for an interval of 10 m in have been used to analyze the wind energy 
potential of this site. All measurements in the wind station are recorded using the cup 
anemometer at a height of 10m, 30m and 40m above the ground level. 
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5.1.1. Wind speed distribution  
The most critical factor influencing the power developed by a wind energy conversion system 
is the wind speed. Due to the cubic relationship between speed and power, even a small 
variation in the wind speed may result in significant change in power.  
 
Results of wind data analysis at three different heights have been summarized in Table 1.The 
mean wind speed, mean cubic wind speed, standard deviation of wind data and the Weibull 
distribution parameters for each height are calculated. Maximum wind speed per year and its 
occurrence time can be used in control and structural analysis of wind turbines. These results 
obtained for one-year measured data. 
 
Table 1. Results of wind data analysis at different heights 

Height  
10m 30m 40m 

4.50 5.36 5.83 Mean wind speed (m/s) 

6.00 6.96 7.50 Mean cubic wind speed (m/s) 

4.506 3.042 3.313 Standard deviation 

28.2 
(15/3/2007 

11:00) 

31.1 
(11/4/2007 

23:50) 

33 
(11/4/2007 

23:50) 
Max. wind speed per year (m/s) 

k=1.737 
c=5.058 

k=1.850 
c=6.037 

k=1.848 
c=6.568 Weibull distribution constants 

 
The corresponding average wind speeds and best fits to the Weibull distribution at 30m and 
40m height in comparison with the distribution of measured data are shown in Fig.1. The 
Weibull scale and shape factors can be found in Table 1 at each height. As shown in Fig. 1(a), 
the Weibull distribution function reaches the top point at about 4.00 m/s with a value of about 
13.54%, however the Weibull distribution function in Fig. 1(b) reaches the top point at about 
4.00 m/s with the value of frequency equal to 12.39%. 
 

  
Fig. 1. Weibull probability distribution function at (a) 30m   (b) 40m 

 
Fig. 2(a) illustrated the Weibull distribution function at the height of 10m. The distribution of 
measured data can be seen in this figure. The Weibull distribution reaches to the maximum 

 

4061



frequency of 15.61% at the wind speed around 3.00m/s. The cumulative distribution functions 
at three given heights are shown in Fig. 2(b). According to this figure, the cumulative density 
at 40m gets up to 56.50% for mean wind speed of 5.83m/s. This probability is 52.62% and 
50.47% for mean wind speed of 5.36m/s and 4.50m/s at 30m and 10m heights, respectively.  
 

  
Fig. 2. (a) Weibull probability distribution function at 10m      (b) Cumulative function at three heights 

 
5.1.2. Estimation of monthly wind potential 
The monthly distribution of the wind speed measured between January 1, 2007 and December 
31, 2007 is plotted in Fig. 3(a). It can be seen from this figure, the wind speeds vary between 
3.34 and 7.52 m/s. According to these results, the average speed for 10 m is 4.50 m/s. This is 
below the minimum speed, 5.0 m/s, required for effective wind turbines, but it is enough for 
water pumping applications. The monthly average wind power density at height of 40m is 
illustrated in Fig. 3(b). The wind potential of a site, i.e. average power density, which is 
proper to run a wind turbine, is qualitatively estimated based on the following [1]: AP / <100 
W/m2 is a poor potential, AP / ≈400 W/m2, is a good potential, and AP / >700 W/m2 is a 
great potential. Here, there is a poor potential in October, September and August, because the 
power density is near to 100 W/m2 in these months. For the reminders of the year, there is a 
reasonable potential.  

 
 

 

 

 

Fig.3. (a) Monthly average wind speed at three heighs   (b) Monthly power density at 40m  
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5.1.3. Wind potential in the site 
If annual average wind speeds are known for a certain site, the average wind power density 
can be found over these regions. Fig. 4 illustrates the power densities per year at three heights. 
These power densities are drawn for measured data and for the Weibull distribution function. 
The Weibull distribution function illustrates power density per year a little lower than 
measured data.  The wind power density per year at height of 10m is suitable for water 
pumping, because it is not actually a good potential. The power density at height of 40m and 
30m are more reasonable. A proper wind turbine can be run by the wind at these heights. In 
the next section, a wind turbine designed and proposed for installation at 40m.  

 
Fig.4. power density per year at three heights 
 
5.2. Wind turbine design and performance results 
In order to utilize the wind energy potential for the mentioned site, a power of 50kW is 
needed at 7.50m/s wind speed (mean cubic wind speed at 40m height). For this purpose, a 3-
blade, stall-regulated and upwind horizontal axis wind turbine (HAWT) has been designed 
based on the BEM theory. The blade has NACA 4415 airfoil and has a tip speed ratio of λ=6.  
 
5.2.1. Blade geometry 
To develop the maximum possible power coefficient (Cp) requires suitable blade geometry. 
The geometrical parameters for blade design are shown in Table 2. Assume the mechanical 
efficiency and the overall rotor power coefficient are 0.99 and 0.40, respectively. With these 
assumptions, the radius of rotor will be R=13m. The blade is divided into N elements (usually 
10-20). The first column, r/R, is fraction of rotor radius. The straight line connecting the 
leading and trailing edges is the chord line of the airfoil, and the distance from the leading to 
the trailing edge measured along the chord line is designated as the chord, c, of the airfoil 
(second column in Table 2). The section pitch angle ( pθ ) is the angle between the chord line 
and the plane of rotation. 0,pθ  is the blade pitch angle at the tip. The relative wind is the 
vector sum of the wind velocity at the rotor and the wind velocity due to rotation of the blade. 
The angle between the chord line and the relative wind is the angle of relative wind 
( αθϕ += p ).The blade twist angle is the difference between section pitch angle and the blade 
pitch angle at the tip, i.e. 0,ppT θθθ −= . The design aerodynamic condition occurs when 
Cd/CL is at a minimum for each blade section. The aerodynamic properties of the airfoil at 
each section, i.e. CL-α (lift coefficient vs. angle of attack) and Cd-α (drag coefficient vs. angle 
of attack) can be obtained from the empirical curves.  
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Table 2. Blade design of a 26m-diameter Rotor 

r/R Chord (m) Twist angle 
(degree) 

Angle of relative 
wind (degree) 

Section pitch 
(degree) 

0.0500 
0.1000 
0.1500 
0.2000 
0.2500 
0.3000 
0.3500 
0.4000 
0.4500 
0.5000 
0.5500 
0.6000 
0.6500 
0.7000 
0.7500 
0.8000 
0.8500 
0.9000 
0.9500 

2.0091 
2.6631 
2.6778 
2.4742 
2.2268 
1.9939 
1.7907 
1.6174 
1.4704 
1.3453 
1.2380 
1.1450 
1.0634 
0.9903 
0.9225 
0.8558 
0.7825 
0.6856 
0.5029 

42.5590 
33.0493 
25.7003 
20.2288 
16.1518 
13.0615 
10.6673 
8.7717 
7.2405 
5.9818 
4.9307 
4.0412 
3.2794 
2.6201 
2.0443 
1.5373 
1.0876 
0.6861 
0.3255 

48.8672 
39.3575 
32.0085 
26.5370 
22.4600 
19.3696 
16.9753 
15.0793 
13.5474 
12.2870 
11.2330 
10.3374 
9.5639 
8.8820 
8.2625 
7.6712 
7.0541 
6.2952 
4.9618 

42.8672 
33.3575 
26.0085 
20.5370 
16.4600 
13.3697 
10.9756 
9.0799 
7.5488 
6.2900 
5.2389 
4.3494 
3.5876 
2.9283 
2.3525 
1.8455 
1.3958 
0.9943 
0.6338 

 
5.2.2. HAWT performance curves 
The Betz limit, CP,max= 0.59, is the maximum theoretically possible rotor power coefficient. 
In practice three effects lead to a d ecrease in the maximum achievable power coefficient: 
rotation of the wake behind the rotor, finite number of blades and associated tip losses, and 
non-zero aerodynamic drag [1]. Although the blade has been designed for optimum operation 
at a specific design tip speed ratio, the performance of the rotor over all expected tip speed 
ratios needs to be determined. The results are usually presented as a graph of power 
coefficient versus tip speed ratio, called a CP-λ curve, as shown in Fig. 5(a). The maximum 
value of CP in CP-λ curve, Fig. 5(a), is 0.4586 at λ=6. CP-λ curves can be used in wind 
turbine design to determine the rotor power for any combination of wind and rotor speed. 
They provide immediate information on the maximum rotor power coefficient and optimum 
tip speed ratio.  
 

  

Fig. 5 (a) CP-λ curve    (b) Rotor power vs. wind speed 
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Fig. 5(b) illustrates the power produced by the wind turbine in various wind speeds. In order 
to estimate the energy captured per year by this wind turbine, )(Up  and )(UPw  are obtained 
from Fig. 1(b) and Fig. 5(b) respectively and are put in the Eq. (5). So, the energy of the wind 
turbine per year will be 155 MWh.  
 
6. Conclusions  

In this study, a site in the coasts of Persian Gulf was evaluated for wind potential. Statistical 
analysis of wind data at three heights, 10m, 30m and 40m, showed that there is a promising 
wind potential for installing wind turbine at height of 30 and 40m. The power density per year 
at these two heights was 253 and 196 W/m2, respectively. In the second part of paper, a 50kW 
horizontal axis wind turbine was designed for installing at 40m. The energy produced per year 
by this turbine was 155MWh. The wind potential in this coastal region can be utilized for both 
water pumping and electricity generation by small wind turbine. It might be suitable for the 
rural parts of Bushehr.  
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Abstract: In the Baltic countries interest to the renewable energy is growing. Government support and 
availability of large unpopulated areas on the coast makes attractive use of these lands for the placement of large 
wind power plants (WPP). For successful implementation of planned projects reliable information about 
distribution of the resource of wind energy is needed. Researches in this area are carried out by collaboration IPE 
with VUC. The paper presents the results of years-long observations on the density fluctuations of wind energy 
at heights of 10 to 60 m in the area in the Baltic Sea coast in the north and the south-west of Latvia. The velocity 
observations from 2004 t ill 2010 years have been obtained by measurements complex of the LOGGER 9200 
Symphonie type. The results presented in the form of tables, bar charts and graphs. The graphs of seasonal 
fluctuations of wind speed have been obtained for the heights up to 60 m by measurements over the period of 
2007 – 2010. The histograms have been composed for the relative frequency of repetition of wind speed. The 
wind speed distribution on heights up to 60 m was analysed and coefficients of approximating functions for the 
two areas with different terrain types were calculated. Extrapolation results of the distribution curves of wind 
velocity and density mean values on heights up to 150 m were shown.  
 
Keywords: Wind energy, Measurement of wind speed, Wind speed approximation at 150 m, Wind energy density 
fluctuation, Acoustic noise level 

1. Introduction 

The availability of large unpopulated coastal areas and the developed infrastructure of electric 
power networks in the Baltic countries make attractive the use of these areas for siting large 
wind power plants (WPP). In the coastal territories of western Estonia, in the Ida-Virumaa 
region at the site of the former shale quarries the construction of WPPs is planned whose 
power will be over 600 MW. Further it is also planned to start offshore WPP construction. In 
Latvia, projects on the construction of 450 MW coastal WPPs have been approved; there are 
also projects as to the construction of a 900 MW wind park offshore. In Lithuania, the total 
power of wind parks in 2010 has made up 200 МW, with 1000 МW to be reached; after 2020 
it is planned to start works in the offshore territories. In Latvia, planned preparation of the 
infrastructure is going on: construction of thermal power plants and of the transmission line 
“Kurzeme Arc” (by 2017), which would allow for construction of a ~900 MW WPP in the sea 
near Liepaja (by 2020). The governmental support is confirmed by working out administrative 
and legislative regulations as well as by creating a favourable tariff policy that would 
encourage the construction of large WPPs. At the same time, for the territory of the Baltic 
countries there are no databases of long-term measurements of wind speeds at different 
heights that can be used to compose an atlas of wind energy resource distribution in this 
region. The systematic long-term measurements of wind speeds in Latvia since 2007, taking 
into account the wind speed distribution on several levels, have been carried out in the two 
sites: on the south-west coast of the Baltic Sea in the Ventspils region and on the north of the 
country in the Ainaži region in 35 km from the shore [1]. The places where the metrological 
masts are situated are shown on the map of Fig. 1 by black stars. On the same map, by dark 
grey colour the regions are indicated  w hich, according to the forecasts of meteorological 
observations and being territorially remote from populated areas, could be promising for 
siting WPPs. 
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Fig. 1. The coastal map of Baltic countries with the places of interest for siting WPPs indicated. 

2. Research on the cyclic behaviour of wind energy fluctuations 

The measurements of wind speed were carried out using certified sensors of wind speed of the 
NRG #40 type and sensors indicating the direction of the air stream of the NRG #200P type. 
The sensors are arranged on metallic masts with the height of 53 and 60 m above the ground. 
The periodicity of the information read-out from the sensors at all the height levels was 10 s. 
For storing information an NRG LOGGER Symphonie complex was employed, which has 
independent supply from batteries and is able to store information from nine sensors in the 
memory card during a year. 

In the observation period a database has been built up containing the wind speed values at 
heights of 10, 20, 30, 40 , 50 and 60 m, wind temperature and direction in two regions in the 
Latvian territory. At the present time, the database contains more than 3’000’000 records of 
measurements. To compare the wind energy flow levels on the sea shore in the Ventspils 
region and in the area remote from the sea in the Ainaži region, in Table 1 average wind speed 
values, Va, are given, with standard  deviations SD, and the wind energy density values, Pd, 
W/m2. Dark colour in the table corresponds to a larger value of wind speed or energy density 
for the month. 

The charts of seasonal fluctuations of average wind speed V (m/s) for the measurement period 
T (a month) at the heights 20, 30, 40, 50 m in the Ventspils region and 10, 30, 50, 60 m in the 
Ainaži region are shown in Figs. 2 and 3. The results of wind speed measurements taken in 
the Ventspils and Ainaži regions are systematized and presented in the form of histogram in 
Figs. 4 and 5. T he envelope of the histogram shows the wind speed V distribution in the 

relative frequency of repetition F, which corresponds to the relation , where 
ТV is the total duration of wind with the speed V in the whole measurement period T for the 
heights 20, 30, 40, 50 m in the Ventspils region and 10, 30, 50, 60 m in the Ainaži region. 
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Table 1. Distribution of average wind speed values with standard deviations and corresponding power 
density values at the height 50 (m) in the observation period. 
 Ventspils Ainaži 

Year Month Va, (m/s) SD, (m/s) Pd, (W/m2) Va, (m/s) SD, (m/s) Pd, (W/m2) 

20
09

 

April 4.27 0.78 76.92 4.48 0.72 85.53 
May 4.82 0.97 93.59 4.58 0.81 93.10 
June 4.80 0.99 95.32 4.56 0.84 97.48 
July 4.28 0.83 77.96 3.87 0.65 57.99 
August 4.37 0.80 73.82 4.14 0.67 64.92 
September 5.04 1.03 113.19 4.61 0.74 83.86 
October 4.78 1.07 151.59 5.00 0.79 139.02 
November 4.97 1.12 103.52 4.73 0.79 84.99 
December 4.23 0.88 81.45 3.98 0.63 66.16 

20
10

 

January 3.60 0.67 56.48 3.01 0.43 47.71 
February 3.58 0.74 47.95 3.32 0.48 43.83 
March 4.88 1.08 105.12 4.91 0.81 107.57 
April 3.71 0.80 52.75 4.14 0.71 68.58 
May 4.02 0.88 68.15 4.16 0.77 75.45 
June 4.36 0.91 88.80 4.23 0.79 78.83 
July 4.02 0.76 55.71 3.42 0.61 38.88 
August 4.09 0.81 67.83 3.88 0.68 63.92 
September 4.99 1.02 116.10 4.81 0.70 107.69 
October 4.98 0.99 120.17 5.08 0.78 120.79 

 Average: 4.41 0.90 86.65 4.26 0.71 80.33 
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Fig. 2. Average wind speed values Va in period T (2007/2010) at heights 10, 30, 40 and 50 (m) in the 
Ventspils region.  

The histogram allows determination of the wind energy flow density, which is calculated by 
the equation: 

,    (1) 

where  Va.c. – is the average cubic wind speed, m/s, 
   ρ = 1.23 kg/m3 – is the air density at atmosphere pressure 101.325 kPa and 

temperature 15º С, 
   Vn – is the wind speed, m/s,  
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  Fn – is the relative frequency of repetition, %, corresponding to wind speed Vn and 
determined by curves on the histograms of Figs. 4. 
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Fig.3. Average wind speed values Va in period T (2009/2010) at heights 10, 30, 50 and 60 (m) in the 
Ainaži region. 
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Fig. 4 (left). Distribution of wind speed in relative frequency of repetition F= f(V) at heights 10, 30, 40 
and 50 (m) in the Ventspils region and Fig. 4 (right). Distribution of wind speed in relative frequency 
of repetition F= f(V) at heights 20, 30, 50 and 60 (m) in the Ainaži region. 
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Fig.5. The maximum values of separate wind gusts, V (m/s), with duration 10 (s) in the regions 
Ventspils and Ainaži, at height 50 (m) above the ground level in the period of 2009/2010. 
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From analysis of statistical data for 2009/2010 shown in Fig. 5 it follows that in the coastal 
zone winds are gustier, whereas farther from shore their speeds are more uniform. The 
maximum value for separate wind gusts lasting not less than 10 s in the Ventspils region is not 
much higher than in Ainaži, with the situation changing in individual months. In January of 
2005 the wind gusts in the Ventspils region at a height of 50 m reached 34.1 m/s.  

3. Approximating functions for calculation of the wind speed and wind energy density 
up to 150 m 

The distribution curves of the average wind speed Va (m/s) in height h (m) above the ground 
level in the regions Ventspils and Ainaži obtained based on the data accumulated for a long 
time are presented in Fig. 6. The measured values of wind speed in the Ventspils region are 
shown by two curves. Curve 1 corresponds to the average wind speed values in the period of 
2007/2010, curve 2 – to the average wind speed values in the period of 2009/2010, and curve 
3 – to the distribution of the average wind speed in the Ainaži region in the period of 2009/2010. 
Analysis of the distribution curves in Fig.6 obtained for the average wind speed Va shows that 
the wind speed distribution in height up to 30 m is to a considerable extent determined by the 
topography of the terrain. In the Ventspils region it is represented by 8 - 10 m high tract of 
forest, whereas in the Ainaži region – an open plain remote from the sea. The points on the 
curves corresponding to the measured values of wind speed at a height over 30 m could be 
well approximated by the exponential function of the form: 

      (2) 

For the curves of Fig. 7 the following values for approximating functions have been obtained: 

For curve 1 – Va = 1.19 h0.37, the coefficient of determination R2 = 0.9941; 
For curve 2 – Va = 1.11 h0.37, the coefficient of determination R2 = 0.9937; 
For curve 3 – Va = 1.02 h0.37, the coefficient of determination R2 = 0.9977, 

hereafter R2 – reveals how close is modelled approximation function to actual measured 
values, most reliable when is at or near 1.  

Fig. 7 shows curves 1, 2, 3 for measured values of the average wind speed Va (m/s), 
calculated using the corresponding values of approximating functions and extrapolated up to 
the height h of 150 m. From analysis of the distribution of the average cubic wind speed 
depending on t he height above the surface Vа.с. = f(h) for curves 1, 2, 3 the following 
coefficients and exponents have been obtained for approximating function in Eq. (2):   

For curve 1 – Va.c. = 1.69 h0.31, the coefficient of determination R2 = 0.9877; 
For curve 2 – Va.c. = 1.61 h0.31, the coefficient of determination R2 = 0.9883; 
For curve 3 – Va.c. = 1.59 h0.29, the coefficient of determination R2 = 0.9994. 

With due regard for the relationship in Eq. (1) the distribution curves for the average cubic 
wind speed values in height Vа.с. = f(h) are calculated up t o the height of 150 m and are 
presented in Fig. 8 (left). Correspondingly, the distribution curves for the wind energy density 
Pd = f(h) are presented in Fig. 8 (right). For calculation of the wind energy density in the 
coastal area and in the regions remote from the coast by 30 - 40 km the following functions 
have been used:  

For curve 1 – Pd = 3.17 h0.93 the coefficient of determination R2 = 0.9874; 
For curve 2 – Pd = 2.64 h0.94, the coefficient of determination R2 = 0.9882; 
For curve 3 – Pd = 2.57 h0.88, the coefficient of determination R2 = 0.9995. 
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For flat territories typical of the Baltic countries the approximating function Eq. (2) could be 
reduced to the form more convenient for the use as shown in the Eq. (3) & Eq. (4): 

      (3) 

     (4) 

where  Va.h – is the calculated value of the average wind speed (m/s) at height h, (m); 
 – is the measured value of the average wind speed (m/s) at height h1, (m) for a 
flat area; 
 h0 – is the height of the surface relief at the installation point of the measuring set, 
  α – is the approximation coefficient (depending on the remoteness from the sea shore 
is 0.37 – 0.31). 
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Fig. 6. The curves of the average wind speed vs. height Vа = f(h) in the Ventspils and Ainaži 
regions obtained by measurements. 
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Fig. 7. The curves of the average wind speed vs. height Vа = f(h) in the Ventspils and Ainaži 
regions extrapolated up to the height of 150 (m). 
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Fig. 8 (left). The curves of the average cubic wind speed vs. height Vа.c. = f(h) in the Ventspils and 
Ainaži regions extrapolated up to the height of 150 (m). Fig. 8 (right). The curves of the wind energy 
density vs. height Pd = f(h) in the Ventspils and Ainaži regions extrapolated up to the height of 150 
(m). 

4. Estimation of the acoustic noise level distribution around a WPP 

One of the negative aspects of WPP operation is emission of low-frequency noise that acts on 
humans and disturb comfortable life conditions. Calculations allow to define a zone of noise 
influence on environment and to determine if the planned projects are in accordance with 
requirements of the Law of Republic of Latvia, which establishes acceptance standards of 
noise level in populated areas. In compliance with the sanitary norms in Latvia the noise level 
accepted at the places of permanent residence of people must not exceed 40 dB(A). This 
means that the construction of WPPs in the proximity of settlements is not allowed.  

 
Fig. 9. The map of noise level distribution around a WPP consisting of 32 generators with the total 
power of 80.0 (MW) in the territory 8000х5000 (m). 

Figure 9 s hows the map of noise level distribution in the territory surrounding a WPP 
consisting of 32 generators with the total power of 80.0 MW in the Ainaži region. The 
maximum value of the noise level in the WPP territory is 50.14 dB(A), the noise level of a 
generator being 99.0 dB(A) [3]. 
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5.  Conclusions 

1. Availability of large unpopulated areas on the coasts of the Baltic countries, along with 
the developed infrastructure of electric power networks, makes attractive the use of these 
lands for siting large wind power plants (WPPs). 

2. During long-term observations a s tatistical database has been accumulated on the 
distribution of speeds and directions of winds at different heights: 10, 20, 30, 40, 50 a nd 
60 m in the Ventspils and Ainaži regions on the Baltic Sea shore. 

3. The graphs of seasonal fluctuations of wind speed have been obtained for the heights up 
to 60 m by measurements over the period of 2007 - 2010. 

4. The histograms have been composed for the relative frequency of repetition of wind 
speed over the period of 2007 - 2010. 

5. The values of approximating functions have been obtained allowing for the calculations 
of the wind speed at a height up to 150 m above the ground level in coastal zones of the 
Baltic Sea and in a territory remote from the sea by 35 km. 

6. The wind speed measurements are noticeably affected by the terrain features, therefore to 
raise the precision at determination of approximating functions it is worthwhile to dispose 
the measuring sensors at a height over 30 m above the surface level. 

7. During the period of observations it has been revealed that in 2009 t he average yearly 
wind speed on the Baltic Sea shore decreased 5% with respect to 2007. To compose the 
atlas of the wind energy resources it is necessary to investigate the period of cyclic yearly 
fluctuations of the wind speed. 

8. The maximum values obtained for separate wind gusts lasting not less than 10 s are not 
much higher in the Ventspils region than in Ainaži. In January 2005 the wind gusts at a 
height of 50 m in the Ventspils region reached 34.1 m/s. 

9. In the places of WPP location the level of acoustic noise can be higher than 50.14 dB(A), 
while in compliance with the sanitary norms the noise level allowable for residential 
areas must not exceed 40 dB(A). 
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Abstract: Various studies investigating the future impacts of integrating high levels of renewable energy make 
use of historical meteorological (met) station data to produce estimates of future generation.  Hourly means of 
10m horizontal wind are extrapolated to a standard turbine hub height using the wind profile power or log law 
and used to simulate the hypothetical power output of a turbine at that location; repeating this procedure using 
many viable locations can produce a picture of future electricity generation.  However, the estimate of hub height 
wind speed is dependent on the choice of the wind shear exponent α or the roughness length z0, and requires a 
number of simplifying assumptions.  T his paper investigates the sensitivity of this estimation on g eneration 
output using a case study of a met station in West Freugh, Scotland.  The results show that the choice of wind 
shear exponent is a particularly sensitive parameter which can lead to significant variation of estimated hub 
height wind speed and hence estimated future generation potential of a region. 
 
Keywords: Wind shear exponent, Wind profile, Renewable energy, Variability, Intermittency 

Nomenclature 

α wind shear coefficient ..................... dimless 
u1 horizontal velocity component at z1 ..... ms-1 
u2 horizontal velocity component at z2 ..... ms-1 
u* friction velocity ..................................... ms-1 

k von Karman constant....................... dimless  
z0 surface roughness factor .......................... m 
z1 vertical measurement height 1 ................. m 
z2 vertical measurement height 2 ................. m 

 
1. Introduction 

Various influential studies investigating the impacts of the variability of renewable resources 
begin with meteorological (met) station data, as this is often readily available over a wide 
geographic area [1-3].  Alternative studies instead rely on statistical methods, e.g. [4], have 
direct access to wind farm generation data, e.g. [5], or take a black box approach and consider 
the impact of wind at a system level, based upon industry forecasts and policy targets, e.g. [6]. 
 
A typical weather station will log hourly mean horizontal wind and gust speeds at a standard 
height of 10m, which may be extrapolated to estimate the wind speed at a standard wind 
turbine height.  B y applying a wind turbine power curve, the wind speed can be converted 
into a hypothetical generation output, and repeating this process to a greater number of 
turbines and to a wider geographical area can give insight into how a future involving a high 
penetration of renewable energy may look. 
 
Two common analytical models are used to map the wind velocity profile with height, and 
hence allow the calculation of horizontal wind speed at a certain elevation over the earth’s 
surface: the log law and the power law [7].  In reality, the complex and dynamic nature of the 
atmospheric boundary layer means that one single profile will not provide a consistently 
reliable extrapolation of wind speed from one height to another.  The variables in the log and 
power laws therefore are particularly important to consider when performing the kind of 
future resource study suggested above.  This paper investigates precisely this sensitivity by 
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carrying out a resource analysis of hourly mean wind data for a met station in West Freugh, 
Scotland, in the same manner that other influential resource studies [1-3] have used. 
 
First, the relevant background literature and the methodology used in this research are 
presented, with particular focus given to the assumptions made in the analysis.  The findings 
of the research are then discussed, the implications identified, and avenues for future research 
are highlighted. 
 
2. Background literature 

There are two main analytical models used to extrapolate wind speeds to greater heights: the 
log law and the power law.  In general, the two models have been shown to perform 
equivalently in shear extrapolation predictions on average, although at any particular site one 
model may be better than another [8].  However, for either approach, large errors in the 
predictions are common and this error is exacerbated further when energy production is 
estimated.  This section introduces the theory and assumptions behind these two approaches, 
and indicates some of the previous work into better understanding and applying them. 
 
2.1. The Logarithmic Law 
The log law’s origins lie in boundary layer fluid mechanics and atmospheric research [7].   
For determining the horizontal velocity u at a height z is commonly expressed  
 

 
                                               (1)   

 
Where *u is the friction velocity, k is the von Karman constant and z0 is a measure of surface 
roughness known as the roughness length; u* and k are generally determined from a graph of 
experimental data [9]. 
 
There are cases where wind velocity u1 is known at a reference height z1, and required at 
another z2, in which case it can be derived from equation 1 that 
 

 

 
This is a simpler expression to solve, as it eliminates the need to calculate the friction velocity 
and von Karman constant, which can be difficult to estimate in the atmosphere.  A neutral 
wind profile is assumed [9], where convection is negligible, the lapse rate (the fall of 
temperature in the troposphere with height) is nearly adiabatic and stratification is nearly 
hydrostatically neutral (i.e. there is no vertical wind flow in the atmosphere without 
excitation).   
 
Seasonal variations in local terrain characteristics can have a profound influence the on 
estimation of z0 (due to changes in foliation, vegetation, snow cover etc.).  Table 1 extracts 
some guideline roughness lengths for different types of terrain as given in the European Wind 
Atlas [10]. 
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Table 1- Typical Surface Roughness Lengths z0 
Terrain z0 (m) 

Water areas (lakes, fjords, open sea) 0.0001 
Airport runway areas 0.01 
Airport areas with buildings and trees 0.02 
Farmland with very few buildings and trees  0.03 
Farmland with closed appearance 0.10 
City 1.00 

 
2.2. The Power Law 
The power law [9] is an empirical equation, expressed 
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Where α is the wind shear coefficient or power exponent, an empirically derived constant 
applied over the height range that the power law is applied.  Calculating the wind shear 
coefficient becomes trivial if the wind speeds at two heights are known, as equation 3 may be 
rearranged in terms of α 
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The exponent α is a dynamic value that is dependent upon the stability of the atmosphere. The 
wind shear exponent may be taken as constant for a given height in a given height range, but a 
different α should be chosen depending on t he height range over which the power law is 
applied [9].  F or neutral stability conditions, α is approximately 1/7, or 0.143 (this rule of 
thumb is known as the “1/7ths power law”), regarded as a reasonable but conservative estimate 
[11].  However, various site specific studies have found that the coefficient is actually greater, 
and that this leads to underestimation of the energy resource available [12-14].  
 
2.3. Usage of the two laws 
Each method requires knowledge of a wind speed at a reference height, and one further 
coefficient: a roughness length z0 in the case of the log law and a wind shear coefficient α in 
the case of the power law.  Both may be calculated using on site measurements, but the power 
law is common engineering practice [15] favoured by the wind industry and consultants, as 
the wind shear coefficient is a dynamic value that varies according to a l arge number of 
factors including time of day, season, atmospheric stability and regional topography [11].  
The log law on the other hand is only valid under certain assumptions regarding atmospheric 
stability, and actual profiles may deviate from the log law.  In the wind industry the two 
methods are generally checked where possible to ensure that they provide similar results [15]. 
 
Unlike wind developers, many researchers do not have the resources to conduct field 
investigations (for example, by erecting weather masts) to determine the horizontal wind 
characteristics at likely development sites, and instead rely upon available 10m met station 
data and shear profile extrapolation for their models, often over a large height range and 
assuming one constant annual value. 

(3) 

(4) 
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3. Methodology 

Meteorological data for this study was obtained from the British Atmospheric Data Centre 
MIDAS database for a station located at West Freugh airfield, Scotland. A wider number of 
sites were considered, but this site was chosen because it provided a reliable and continuous 
data set.  Five years (2005-2009) of Hourly Climate Messages (HCM) were chosen over 
Synoptic (SYNOP) data for analysis, as the latter relies on a 10min wind sample to produce 
an hourly average.  HCM readings sample continuously to produce an hourly average mean 
wind at a standard height of 10m.  T he readings were recorded to the nearest knot, but 
converted to SI units for analysis.   
 
The literature identified that the log and power law extrapolations were each dependent on a 
single parameter: the surface roughness z0 and the wind shear coefficient α respectively.  Four 
surface roughness lengths were selected for analysis using Table 1, based upon a n 
understanding of the site topography (i.e. an airfield with building and trees being the best 
description, and hence the starting point) and similarly, a range of four shear coefficients were 
also selected, using the 1/7th power law as a starting point.  B oth sets of parameters were 
selected to represent a realistic spread of values that an analyst might take for the site [15]. 
 
A Vestas V80 2MW wind turbine power curve was used for calculation of generation output, 
with an assumed hub height of 60m.  The generation outputs were calculated each year for 
each of the extrapolated profiles of 10m wind speed, producing an apparent indication of the 
site’s annual capacity factor, energy production, zero generation hours and the proportion of 
time when a hypothetical turbine would be producing no power output.   

4. Results 

Annual capacity factors, based upon wind speed extrapolation to 60m, are shown in Figure 1, 
with all other results summarised in Table 2.  A  sample week (from June 2005) has been 
extracted from the analysis and used to illustrate the change in estimated 60m wind speed and 
generation outputs under each law; this is shown in Figure 2. 
 
Figure 3 maps the profile of wind speed with height from a starting height of z1=10m, using 
the log and power law with the variables specified in the methodology.  A typical wind speed 
of u1=5ms-1 was a chosen to illustrate this behaviour.  The extrapolated wind speeds at z=60m 
are emphasised for discussion, as this was the height of interest in this study. 
 
Table 2 - Summary of mean values attained under log and power law 

5 year average power law (α) log law (z0) 
0.100 0.143 0.200 0.300 0.010 0.020 0.030 0.100 

Capacity Factor 0.266 0.307 0.364 0.463 0.293 0.306 0.314 0.348 
Zero prod hrs 1777 1779 1785 1468 1778 1779 1779 1782 
% non gen time  20.4% 20.4% 20.5% 16.9% 20.4% 20.4% 20.4% 20.5% 
Total GWh  4.623 5.348 6.344 8.057 5.105 5.320 5.470 6.053 
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Figure 1 - Graph of extrapolated annual capacity factors 

 
Figure 2 - Sample week of wind extrapolation and estimated generation using the log and power law 
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Figure 3- Graph illustrating the wind shear profiles under various log and power law parameters 
 
5. Discussion 

It is clear that the base case parameter choices (z0 = 0.02m and α = 0.143) follow a near 
identical profile (Figure 3), and hence produce very similar capacity factor estimates and total 
amounts of energy annually (Table 2).  T his is to be expected, as both represent neutral 
stability conditions. The parameter values in this study were selected to represent the realistic 
values an analyst might take for the West Freugh site, as discussed earlier in the methodology.  
Through these choices a wider range of surface roughnesses than shear coefficients were 
applied (a percentage change of 1000% in z0 and 300% in α respectively, from the lowest to 
highest values).  Regardless of this disparity, which would be expected to favour a tighter knit 
set of results for the power law, Figure 3 shows that the range of extrapolated wind speeds at 
60m was in fact considerably larger for the power law than the log law (0.65ms-1 and 2.58ms-1 
respectively).  This trend is also clearly observed in Figure 2(a) and (b); in the former, the 
wind speeds for each series are banded close together, in the latter they are considerably more 
widespread.   
 
Figure 2 also very clearly illustrates the variable nature of the wind resource and the 
importance that it has on the output of a wind turbine.  The sensitivity of the power output is 
pronounced for different shear coefficients, though relatively similar generation profiles are 
produced for the range of surface roughnesses, as shown in Figure 2(c) and (d).  This is 
similarly observed in the clustered nature of the log law annual capacity factors in Figure 1, 
compared to a considerably wider range for the power law.   
 
The reason for the pronounced difference in generation outputs, observed particularly strongly 
using the power law, is that wind turbine power is related to the cube of wind speed, so a 
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difference in the wind speed error becomes far more significant in a generation calculation.  
This is best illustrated with an example; the mean 60m wind speed calculated for West Freugh 
in 2005, using α = 0.100 and α = 0.200, together with the limits of one standard deviation, is 
overlain onto a Vestas V80 power curve in Figure 4.  As the cumulative energy generated is 
calculated by integrating under the area of the curve, it is  clearly illustrated how a small 
change in mean wind speed estimate equates to a significantly larger area under the curve, and 
hence a large change in total generated energy.  

 
Figure 4- Vestas V80 power curve, annotated.  The long red dashes indicate the mean wind and range 

of one standard deviation for α=0.100, and the short yellow dashes for α=0.200. 
 
6. Conclusions 

It is clear from the results that the wind shear coefficient is a more sensitive parameter than 
surface roughness, and that an equivalent percentage change to each value will impact the 
wind speed and generation estimates more robustly than when using the log law.  However, if 
properly used, the power law can provide a more accurate idea of the renewable energy output 
of a particular site or area than the log law, which requires neutral stability conditions to be 
scientifically exact.   
 
This study is not suggesting that either the power or log laws are intrinsically good or bad, but 
rather highlights the importance of the quality of information that goes into a model.  It is 
important that there is a good understanding of the site before attempting to apply a single 
parameter to characterise the system, particularly as in reality the wind shear coefficient is a 
dynamic value dependant on a large number of parameters.  
 
In order to understand the accuracy of using a single wind shear for the power law model, it is 
important to compare this theoretical generation data to the output for a real wind farm.  
Without this information, a critical analysis of this type of approach to future resource 
estimate cannot be made.  Another interesting topic for future research will be to look into 
how different wind turbine designs, with different power curve characteristics, may change 
the energy yield of a s ite.  Both of these are aspects of research that the authors intend to 
investigate in future studies.   
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Abstract: Generating energy with clean and renewable sources of energy has become imperative due to the 
present days' energy crisis and growing environmental consciousness. The objective of the present study is to 
assess the wind power, wind shear exponent, air turbulence intensity, energy yield, plant capacity factor and 
effect of hub height on energy yield and PCF for the site under consideration. To achieve the set objectives, wind 
speed measurements at different height made during the evaluation period were utilized. The site under 
consideration was found to be feasible for developing grid connected wind farms in the area with annual energy 
yield of 11.75GWh with plant capacity factor of 48.8% from one wind turbine of 2.75MW rated power with a 
hub height of 100m from Vestas. 
 
Keywords: Wind Energy, Saudi Arabia, Plant Capacity Factor, Wind Speed, Weibull Parameters, Wind Shear, 
Wind Turbulence 

1. Introduction 

The adverse effect of climate change such as tsunami, floods, forest fires, have become 
common in the recent years due to alarmingly increasing pollution levels and increasing 
global population and thereof increasing power demands. Each megawatt of electricity 
generated using fossil fuel adds around half a ton of green house gases equivalent CO2 in to 
the atmosphere. The accumulating effect of fast depletion of fossil fuels, alarmingly rising 
environmental pollution levels, and at the same time gradually emerging awareness of 
environmental degradation has given rise to the use of renewable sources of energy such as 
wind, solar, small and large hydro, geothermal, tidal, and bio-energy. Of these clean sources, 
the rapid development in wind energy conversion technology has made it an alternative to 
conventional energy systems in recent years. Wind energy is the fastest growing source of 
energy and is getting worldwide attention due to the technological advances for harnessing 
the wind power and its competitive cost of production compared to other traditional means. In 
order to conserve the conventional energy resources and to address the environmental 
problems, the wind power utilization is the answer to these problems. The worldwide wind 
power installed capacity is increasing rapidly due to new projects being commissioned in 
different parts of the world. United States of America (USA) is leading the world with regard 
to global wind power installed capacity. The other countries contributing towards wind power 
sectors are Germany, Spain, Denmark, India, China, United Kingdom, Egypt, and others. 

Various wind speed and wind power characteristics studies have been reported in and around 
the Middle East region. Some of these studies include Marafia and Ashour [1] for 
offshore/onshore wind power project development in Qatar; El-Osta and Kalifa [2] for a 
proposed 6 M W wind farm in Zwara, Libya; Al-Nassar et. al. [3] showed that the annual 
mean wind speed in Kuwait lied in the range of 3.7 t o 5.5 m /s with mean; Hrashyat [4] 
reported wind resource assessment of the south western region of Jordan; Elamouri and Amar 
[5] for Tunisia; Ucar and Balo [6] for Manisa, Turkey; Bagiorgas et. al [7] for Western 
Greece; Shahta and Hanitsch [8] studied the technical and economic assessment of wind 
power for Hurghada in Egypt; Toğrul and Kizi [9] for Bishkek, Kyrgyzstan; Jowder [10] 
reported wind resource assessment for Bahrain; and Himri et. al [11] provided review of 
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renewable energy in general and the wind in particular for Algeria. Sahin and Bilgili [12] 
studied the wind characteristics of Belen-Hatay province of Turkey using hourly wind speed 
records between years 2004 and 2005.  

The work on wind resource assessment in Saudi Arabia dates back to 1986, when Ansari et. al 
[13]  used hourly wind speed data to develop a Wind Atlas for Saudi Arabia. In Saudi Arabia, 
work on wind speed data analysis such as Weibull parameter determination and distribution, 
wind speed prediction using different methods such as auto-regression and neural network, 
wind power generation cost determination, and so on ha s been reported in the literature. 
Rehman et. al. [14] presented the Weibull parameters for ten anemometer locations in Saudi 
Arabia and found that the wind speed was well represented by Weibull distribution function. 
Rehman and Halawani [15] presented the statistical characteristics of wind speed and diurnal 
variation. The autocorrelation coefficients were found to be matching with the actual diurnal 
variation of the hourly mean wind speed for most of the locations used in the study. Some of 
the other studies include Rehman et. al [16], Rehman and Aftab [17] and Rehman et. al [18]. 

The objective of the present study is to assess the wind power, wind shear exponent, air 
turbulence intensity, energy yield, plant capacity factor and effect of hub height on energy 
yield and PCF for the site under consideration. 

2. Site, equipment and Data Description 

The 40 meter tall tower was installed at Juaymah power plant, a site located in the eastern part 
of Saudi Arabia. The latitude, longitude and altitude of the measurements site were 26°47’ N, 
49˚53’ E and near sea level, respectively. The data was collected for a period of 33 months 
stretching from July 01 2006 to April 01, 2009. T he area is surrounded by government and 
private industries and power plants which are connected to the national electric grid. In order 
to assess the wind potential at the site, an instrumented 40 m tall wind tower, was installed. 
The meteorological data (wind speeds, wind direction, air temperature, relative humidity, 
surface station pressure, global solar radiation) were collected for a period of more than two 
years.  The details of the equipment installed at the site are provided in Table 1. 

 
Table 1. Details of the equipment installed at an isolated village. 
Item Description  Technical Information 
Wind speed sensor, 
NRG#40 
Three cup anemometer 

AC sine wave, Accuracy: 0.1 m/s, Range: 1-96 m/s 
Output: 0-125 HZ, Threshold: 0.78 m/s 

Wind direction vane, 
NRG#200P 
Potentiometer 

Accuracy: 1%, Range: 360o Mechanical, Output: 0-Exc. 
Voltage, Threshold: 1 m/s, Dead band: Max - 8o  and Typical 4o 

Temperature sensor #110S 
Integrated circuit 

Accuracy: ±1.1 oC, Range: -40 oC to 52.5 oC, Output: 0 – 2.5 
volts DC, Operating temperature range: -40 oC to 52.5 oC 

Barometric pressure sensor 
BP20 

Accuracy: ±15 mb, Range: 150 – 1150 mb, Output: Linear 
voltage 

Relative humidity sensor 
RH-5 Polymer resistor 

Accuracy: ±5%, Range: 0 – 95 %  
Output: 0 – 5 volts, Operating temperature range: -40 oC to 54 

oC 
Pyranometer Li-Cor #LI-
200SA  Global solar 
radiation 

Accuracy: 1%, Range: 0 – 3000 W/m2 , Output: Voltage DC, 
Operating temperature range: -40 oC to 65 oC 
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3. Results and Discussion 

This section provides detailed wind data analysis including calculation of site wind exponent 
and air turbulent intensity, wind energy yield and cost of energy. Over entire period of data 
collection the mean wind speeds at 10, 20, 30 a nd 40 meters AGL were 4.14, 4.84, 5.34 and 
5.65 m/s respectively. The climatic parameters like average ambient temperature, relative 
humidity, barometric pressure, air density, wind shear exponent, roughness, and roughness 
class were 26.1°C, 17.3%, 1014 mbar, 1.181 kg/m3, 0.228, 0.239, 2.72, respectively.  
 
3.1. Annual, seasonal and diurnal behavior of mean wind speed 
The annual mean wind speeds build up a confidence on the amount of energy that could be 
generated and also provide future trends. In present case, the annual mean wind at 10, 20, 30 
and 40 meters above ground level (AGL) were 4.1, 4.8, 5.3 a nd 5.6m/s, respectively, in the 
year 2007 and 4.2, 4.9, 5.4 and 5.8m/s, in the year 2008. This shows an increased of about 2% 
in wind speed in the year 2008 c ompared to that in 2007.  T he maximum wind speeds 
observed during these two years at 10, 20, 30 and 40 m eters AGL were 15.9m/s, 17.8m/s, 
18.4m/s and 19.5m/s, respectively. The prevailing wind direction was found to be NNW and 
NW during the data collection period.  

Knowledge of monthly variation of wind speed provides confidence on the availability of 
energy in different months of the year. Monthly changes in wind speed at 10meters AGL, 
over entire data collection period, are shown in Fig. 2. Highest wind speed was observed in 
June while lowest in August at all the heights of wind speed measurements. At 40m AGL, the 
monthly mean wind speed always remained above 5.5m/s except during August to October, 
which means that a wind turbine with cut-in-speed of 3.5m/s can produce energy during all 
the months of the year at this site. 

 

Fig. 1. Seasonal variation of mean wind speed at 10 meters AGL. 
 

Fig. 3 shows the variation of half hourly mean wind speed at different heights during entire 
data collection period. It is evident from this figure that as the height of wind measurements 
increases the wind speed range decreases. At 40m AGL, the half hourly mean wind speed 
varied from 4.7m/s to 7.0m/s (range=2.3m/s) while at 20m from 3.7m/s to 6.7m/s 
(range=3.0m/s). At 40m AGL, the wind speed was found above 5.2m/s for most of the time 
except between 8 P .M. and 12 m id night. This implies that power of the wind can be 
harnessed during entire day at the measurement site using a wind turbine with cut-in-speed of 
3.5m/s and hub height greater than or equal to 40m.  
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Fig. 2. Diurnal variation of hourly mean wind speed at Juaymah. 
 

3.2. Wiebull parameters and wind frequency analysis 
Wiebull distribution function is most widely used function for modeling the wind speed 
around the globe. The scale factor (c) of the Weibull distribution is related to the average 
wind speed at different heights and is calculated using the maximum likelihood method. 
Similarly, the Weibull (k) value is the dimensionless shape factor of the Weibull distribution. 
This factor reflects the breadth of the distribution. The variation of both scale and shape 
parameters with measurement heights is shown in Figs. 3 and 4 respectively. Since the wind 
speed increases with height, hence the scale parameter too follow the trend as can be seen 
from Fig. 3. The shape parameter also increases with height as shown in Fig. 4. This implies 
that as height increases, the shape of the distribution tends to be tight which implies less 
variation in the wind speed. The line of best fit show high values of coefficient of 
determination (~95%), as given in these figures. The scale parameter increases by about 
0.058m/s for each meter increase in measurement height while the shape parameter increases 
by 0.0157 per meter. 
 

 
Fig. 3. Variation of scale parameter, c, with 

measurement height. 

 
Fig. 4. Variation of shape parameter, k, with 

measurement height. 
 
Wind speed frequency distribution in different wind speed bins is a very important parameter from 
energy yield estimation point of view. As the height of wind speed measurement increase, the percent 
frequency of occurrence of higher winds also increases, as shown in Figures 5(a) and 5(b) at 10 and 
40meters AGL. The percent frequencies of 55%, 71%, 78% and 82% at 10, 20, 30 a nd 40 meters 
AGL, respectively, were found above 3.5 m /s. An increase of 10 m eters in height (from 10 t o 20 
meters) of the wind speed measurements resulted in an increase of about 16% in the availability of 
wind speed above 3.5m/s while further increase of 10m in height  r esults only 7% increase in 
frequency. This analysis confirms that a wind turbine with cut-in-speed of 3.5m/s or more could 
produce energy for 82% of time at the site of measurements. It is very evident from Figs. 5(a) and 5(b) 
that as the height increases, the Weibull function fit becomes increasingly better and the wind speed 
fluctuation also becomes less and less due to decrease in wind turbulence at higher altitudes. 
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Fig. 5(a). Wiebull fit and frequency 
distribution of wind speed at 10 meters AGL. 

 

Fig. 5(b). Wiebull fit and frequency 
distribution of wind speed at 40 meters AGL. 

 
3.3. Air density and wind power density variation 
In this study, the measured values of air pressure and the temperature were used to calculate the local 
air density values at Juaymah measurement site. During diurnal cycle, the air density was found to 
vary between a minimum of 1.159 kg/m3 during 13:00-14:00 hours and a maximum of 1.201 kg/m3 
during 04:00-05-00 hours. Higher values were noticed during nighttime and lower during day time due 
to corresponding lower and higher temperatures and air pressure. Around the year, highest mean air 
density of 1.236 kg/m3 was obtained in the month of January which characterized by low temperature 
and relatively high air pressure. On the other hand, lowest air density of 1.136 kg/m3 was recorded in 
the month of July which is known for high temperature and relatively low air pressure. The mean wind 
power density values calculated using the local air density and the cube of wind speed during the data 
collection period at 10, 20, 30 and 40m AGL were 84.7, 119.1, 154.2 and 180.32 W/m2, respectively. 
An increase of about 12% was noticed in wind power density in the year 2008 compared to that in 
2007 at all measurement heights. The seasonal trends of wind power density values at different heights 
are depicted in Fig. 6 which indicative of highest values in June and lowest in October. 

 

Fig. 6. Seasonal variation of wind power density at different measurement heights. 
 
3.4. Wind shear exponent and turbulence analysis 
The power law exponent is a number that characterizes the wind shear, which is the change in 
wind speed with height above ground. The wind shear exponent (WSE) obtained using all the 
data values was 0.273 while 0.269 and 0.279 for the data of years 2007 a nd 2008, 
respectively. Higher values of WSE (~0.285) were observed from October to January and 
relatively lower (~0.265) during rest of the months with lowest in September. The WSE 
values are very much dependent on the meteorological changes that take place during 24 
hours of day as demonstrated in Fig. 7. It is clear from this figure that higher values of WSE 
(~0.4) were observed from 7 PM to 7AM and lower (~0.1) from 8:30 AM to 4:30 PM. For 
precise estimation of wind speed at higher altitudes, different values of WSE during day and 
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nighttime could be used. The overall surface roughness was estimated as 1.124 m with highest 
of 1.386 m in October and lowest 0.995 m in June. 
 

 
Fig. 7. Diurnal variation of wind shear exponent at Juaymah. 

 
Wind turbulence intensity is critical parameter and dictates the durability or the operational 
life of the wind turbines. It is highly site dependent and should be well understood before any 
real time installation. According to International Electrotechnical Commission (IEC, IEC 
Standard 61400-1) there are standard category A and B values of the turbulence intensities. 
Any value between these two or below is said to be safe for the normal operation of the wind 
turbine. The characteristic turbulence intensity, which is another important parameter, is 
defined as the sum of mean turbulence intensity and the standard deviation of mean 
turbulence intensity in a wind speed bin. The overall mean turbulence intensity values over 
entire period of data collection were 0.172, 0.14 2, 0.127 a nd 0.122 a t 10, 20, 30 a nd 40m 
AGL, respectively. The mean turbulence intensity decreases with increasing height AGL as 
the near ground turbulence effects minimize with height. The mean turbulence intensity along 
with IEC and characteristic turbulence values is given in Fig. 8. It is evident from this figure 
that the mean turbulence intensity at the site of measurements is much below even the 
category C of IEC limits and hence will be safe for normal operating life of the turbines.  

 

Fig. 8. Varitaion of mean turbulence intensity with wind speed. 
 

3.5. Wind energy yield analysis 
For energy yield estimation, a three bladed wind turbine of 2.75MW rated power with rotor 
diameter of 100m from Vestas was chosen. The net energy yield was calculated by 
considering the down time, array, soiling and other losses as 4, 5, 1 and 4%, respectively. For 
energy yield estimation, three hub heights of 60, 80 and 100 m eters were considered. The 
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Annual average wind speed at 60, 80 and 100m AGL was found to be 6.3, 6.8 and 7.2m/s, 
respectively. The chosen wind turbine could produce average net power of 1,103; 1,239 and 
1,341kW corresponding to wind speed at hub heights of 60, 80 a nd 100m; respectively. 
Furthermore, the annual net energy equivalent to 9,664; 10,851 a nd 11,747MWh could be 
produced with an average plant capacity factor (PCF) of 40.1, 45.0 and 48.8% corresponding 
to hub he ights of 60, 8 0 and 100m, respectively, from the chosen wind turbine. On an 
average, the rated power could be produced for only 4% of the time during the year with a 
hub height of 100m. There will be certain times when the wind turbine will have zero output. 
It is evident that on annual basis, only 3.6% of the times there will be no power with a hub 
height of 100m and around 3.9% of the times for 60m hub he ight. Since wind is an 
intermittent source of energy, one has to bear with this type of situation. 

4. Conclusions 

The analysis of the measured data showed that the annual average wind speeds were 4.1, 4.8, 
5.3 and 5.7 m/s at 10, 20, 30 and 40m AGL, respectively. The prevailing wind direction was 
found to be NNW and NW during measurement period. Highest wind speed was observed in 
June while minimum in August and October at all the heights of wind speed measurements. 
During entire data collection period, the average wind power density values at 10, 20, 30 and 
40m AGL were 85.5, 119.1, 154.2 and 180.3W/m2, respectively.  

The wind shear exponent (WSE) obtained using all the data values was 0.273 while 0.269 and 
0.279 for the data of 2007 and 2008, respectively. No definite seasonal trend could be noticed 
in the values of WSE. The overall mean turbulence intensity values over entire period of data 
collection were 0.172, 0.142, 0.127 and 0.122 at 10, 20, 30 and 40m AGL, respectively. 

The monthly average minimum energy of 526, 600 and 661MWh was generated in August 
while a maximum of 1,034; 1,127 and 1,192MWh in June corresponding to hub heights of 60, 
80 and 100m, respectively. The monthly mean plant capacity factor (PCF) varied between 
25.7 and 52.2% for 60m hub height, 29.3 and 57.0% for 60m and between 32.3 and 60.2% for 
100m hub height in the months of August and June, respectively. 
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Abstract: The energy captured by wind farms is reduced if there is an interaction between the individual 
turbines. In the paper a novel method for studying the interaction between wind turbines is presented. It is based 
on recording the static pressure on ground in a wind tunnel provided with wind turbine models.  
The assumption is that the pressure distribution at ground reflects the pressure distribution at hub height. The 
pressure distribution at hub height is a result of the flow in the vicinity of the turbine.  
The pressure at ground is recorded with a pressure plate provided with 400 pressure taps. The wind turbine 
model is a porous disk giving a non rotating wake.  
At first the pressure response to one wind turbine is recorded. This is the reference case giving the characteristics 
of a non disturbed wind turbine. Its region of influence can therefore be determined. This provides important 
information on how to avoid any interaction between turbines.  A nearby turbine should not be placed within the 
region of influence. In the paper we show how the pressure response varies with different distances between two 
turbines. The agreement between the static pressure on ground and at hub height has been tested by recording the 
static pressure at hub height with a small Prandtl tube.  
 
Keywords: Wind farms, Wind tunnel, Pressure distribution on ground, Pressure distribution at hub height, 
Region of influence  

1. Introduction 

To benefit of economies of scale, wind turbines are arranged in wind farms. As wind energy 
capacity expands, the size of individual wind farms continues to increase requiring tens to 
hundreds of wind turbines typically arranged in a large array. While organizing wind turbines 
in wind farms help in reducing the cost of energy production they introduce another problem, 
aerodynamic interaction. One of the research challenges is to accurately model interactions 
between the individual turbines to accurately predict power output before wind farm 
construction. In a wind farm with N turbines the wind farm efficiency is defined as  
 

NE
E

T

A
A

i=η  (1) 

Where EA is the annual energy captured by the wind farm and ET is the annual energy 
captured by one isolated turbine. If there were no aerodynamic interaction the energy captured 
by the wind farm would be NET and the efficiency would subsequently be 100 %.  Figure 1 
shows a wind turbine with rotor diameter D. Array losses can be reduced by optimization of 
the downwind spacing and the cross wind spacing.  
 

Rotor

Sweep
area

D

Hub
height

 
Fig. 1.  Definition of some concepts 
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Behind a wind turbine there is rotating wake with a velocity deficit with respect to the 
approaching free wind U∞.  If we set the reference pressure (static pressure) in the 
undisturbed wind to zero there is an under pressure in the wake (compare Figure 5). After a 
relatively short distance there is pressure recovery. However the velocity deficit goes on for a 
long distance behind the turbine.  
 
With a too short distance between wind turbines the wind turbines upstream will lower the 
exposed wind speed of the turbines downstream. Subsequently the power generated by the 
wind farm will be reduced. This calls for the need of methods for predicting the risk of 
interaction. Providing such methods in the planning process is the purpose of this research. 
The importance of accurate design models increases since the turbines gets larger and larger 
by time. If there is an interaction between wind turbines one can minimize the loss in power 
generated by suitable control of the wind turbines [1].  
 
It is extremely difficult to predict the power output from wind farms, due to atmospheric 
turbulence, wind shear, changes in wind directions, wake effect from neighboring turbines 
etc. In recent times, CFD (Computational Fluid Dynamics) simulations have been performed 
on wind turbines. Recent wake studies based on CFD using various turbulence models have 
been presented by e.g. Ivanell [2], Sørensen et al. [3], and Wußow et al.[4]. CFD methods for 
simulating wake flows and wake interactions need to resolve many different length scales, 
ranging from the thickness of the blade boundary layer to the distance between the turbines. 
Hence, there are still limitations in CFD to simulate an entire park, due to computer 
limitations. 
 
1.1. Basic assumption behind the method 
Our approach for studying the aerodynamic interaction between individual wind turbines is 
based on the assumption that with a plain ground the static pressure distribution on the ground 
reflects the pressure distribution at hub .Aand the pressure distribution at the hub height 
reflects the air flow pattern at this height. For natural ventilation the relation between the 
static pressure in air and on the ground has been explored in [5]. The results were encouraging 
and are the impetus for this work.  
 
2. Methodology 

2.1. Wind tunnel 
The experiments were conducted in the atmospheric boundary layer wind tunnel at University 
of Gävle. The pertinent details of the wind tunnel are shown in Figure 2. Within the empty 
wind tunnel there is a pressure gradient, see Fig 9. To equalize the pressure within the wind 
tunnel with the ambient pressure the wind tunnel is provided with a slot of width 6 cm located 
255 cm downstream of the centre of the turning table. The slot is running along the whole 
perimeter of the wind tunnel.  
 
During the tests the wind speed at half height in the test section was about 20 m/s.  
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Fig. 2.  Atmospheric boundary layer wind tunnel 
 
2.2. Wind turbine model 
The wind turbine model used in this study was in scale 1:2000 and had a diameter of 45 mm 
and the hub height was 45 mm. This corresponds to a wind turbine with 90 meters diameter 
and a hub height of 90 meters. In the model the rotor where replaced by a porous disc, which 
was used to simulate the wake behind the wind turbine Medici & Alfredsson [6] .The disc 
porosity was 42% and the corresponding drag coefficient was 0.85. This value of the drag 
coefficient is approximately the same as the value obtained for a turbine at high tip speed 
ratios.  
 
2.3. Technique for measurement of static pressure at hub height and on the ground 
The static pressure at hub height (45mm above ground in the wind tunnel) was measured with 
a Prandtl tube of 3 mm diameter. The static pressure on ground was measured with a pressure 
plate provided with 400 pressure taps organized in a quadratic pattern with a distance of 37 
mm between the centers of the taps, see Figure 3. The pressure was recorded with a pressure 
transducer connected to a scanner valve. Measuring the pressure in all 400 pressure taps takes 
about 5 hours 
 
Figure 4 shows the wind tunnel with one wind turbine model placed on the pressure plate. In 
this picture the wind tunnel was provided with roughness elements and spires to generate a 
turbulent boundary layer.  
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Fig. 3 Notation for the pressure plate 
 

 
 
Fig. 4 Wind tunnel with one wind turbine model placed on the pressure plate along line 10 in Fig.3 
 
To eliminate the effect of the pressure gradient along the wind tunnel a measurement was first 
made with an empty wind tunnel. These data were then subtracted from the pressure readings 
obtained with a turbine model present. 
 
3. Results  

3.1. Pressure response on ground due to one wind turbine 
To begin with one wind turbine was placed on the pressure plate along line 10 in Figure 3 and 
the pressure was recorded. Figure 5 shows the recorded pressure (raw data) quantified as a 
pressure coefficient.  
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Fig. 5.  Recorded pressure coefficients at different positions with one wind turbine on the pressure 
plate. (medel = average). 
 
The pressure is shown as the pressure distribution along line 10 (center line) in Figure 3.. The 
pressures in the surroundings are shown as the mean value of the lines 9-11, 8-12, 7-13, 6-14 
and 5-15 respectively . 
 
Upwind the pressure reflects the deceleration of the flow when approaching the disk. The 
highest pressure corresponds to the stagnation pressure on a solid disk. Then there is an 
acceleration of the flow when passing through the openings of the disk. After reaching the 
minimum pressure in the wake the static pressure is recovered relatively fast. 
 
3.2. The region of influence of one wind-turbine  
 
The gray area in Figure 6 shows the region of influence, of a wind turbine located on the 
center line. 
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Fig. 6.  Region of influence from one wind turbine located at the cross based on static pressure 
readings on the pressure plate. The pressure has been normalized with the highest pressure.. 
 
The region of influence on the upwind side is defined by the line representing 10% of the 
highest pressure (0.1 line) an on the downwind side by the line representing -10% of the 
highest pressure (-0.1 line). The pressure has been normalized with the highest pressure which 
occurs just before the wind turbine. 
 

 

4094



3.3. An example of interaction between wind turbines 
The interaction between two wind turbines was explored by placing two wind turbines with a 
separation distance of 6.66 D. The wind turbines were located along the center line. 
Figure 7 shows the response from one isolated wind turbine which is the reference case.  

 

 
 
Fig. 7.  One undisturbed wind turbine.  
 

 
 
Fig.8  Two wind turbines 
 
By comparing the pressure response of the undisturbed wind turbine in Figure 7 with the 
pressure response of the wind turbine located downstream in Figure 8 one sees clearly that the 
wind turbine located downstream is disturbed by the one located upstream.  
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3.4. Comparison between static pressure at hub height and on the plate  
Our method is bases on that that there is a close relationship between the static pressure at hub 
height and on ground. This has benne tested by measuring the static pressure at hub height 
with a Prandtl tube. The result is shown in Figure 9. 
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Fig.9 Static pressure at hub height and on ground (pressure plate).  
 
There is a god correspondence between the pressures at the two levels.  
 
4. Discussion 

There is a clear response in the static pressure on the pressure plate due the presence of wind 
turbine models.  This makes it possible to quantitatively explore the interaction between wind 
turbines. There is also a good correspondence between the static pressure on the ground 
(pressure plate) and the static pressure at hub height recorded with a Prandtl tube. 
Downstream of a wind turbine there is a relatively fast recovery of the static pressure.  
Therefore the response in static pressure may underestimate the length of the wake in terms of 
the velocity recovery. This will be explored by measuring the total pressure at hub height and 
to in detail investigate the velocity field in the wake region with   Particle Image Velocimetry.  
 
5. Conclusions 

This is a new method, which is fast and economic, for exploring the interaction qualitatively 
between wind turbines. The next step is to develop it into a quantitative method that makes 
prediction of energy production possible.  
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Abstract: The stress on demand and supply gap of electricity has lead the globe to face acute problems. Further 
use of fossil fuel based energies for improved life and development have lead to adverse environmental effects, 
like climate change. Offshore wind farms have great potential as sustainable energy source. This accentuates to 
focus attention on technical issues such as selection, requirements, characteristics and power production from 
wind turbine. This paper presents a methodology developed for selection of optimum windmill for a specific site 
based on capacity factor approach by proper analysis of wind data. Offshore wind data for the purpose is 
obtained from, INCOIS Hyderabad- India for a particular site under proposal in India. The wind data is used to 
generate mean wind speeds for a typical day in a month by using MATLAB program. The windmill with the 
highest average capacity factor is the optimum one and to be recommended. The results of said analysis are 
presented. Such analysis at the planning and development stages of installation will enable the wind power 
developer or the power utilities to make a judicious choice of potential site and wind turbine generator system 
from the available potential sites and wind turbine generators respectively. 
 
Keywords: Offshore wind, Climate change, Capacity factor, Wind data. 

 
1. Introduction 

A Number of potential wind power sites are available all over the world. Of these, not all sites 
have wind turbine generators installed. The observation with the existing wind farms shows 
that some of the wind power plants have performed poorly probably due to improper site 
matching. Hence there arises a n eed for a systematic approach toward the problem of 
optimum siting of wind turbine generators. [4] The production of electricity by a wind turbine 
generator at a specific site depends upon many factors. These factors include the mean wind 
speed of the site and the speed characteristics of the wind turbine itself namely, cut-in, rated, 
and furling wind speeds including the hub height. Commercially many models of wind 
turbine generators available, with similar MW and KW ratings. Each of these wind turbines 
has their own specifications and speed parameters. These speed parameters affect the capacity 
factor at a given specific site, and subsequently affect the choice of optimum wind turbine 
generator for the site. In this paper the method to determine capacity factor of different 
offshore wind turbine under different tower heights, rated wind speeds, is discussed for 
Mumbai offshore region. 

1.1.  Capacity Factor  
It compares the plant's actual production over a given period of time with mean wind speed 
the amount of power the plant would have produced if it had run at rated wind speed for the 
same amount of time and hence can be defined as ;  
 The ratio of average power output to the rated power output [1] 
 An indicator of how much energy a particular wind turbine makes in a particular 

place. 
 
 C.F. = (Pa / Pr)          (1) 
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2. Methodology 

2.1. Offshore Wind Turbine Site Matching Based On Capacity Factors 
The methodology for the selection of the optimum windmill for a specific site is developed 
the flowchart is shown in Fig 1. The selection is based on the capacity factors (CF) of the 
available windmills. The long term wind speed data recorded at different hours of the day for 
many years is used. The particular steps used to determine C F for the mean wind speeds for 
at different hours of the day are generated with the manufacturer’s specifications. The 
windmill with the highest capacity factor for the specific site is the optimum one and to be 
recommended. 

 Step1: Calculation of Mean Wind Speeds 
The mean wind speed for a typical day of a month need to be generated by 
averaging all the recorded wind speeds for regular interval of long term data of 
the wind speeds for the  site to be considered. 

 Methodology Of Determination Of Capacity Factor  

Offshore wind speed Data collection 
↓ 

Analysis of offshore wind speed data 
↓ 

Calculation of mean wind speed & Standard deviation 
↓ 

Upgrading the mean wind speed and Standard deviation 
↓ 

Calculation of capacity factor 
↓ 

Results 
 

Fig 1 Methodology for determination of capacity factor  
The mean wind speed is then calculated using the equation below 
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Where 

Vj =observed wind speed 
Nj =number of wind speed observations 
Vi =mean wind speed 
 Step 2 Upgrading the Mean Wind Speed 

x

i
iz Z

ZVV 







=                (3) 

Where 

Vz= mean wind speed at projected height, Z 
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Vi= mean wind speed at reference height, Zi 
Z= projected height (or hub height) 
x=power law exponent depends upon t he roughness of the surface. For open 
land, x is usually taken as 1/7.   

 Step 3 Generation of the Wind Speed Probability Density Functions 
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Where 

Ci= vi/1.253 
v= wind speed 
The Weibull probability density function is represented by 
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Where; 

c=scale factor, unit of speed 
k=shape factor, dimensionless 
v=wind speed 
The Weibull parameters c and k can be found using the following acceptable 
approximations 
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k
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vc  

In both the probability density functions, the wind speed v will be the mean 
wind speed VZ, calculated at hub height from equation (3) 

 Step 4 Calculation of Capacity Factors 

The average power output from a wind turbine is the power produced at each 
wind speed multiplied by fraction of the time that wind speed is, experienced 
integrated over all possible wind speeds. In integral form the equation is [2,4] 

dv)v(fPP
0

wa ⋅⋅∫=
∞

      (6) 

Capacity factor can be defined as the ratio between average power output given 
by equation (6) and rated power of the wind turbine Pr can be obtained from the 
manufacturer’s details. In equation(6) the power at various wind speeds can 
obtained from the following equation  
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             (7) 

Where 

P is the rated electrical power, 
vc is the cut in wind speed, 
vR is the rated wind speed 
vf is the cut off wind speed 
k is the Weibull shape parameter defined under the equation(5), the relationship 
betweenpower and wind speed  is  as under, 

 

 
For which considering value of air density factor ρ = 3.485 P/T 

Where P=101.3 kpa and T=273K the power equation thus can be written as  

P=0.646 Cp. A . v3.η      (8) 

Thus the capacity factor defined above can be expressed as  

( ) ( ) dvvfvP
P

CF
r

⋅⋅∫=
1      (9) 

 Step 5 Choice of the Optimum Wind Turbine Based on Capacity Factor 
The capacity factors of different turbines are computed from the wind speeds 
(vc, vR, vf) and rated power data obtained from manufacturer details. Now 
detailed table for the capacity factor for each turbine is prepared from which it 
can be clear that certain turbine will have a maximum value of capacity factor. 
This becomes the candidate which can produce the optimal power for the chosen 
site and wind data. [4, 5, 6]  

       
3. Computation and Results 

3.1.  Data Analysis: 
The wind speed data that is obtained from Indian National Centre for Ocean Information 
Services (INCOIS) has been first arranged on t he hourly basis. The mean wind speed and 
standard deviation on the hourly basis and daily basis is computed. The results of computed 
mean wind speed data has been presented year wise for the year 1998 and 2005 respectively i
n Figure 2 to 5. 
 
3.2.  Computation Of Capacity Factor  
The capacity factor of a machine indicates the ability to generate the mechanical energy by 
utilizing the wind power. This solely depends upon how the wind speed utilized to spin the 
rotor of turbine. The mean wind speed data that has been obtained from INCOISIS is used to 
determine the hub height wind speed as per the equation 3 . Further wind turbine data of the 

ηρ 3

2
1 vACP p ⋅⋅⋅=
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selected machine is used for the computation of capacity factor for each of the machine the 
details of which are shown in table 1.the computation of capacity factor has been carried out 
by using MATLAB program.  

Table 1. Offshore wind turbine specification 

Company Name  
Power 
Rating 
MW 

Cut in 
wind 
Speed 
( m/s) 

Rated 
wind 
speed 
(m/s) 

Cut out 
wind 
speed 
(m/s) 

Rotor 
diameter in 

meter 

Turbine Height 
in meter 

RE Power 5 3 11.4 25 126 90 
GE 3.6 3.5 14 27 111 90 

Vestas 3 3.5 15 25 90 90 
Vestas 3 3 12 25 112 94 

 

 
Fig .2 Hourly average mean wind speed of the year 1998 

 
Fig 3 Monthly Average wind speed of the year 1998 

 
Fig.4. Hourly average mean wind speed of the year 2005 
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Fig .5. Monthly average wind speed of the year 2005 

The graphical representation of monthly capacity factor for the selected machine for the 
respective years has been presented in Fig 6 and 7. Finally the annual capacity factors for the 
selected machine have been presented in tabular and graphically in table 2 and Fig.8. From 
the result available the machine with optimal capacity factor that is RE Power 5 MW and 
Vestas 112/3.0 MW has been recommended.  

 
Fig.6. Monthly Capacity factor for the year 1998           

 
Fig.7.   Monthly Capacity Factor for the year 2005              

Fig. 8 Average annual capacity factor 
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Table 2. Yearly average capacity factors 
__________________________________________________________________________________ 

      Hub Height                    90 m                90 m                    94 m                   90 m 
__________________________________________________________________________________ 
Buoy ID      Year            RE  Power              GE                 Vestas                    Vestas    
                                         5 MW                 3.6 MW         112/3.0 MW         90 /3.0 MW 
 
SWO2       1998          0.15727643          0.1142502        0.175344331       0.098867349 
SWO2       2005          0.13160839          0.1001096        0.123371867       0.121234018 
_________________________________________________________________________ 
 
The typical disposition of the selected wind turbines for the proposed site used in this work as 
mentioned has been presented in Fig. 9 and 10 respectively for RE power and Vestas 
machines. This will give an effective feel of how a wind form may appear if installed on an 
offshore site.  
 

 
Fig.9. RE Power  5 MW offshore wind turbine layout for 50MW 

 
Fig.10. Vestas 112/3.0 MW offshore wind turbine layout for 50MW 
 
3.3.  Conclusions 
The paper presents a methodology for assessment of offshore wind data and the capacity 
factor of wind turbines for their suitability to be used for harnessing offshore wind energy in a 
better fashion as depicted by the results. This not only helps to choose a better turbine but also 
to maximize the system performance.  Further the illustration presented for a specific site in 
Konkan region of Maharashtra exemplifies the suitability of method presented. 
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Abstract: In urban areas, the evaluation of the energy outcome of a horizontal axis micro wind turbine depends 
on several factors such as mean wind velocity, location, turbulence, etc. To maximize the micro wind turbine 
efficiency it is important to define the best location. The present paper focuses on the definition of common rules 
for micro siting in urban areas. 
 
In this work, the efficiency of a 1 kWp horizontal-axis wind turbine has been evaluated, by means of CFD and 
experimental data. The numerical results have been compared with the experimental data collected over a period 
of time of three years, by using a measurement equipment installed on the roof of the Engineering building at the 
University of Salento. The results have shown that horizontal axis wind turbines suffer from wake effect due to 
buildings, therefore best sites in urban area have to be identified by a careful fluid dynamic analysis aimed at 
evaluating all causes that can reduce significantly the performance of the generator. 
 
Keywords: Micro wind turbine, best location, experimental and fluid-dynamic analysis 

1. Introduction 

In the last years, prices of oil have achieved strong variations on international markets. These 
occurrences have underlined the very important role of energy as fundamental factor for 
human activity [1,2,3]. In this scenario, small/micro wind generators are gaining an important 
role due to both the low environmental impact and the possibility to avoid big electrical 
networks. 
 
Several authors have studied the topic of microgeneration, by taking into account both 
technical and social aspects [4,5,6]. Kelleher e Ringwood [7] developed software to estimate 
the economic performance of small/micro solar and wind plants. Watson [8] carried out 
studies about the microgeneration management techniques considering power supply issues. 
Besides, in order to estimate micro wind turbine performance several studies have been 
carried out by using computational fluid dynamic models (CFD), since they can show an 
exhaustive draft about the wind flow around the micro turbine in any meteorological 
conditions, allowing saving time and costs [9,10]. 
 
For evaluating the economic convenience about the installation of a micro wind turbine in 
urban area, it is important to calculate positive and negative effects of buildings or other 
obstacles on the aerogenerator performance. For this reason, the present work focuses on the 
best siting of small horizontal-axis wind turbines in urban area. Particularly, an aerogenerator 
has been installed on the roof of the Engineering building at the University of Salento and 
monitored over a period of time of three years.  
 
During experimental testes it was observed a perpetual transient condition of the microturbine 
that reduces its performance. Then CFD simulations have been carried out to fully understand 
the relationship between the aerogenerator performance measured under several 
meteorological conditions and the shape of the building where the plant is installed. In this 
way, a useful rule for best placing of horizontal-axis wind turbines in urban areas has been 
obtained. 
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2. Experimental setup and numerical model  

2.1. Description of the experimental setup 
In this work, an experimental apparatus has been developed for monitoring the performance 
of a horizontal axis micro wind turbine (1 kWp). 
 
Anemometer, PLC, analogic/digital conversion unit, web server, voltage transducers and 
current transducers composed the measurement apparatus. Table 1 reports the main technical 
specifications of the experimental setup. 
 
Table 1. Mean technical features of the plant 
Elements Technical features 
Aerogenerator - power: 1 kWp 

- cut-in velocity: 2.5 m/s 
- Electric generator: 24 VDC (alternator + rectifier)  
- n. 4 batteries: Trojan T105, 6VDC 
- inverter: 24 VDC-220 VAC 
- fiberglass rotor: D=2.5 m 
- Pole: 9 m 

voltage transducer RM 0.47 Ω - Precision TA=25 °C 0.7% 
current transducer VOUT 0÷10 V - Precision TA=25 °C 1% 
anemometer optical encoder (precision +0.3m/s up to 3m/s, ±1% over 3m/s) 
PLC 8 input-PNP,NPN /8 output-Transistor PNP, interface RS232 COM-Port 
analogical/digital 
conversion unit 

8 analogical input 12 bit 

Web-server  Ethernet - 10 Mbit/s 
 
The whole system was controlled by a PLC that acquires and processes several signals and 
monitors all parameters under investigation. Besides the measures were viewable in real time 
on an Internet web site and stored on a remote hard disk. 
 
2.2. CFD Model 
In order to study the wind microturbine performance, a 3D model of the building has been 
drawn, as Fig. 1 shows. The total height from the ground of the aerogenerator is equal to 20 
m. 
 

 
Fig. 1. 3D model of the building where the aerogenerator has been installed. 
 
The fluid dynamic simulation domain has been obtained by subtracting the building volume to 
a parallelepiped sufficiently large to consider undisturbed fluid-dynamic conditions on the 
boundary. 
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For meshing the volume, tetrahedral elements whose size was in the range between 0.2 and 2 
m have been used. The computational cell size has been selected to reduce the maximum 
computational error and to obtain grid-independent solutions.  
The mesh sensitivity analysis has been performed by comparing the results from several 
simulations carried out with different mesh resolutions. 
 
Table 2. Sensitivity analysis results 

Cells (n) Mean wind velocity close to the aerogenerator (m/s)  Variation (%) 
579’596 7.93 - 

1’084’494 8.16 2.8% 
2’552’154 8.26 4.1% 

 
As Table 2 shows, by incrementing the number of cells from 579’596 to 2’552’154 the mean 
wind velocity close to the aerogenerator changes within 4.1% and this difference outcomes 
equal to 1.3% switching the number of cells from 1’084’494 to 2’552’154. So it is reasonable 
to use the denser grid, since further incrementing the number of cells, advantages shouldn’t be 
enough to justify the relative increment of calculation time. 
 
Numerical simulations have been carried out by using FLUENT software and studying eight 
wind directions with an angular difference equal to 45° and wind velocity within the range 
4÷8 m/s. This range has been fixed by taking into account the following considerations: 

- Up to 4 m/s, the electric power is lower than 5% of the nominal power and the data 
statistical dispersion is much large with respect to the measured values: this issue does 
not allow to do a comparison between experimental and numerical data; 

- Over 8 m/s, there are not enough data (less than 2%). 
Turbulence has been evaluated using the standard k-ε turbulence model. 
 
3. Discussion of results 

3.1. Measured data analysis 
The aerogenerator was installed on the roof of the Engineering building at the University of 
Salento. The following coordinates individuate the exact location: 40°20’03” N, 018°06’51” 
E and 35 m with respect to the mean sea level. 
 
The wind microturbine has been monitored over a period of three years (2005, 2006 a nd 
2007), measuring several parameters: wind velocity and direction, electric current, voltage 
and generated power. All parameters have been registered each 10 minutes. 
For modeling wind data the Weibull function has been used in accord with following 
equation. 
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Where c is the scale parameter, k is the shape factor, vi is a generic wind velocity value, dv is 
the wind velocity increment, P(v<vi<v+dv) is the probability to register a wind velocity 
within the range v e v+dv and P(v>0) is the probability to register a wind velocity major to 
zero. 
 
Weibull function is completely defined if c and k are known: these coefficients have been 
calculated by using the modified maximum probability method and considering a wind 
velocity step equal to 0.1 m /s. Table 3 reports the values of c and k for the period under 
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investigation (2005÷2007), whereas Fig. 2 shows the comparison between experimental data 
and the Weibull curve. 
 
Table 3. Weibull function parameters for the period under investigation (2005÷2007) 

Year k c 
(m/s) 

Most probable velocity 
(m/s) 

Mean velocity 
(m/s) 

Standard deviation 
(m/s) 

2005 1.658 3.457 1.98 3.09 1.91 
2006 1.649 3.420 1.94 3.06 1.90 
2007 1.669 3.444 1.99 3.08 1.89 

Mean values 1.659 3.440 1.97 3.08 1.90 

 

Fig. 2. Comparison between experimental data and the Weibull curve. 
 
The anemometric analysis shows that the mean wind velocity at 20 m  from the ground is 
equal to 3.08 m/s. This value is comparable with the aerogenerator cut-in velocity (2.5 m/s) 
and so it demonstrates that the site does not have a good wind potential. Nevertheless it is 
important to remark that at 35 m from the ground the mean wind velocity is equal to 4.9 m/s 
as the Wind Atlas of Apulia Region [11] shows. In other words, the mean wind velocity has to 
be halved going from 20 m to 35 m of height from the ground: this issue is common to many 
sites in urban area and it represents a big problem in order to achieve good performance from 
micro wind turbines. 
 
Over experimentation time, more parameters have been measured as voltage, current and 
electric power. These data have been organized and analysed as function of wind direction. In 
this way it has been possible to study the influence of the shape of the building on t he 
aerogenerator performance.  
 
Fig. 3 shows the measured electric power for wind direction North as a function of wind 
velocity. Besides it is possible to see the comparison between the mean electric power (best fit 
of the measures of power - red curve) and the nominal electric power (orange curve). 
Particularly, for wind velocity up to 3 m/s the mean power curve is higher than nominal one, 
within 3 and 4 m/s the two curves are about similar and over 4 m/s the mean power curve is 
lower with respect to the nominal one. Moreover it is possible to observe a noticeable 
variability of measures due to the irregularity of wind velocity in the site under investigation. 
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Fig. 3. Electric power output as function of wind velocity (wind direction North). The blue points 
indicate the measures of power, the red curve indicates the mean power (best fit of the measures) and 
the orange curve indicates the nominal power. 
 
In order to complete the experimental data analysis, the measured electric power has been 
examined for each wind direction as Fig. 4 shows. 
 

 
Fig. 4. Ratio between measured electric power and seminal electric power as function of wind 
direction and intensity 
 
Fig. 4 demonstrates that electric power is very influenced by the wind direction, or in other 
words, this parameter strictly correlate with the intensity of the wake due to the shape of the 
building. These effects are more evident by observing the ratio between mean power and 
nominal power that decreases for high values of wind velocity and for all the considered 
directions. 
 
3.2. CFD analysis  
To fully understand the fluid-dynamic phenomena that influence the wind turbine 
performance several numerical simulations have been carried out by using the software 
FLUENT. All results are reported next. 
 
The CFD post-processing analysis was developed taking into account for each wind direction 
four sections of the calculation domain. Particularly, three sections were positioned 
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transversely to the wind direction (the first one was placed ten meters forward the building, 
the second one close to the aerogenerator and the third one ten meter rear the building) and 
one longitudinal section was placed parallel to the wind direction. This section is very 
interesting because it shows the flow evolution along the building. 
 
Numerical simulations have been carried out considering the wind velocity within the range 
4÷8 m/s like to experimental analysis. Fig. 5 shows the results along the longitudinal sections 
for wind directions N-S (North is the prevalent wind direction), in the case of wind velocity 
equal to 6 m/s (mean velocity within the range 4÷8 m/s). It is important to notice that in the 
other cases under investigation (wind velocity equal to 4, 5,  7 a nd 8 m/s and other wind 
directions) the results are qualitatively similar to the case shown next. 
 

 
Fig. 5. Contours of X wind velocity: wind intensity on the boundary: 6 m/s; wind direction: North (A) 
and South (B); the pole is sketched by a line and a white circle 
 
As the contours of X wind velocity demonstrate (Fig. 5), close to the aerogenerator there is a 
very strong vorticity phenomenon, whereas above this area the wind velocity rise quickly over 
to 8 m/s, against an inlet wind velocity equal to 6 m/s. 
 
These results allow achieving a possible understanding of the experimental results reported in 
Fig. 3 and Fig. 4: the building generates an increment both of wind velocity and of vorticity 
influencing the aerogenerator performance; in fact the electric power results meanly lower 
than the nominal one, due to the strong vorticity, but in some cases the higher values of wind 
velocity results in a higher electric power output with respect to the nominal one. For 
example, under meteorological condition with wind velocity equal to 6 m/s the maximum 
measure of electric power matches the nominal power curve for a wind intensity equal to 8 
m/s, as the analysis of Fig. 3 and Fig. 5 reveals. 
 
Changing wind direction from North to South (Fig. 5B), the wind velocity distributions are 
similar to the previous case (wind direction North - Fig. 5A), with an opposite relative 
position of the aerogenerator. 
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According to experimental results, the longitudinal sections North-South show bigger wind 
intensity when the direction is North and so also the experimental electric power results 
bigger than the case South. 
 
Another important consideration can be done taking into account the results shown in Fig. 3. 
As it is described before, for wind velocity up to 3 m/s the mean power curve is higher than 
nominal one: in this case the wind intensification effects due to the building are predominant 
on the vorticity. Instead, when the wind rises over to 4 m/s the vorticity generated by the wake 
of the building becomes prevalent on t he wind intensification effects, cutting the 
aerogenerator performance. 
 
To define the best location for the horizontal axis micro wind turbine has to be take into 
account the turbulence intensity, defined as the ratio of the magnitude of the root mean square 
turbulent fluctuations to the reference velocity: 
 

 (2) 

 
where ke is the turbulence kinetic energy and vref is the mean velocity magnitude for the flow.  
Fig. 6 shows the comparison between the contours of X wind velocity and turbulence 
intensity. This evaluation allows defining the best location for the horizontal axis micro wind 
turbine in urban area. In fact, by overlapping areas of higher X velocity with areas of lower 
turbulence intensity it is possible to individuate an area where the aerogenerator can gives 
maximum performance. 
 

 
Fig. 6. Comparison between contours of X wind velocity and turbulence intensity. The pole is 
sketched by a line and a white circle. The best site in sketched by a green ellipse 
 
4. Conclusions 

This work focuses on experimental and numerical analysis about the electric power 
generation from a 1 kW horizontal-axis aerogenerator installed on the roof of the Engineering 
building at the University of Salento in urban area. Particularly the influence of the building 
on the micro wind turbine performance has been studied. 
 
Experimental data were collected over a p eriod of time of three years during which it w as 
observed a perpetual transient condition of the microturbine that reduces its performance. 
Then to fully understand this occurrence and in order to value the performance of the 

Best site                                                                      Best site 
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horizontal axis wind turbine, several CFD calculations have been carried out, taking into 
account different meteorological conditions. Numerical simulations calculated wind velocity 
fields and turbulence intensity above the building due to fluid-dynamic effects. 
 
The experimental and numerical results of this study reveal that the siting of the horizontal-
axis micro wind turbine on a building should allow to exploit bigger wind intensity, but often 
this advantage is neglected from turbulence phenomena; in fact, in the case under 
investigation, the measured aerogenerator efficiency appears lesser in comparison with the 
nominal performance curve. But, the best site can be found by crossing the contours of wind 
velocity with the turbulence intensity fields. In this way it is possible to localize an area (best 
location) where the aerogenerator can gives maximum performance. 
 
In conclusion, the result presented in the present investigation showed that horizontal axis 
wind turbines suffer from wake effect due to buildings, therefore best sites in urban area have 
to be identified by a c areful fluid dynamic analysis aimed at evaluating all causes that can 
reduce significantly the performance of the generator. 
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Abstract: The eddy viscosity in the buffer zones of the turbulent boundary layers was limited to investigate its 
effects on the points of incipient separation for flows over wind turbine airfoils. The k ω−  SST turbulence 
model was used as the base model within the framework of a finite volume CFD scheme. Flows over two 
different wind turbine airfoils were computed and compared with experimental results.  Much improvements in 
the lift and drag coefficients in the stall regions were observed when compared with the results of the original  
turbulence model.  
 
Keywords: Turbulence model, k ω−  SST turbulence model, Airfoil stall prediction, Stall in wind turbine 

1. Introduction 

Practical flows over wind turbine blades at large angles of attack are very complicated, thus 
difficult to predict accurately by numerical methods. The difficulties stem from the fact that 
the  boundary layers separate from the blade’s suction surfaces due to adverse pressure 
gradients and its interaction with turbulence. Several investigations have been conducted by 
various researchers to compute these separated flows; the results have been hitherto only 
partially successful. Some investigations have over-predicted the lift coefficients [1-3] while 
some have under-predicted them [4-6]. Moreover, all computations missed the characteristic 
dips and rises of the lift coefficients in the regions right after the onsets of stalls [1-8].  The 
reasons for the inaccurate numerical predictions were invariably attributable to the 
inaccuracies incurred by the turbulence models used in the computations.  

Early computations employed the k ε−  turbulence model [9] but later on the k ω−    
turbulence model [10] became more acceptable; at present the k ω−  SST model [11-12] 
seems to be more preferable among wind turbine researchers. This model utilizes both the 
k ε−  and the k ω−  models under a strategy of a blending function. Like it predecessors this 
model employs the fully turbulent flow condition as its basic assumption, i.e. the flow devoid 
of a transition region. The performances of this model in the predictions of separated flows 
over airfoils were only partially satisfactory since substantial inaccuracies of the lift and drag 
coefficients predictions were still prevailed in the stall regimes [1-8]. 
 
In particular, the k ω−  SST turbulence model had been demonstrated to over-predict the lift 
coefficients beyond the stall points [1,5,6,8 ]. It is believed by the authors that these over-
predictions were due to the fact that the turbulence levels (hence, turbulent eddy viscosities) 
in the boundary layers were too high, thus enhancing a momentum transfers to the near wall 
regions which helped the boundary layer to push through the adverse pressure gradient 
regions more easily than otherwise. The resulting delayed separation then caused the low 
pressure on the suction side to spread over more area than normal which thus increased the 
lift. The turbulence levels that were too high, in turn, were caused by the fully turbulent 
assumptions that were employed in the turbulence model.  
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To this end, it should be noted that the buffer zone which bridges the laminar sub-layer and 
the log-law region in a boundary layer is very important to the physic of turbulence in the 
boundary layer. This zone is very difficult to model numerically. A small ‘model error’ in this 
relatively thin region could induce a large overall error.  

The objective of this study was to improve the accuracy of the numerical prediction of 
separated flows on airfoils by an adjustment of the turbulence intensity in the buffer zones of  
turbulent boundary layers. The  k ω−  SST  turbulence model [11,12] will be used as the basis 
for this investigation.  

2. Methodology 

In order to limit the eddy viscosities in the regions from the buffer zones to the log-law zone  
a damping function SSTf  is proposed. The limited eddy viscosity for the k ω−  SST model 

thus becomes, 









=

2

1;min
SF

kakf SSTt
ρ

ω
ρµ     (1) 

The damping function SSTf  was defined as a function of  
+y (a scaled normal distance from 

the wall), 

ff SST =  (<1.0) ;   bya ≤≤ +
   (2) 

1=SSTf   ;  byay >< ++ ,      (3) 

For simplicity, the damping function was initially defined as a step function as shown in 
Figure 1 (solid line). Later, it was modified to be a continuous function. The constant a  was 
set in the range 5-30 and the constant b  was set in the range 50-300  for a  parametric study. 
The values selected correspond to the edges of the buffer zone and the log law zone of a 
turbulent boundary layer.  

The CFD code used in this study was the FLUENT Code [13].  The computational mesh was 
an O-type extending approximately to 35 chord lengths away from the airfoil and 250 points 
were employed along airfoil surfaces. The first cell at any surface point was sized such that  

2≤+y  whereas grids away from it were expanded at a rate less than 20%. This grid system 
was found to be suitable for a RANS simulation of turbulent boundary layer flows [14,15].    
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Fig. 1 Example of the  step damping function and the hyperbolic (smooth)  damping function. 

Computations of flows over NREL’s S809 airfoil [16] and NACA 63-215 [17] were 
conducted. An initially parametric study was performed to find out as to how sensitive a 
boundary layer would respond to changes in the values of a , b  and f , using the step 
function.  For this purpose, only some values of angles of attack, namely: 9o, 11o, 15o and 20o  
were selected; these are critical points on the lift curve of the S809 airfoil.  

3. Results 

Figure 2 compares the various computed results with the experimental data at angles of attack 
9o and 11o. It can be seen that the lifts are quite sensitive to small changes in the values of a , 
b  and f . Actually, several numerical experiments had been performed to weed out the 
unreasonable ones; only the more meaningful results are demonstrated here. 

 
Fig.2  Effects of  ba, and f in the step damping function on the lift coefficients.  

After getting the feel for the sensitivity of the response, more numerical experiments were 
performed; the results of which are shown in  Fig. 3 wherein it is observed that the 
characteristic dip and rise of the lift distributions are captured. The value of f  a  and b  in the 
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ranges 0.90-0.91, 5-10 and 100-200, respectively, were found to be acceptable. Note that the 
range of acceptable f  is very narrow.  

 
Fig. 3 Effects of ba, and f in the step damping function on lift at high angles of attack. 

From the knowledge and experience gained in the parametric study of the step damping 
function, a continuous function is now proposed as, 

 ]})005.0tanh[(1.09.0{]})03.0tanh[(1.01{1.0 84 ++ +×−+= yyfSST  (4) 

This damping function is the product of two hyperbolic functions; it was designed (by trial 
and error)  for a rapid rise in the buffer zone and a gradual decrease in the log-law zone, as 
shown in Fig. 1 (dash line.) 

Figure 4 compares the experimental  results for lift on the S809 airfoil [16] to three 
computations, namely: 1) the present model by using the continuous damping function  
(denoted as SST+), 2) the 2-equation k ω−  SST model (denoted as SST) and 3) the 4-
equation k ω−  SST turbulence model with transition [8] (denoted as SST-T.) This last 
turbulence model is an enhanced version of its 2-equation counterpart wherein a model for 
transition to turbulence is also incorporated.  It is clearly seen that, in the stall region, the 
SST+ results compare much more favorably to the experiment than those of the other two 
models. The improvements are not only in a quantitative manner  but also in  a qualitatively 
manner, notably the dip and rise of the distribution right after the incipient point of stall at 
about 10 degree angle of attack. Drag coefficient plot, shown in Fig. 5, also indicates that 
SST+ results are superior to other  models.   
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Fig. 4 Lift predictions on S809 airfoil using 
present and original turbulence models 

Fig. 5 Drag predictions on S809 airfoil using 
present and original turbulence models. 

It is evident that in the low angle of attack region where the flow is still attached, SST-T gives 
best results but from the stall point onward SST-T exhibits over-predictions much in the same 
trend as SST. This perhaps is due to the fact that when flows separate on the suction side there 
is no transition regions left to give an advantage point to SST-T.  

The predicted pressure distributions on the S809 airfoil surfaces at 14o and 20o angles of 
attack are shown in Figs. 6 and 7, respectively.  The figures confirm that SST+ gives better 
overall agreements to the experiment than SST and SST-T. Specifically, the points of 
separation predicted by SST+ agree better with the experimental results; this is the main 
reason why it can predict aft-stall lift coefficients more accurately.  

  
Fig.6  Comparison of pressure distributions on 
S809 airfoil at 14o angle of attack     

Fig.7  Comparisons of pressure distributions on 
S809 airfoil at 20o angle of attack  

The incipient of separations can be noticed as the point where the pressure distributions on the 
suction side are leveled off. Again, SST and SST-T give almost identical results. 
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To verify that the improved results obtained by the adjustment made to the buffer zone was 
not specific to an airfoil, flows over another airfoil, the NACA 63-215 [17] were solved under 
similar conditions. The results are shown in  Figs. 8 and 9. Again, SST+ gives much better 
results than the original models, both quantitatively and qualitatively.  

  
Fig.8 Comparison of lift between modified and 
original turbulence model. 

Fig.9 Comparison of drag between modified and 
original turbulence model. 

 
4. Discussion and Conclusions 

It could perhaps be reasoned that the improvements in lift and drag predictions over airfoils 
after stall were caused by the eddy viscosities in the buffer zones being reduced to about the 
right levels so as to compensate for the overall collective effects of the transition regions 
upstream that were neglected by the fully-developed turbulence model. In addition, 
compensations were also automatically provided for the local phenomena occurring within the 
buffer zones.  
 
It has been evident that the behavior of a turbulent boundary layer over an airfoil is very 
sensitive to events in the buffer zone. A  small change in the levels of turbulence intensity in 
the buffer zone could produce a dramatic change in the overall response of the separated 
flows on airfoils resulting in large changes on lift and drag. 
 
By limiting the turbulence intensities (eddy viscosities) in the narrow buffer zones  of  
turbulent boundary layers by about 10% together with the use of the ω−k SST turbulence 
model, this investigation has demonstrated that predictions of lifts and drags (after stall) on 
two independent airfoils were much improved. The improvements were evidently  due to the 
reductions in the delay of incipient separation points which in turn were caused by the 
boundary layer being less energetic since the eddy viscosities (hence momentum transfers) 
were limited.   
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Abstract: High resolution measurements of wind speed and energy generation from an instrumented Bergey 
XL.1 small wind turbine were used to investigate the effect of ambient turbulence levels on wind turbine energy 
production. It was found that ambient turbulent intensity impacts energy production, but that the impact is 
different at different wind speeds. At low wind speeds, increased turbulence appeared to increase energy 
production from the turbine. However, at wind speeds near the turbine furling speed, elevated turbulence 
resulted in decreased energy production, likely to turbulent gusts initiating furling events. Investigation of 
measurements recorded at 1 Hz showed a time lag of one to two seconds between a change in wind speed and 
the resulting change in energy production. Transient changes in wind speed of only one second duration did not 
impact energy production, however, longer duration changes in wind speed were tracked reasonably well by 
energy production. 
 
Keywords: Small Wind Turbine, Turbulence, Gusts, Wind Energy 

1. Introduction 

Turbulence in the approaching wind can have a significant impact on t he power output of 
wind turbines. This is particularly important for smaller wind turbines, which in practice are 
often located near buildings, trees and other obstacles. Some small wind turbine installations 
may experience inflow turbulence intensity many times greater than an open field site.  
 
Current power curve representations do not account for the impact of turbulence on s mall 
turbine energy production. For example, curves based on IEC 16400-12-1 are statistical 
averages of power measurements binned by wind speed, whereby the variance of the data is 
lost [1]. This approach cannot properly account for site-varying levels of turbulence [2]. IEC 
16400-12-1 does not specifically limit tu rbulence levels of measurements used in power 
curves, and the resulting power curves provide no g uidance on how  differing levels of 
turbulence will affect the power production of the turbine. It can be argued that the effect of 
site specific turbulence levels in large turbines is manageable, however small turbines may be 
tested under this or a similar standard while experiencing a wider range of ambient turbulence 
levels, creating an immediate need to address the impact of site turbulence and provide useful 
information in the context of the wind turbine power curve.  
 
Ambient turbulence and wind direction variance both have significant impacts on small wind 
turbines. The smaller masses and length scales of small wind turbines mean that the impacts 
of turbulence on small turbines will be different from utility scale turbines [3]. Elevated 
turbulence levels can result in lower wind energy production and greater mechanical stresses 
on turbine components [4]. The smaller size, gustier operating environment and passive yaw 
systems associated with small turbines mean they are much more likely to be operating in a 
yawed state when the turbine cannot align itself to gusting winds [5]. The power output of a 
horizontal axis wind turbine falls rapidly when the turbine is not aligned to the wind, with a 
cos2 dependence on relative wind angle [6]. Elevated turbulence intensity has been found to be 
the most important factor in reducing turbine structure fatigue life [4], and turbulence 
intensity impacts furling behaviour [7].  
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The effect of turbulence on power output is more difficult to generalize, since turbulent gusts 
impact wind alignment, airfoil performance and furling/power limiting. A small turbine tested 
in a high turbulence intensity environment was found to temporarily shut down more often 
due to high gust speeds exceeding limits [8]. Smith [9] used long term small wind turbine 
performance measurements collected at the National Renewable Energy Laboratory (NREL) 
to produce power curves and estimate annual energy production (AEP) for seven small wind 
turbines at varying levels of observed turbulence intensity.  The small wind turbines showed a 
9% to 32% difference between AEP at the best and worst turbulence levels. Most of the 
turbines had lower AEP in both the extreme high and low turbulence levels, although one 
(Skystream) exhibited a trend of increasing AEP with increasing turbulence intensity.. 
 
The goal of this study was to determine the impact of varying turbulence conditions on the 
performance of a representative small wind turbine. High resolution (1 minute and 1 Hz) data 
from a Bergey XL.1 1 kW capacity horizontal axis wind turbine were analyzed to explore the 
impact of turbulence on turbine power output.  
 
2. Methodology 

A Bergey XL.1 small wind turbine was used in this study. The Bergey XL.1 is an upwind, 
horizontal axis SWT with a rated capacity of 1.0 kW. It consists of a three blade, 2.5 m 
diameter fixed-blade rotor directly coupled to a variable speed permanent magnet alternator. 
This turbine was chosen due to its mechanical and control system simplicity, and because it 
has been the subject of a wide body of prior studies documenting its performance and 
operation [10-13].  
 
The Bergey XL.1 was mounted on an 18 m tall, 0.114 m diameter galvanized steel tubular tilt-
up tower. An additional 18 m tall, 0.152 m diameter tubular tilt-up tower was installed 13.4 m 
to the north of the turbine tower to serve as a meteorological mast for obtaining reference 
measurements of hub-height wind speed.  
 
NRG 40C cup anemometers and one R.M. Young 81000 three-dimensional sonic anemometer 
were used for this study. The sonic anemometer was mounted on a  short arm such that it’s 
sensing volume was 20 c m directly below the rotor disk when the wind was from the 
prevailing direction of southwest. One NRG 40C and an NRG 200S wind direction sensor 
were located at the top of the reference mast 1 m above hub-height on separate 1.53 m booms. 
All NRG 40C anemometers used in this study were manufactured during the initial months of 
2009 and calibrated by Otech Engineering (Davis, CA, USA). These calibrations were 
verified in the University of Guelph wind tunnel before experiment installation. 
 
Power from the turbine was measured by tracking the voltage across a 2180 W , 2.0 Ω 
dynamic breaking resistor that dissipated the turbine’s electrical power output. The 2.0 Ω 
resistance was selected to mimic the turbine’s intended operation as part of a battery charging 
system under high load, while keeping the parameters needed to characterize electrical 
performance to a minimum. Additional sensors were installed to measure the yaw angle and 
rotor speed of the turbine. Ziter [14] gives further details of the experimental equipment. 
 
The turbine and meteorological tower were installed at a representative SWT site on a farm in 
Oxford County, southwestern Ontario (43°18’N, 80°33’W). The collocated towers were 
installed in a field (grass, approximately 0.1 m tall) open for several hundred meters to the 
west and predominantly open to the north and southwest as well. The prevailing wind was 
from the southwest. Low rise buildings and trees to the east were all more than 100 m distant. 
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Other potentially significant obstacles included a small cluster of trees located 160 m to the 
northwest and a barn located almost 200 m to the southwest. Potentially disturbed direction 
sectors were determined according to IEC 61400-12-1 criteria [1]. Data from disturbed sectors 
were not used. 
 
3. Results 

3.1. One Minute Data 
Fig. 1 shows the overall measured XL.1 power curve, based on binning and averaging of 1 
minute averaging period, air density-corrected data from undisturbed sectors. The study 
turbine exhibited a cut-in speed of 4 m /s, and began furling at 9 m /s. Note that because a 
constant 2.0 Ω load was used, these power curves are not comparable to the manufacturer’s or other 
power curves measured using a grid connection or battery charging controller. The reduced energy 
generation above 9 m/s for the study turbine is believed to be due to the addition of a nacelle 
anemometer and solar panel on the tail boom (that were not used in this study), which resulted 
in earlier furling than would otherwise occur. 
 

 
Figure 1. Measured Bergey XL. 1 power curve using a 2 Ω resistive load, with comparisons to UCD 
[12] and Clarkson [10] XL.1 power curves also measured with a 2.0 Ω load. 
 
Next, the data from the turbine was divided into three categories based on turbulence intensity 
(which is the standard deviation of the wind speed divided by the mean wind speed during the 
1 minute averaging period). The median turbulence intensity for the entire dataset was 0.173. 
Low turbulence intensity was classified as turbulence intensity less than 0.14. T urbulence 
intensity greater than 0.18 was considered high. Turbulence intensity between these two 
values was classified as intermediate. Figure 2 shows the number of observations in each 
wind speed bin and turbulence category.  
 
Figure 3 shows the percentage difference between the overall power curve and three power 
curves derived from the categorized data. Low turbulence intensity consistently results in 
reduced power output (approximately -2%) between 4 m/s and 7 m/s, corresponding roughly 
to the operating range above cut-in and below the beginning of furling. The results for the 
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case of high turbulence are less consistent, with the percent increase in power output varying 
between 0% and +4%  in the wind speed bins between 4 m/s and 7 m/s. This variability is 
likely due to the reduced number of high turbulence intensity observations in individual bins, 
compared to low turbulence observations. The intermediate differences are almost a mirror 
image of the low turbulence differences in Figure 3, again supported that these make up most 
of the observations. 
 

 
Figure 2. Number of observations by 
turbulence level and wind speed bin.  
 

Figure 3. Percent difference between stratified 
and overall power curves.  
 

The impacts of turbulence on furling were more pronounced. Figure 4 shows the wind percent 
difference between each of the three stratified turbulence power curves and the overall power 
curve, over the full range of available data. It is apparent that low turbulence intensity results 
in increased energy production, likely due to a reduction in intermittent furling and associated 
hunting. It should be noted that significant variability between bins is likely due to the small 
number of observations in each bin (Figure 2) at the higher wind speeds.  
 

 
Figure 4. Percent difference between stratified and overall power curves. 

Some impact of turbulence was noted at intermediate wind speeds above the cut-in wind 
speed. The effects of turbulence were found to be most pronounced at wind speeds 
approaching the furling speed of the turbine, and gusting was observed to cause intermittent 
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furling and consequently significant hunting and off-axis orientation, reducing power 
generation.  
 
3.2. One Second Data: Transient Effects 
The one second data from the turbine allows direct observation of the turbine response to 
variations in wind speed. Figure 4 shows 100 seconds of energy production and wind speed. 
Note that the wind speed shown is that measured by the sonic anemometer immediately below 
the rotor disk. A prior study [14] found the magnitude of this wind speed to be higher than the 
reference wind speed, however, turbulence levels were consistent between the two 
anemometers, and the sonic anemometer is a much closer indication of the wind experienced 
by the turbine rotor than the reference wind speed, which is over 13 m horizontally distant 
from the turbine. 
 

Figure 4. Example of 1 second sonic anemometer wind speed measurements and turbine energy 
production as measured by voltage across the resistor. 
 
It is apparent that the turbine energy production is approximately one to two seconds delayed 
relative to the wind at the rotor disk, however, the rate of change and duration of wind speed 
perturbations appears to influence this. The circle in figure 4 s hows a transient gust of 
approximately one second duration that is not apparent in turbine energy production. 
However, changes in wind speed with time constants of many seconds are reasonably well 
tracked by energy production, factoring in the one to two second delay. 
 
4. Discussion 

The UC Davis turbine shown in Figure 1 is mounted on a 9 m mast on the roof of a 3 storey 
building that contains a penthouse and other roof top infrastructure, on a campus surrounded 
by other buildings and trees. It would be expected that this turbine would experience higher 
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ambient turbulence than the Clarkson turbine or the one in this study. With that in mind, it is 
interesting to note that the UC Davis turbine appears to have a lower cut-in wind speed (at 
about 3 m/s) than the 4 m/s overall cut-in speed observed for our own turbine, and the 5 m/s 
cut-in speed of the Clarkson turbine.  
 
Very high turbulence levels resulted in overall decreased performance. It should be noted 
there are inherent limitations in using a single value of turbulence intensity, which combines 
all turbulence scales in a single measurement, as the only measure of wind speed variability. 
It was observed that turbulence impacts depended on the time scale of the turbulence: due to 
inertia, the turbine had difficulty responding to short time scale turbulence events. This could 
lead to reduced power output. However longer time period gust events that could be tracked 
by the turbine would be expected to result in greater overall performance when data was 
averaged, due to the non-linearity of turbine response to wind speed.  
 
Applying a power curve produced at one level of ambient turbulence to a site with different 
ambient turbulence is likely to introduce significant errors in site-specific predictions of 
power output. The results of this study suggest that including additional turbulence 
information in the performance evaluation of small wind turbines could result in more 
accurate characterization turbine performance.  
 
5. Conclusions 

Measured data from a small wind turbine showed that turbulence has a range of impacts on a 
small wind turbine. Specifically, 

• Turbulence levels had a small but noticeable impact on overall power output at wind 
speeds between cut-in and furling.  

• Low turbulence levels resulted in increased power output at wind speeds associated 
with furling, likely due delayed onset of furling because of the presence of fewer gusts 
above the mean wind speed. 

• Turbine energy production lagged changes in wind speed by one to two seconds. 
While changes in wind speed occurring over many seconds were reasonably well 
tracked by energy production, transient events of approximately one second duration 
were not tracked by energy production. 

 
The results found here were broadly in agreement with other studies of the impact of 
turbulence on small wind turbines. The interaction of turbine with turbulent winds is complex 
and will vary depending on turbine characteristics. 
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Abstract: Wind energy has the advantage of being a p riority sector of the Greek government. Greece has a 
considerable potential for electricity generation from wind not only in the island area but also in mainland. This 
paper deals with the current status of wind energy in Greece and the presentation of technical and economical 
feasibility of a 6.6MW wind farm applied to a potential wind farm site located in Greek mainland (Rentina-
Karditsa). Wind speed, prevailing wind direction and temperature measurements are performed for a period of 
one (1) year (from 11/5/2009 to 11/5/2010). For economic consideration two different technological scenarios 
based on capacity factor (CF) are investigated and compared with respect to net present value (NPV), internal 
rate of return (IRR) and payback period (PBP) criteria. The profitability analysis shows that larger installed 
capacity with larger rated power wind turbines present higher IRR of the investment. The sensitivity analysis 
backs up the findings.  
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1. Introduction 

Recently, there has been a considerable expansion of distributed generation (DG) 
technologies, thanks to progress in reliability, in competitiveness and operation know-how 
and incentive policies adopted by many developed countries. The presence of DG facilities 
brings benefits both tο the electric power system and the total energy system. With DGs 
energy can be generated directly where it is consumed. As a consequence, transmission and 
distribution networks are less charged; safety operation margins increase, and transmission 
costs and power losses are reduced. The spread of DG technologies enhances supply safety in 
the energy field by reducing dependence οn fossil fuels [1-4].  

Wind power is driving growth in the renewables sector and represents a huge investment 
potential in Greece. The superb wind resources in Greece are among the most attractive in 
Europe, with a profile of more than 8 m /s and/or 2,500 w ind hours in many parts of the 
country. Capacity increased by an average of 30% annually between 1990 a nd 2003 a nd 
almost 30% of total capacity was installed in the period of 2003-2004. It is estimated that in 
addition to the 1200-plus MW operating currently at wind farms, a further 7,500 MW will be 
installed by 2020. A  detailed presentation of current and future wind farm installations on 
Greek islands is given in Ref. [5].  

Electricity from Renewable Energy Sources, High Efficiency Cogeneration of Heat and 
Power and Other Deνices». The main scope of the Law 3468 is to establish an adequate 
legislative and regulatory framework in order to support investments in renewable energy 
sources (RES) and High Efficiency cogeneration of heat and power (HE-CHP) energy sectors 
and eventually increase the penetration of these resources in the energy mix of the country. 
Aiming at conveying to the Hellenic legislation Directiνe 2001/77/EC of the European 
Parliament and of the Council of 27 S eptember 2001 on t he «Promotion of Electricity 
Produced from RES in the Internal Electricity Market», the National target is set to a 20.1% 
RES contribution on the total electricity production by 2010 while for 2020 the target is 29%. 
In the internal electricity market, the production of electricity from RES and HE-CHP are 
promoted in priority over other means of power production with specific regulations and 
principles. Until 2020, in Greece to achieve the target set by EC, the remaining RES 
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contribution to total electricity (excluding the large hydro) should be 58,37% wind, 2,73% 
Small Hydro, 2,73% biomass, 1,94% solar thermal, 22,95% photovoltaic energy (PV) and 
11,28% other technologies. 

On 4 J une 2010, t he Hellenic Parliament approved Law 3851 r eferring to "Acceleration of 
RES growing facing climate change and other legislation related to Ministry of Environment, 
Energy and Climate Change subjects". Law 3851/10 was published in the Official Gazette of 
the Hellenic Republic and is in effect since then. The main scope of New Law 3851 i s the 
increased utilisation of the vast renewable energy resource of the country together with 
complying with the environmental targets of the Kyoto protocol. The attraction of large scale 
energy investments is also envisaged, in parallel with simplification measures for the 
necessary licensing procedures.  

Wind energy has the advantage of being a priority sector of the Greek government. Greece 
has a considerable potential for electricity generation from wind not only in the island area but 
also in mainland. This paper deals with the current status of wind energy in Greece and the 
presentation of technical and economical feasibility of a 6.6MW wind farm applied to a 
potential wind farm site located in Greek mainland (Rentina-Karditsa). For economic 
consideration two different technological scenarios based on CF are investigated and 
compared with respect to NPV, IRR and PBP criteria. The profitability analysis shows that 
larger installed capacity with larger rated power wind turbines present higher IRR of the 
investment. The sensitivity analysis backs up the findings. 

2. Case study: 6.6 MW wind farm in Greek mainland 

The proposed wind farm site is located in the Prefecture of Thessaly (Karditsa-Rentina) in the 
heart of Greek mainland. The site, known to local people as “Lepouchi”, covers an area of 
200.000 2m  (Photos 1, 2) and is situated 3km from Rentina village. It is near to Rentina-
Fourna national road and therefore quite favorable for wind turbines transportation. However, 
an improvement of an existing 500m forest road would be required to provide easy access to 
wind farm site. The proposed site is almost a flat-shrubbery area with presence of rocks, 
suitable for placement of tower foundations, roadways and crane pads. It is also favorable 
from the environmental point of view due to absence of wildlife, noise and visual issues. 
However, an important drawback is its distance (25km) from the nearest electrical substation 
(situated at Makrakomi-Lamia). The excessive cost associated with electrical issues is 
considered in economic analysis and affected the economic performance of proposed wind 
farm installation. 

2.1. Analysis of wind power generation input parameters 
The data was collected for the period from 11/5/2009 to 11/5/2010 with availability 98,7%. 
The wind speed data was the major parameter for wind energy generation and utmost care 
was taken in its collection. Two cup anemometers (one as primary and the other as auxiliary), 
wind direction vanes, temperature sensor and humidity sensor, certified according to ISO 
17025:2005, were installed within the wind farm area (latitude 39o 05’ 02,4’’ and longitude 
21o 56’ 46,8’’) placed on the top of a 30m metallic pole. A data recorder STYLITIS 40/41 
(SYMMETRON) and a PV 10Wp/12V connected to a lead battery 12V/12Ah were also used. 

Wind Speed 
Significant variations in seasonal or monthly average wind speed are common over most parts 
of Greece. In the proposed site, the monthly average wind speed (Table 1) is high during 
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November-February and reaches a m aximum of 7,5m/s because of South-West winds. The 
annual average wind speed is estimated 6m/s ( m/s26,0± ) at wind turbine height of 80m. 
 

 
Fig 1: Geographic location of wind farm site 

 

 
Fig 2: Wind farm site 

Table 1: Monthly average wind speed 
Month Average Wind Speed (m/s) Data Availability (%) 
January 7,3 96,1 
February 7,5 97,0 
March 5,3 96,0 
April 4,4 100,0 
May 4,0 98,0 
June 5,0 100,0 
July 4,0 95,0 

August 2,9 100,0 
September 2,9 100,0 

October 5,2 95,7 
November 5,9 97,1 
December 7,4 95,2 

 
 

 

4130



Relative Humidity 
The relative humidity of air depends on the amount of water vapor in the air, which in turn 
affects the air density. Moist air is less dense than dry air since water molecules is lighter than 
either a nitrogen molecule or an oxygen molecule, which are the major constituents of dry air. 
As the relative humidity increases air density decreases. The air density also depends on 
temperature and pressure and is given as follows: 





 −






=

760
3783,015,273 eB

T
Dairdensity  (1) 

where D is the density of dry air at standard atmospheric temperature (25 C) and pressure 
(100kPa) (D=1,168kg/ 3m  ), T is the absolute temperature in Kelvin, B is the barometric 
pressure in torr and e is the vapour pressure of the moist air in torr. For the proposed site of 
wind farm installation, the mean yearly temperature is 10,4C and the monthly variation of 
relative humidity for the given period is between 50% and 70%.    

Generation Hours 
The generation hour is the period in which the wind turbine produces electric power from the 
energy available in the wind:  

Generation hour = total number of hours in a year – (low wind hours + wind turbine 
maintenance hours + turbine breakdown hours + grid maintenance hours + grid breakdown 
hours) 

Wind power generation hour is directly governed by the design of wind turbine, especially the 
cut-in and cut-out speed of wind turbines. A lesser cut-in speed and higher cut-out speed 
significantly improves the generation hours. Reduction in stoppage hours of wind turbine due 
to uncontrollable factors such as grid unavailability and mechanical breakdown improves the 
wind power generation. Periodic maintenance of turbine and grid are unavoidable and if done 
during off-seasonal period (when the average wind speed is below the cut-in speed) reduces 
energy loss and increases the total energy generation of wind turbine. 

2.2. Wind farm energy generation 
In order to calculate the wind farm energy generation is essential to perform the wind flow 
calculations. This is carried out using the MS3D3H/3R model which is integrated to 
WindFarm code. Then the WindRose code was used to estimate the total energy production 
for different capacity wind turbines. Net energy production is calculated using the energy 
losses related to wind turbine availability due to technical reasons (such as wind turbine 
malfunction, stoppage time for maintenance etc), wake and transmission losses. Two different 
technological scenarios were investigated where different capacity wind turbines were 
proposed. 
 
Technological Scenario I (TS-I) 
Four (4) wind turbines VESTAS V82 – 1,65MW were considered forming a 6.6MW wind 
farm. Table 2 shows the yearly total energy production per wind turbine, the wind direction 
and wake losses. Figs. 3-4 show the yearly energy yield (net) and the changes of energy yield 
due to wake losses per turbine respectively. It was calculated that gross energy production of 
12,77GWh/year would be delivered to the grid resulting to 1930 generation hours and CF of 
22,1%. 
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Table 2: Yearly total energy production per wind turbine, the wind direction and wake losses (TS-I)  

 
 

 
Fig. 3: Yearly net energy yield per turbine (TS-I) 

 

 
Fig. 4: Wake losses per turbine (TS-I) 
 
Technological Scenario II (TS-II) 
Four (4) wind turbines VESTAS V100 – 1,8MW were considered forming a 7.2 MW wind 
farm. Table 3 shows the yearly total energy production per wind turbine, the wind direction 
and wake losses. Figs. 5-6 show the yearly energy yield (net) and the changes of energy yield 
due to wake losses per turbine respectively. It was calculated that gross energy production of 

 

4132



17,30GWh/year would be delivered to the grid corresponding to 2400 generation hours and 
CF of 27,4%.  

Table 3: Yearly total energy production per wind turbine, the wind direction and wake losses (TS-II) 

 
 

 
Fig. 5: Yearly net energy yield per turbine (TS-II) 
 

 
Fig. 6: Wake losses per turbine (TS-II) 
 
2.3  A systematic economic assessment 
The analytical technoeconomic general model is the computerized renewable energy 
technologies (RETs) assessment tool ‘RETScreen’ [6] which is used for preliminary 
evaluation of the technical feasibility and financial viability of potential grid-connected wind 
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installations anywhere in the world. For Greece in particular, it takes into account the 
prevailing Greek national development and energy laws, the government’s subsidy and the 
prices applicable for buying or selling energy to the PPC by the electric energy producer.  

For the technological scenarios TS-I and TS-II, different economic and financial feasibility 
indices are calculated such as the year-to-positive cash flow, IRR, ROI and NPV. The results 
of the installed wind power plants are shown in Figs. 6-7 respectively. The initial capital cost 
for TS-I is 8.500.000€ and for TS-II is 9.500.000€. The owner covers 25% of initial cost and 
the rest 75% is provided as a loan by private banks (10-year period and interest rate of 6%). 
The owner also decided to use the extra bonus 20% increase of feed-in tariff provided by Law 
3851/2010 (i.e. 105€/MWh). 

 
Fig. 6: Wind farm economic analysis (TS-I) 

 
Fig. 7: Wind farm economic analysis (TS-II) 
 
3.  Conclusions 

Two different technological scenarios were investigated and cash flow economic analysis was 
performed under the new legislation for RES penetration in Greece. From the results shown in 
Figs 5-6, it is concluded that Technological Scenario I [four (4) wind turbines VESTAS V82-
1.65MW and installed capacity of 6.6MW] constitutes the less profitable investment in 
comparison to technological Scenario II [larger wind farm of 7.2MW consisted of four (4) 
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VESTAS V100-1.8MW]. This is due to increased performance of wind turbines in TS-II 
which compensates for the increased initial cost of the investment. For the particular wind 
farm installation in the Greek mainland, it was found that larger installed capacity with larger 
rated power wind turbines presented higher IRR of the investment. Furthermore, the PBP is 
7,5 years and 6,2 years for TS-I and TS-II respectively. The results show that the 
implementation of wind farms in Greek mainland could present a profitable investment 
despite the fact that the sites are not so favorable compared to the islands. However, the 
experience of the implementation of wind farms in Greece emphasised the necessity for a 
simplified licensing procedure and a better coordination through institutions for 
Environmental Approvals. 

The question becomes apparent: where does Greece go from here? According to Greek 
Ministry of Development, a wind total of 7500MW (including offshore) is planned to be 
installed until 2020 (while 4000MW of them until 2014). This capacity is limited due to grid 
stability, due to suggestions from Regulatory Authority for Energy (RAE) for possible 
excessive charging of consumers and due to public opposition in large scale wind farm 
installation, particularly in Greek islands. In order to achieve the goal of 7500MW, the 
Hellenic Parliament approved recently Law 3851 regarding RES electricity. According to this 
legislation, wind projects can get an extra bonus 20% increase of feed-in tariff, providing that 
the owner will not apply for a grant to the Greek State. This policy mechanism designed to 
promote mature wind projects for immediate connection to the grid. Also, the Hellenic State 
is planning to upgrade the existing grid to overcome grid stability problems and to offer more 
benefits to local people (such as discounted electricity bills) in order to overcome their 
opposition. 

The main conclusion is that, with respect to electricity supply, wind farm applications will 
continue to play the most important role in Greece. The country high wind potential through 
out the year, the increasing environmental sense of Greek population, the elimination of time 
consuming license procedures, noticed during the implementation of first wind farm 
installations in Greece, and the improved financial incentives will increase the wind 
penetration in Greek electricity market.  
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Abstract: Wind power is one of the most promising options for producing energy in a climate-friendly manner. 
However, besides its environmental benefits wind power generation causes externalities such as impacts on 
humans and biodiversity. All studies conducted so far show that these externalities can be substantial. The 
question is how this knowledge translates into a welfare-optimal spatial allocation of turbines that needs to 
consider both production and external costs. We present a modeling approach for the determination of the 
welfare-optimal spatial allocation of wind turbines (WT) and apply it to the planning region West Saxony in 
Germany. The approach combines choice experiments, a non-market valuation method used to measure 
externalities of wind power, and spatially explicit ecological-economic modeling within an optimization 
framework. Optimal is understood here as producing a given amount of wind power at lowest social costs. Social 
costs comprise (i) externalities measured by the (monetized) impact of WT on biodiversity, the distance of the 
WT to settlements, the height of the WT and size of wind farms, and (ii) the construction and operating costs 
associated with the WT. We show that the social costs of wind power production can be reduced substantially if 
externalities are taking into account. 
 
Keywords: choice experiment, externality, modeling, spatial allocation, welfare-optimal, wind 
power. 

1. Introduction 

Wind power belongs to the most efficient renewable energy sources and constitutes an 
important component of the energy mix in many countries. In future, wind power is going to 
expand further to help meeting ambitious energy and climate policy goals. However, despite 
its doubtless advantages, wind power generation comes along with considerable negative 
externalities that lead to conflicts with other important policy goals, including human health 
and biodiversity conservation. Human health is affected because of the shade and noise 
effects produced by wind turbines (WT) [1]. Visual impacts of WT on landscapes have been 
considered by [2,3]. Biodiversity is affected especially through increased mortality and habitat 
loss for birds and bats [4,5]. External costs of wind power have been quantified, e.g., by [6-8]; 
see [9] for an overview. 
 
The quality and extent of the monetary and non-monetary externalities of wind power 
considerably depend on the characteristics of the sites selected for wind power development. 
One the one hand the unit cost of wind-generated electricity depends on the energy produced 
per year and this depends on the local wind conditions. On the other hand, WT erected in the 
vicinity of settlements or bird habitats increase the impact on humans and birds. Different 
sites available for the installation of a WT will have different pros and cons in terms of wind 
power production costs and external costs. Since the pros and cons of wind power generation 
vary in space, they can be balanced and conflicts with other policy goals be mitigated through 
the appropriate spatial allocation of the WT. In the present article we propose a welfare-
economic approach that determines the spatial allocation in a way that the social cost of 
producing a given amount of wind power is minimized. The mentioned balance of the pros 
and cons is reflected by the fact that the social cost is calculated as the sum of the production 
cost (e.g., installation and operating costs) and the external costs. The latter comprise the 
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monetized impacts on human health, biodiversity, etc. and depend on the preferences of the 
people, i.e. on how they value these impacts. 
 
Despite their advantages such as their analytical clarity and rootedness in economic theory, 
welfare-economic approaches have been rarely used to optimize the spatial allocation of land 
use in general, and WT in particular. An example that goes into this direction is found in [10] 
which explores trade-offs between wind power production and the conservation of two animal 
species. However, since the analysis does not include any information about social 
preferences, it cannot determine the welfare-optimal allocation of WT. The above-mentioned 
studies [6-9] on the other hand, provide the necessary information about social preferences 
but do not include any assessment or modeling of how the valued impacts depend on the 
spatial allocation of the WT. As a consequence, they too cannot determine the welfare-
optimal spatial allocation. This lack has recently been criticized [11]. The two approaches, 
spatially explicit modeling of impacts and the economic valuation of impacts have 
complementary strengths and weaknesses and combining them allows overcoming the 
weaknesses. In the present paper we follow this route to determine the welfare-optimal spatial 
allocation of WT in a study region in Germany. For this region we investigate a number of 
policy relevant questions: (i) how do society’s preferences affect the welfare-optimal 
allocation of WT, (ii) what is the trade-off between the production and the external costs of 
wind power production, and (iii) what are the consequences of ignoring external cost in the 
planning of landscapes for wind power production.  
 
The paper is structured as follows. In section 2 we will outline the modeling approach and 
present the study region. In section 3 we apply the modeling approach to the study region and 
present the results in section 4. Section 5 discusses the results and draws conclusions for 
policy design. 
 
2. Methodology 

2.1. The modeling approach 
The objective of the analysis is to allocate WT in the study region such that a given level of 
electricity Emin is produced per year at minimal social cost C. The social cost of wind power 
supply is composed of the production costs Cp and external costs Ce. To determine external 
costs we define attributes that capture the relevant externalities as identified through 
stakeholder interviews (see section 3.1 below). The attributes are quantified through spatially 
explicit models and valued through choice experiments. In the present case the attributes 
comprise: the loss rate (L) of important species, the minimum distance of WT to settlements 
(D), the height of the installed WT (H) and the size of wind parks (S). The attributes D, H and 
S consider the impact of WT on the landscape and ultimately human inhabitants. The 
disturbance of humans by the noise of a WT depends, among others, on the height of the WT 
and its distance to the settlement areas. Attribute H considers that WT technologies with 
different heights may by installed. Attribute S considers that WT may be allocated in larger or 
smaller wind parks. The production cost and attribute L depend on the time frame. We 
consider a time frame of 20 years, which is about the life time of a WT, so Cp measures 
production costs over 20 years and L measures species decline within 20 years. The analysis 
is carried out in several steps. First we construct the social cost function 
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where Ce are the external costs associated with the attributes L, D, H and S. They are 
determined through choice experiments (see section 3.1). We further identify the sites that are 
physically and legally suitable for the installation of a WT. Given these potential sites, WT 
allocation strategies are formed as described above, considering that the energy target Emin 
must be fulfilled. For each allocation strategy we determine the associated attributes Cp, L, D, 
H and S and determine the social cost C. For given energy target Emin, the welfare-optimal 
allocation of WT, i.e. the allocation that minimizes C, is determined through numerical 
optimization. 
 
2.2. Application of the modeling approach 
The approach is applied to the Planning Region West Saxony in Germany that is a part of the 
Free State of Saxony. The region has about 500,000 households (2005) and covers an area of 
around 4,300km². Due to its topography the region is fairly suited for wind power production 
but at the same time belongs to the core distributional area of the endangered Red Kite 
(Milvus milvus). Red Kites have been frequently observed to be killed by WT. The Red Kite 
therefore forms the focal bird species in our analysis and L measures the rate by which the 
Red Kite population declines as a consequences of the presence of WT in the region [12]. 
Below we go through the steps of the modeling approach. 
 
2.2.1. Construction of the external cost function through choice experiments 
We consider an external cost function which is the sum of the partial external costs Cy(y) 
associated with the attributes y∈{L,D,H,S}:  
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The partial external cost Cy(y) represents the cost for a single year. Since we are considering a 
time span of T=20 years, we have to aggregate the costs over these 20 years. We discount the 
external costs at annual rate r. We assume that Cy(y) has the shape Cy(y)=ay/(y-by)+gy (which 
can describe concave or convex increases or decreases of Cy with y) and carry out choice 
experiments (CE) [13] to determine the parameters ay, by and gy for all y∈{L,D,H,S}. CE are 
based on the assumption that the utility to consumers of any good (i.e., also public goods such 
as a landscape) is derived from its attributes or characteristics. Due to this focus CE are 
particularly useful for valuing multidimensional changes. In a CE, respondents are asked to 
make comparisons among environmental alternatives characterized by a variety of attributes 
and the levels of these. Typically, respondents are offered multiple choices during the survey, 
each presenting alternative designs of the environmental change in question and the option to 
choose the status quo. The record of choices serves as a basis to estimate the respondents’ 
willingness to pay. Changes in welfare due to a marginal change in a given attribute are 
calculated using the MWTP. It is defined as the maximum amount of income a person will 
pay in exchange for an improvement in the level of a given attribute provided and can be 
identified as the difference in Cy associated with the change in y. 
 
In the present study we consider the four different attributes L, D, H and S with three levels 
for each attribute to characterize changes in the environment. They are combined to choice 
sets using an experimental design that allows determination of the independent influence of 
the attributes on respondents’ choices (details of the CE can be found in [9]). The choices of 
353 randomly chosen inhabitants from the study region were considered.   
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2.2.2. Specifying the decision space and modeling the attributes 
We start our analysis by identifying which parts in the landscape are physically and legally 
qualified for the allocation of WT with the help of a geographical information system (GIS) of 
the region. Broadly speaking, these are open areas distant enough from infrastructure, 
settlements and nature conservation areas. The analysis focuses on two WT technologies 
k=1,2. The k=1 type has a hub height of 78m and rotor diameter of 82m, yielding a nominal 
power of 2MW, while the k=2 type has a hub height of 105m and a rotor diameter of 90m, 
yielding a nominal power of 3MW. The suitable parts of the landscape are subsequently filled 
with a grid of points with each point in the grid representing a potential site for the allocation 
of a WT, taking technical minimum distances between individual WT into account. The 
number of potential sites is N=1098. Allocation scenarios are defined by deciding for each 
potential WT site i=1,…,N whether it should contain a WT of type 1 or type 2 or no WT. 
 
The energy yield Eik for each site i and WT type k is calculated by using the technical 
parameters of the WT and the relevant frequency distribution of wind speeds observed at the 
spatial location and altitude of the WT hub (for further details see [12]). The wind speed data 
were obtained from Eurowind GmbH (Köln, Germany). The total energy Etot produced per 
year in the region is obtained by summing Eik over all installed WT. 
 
The production cost Cp,k (over a time frame of 20 years) associated with a WT of type k 
comprises the construction and operating costs. The construction costs are composed of 
selling prices, taken from the companies’ price lists, and a 10 percent mark-up to cover on-site 
construction costs, including grid connection. Annual operating costs are typically estimated 
at five percent of the construction costs (information provided by interviewed WT operators).  
 
Ecological externalities are partly taken into account by prohibiting the erection of WT in 
areas protected by nature conservation laws. However, protected areas are by no means 
sufficient to reach the ambitious goals of biodiversity policy. So the impacts of WT on 
biodiversity have to be considered even if the WT are installed outside the protected areas. 
We consider L, the percentage of the regional Red Kite population that is lost due to WT over 
the modeling time frame of 20 years. We model this loss rate as the sum of “marginal” loss 
rates li over all sites i=1,…,N that contain a WT. We assume that the contribution li of site i to 
L is determined by the probability of an individual of the focal species being found at the site. 
This depends, e.g., on how close the site is to a nest, whether the site is located within a 
migratory bird route, etc. In the case of Red Kites we assume that li is a declining function of 
the distances of site i to known nests (i.e., WT close to a nest cause a higher collision risk for 
the Red Kite with the WT than WT at more distance to a nest).  
 
The modeling of the remaining three attributes is straightforward. Attribute D represents the 
minimum distance of WT to settlements, considering all settlements and installed WT in the 
region. Attribute H is modeled as the average over the heights of all installed WT in the 
region. To determine attribute S we apply the wind park method [14] that clusters all WT into 
wind parks. S is then the average size of those wind parks. 
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3. Results 

3.1. Construction of the social cost function 
The choice experiments yield the following MWTP (in Euros per household per month)1: 
2.13 for an improvement in the Red Kite loss rate L from 10% to 5% per 20 years; -2.18 for a 
worsening in L from 10% to 15%; 3.18 for an increase in the settlement distance D from 
800m to 1100m; and 3.94 for an increase in D from 800m to 1500m. Changes in the other two 
attributes, H and S, did not lead to a statistically significant MWTP. 
 
The partial cost functions Cy(y) (eq. 2) are fitted to these measured MWTP to obtain the 
external cost function Ce(L,D) shown in Fig. 1. One can see that external costs increase with 
increasing externalities, i.e. with increasing Red Kite loss rate L and decreasing settlement 
distance D. 
 

 
Fig. 1.  External cost Ce=CL+CD for the study region as a function of Red Kite loss rate L and 
settlement distance D, considering a time frame of 20 years with annual discount rate r=3%. 
 
3.2. Evaluation of the attributes 
Figure 2a shows the production cost Cp (over 20 years, discounted to the present year) for all 
potential WT sites i in the region. One can see that the production costs are lowest in the 
south, centre and east, and highest in the north east, which reflects relatively high wind speeds 
and large energy outputs Eik in the south, centre and east and low wind speeds and energy 
outputs in the north east. 
 
The external costs are determined by the settlement distance D and the Red Kite loss rate L 
which is the sum of the impacts li associated with each WT site i. The impacts for all potential 
WT sites are shown in Fig. 2b. We find that the li are relatively uncorrelated to the production 
costs, so there are both “low-conflict” WT sites that have low (high) production costs and low 
(high) impact on the Red Kite and “high-conflict” sites with low (high) production costs and 
high (low) impact on the Red Kite.  
 

                                                           
1 The conditional logit reveals that only the attributes L and D have a significant influence on respondents’ 
choices among the alternatives presented on the choice sets. Thus, only for these attributes MWTPs are 
calculated. See [9] for more details on the analysis of the choice experiments. 
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3.3. The welfare-optimal allocation of WT 
The task is to allocate WT to the potential sites i=1,…,N so that the energy target Emin=690 
GWh per year is achieved at minimal social cost where social cost is given by the sum of 
production costs (cf. Fig. 2a) and external costs (Fig. 1). The resulting optimal WT allocation 
scenario is characterized by the following welfare-optimal levels of the attributes: the optimal 
Red Kite population loss rate is L*=1.2 percent within 20 years, the optimal settlement 
distance is D*=1,025m and the optimal production cost amounts to Cp*=730 million Euros 
(sum over 20 years, present value, discounted at 3% per year). Altogether, a number of 122 
large WT types but no small WT are installed.  
 
To understand the trade-offs between production and external costs we determined the 
optimal allocation of WT under the assumption that the MWTP for avoiding externalities are 
reduced to one tenth of the observed values (cf. section 3.1). By assuming that society places 
little value to the externalities of the WT (L and D) this scenario considers mainly the 
production costs, and WT are allocated so that the total production cost (Cp) for reaching the 
energy target Emin are minimized. Consequently, the 690 GWh per year can be produced at a 
production cost of only Cp*=690 million Euros. While production costs are reduced, the 
optimal levels of the externalities are increased in this scenario: L* increases to 2.6 percent 
within 20 years and D* reduces to 800m. That means that the price for reducing the 
production cost is an increase in the external costs. According to Fig.1, increasing L from 1.2 
to 2.6 and reducing D from 1025m to 800m increases the external cost by about 210 million 
Euros. So altogether, ignoring the externalities saves 40 million Euros of production costs but 
raises external costs by 210 million Euros and on net raises social cost by 170 million Euros. 
 

 
Fig. 2.  a: Present value cost of producing 1 kWh over 20 years for each WT site, represented by color 
scale; b: contribution to Red Kite loss (li: see text) of each potential WT site i, represented by color 
scale. Small WT (k=1) are installed at sites between 750m and 1000m from settlements, large WT 
(k=2) at larger distances > 1000m. 
 
4. Discussion and Conclusions 

Wind power is one of the most promising options for producing energy in a climate-friendly 
manner. However, it causes negative externalities in terms of adverse impacts on humans and 
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biodiversity. To alleviate the conflict between the positive impact of wind power on climate 
policy and its negative externalities, wind turbines (WT) should be allocated so that social 
costs (i.e., the sum of wind power production costs plus external costs) are minimized with 
regard to the desired climate-friendly energy target. Determining such an allocation ex ante 
requires the combination of different methods, including economic modeling of the 
production costs, modeling of the non-monetary external effects, monetary valuation of these 
external effects, and numerical optimization. 
 
The goal is to reach a certain energy target in a concrete region (Emin) in a welfare-optimal 
manner, i.e. at lowest social costs. To do this, we explored trade-offs between production 
costs and externalities by combining choice experiments and spatially explicit modeling. It 
turned out that in the study region the distance of WT to settlements and the impact on a focal 
species, the Red Kite, represent significant externalities of wind power supply. On the other 
hand wind park size and height of the turbines are not. The welfare-optimal allocation 
balances production costs and externalities and minimizes the sum of production costs and 
external costs. When determining the welfare-optimal allocation of WT in our study region in 
Germany it turned out that ignoring the externalities and minimizing only the production costs 
would reduce the production costs by about five percent from 730 million Euros to 690 
million Euros but increase the external cost by 210 million Euros each compared to the 
welfare optimum. Altogether, ignoring the externalities would increase social cost by 210-
(730-690)=170 million Euros.  
 
The magnitude of the chosen energy target reflects the importance of producing energy in a 
climate friendly manner. The optimal magnitude should be chosen such that the regional 
social costs of wind power production are outweighed by the benefits accruing from reduced 
CO2 emission. Determining the “globally” optimal level of the energy target, however, was 
beyond the scope of this study and is a matter of future research. 
 
The numbers obtained in the analysis depend on several assumptions. In the assessment of the 
impacts of WT on the Red Kite, e.g., we ignored options of on-site management that make 
sites unattractive for the Red Kite and would thus reduce the modeled collision risk. 
Moreover, the search range of Red Kites is not circular. Information on the search behavior of 
Red Kites, however, is difficult to obtain and requires sophisticated field observations. If this 
information was at hand it could be easily fed into the model. 
 
In the establishment of the external cost function (Ce, eq. (2)) we assumed that it is separable 
and can be written as the sum of partial costs. This ignores the possibility of interactions so 
that the marginal willingness to pay for the reduction of one externality depends on the level 
of another externality. In the choice experiments we searched for such interactions but did not 
find any significant ones. If they are significant, interactions can be considered by an 
appropriate adaptation of the shape of Ce. 
 
With regard to the production costs we ignored the spatial variation of grid connection costs. 
These very much depend on the distance of a site to the next feed in station, and also on 
whether a solitary WT or a wind park is connected. Generally connection costs per WT 
decrease with increasing size of a wind park (economy of scale).  Taking these factors into 
account would require detailed knowledge about the present power grid and even more, 
assumptions how allocation of WT and expansion of the power grid co-evolve. Since the 
evolution of power grids and the installation of new smart technologies to make existing 
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power grids effective for renewable energies are currently a hot topic it may be interesting to 
further explore this issue in future. 
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Opportunities for co-utilization of infrastructures for wind energy genera-
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Abstract: The co-utilization opportunities of different infrastructures for wind energy generation will be investi-
gated in this paper. Information is derived from previous research and discussions with Finnish wind energy 
companies as well as with authorities, environmental organizations and local inhabitants in the Ostrobothnia 
region of Finland. Wind power can be built in areas where there are already other business activities. These co-
utilization areas include harbours, industrial sites, roads, railways and existing masts and towers. Moreover, both 
natural and cultivated environments have vast co-utilization potentials for wind energy offshore, near shore and 
onshore like in fields, forests and swamps and on hills and islands. The environmental and socio-cultural consid-
erations are of crucial importance when planning co-utilization in natural environments, and very important also 
in cultivated environments. Industrial areas are the least environmentally and socio-culturally vulnerable, but the 
potential partners there are businesses that demand substantial financial benefits from co-utilization cooperation, 
hence making the economic considerations decisive. Co-utilization projects can mitigate or prevent many unde-
sirable environmental, socio-cultural and economic impacts of wind turbines, if they are holistically and careful-
ly planned. Furthermore, wind turbines as structures can serve numerous environmentally, socio-culturally and 
economically beneficial purposes. 
 
Keywords: Wind energy, Co-utilization, Infrastructure, Life cycle assessment, Social acceptance 

1. Introduction 

Wind turbines can be short, medium-sized and tall, are they can be located off shore, near 
shore and on shore. They have a variety of environmental, social, cultural and economic 
impacts, both positive and negative, which depend on the areas they are built in. 

Wind turbines can be built in areas where there are already other business activities, and not 
only in locations where no other human activities take place. These co-utilization areas 
include e.g. harbours, industrial sites, roads, railways and existing masts and towers. Wind 
turbines and wind farms can also be built in cultivated environments, i.e. on fields and 
fallows. In addition, natural environments, such as forests, fields of flowers, arctic hills, 
swamps, islands and offshore sea areas, are increasingly used as wind farm building sites. 

The environmental and socio-cultural considerations of wind turbines are of crucial im-
portance when planning co-utilization in natural environments, and very important also in 
cultivated environments. Industrial areas are the least environmentally and socio-culturally 
vulnerable, but the potential partners there are businesses that demand substantial financial 
benefits from co-utilization cooperation, hence making the economic considerations decisive. 

The starting point of this research is the compiling of a sustainability assessment, i.e. an envi-
ronmental, social, cultural and economic life cycle assessment (LCA) of wind turbines from 
previous economic and environmental impact and social acceptance studies on wind power 
and discussions with Finnish wind energy companies and their interest groups. The opportuni-
ties for co-utilization will then be mapped in cooperation with Finnish wind energy companies 
and their interest groups. Wind turbines as structures can serve numerous environmentally, 
socio-culturally and economically beneficial purposes.  
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2. Methodology 

This is an exploratory study, which derives its information from previous research1,2,3,4,5,6,7,8 

and discussions with wind energy companies, authorities, environmental groups and local 
inhabitants of Ostrobothnia at a wind energy seminar organized by the Regional Council of 
Ostrobothnia in Vaasa, Finland, on 30 September 2010, to discuss regional wind power plan-
ning. The author of this paper is a member of the CLEEN WIPO research group with 26 Finn-
ish wind energy companies and seven Finnish research institutes. This research group is cur-
rently planning a major research project to enhance wind power (WIPO) building and exports. 
The CLEEN Ltd is the Finnish energy and environment strategic centre for science, technolo-
gy and innovation with 44 shareholders (major Finland-based companies and national re-
search institutes) established in 2008 to facilitate and coordinate research in the field of ener-
gy and environment. This paper analyses current knowledge of wind power impacts and co-
utilization, and maps out some research cooperation possibilities for the WIPO project. 
 
3. Results 

Table 1 compiles environmental, social, cultural and economic impacts of wind turbines. 
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Table 1. Environmental, social, cultural and economic impacts of wind turbines. 
Environmental  

impacts  
Social  

impacts 
Cultural  
impacts 

Economic  
impacts 

POSITIVE: 
+Renewable, natural en-
ergy production method 

+Rescue nature from 
harmful options 

+Hardly any CO2 or oth-
er emissions  

+Hardly any hazards to 
humans or nature 

+Compensate within 3-6 
months the energy used 
during their whole life-

cycle  
+Nearly all parts of tur-

bines are recyclable  

POSITIVE: 
+Boost local em-
ployment: plan-

ning, construction 
& maintenance 

+Boost entrepre-
neurship 

+Boost research & 
development  

+Farmers: can 
lease land, generate 
small-scale power 
for their farms and 
become large-scale 
wind power pro-

ducers 

POSITIVE: 
+Traditional; 
long experi-
ence from 
windmills  

+Use and up-
keep of local 

knowhow  
+Could be 

integrated into 
contemporary 
culture, like 
windmills 

were: parts of 
cultural herit-

age 

POSITIVE: 
+Plenty of business 

opportunities 
+Innovation opportuni-
ties for many business-

es 
+Major growth oppor-
tunities home & abroad 

+Low maintenance 
costs 

+Give nations a great 
chance to improve their 
energy self-sufficiency 
in the most renewable 
and least harmful way 

+Help meet CO2 targets 
NEGATIVE: 

-Wind turbine construc-
tion and infrastructure 

building on natural sites 
disturb flora and fauna, 
damage their habitats, 

and destroy forest, flower 
field and sea bottom eco-

systems, diminishing 
biodiversity 

-Propellers and power 
lines are hazardous to 
birds, bats and insects 
-Radar impacts on bats 

disturb their orienteering 
- CO2 & other emissions 

from parts production 
and transportation  

-Noise causes danger 
(cannot hear predators) 
and stress to animals  

NEGATIVE: 
-Cause “not in my 
backyard” (NIM-

BY) syndrome 
-Cyclic noise caus-
es stress & stress-
related illnesses to 

humans 
-Hinder visibility  
-May spoil visual 

landscape  
-Cause light and 

shadow reflections 
-May cause acci-
dents to people 

-May impact real 
estate values and 

prices 

NEGATIVE: 
-May upset 

current cultural 
landscapes 

NEGATIVE: 
-Local resistance inhib-

its or slows down in-
vestments 

-Require often many 
permits and environ-
mental impact assess-

ments (EIAs) with long, 
exhaustive application 

procedures 
-Winds change, chal-
lenging even energy 

supply 
-Possible radar impacts 
on military monitoring 
sensors and air & sea 

monitoring radars 

 
Table 2 maps co-utilization opportunities of wind turbines in different areas and elaborates on 
the way they decrease malignant and increase benign environmental, social, cultural and/or 
economic impacts of wind power. 
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Table 2. Some co-utilization opportunities of wind turbines. 
Co-utilization  Benefits for environmental, social, cultural and/or economic impacts 

Industrial sites, 
warehouse areas, 

harbours 

+Infrastructures are already in place; hence there is no need to cause 
ecological harm by building them.  

+Usually far away from natural sites and residential areas; hence propel-
ler noise does not disturb nature or humans.  

+Visual disturbance is minimized by already spoilt scenery and long 
distance to natural and residential sites.  

+Require fewer permits & no environmental impact assessments (EIAs).  
+Wind power generation can be integrated into the site’s business opera-

tions, thereby giving both energy & financial benefits to companies.  
+Easy to supply energy to cities and residential areas because of the es-

tablished grid and power line connections.  
+Companies on the site can invent multiuse purposes for wind turbines. 
+The jungle of turbines of wind farms can breed novel business ideas.  
+Rebuilding power lines underground prevents birds, bats and insects 

from flying into them. 
Roadsides and 
railway banks 

+Propellers’ noise is hidden by traffic.  
+Visual disturbance is lessened by already spoilt asphalt, metal and con-

crete constructions.  
+Turbines have tall towers that can be used for traffic control, other sur-

veillance and storage.  
+Wind energy generation by roads and railways could allow recharging 
the batteries of electric cars and novel electric trains during the journey. 
+The jungle of turbine masts can inspire novel means of transportation 

(e.g. postmodern Tarzans).  
+Wind farms in public areas will attract extreme sports enthusiasts with 

their creative inventions. 
+Building power lines underground prevents birds, bats and insects from 

flying into them. 
Masts and towers +Radio masts, telecommunication masts and many different kinds of 

towers can act also as wind turbines.  
+Possible added negative environmental, social, cultural and economic 
impacts of attaching propellers to these masts and towers can be easily 
analyzed and minimized, taking the special characteristics of the loca-

tion into account.  
+Both the infrastructure and the turbine trunks are ready-made.  

+These second-hand wind turbine masts and towers save plenty of steel, 
fibreglass and metal-plastic composites normally needed to build the 

turbine trunks.  
+The trunks could serve also as habitats and nesting places for animals, 

particularly if they are covered by moss, lichen and other plants.  
+Building power lines underground prevents birds, bats and insects from 

flying into them. 
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Farm fields and 
fallows 

+Little ecological disturbance or damage, as farm fields are typically 
monocultures with diminished biodiversity.  

+Farming and wind power generation can be done simultaneously.  
+Farmers earn either from leasing land and doing turbine maintenance, 
from generating the energy they need through small-scale wind power, 

or from becoming large-scale wind power producers and sellers.  
+Social nuisance is minimized: farmers who benefit do not suffer from 

the NIMBY syndrome and tolerate the visual harm and noise stress 
caused by the turbines.  

+Distance to neighbours is often quite long.  
+Building power lines underground prevents birds, bats and insects from 

flying into them. 
Swamps +Swamps that are already in commercial peat energy production are 

suitable for wind power generation, as they have already been ruined 
ecologically, socially, culturally and visually, and are plagued by noise 

from heavy work machinery.  
+Building power lines underground prevents birds, bats and insects from 

flying into them. 
-However, swamps still in their natural state should not be disturbed or 
damaged by wind power developments, which would destroy their frag-

ile ecosystems and biodiversity once and for all. 
Islands +Wind turbines could be built on the hilly centre of an island with fish-

ermen and/or summer residency, so that they will not disturb the coastal 
fishermen’s houses, summer cottage owners, tourists or nature.  

+The island’s commercial activities (shops, bank, post-office, car battery 
recharge, etc.) could also be built in the centre.  

+Building power lines underground prevents birds, bats and insects from 
flying into them. 

Offshore (and 
near-shore) areas 

+The adverse ecological impacts of dredging, building infrastructure and 
setting up turbines in marine ecosystems can be mitigated by turning the 
concrete and steel foundations into artificial reefs by erosion protection.  

+The reefs would attract fish, plants and other marine life, and could 
develop into holistic ecosystems, thereby preserving biodiversity.  

+Blocks built from rocks of different sizes can muffle turbine noise that 
drives fish away. Strong fish populations enhance fishing as a natural 

livelihood of the area.  
+Near-shore and offshore wind farms can be built to accommodate re-

search platforms for marine life, weather and tidal energy research.  
+Shark nets could possibly be attached to the below sea-level turbine 

constructions of near-shore wind farms.  
+Building power lines underwater prevents birds from flying into them. 

 
4. Discussion and Conclusions 

There are many co-utilization places for wind turbines in which they would not cause much 
environmental, social or cultural harm and could be made economically profitable. 
 
Industrial sites, warehouse areas, harbours, roadsides and railway banks are environmentally, 
socially, culturally and economically best places for wind turbines. There they do not damage 
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nature or disturb humans; their building expenses are low because of the ready-made infra-
structures, and profit opportunities are great due to the easy supply of energy to local busi-
nesses and residents.   
 
Using existing, i.e. second-hand, masts and towers in these areas would cut down the turbine 
construction expenses to the minimum and save plenty of unrenewable building material.  
 
Farm fields and fallows are also environmentally, socially, culturally and economically rather 
benign areas to build wind turbines since they are monocultures, lie often away from residen-
tial areas, and wind power generation provides several livelihood opportunities for farmers. 
 
Swamps exploited for peat energy production, are already environmentally, socially and cul-
turally ruined, and therefore, would not suffer much from wind turbines, which would add to 
the high profits derived from peat energy production. Untouched swamps should be left alone. 
 
Islands are often ecologically valuable areas, but islands with a commercial centre in the mid-
dle would not be too much hurt by wind turbines, if they were also built in the centre, which 
would leave the ecologically fragile and socially important coastal areas untouched. 
 
Offshore wind farm building has several environmentally damaging impacts, but they could 
be mitigated by turning the concrete and steel foundations into artificial reefs, which would 
attract fish and other marine life. This could lead also to a beneficial effect on the livelihoods 
of fishermen. Offshore wind farm platforms could be used by researchers. Near-shore wind 
farms are more malignant environmentally, socially and culturally, but could possibly be used 
e.g. for attaching shark nets to. 
 
There are some areas where the malignant environmental, social, cultural and/or economic 
impacts outweigh the benign ones. 
 
Arctic hills have plenty of space and plenty of wind. In wintertime the colour of wind turbines 
and snow is synchronized, making a visual match. However, infrastructure building and tur-
bine construction rape virgin land. Moreover, reindeer herders oppose arctic wind farms be-
cause they endanger the winter pastures of reindeer. And ultimately, since climate change 
causes trees to migrate north, plenty of space must be left for the arrival of trees. 
 
Forests of any kind are not suitable or economically profitable places as trees muffle wind. 
Furthermore, infrastructure building, turbine construction and propeller noise cause such mas-
sive disturbance and damage to flora, fauna, soil, rocks, and to the whole forest ecosystem 
that wind turbines should not be built in forests. 
 
Wind power should not be built in nature protection areas or bird and other animal sanctuar-
ies, on the migration routes of birds, fish and sea mammals, or on environmental or cultural 
heritage sites. An ample buffer zone between these areas and wind farms should be reserved 
to prevent any environmental, social or cultural disturbance against these most valuable assets 
of the humankind. 
 
The findings of this research are based on previous studies of the impacts of wind turbines 
(which themselves have taken account of hundreds of studies) and on the partially conflicting 
views of wind energy companies, authorities, environmental organizations and local inhabit-
ants of the Ostrobothnia region of Finland gathered together at a wind power seminar.  
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This study adds to the knowledge of previous wind turbine impact research through the em-
pirical study. The most important value of this research comes from exploring and mapping 
out novel empirical findings for a new research area of co-utilization impacts of wind power.  
 
This research has not critically evaluated any of the conflicting views of the seminar partici-
pants but listed them all as positive and negative impacts of wind turbines and their co-
utilization. The number of participants at the wind power seminar was 63, which is not a rep-
resentative sample of the population of the city of Vaasa (59,633 inhabitants on 31.10.2010) 
or the Ostrobothnia region (about 1 million inhabitants during the early 2000s). Those who 
attended the seminar were more interested in wind power than an average citizen of the city or 
region, but the participants (wind energy companies, authorities, environmental organizations 
and local inhabitants) represented the different views and perspectives to wind power devel-
opment well enough to give a rather balanced account of the positive and negative impacts of 
wind turbines and their co-utilization. 
 
Similar studies could be conducted at other wind power seminars and at wind farm planning 
meetings collecting together people with different backgrounds and interests. New issues to 
address and ideas to solve them would no doubt emerge in such gatherings as wind farms be-
come more widespread and people gain more experience on their impacts. 
 
5. Recommendations 

Co-utilization is an effective way of enhancing the social acceptance of wind power. Partici-
pation at every stage of the planning process in close cooperation with the wind energy com-
panies tends to make local people, farmers, environmental organizations, authorities and busi-
nesses adopt a very positive attitude towards wind power. They appreciate the wind energy 
companies’ respect for their expertise and creativity in mapping out co-utilization possibilities 
and planning continuous cooperation.  

The active involvement in the projects and the resulting structures in turbines that for exam-
ple, protect nature or collect data, satisfy the needs of most local people, environmental organ-
izations and authorities. Farmers and companies want also business opportunities from co-
utilization. The others often shy away from the profit-maximizing limited liability type market 
economy in co-utilization, but show great interest in socio-culturally beneficial co-op type co-
utilization. This poses both an opportunity and challenge for the limited liability type wind 
energy companies: can they set limits to their short-term profit greed in order to secure long-
term survival and success?  

These issues are worth contemplating, as wind power is one of the few energy businesses that 
are strongly supported by environmental organizations. One of the most radical environmental 
organizations, Greenpeace, estimates that 20 per cent of the world’s energy could be produced 
by wind power by 2030.6 Such encouragement should be taken advantage of by solving the 
negative environmental, social, cultural and economic impacts of wind power through co-
utilization and other measures. 
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Abstract: A general discrete model was formulated for the expected Net Present Value (NPV) of the profit and 
for the expected yield of the investment (Internal Rate of Return - IRR) to be derived from rectangular grid 
shaped wind-turbine farms. The model considers the wind shade in the downwind direction and the effect of the 
wake behind the turbine, the joint wind-direction wind-velocity probability distribution, as well as the various 
relevant cost and revenue factors. It was assumed that the wind-turbines are identical and of equal heights, and 
are spaced equally along the axes of the rectangle, but not necessarily at the same equal distance at both axes. 
Using the model, the optimal layout that maximizes  the expected NPV and/or IRR was derived numerically for 
a given data set, in stages, determining the optimal number of turbines in a r ow and the associated optimal 
distance in-between them, and also the optimal number of turbines in a column and the optimal distance in-
between them. Sensitivity analysis has shown that minor changes in the parameters do not affect the selection of 
the optimal layout. 
  
Keywords: wind energy, optimal layout, wind farms 

1. Introduction 

The harvesting of wind energy is centuries old as manifested by the middle-age wind mills in 
Europe. Heier [1] describes how the use of wind energy to generate electricity started in 19th 
century, but only the oil crisis of October 1973 provided the strong impact. The understanding 
and use of wind energy has been investigated by Lindley et al.[2], and are summarized by 
Manwell et al. [3]and Burton et al. [4]. Plans for actions to increase the use of wind energy 
were introduced by Milborrow et al. [5] , and the success is evidenced by travelers in 
Denmark and North Western parts of Germany where thousands of wind-turbines have been 
installed in recent years. The performance of wind farms were evaluated by Haack [6], while 
the integration of wind power into general power systems is discussed by Ackermann [7]and 
Heier [1]. 
 
Obviously, the erection of multiple wind-turbines in windfarms necessitates the determination 
of their layout. Bossanyi et al.[8], has dealt with the issue of investigating the efficiency of 
different layouts and even for designing aerodynamically optimal layouts. However, they did 
not integrate the economic and financial optimization of windfarms with the aerodynamic 
aspects. Yet the methods of operational research and operations management determine such 
optimizations using the maximization of the expected profit as the objective function. For 
example, see Ladany [9] and [10] in which the optimal layout of urban gasoline-stations was 
determined.  
 
Hence, the aim of this paper is to develop a model to determine economically optimal layouts 
for windfarms (i.e. the number of turbines and their setting), which include the aerodynamic 
interactions between the turbines, the various cost factors and the particular wind regime. 
Section 2 pr esents the model; Section 3 c onsiders the aerodynamic interaction between the 
turbines; Section 4 de scribes the optimization procedure; Section 5 shows a numerical 
example; Section 6 offers the conclusions. 
 
Searching through Tables 2 &  3, i t is possible to detect solutions that provide the best 
combination of NPV's and Ir's, although each is less than its maximum value. For example, for 
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a layout of I=4, J=6 (24 turbines), with the turbines separated with x=100 m and y=300 m, 
provides an NPV=$21.5 million, and an Ir=19.7%, which is the authors recommend "optimal 
solution." 
 
1.1. Aim of this paper 
The aim of this paper is to explore and searching a model. By  Using the model, we got the 
optimal layout that maximizes  the expected NPV and/or IRR was derived numerically for a 
given data set, in stages, 
 
2. The model  

Consider a rectangular grid layout (see Figure 1) of I x J wind-turbines of equal size and 
height, 2 adjacent turbines separated by the distance x in one direction and y in the other 
direction (obviously the minimum of x & y is more than the diameter of the turbine's rotor). 

x axxx

by

y

y

i=1 i=Ii=4i=3i=2

j=1

j=2

j=3

j=J

j

i

θ

θ

Wind 
Direction

 

Figure 1: Location of turbine i, j in a rectangular grid layout of I x J turbines 
 
When the wind blows in direction θ  with a nominal velocity of  V(θ), the effective wind 
velocity in front of the  turbine at position  i , j (which takes into account the aerodynamic 
interaction between the turbines, the wake affect – see the discussion in section 4 ) is Vij(θ, x, 
y). 
 
 Vij(θ, x, y) is obviously a function of  V(θ), and it is developed in section 4. The effective 
wind velocity incident on   'turbine i, j' is   Vij(θ, x, y), so the electrical power generated by 
the 'turbine i, j'   is:  eij(θ, x, y) [kwh]: 
 

mpij
3

ij NBC)y,x,(V5.0)y,x,(e ⋅θρ=θ     (1) 

where ρ is the air density [kg/m3], B is the swept rotor area [m2], Cp  is the rotor efficiency 
coefficient (capacity factor) [%/100], Nm is the efficiency for converting the rotor mechanical 
power to  electricity  [%/100]. 
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When the joint probability of the nominal wind velocity and its angle of incidence θ is defined 
as p (Vθ, θ),   the expected annual energy to be generated by turbine i, j  is  
 

∑
θ

θ
θ

θ⋅θ=
,v

ijij ),V(p)y,x,(ey) x,|e(E
    (2) 

 
while the total expected energy to be generated by the whole farm,  T(x, y), is 
 

ij

I

1i

J

1j
y)x,|e(E)y,x(T ∑∑

= =

=
    (3) 

 
If the  lifetime of a turbine is L, then  K is the total investment in the windfarm (including the 
cost of turbines, installations and land cost), F is the net revenue from the selling electricity 
from the windfarm, r is the appropriate financial  interest rate, H is the total operating time per 
period(for example operating time is: 24 h/d X 328.5 d/y =7884 h/y , and maintenance days 
are= 365-328.5=36.5d/y), P is the unit  sale price of electricity , M is the cost of operation and 
maintenance of the windfarm per period, the Net Present  V alue, NPV, of the profit to be 
derived from the farm is 
 

∑∑
=

−
=

− +
+−=

+
−⋅⋅

+−=
L

1k
1k

L

1k
1kpv )r1(

FK
)r1(

MP)y,x(THK)y,x(N
  (4)  

Where  MPyxTH −⋅⋅ ),(  =F 
The Internal Rate of Return (IRR) on the investment, Ir (x, y) is the value of the interest rate, 
r, that results in  
NPV (x, y) =0.  
  
3. The aerodynamic interaction between the turbines 

Since a wind-turbine generates electricity from the energy in the wind, the wind leaving the 
turbine has less energy content than the wind arriving in front of the turbine. Therefore a 
wind-turbine will always cast a wind shadow in the downwind direction. This is described as 
the wake behind the turbine, which is quite turbulent and has an average down-wind speed 
slower than the wind arriving in front of the turbine. 
 
With effective yawing, we assume the direction of the wind is always perpendicular to the 
front of the turbine. Hence, the diameter of the turbine is considered always perpendicular to 
the wind's direction.  Nybore [11] has shown that behind the turbine the wind creates a cone-
sloped wake which extends 4.5º to the sides, as shown in Figure 2, (i.e. creating a truncated 
cone with a 9º head-angle.) 
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Figure 2: A   2-dimensional representation (top view) of the cone-shaped wake created by the wind 
behind the turbine 
 
In a windfarm, 'turbine i, j' might or might not be affected by the wake created by another 
turbine positioned in front of it (in relation to the direction of the wind.) Moreover, the effect 
might be partial or complete. As a result, we distinguish 4 different states for the wind 
velocity hitting 'turbine i, j', as shown in Figure 3.  
 
Adapting the findings of Nybore [11]  to the notation required  for dealing with a grid shaped 
farm, the wind velocity onto 'turbine i, j',  when the general   wind velocity in direction  θ is 
V(θ), and the grids are separated by the distances x and y, is:  
 
For state (a) when 'turbine i, j', is not affected by the wake of another turbine m, n    ,  

)(V)y,x,(Vij θ=θ                                                (5) 
Where m, n are the coordinates on the grid of another turbine in front of 'turbine i, j'.  m might 
be less, equal or more than i, and likewise n might be less, equal or more than j, but (m, n) ≠ 
(i, j).   
 

Turbine i,j 

Turbine m,n 

                                

Turbine i,j 

Turbine m,n 

 
 
 (a) Turbine i, j not affected by the       (b) Turbine i, j fully affected by the 
       wake of another turbine m, n          wake of another turbine m, n  
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Turbine i,j 

Turbine m,n 

                           

Turbine i,j 

Turbine m,n 

Turbine m,' n'

 

 (c) Portion of turbine i, j is affected by the    (d) Portion of turbine i, j is affected 
      wake of another turbine m, n       simultaneously by the wake of 
   turbine m, n and of turbine m', n' 
  Figure 3: Top view of the 4 states in which turbine i, j can be affected by the wake  
 

For state (b) when turbine i, j is fully affected by the wake of turbine m, n, 

}]
d078.0R

R[]
)(3V

)y,x,(V1[1{)(V)y,x,(V 2mn
ij +

⋅
θ

θ
−−⋅θ=θ   (6) 

 

where  
  R is the radius of the turbine's rotor, and    
  d  is the distance between the centers of turbine i, j and turbine m, n (See fig. 4)  
Note: This formula was developed by engineer Niels Otto Jensen from Risoe. 
 

The wind in the wake )y,x,(Vij θ  is related to the surrounding free wind )(V θ , the downwind 
distance ( d meters), the rotor radius (R meters) and the spreading angle of the wind (about 
4.50) . T he factor 0.078 is called the constant of spreading, its corresponds to a spreading 
angle of about 4.50  
 

For state (c) (when a portion (either a major or a minor portion) of turbine i, j is affected by 
the wake of another turbine m, n),  Nybore's [11] equation is adjusted to the prevailing 
conditions:   
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where  
   Aij is the area of intersection between the area of the rotor of turbine i, j and the cross-
section   (at turbine i, j) of the wake cone affected by turbine m, n.  
 

For state (d) when a portion of turbine i, j is simultaneously affected by the wakes of turbine 
m, n and also of turbine m', n',  Nybore's[11] equation is further adjusted:   
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where  
j'i'A  is the area of intersection between the area of the rotor of turbine i, j and the cross-

section (at turbine i, j) of the wake cone affected by turbine m', n', and  
   d'  is the distance between the centers of turbine i, j and turbine m', n'. 
   d   is the distance between the centers of turbine i, j and turbine m, n.  
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For states (c)   and (d), Aij   is depicted in Figure 4.  

R

Aij

.

Rotor Area of
Turbine i,j Cross-section (at turbine i,j)

of the wake-cone created by
turbine m,n

   

R

Aij

.

Rotor Area of
Turbine i,j Cross-section (at turbine i,j)

of the wake-cone created by
turbine m,n

  

(a) Major portion of turbine i, j is affected    (b) Minor part of turbine i, j is affected  
 
Figure 4: Front view of the intersection (shaded) of the rotor area of turbine i, j, and  of the cross-
section (at turbine i, j) of the wake-cone affected by turbine m, n. 
 
While the occurrence of state (d) in itself is very rare, theoretical situations exist in which in 
state (d) the cross-section (at turbine i, j) of the wake-cone created by turbine m, n a nd of 
turbine m', n' partially overlap while intersecting the rotor area of turbine i, j . S uch other 
states can be dealt with by adjusting Nybore's [11] formula similarly to equation (8).  
 
4.  The optimization  procedure 

The optimization is performed in a sequential manner. An initial minimal sized layout with 
least possible number of turbines, (J=1, I=1) is selected and its NPV and Ir are calculated. At 
the second stage the number of turbines is increased, say to J=1, I=2, then numerically the 
value of x is searched that maximizes NPV,  x1, and separately the value of x is searched that 
maximizes Ir, x2, retaining the resulting  maximal NPV and Ir values. At the 3rd step, the 
number of turbines is further increased, say to J=2, I=2, the combination of values of x and y 
that maximize NPV, (x1, y1), and that maximize IRR, (x2, y2), are evaluated, retaining the 
obtained maximal values of NPV & Ir. The number of turbines is further increased, and the 
optimal outcomes of x & y for each layout are evaluated, and the corresponding maximal 
values of NPV & Ir  are retained.  
 
5. Numerical  example 

To demonstrate the use of the model, a realistic set of data was assumed: 
L= 20 y, R= 18 m, ρ = 1.225 kg/m3, H= 7884 h/y (24 h/d X 328.5 d/y =7884 h/y), 
P= 0.05 $/kWh, capacity of turbine=600kWh 
Cp= 0.4, Nm= 0.95, and   r=5% /y. 
Total investment in the windfarm    K=I·J·{CT+CI+CL[(I-1)x·(J-1)y]}, (9) 
Where (cost in US dollar, $US) 
CRTR=cost per turbine=450,000$  
CRIR=cost per turbine installation=100,000$  
CRLR=cost of land per turbine=10$/m P

2
P  

Cost of operation&maintenance of the windfarm per turbine M=0.015· CRTR· I· J, $/y   (10) 
 
  The results of the optimization procedure with the objective to maximize NRpvR are presented 
in Table 2.  The table provides for each combination of values of I x J the maximal achievable 
NRpvR, and the values of x and y that generated this NRpvR. In addition, the value of IRrR generated by 
these values of x and y is also listed.   T able 3 lists similar results, providing for each 
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combination of I x J the maximal achievable Ir, and the values of x and y that generated this 
Ir. In addition, the value of  Npv  generated by these values of x and y is also presented . 
 
Table 2: Optimal results of x and y (for any given I x J) for maximal NPV, and Ir 

I-Number of Turbines in Row J- Turbines 
in Column 

Parameter  
6 5 4 3 2 

300 300 300 300 300  

2 

 

x  (m) 
100 100 100 100 100 y  (m) 
12.4       10.4      8.5     6.5      4.6    NRPVR (M$) 
23.5       23.9       24.4     25.3        27.7      IRrR (%) 
100 100 100 100 100  

5 

 

x  (m) 
500 500 500 300 300 y  (m) 
25.6       21.9       18.8      14.3       10.6      NRPVR (M$) 
16.8        17.2      17.9           21.3     24.1       IRrR (%) 
100 100 100 100 100  

6 

x  (m) 
500 500 300 300 300 y  (m) 
30.3  *  25.9      21.5      17.1      12.6       NRPVR (M$) 

16.4       16.9         19.7            21.0         23.9        IRrR (%) 
* Optimal results 

Table 3: Optimal results of x and y (for any given I x J) for maximal IRrR, and NRPV 
I-Number of Turbines in Row J- Turbines 

in Column 
Parameter  

6 5 4 3 2 
300 300 300 300 300  

2 

 

x  (m) 
100 100 100 100 100 y  (m) 
12.4      10.4      8.5      6.5     4.6          NRPVR (M$) 
23.5       23.9      24.4      25.3      27.7  *  IRrR (%) 
300 100 100 100 100  

5 

 

x (m) 
100 300 300 300 300 y  (m) 
24.3       21.4      18.0      14.3       10.6      NRPVR (M$) 
18.1       19.0      19.9      21.3      24.1      IRrR (%) 
100 100 100 100 100  

6 

x  (m) 
300 300 300 300 300 y  (m) 
28.9       25.6     21.5      17.1      12.6     NRPVR (M$) 

17.9     18.8      19.7         21.0       23.9          IRrR (%) 
 
From Table 2, it is  evident that maximal Net Present Value, NRPVR of   $ 30.3 million can be 
achieved for I=6 and J=6 (36 turbines), each one separated x=100 m on the x direction, and 
y=500 m on the y direction. However, this solution provides only an IRrR=16.4%.  On the other 
hand, Table 3 shows that a maximal rate of return, IRrR of 27.7% is attainable with I=2 and J=2, 
the turbines being apart, in x=300 m on the x direction, and y=100 m on the y direction. The 
disadvantage of this high rate of return is that it generates only a Net Present Value of $4.6 
million. If the decision would be done by an investment company, they should opt for the 
largest possible rate of return on their its investments in any given project. However, a power-
generating company that is not diversifying   its  investments in many different types of 
projects with different level of risks, it would decide on a project that generates a large NRPV 
Rwhile satisfying at least a minimal level of IRrR. Searching through Tables 2 & 3, it is possible to 
detect solutions that provide the best combination of NRPVR's and IRrR's, although each is less than 
its maximum value. For example, for a layout of I=4, J=6 (24 turbines), with the turbines 
separated with x=100 m and y=300 m, provides an NRPVR=$21.5 million, and an IRrR=19.7%, 
which is the authors recommend "optimal solution."  
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6.  Conclusions 

The developed model optimizes windfarm layouts on f lat ground or over water for both 
economic and aerodynamic criteria. Although there are other criteria (e.g. visual impact) to 
consider, the model performance is an advance for economic optimization. The model with its 
accompanying computer program, can handle different wind-regimes and all the different 
combinations of cost and technical parameters for rectangular layouts, of which single-line 
layouts are special cases. Even the seeming dependence of the solution on the initial selection 
of the directions of the perpendicular axes can be eliminated, by repeating the calculations for 
different directions of the axes, and by selecting the layout that has the axis given by the 
"recommended optimal solution" Furthermore, the computer program can be adjusted, for 
layouts that are not rectangles, but also parallelograms. 
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Abstract: There have now been many studies about the public response to wind energy infrastructure. This 
includes at least 31 papers already published in 2010. There remains however a large gap between the 
knowledge required for effective planning and the agreed understanding of visual and other impact levels, and 
the influence of planning and communication processes There is only limited agreement on some basic impact 
variables: numbers of turbines, amelioration with distance, role of design and so forth. There is no consensus on 
what methods should be used to assess acceptability or to design for acceptable outcomes. This means that, in 
many countries, there is no societal consensus about the acceptability of wide spread deployment of wind energy 
systems. This paper reviews recent studies in environmental, especially visual, impact and other aspects of the 
process that shape public response. These deal with issues and measures including both local and regional 
impacts, willingness-to-pay, validity of visual simulations and the use of virtual environments in design. The 
response of any individual and, cumulatively, of the community is a combination of affective and cognitive 
factors. Both are complex in character. Affective response involves primarily aesthetic appreciation but may be 
influenced by deep-seated philosophical attitudes to renewable energy in the context of global environmental 
issues. Cognitive responses overlay with the affective response in relation to global issues but also draw heavily 
on local factors of noise concerns, tourism effects and health issues. Cognitive responses are also dependent on 
personal circumstance and experiences and perceptions of the reasonableness of the planning process. These 
different aspects may be applied independently to infrastructure design, planning and evaluation but are often 
combined inappropriately in multi-factorial studies. A diversity of approaches in the literature are analyzed for 
their capacity to contribute to effective discrimination of the factors behind public responses to wind farm 
developments, to agreement on the key elements affecting local responses, and preferred approaches to planning 
and design. A combination of such meta-analysis and computational innovation in mapping and visualisation 
may provide the opportunity for integration of these advances in knowledge such that a systematic, objective, 
comprehensive and acceptable approach to wind energy infrastructure planning and design is feasible and 
achievable.  
 
Keywords: Wind energy, Visual impact, Affective response, Cognitive response 

1. Introduction 

There has recently been a very rapid expansion of the literature on public responses to wind 
energy development and the visual landscape effects in particular. Between 2000 and 2006 
there were 2-3 papers per year, in 2007 this jumped to 10, in 2009 to 15 and in 2010 over 30 
papers were published on the topic. Some of these deal with aesthetic theory, some with 
impact mapping, some with experiments seeking to determine key impact variables and their 
relative importance, others deal with specific wind farm developments and the impact 
mapping, often linked to public consultation, which went with them. Given this surge of 
interest, provoked by the rapid expansion of the wind energy industry, it is time to ask what 
have we collectively learned from this research and how it makes for better planning. 
 
While there is a high cross citation rate amongst these papers, there is also a wide diversity of 
approaches and research questions which means that there are as yet few definitive answers. 
The first stage of analysis of these contributions must therefore be to determine the research 
questions being asked and their relationship to each other. Key topics are: 

• development of better tools or procedures for public engagement early in the planning 
process [1-5] 
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• understanding of relative significance of key design variables such as distance, 
contrast, colour, movement [6-8], number of turbines [9-11], size of turbines [10, 12] 
whether on-shore or off-shore [13] and the existing quality of the host landscape [14] 

• understanding of non-design variables such as conservation value of location or the 
planning process [15, 16], broad social attitudes to wind energy [17, 18] or behaviour 
(e.g. recreation) when exposed to wind energy facilities [19, 20] 

• more systematic analysis tools which respect multiple criteria in either site selection 
[21-25], impact assessment [8, 11, 26-28], historical changes in the landscape [29] or 
regional or national level impacts [30] 

• responses to visual simulations [31] 
• use of interactive virtual environments to facilitate interactive design [32] 
• changing attitudes as a result of familiarity [16, 33] 
• deep convictions about nature, landscapes and seascapes [34] and cultural ecosystem 

services [35] 
• understanding the relationships between stakeholders in environmental conflicts [36] 
• willingness-to-pay studies encompassing some of the other variables (such as 

distance) [13, 37-39] 
• project evaluations including environmental externalities [40, 41] 
• the NIMBY effect - or not? [18, 42-46] 

 
This review will focus on just a small section of this wide range. That section is the attempt to 
establish some firm knowledge about how various design and planning variables contribute to 
expectations and responses to wind farm development. The analysis considers the variables in 
terms of the provoked affective and cognitive responses [47] since there are clear indications 
that both are at play in the public response. There is also a distinction to be made between 
responses to simulated wind energy developments, responses to proposed developments and 
responses to completed projects [16, 33]. It should also be noted that most studies consider 
several aspects of impact and response, in the list above and in the Tables below I have tended 
to focus on my perception of the main findings in each. 
 
2. Findings from the literature 

2.1. Affective Response to Wind Energy 
As we experience the landscape we form impressions - such as beautiful or inspiring or 
unpleasant - without be conscious of any thinking behind those impressions. These responses 
have a high level of commonality within cultures and, in some respects, between cultures. 
They are largely unaffected by personal experiences, even familiarity with the landscape has 
been shown to have limited influence [48]. These apparently innate impressions are referred 
to as affective responses and have been attributed to evolutionary influences by some authors 
[49]. Because affective responses are relatively consistent across the population, we are in 
position to built a body of knowledge about typical responses and use these in spatially 
explicit landscape assessment and impact studies. 

In the case of responses to wind energy infrastructure, we can consider our perceptions of the 
aesthetics of the developments as an affective response. Something we find intrudes on our 
enjoyment of landscape or something that adds elegance and interest to the view. Some 
people may have a positive response in certain landscape types and a negative response in a 
different landscape type, or the response may be influenced by the layout of the wind farm 
relative to the landscape, the number of turbines, their distance and so forth. However, we can 
expect similar sets of responses in different populations and similar dominant response types 
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allowing development of an empirical framework for impact estimation. As mentioned, the 
key variables have been analyzed in a number of papers [6-13]. Some of the key findings are 
summarised in Table 1. These are separated into effects of on-shore and offshore installations, 
as there is limited comparative work. A review of related work [13] concluded that there was 
less impact from off-shore installation (reflected in greater willingness-to-pay to adopt that 
option) but the relative impacts of off- and on-shore infrastructure are not yet well defined and 
the preference for offshore is disputed in at least one recent review [50]. 
 
Studies in affective response typically use scenic beauty, visual quality or a similar phrase as 
a key reported measure - with some examples of willingness-to-pay and choice experiments. 
Several of the papers studied multiple variables but disentangling these is sometimes difficult. 
In addition, there are some clear disagreements in findings in several places - including in 
relation to important considerations like distance and size. Some studies that considered the 
size of wind farms (numbers of turbines) did so in the context of fixed total power output. In 
this situation mixed results were reported [12] with some communities preferring more 
distributed production while other saw benefit in greater concentration. However, this is more 
of a reasoned factor than a purely aesthetic one and leads us into the next section. 
 
Table 1. Some key finding relating to aesthetic responses to wind energy infrastructure 
Variable Increasing On-Shore Impact Off-shore Impact 

Distance - linear decline to at least 12 km [6] 

- limited distance effect [14] 

- linear decline to ~12 km [7] 

- decline with distance [38] 

Number of turbines - increase with number, size and 
proximity until turbines occupy 15% 
of view, then constant [8] 

- impact proportional to number of 
windmills [10] 

- between 2 and 8 turbines best 
accepted [9] 

no known studies 

Colour/contrast - increase with contrast [6, 7] 

- increase to 1563 CIELAB points 
then constant [8] 

- increase with contrast [7] 

Size of turbines -one 5MW turbine has more impact 
than same from smaller units [10] 

- least important attribute [12] 

- smaller turbines require less 
compensation [15] 

no known studies 

Movement no known studies - less when blades moving 
especially at low distances [7] 

Visual complexity - fractality introduced by [8], 
simpler structures preferred  

no known studies 

Continuity - bumps in outline envelope not 
preferred [8] 

no known studies 

Host landscape - effect is negative on landscapes of 
higher scenic quality but a positive 
on landscapes of lower quality [14] 

- greater distance offshore 
preferred [38] 
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2.2. Cognitive Response to Wind Energy 
It has been argued that the more visceral affective response ('the heart') is indeed conditioned 
by a rapid evolution driven cognitive response ('the head'). Whatever the truth of this, there 
are clearly a number of variables in human responses to wind turbines that require more 
sustained or deeper consideration than the aesthetic, or are dependent on knowledge or 
experience, and these are generally referred to as the cognitive factors. These may include 
specifically beliefs about nature, concerns about real estate values and trust in the planning 
process.  Table 2 seeks to summarise findings on issues of this kind. Again, there are studies 
that were conducted in relation to on-shore installations and others where the focus was 
offshore, but these are not separated explicitly in this Table. Among the differences is the 
noise issue (which is in part aesthetic but of more sustained character and believed by some to 
induce specific negative health impacts hence applied with other cognitive factors here) that 
applies almost exclusively to on-shore facilities. The second is an argument, recently 
summarised [50], that off-shore turbines turn quintessentially natural [34] and often sublime 
sea or ocean views into industrial landscapes.  On-shore facilities, on the other hand, are 
typically in locations long altered by human activities in the form of agricultural and 
transportation infrastructure. 
 
Studies involving primarily cognitive variables use a range of measures that seem very similar 
but this similarity could be misleading. Acceptability is not the same as willingness-to-accept 
compensation, for example. General 'attitude' to wind infrastructure may be different again 
because of a range of factors reviewed in the environmental economics literature [51]. 
 
Table 2. Some key finding relating to cognitive responses to wind energy infrastructure. The variable 
of column 1 is measured by the measure in column 2. Column 3 indicates the way in which the 
response measure depends on the variable. 

Variable  Response Measure Findings 

protected site [15] willingness to accept 
compensation 

avoid protected sites 
 

planning with local 
representatives [15] 

willingness to accept 
compensation 

engage locally 

prior experience with off-
shore wind farms [16] 

attitude to visual impacts experience with more 
distance farm leads to more 
positive attitude 

local electricity shortages 
[17] 

acceptability local needs on island 
suggested as positive 
contributor 

small scale introduction 
[17] 

acceptability suggested as positive 
contributor 

open-minded, international 
contacts [17] 

acceptability suggested as positive 
contributor 

the developers, poor local 
communications [18, 44] 

acceptability suggested as negative 
contributor 

occasional beach use [19] stated attitude to offshore 
infrastructure 

more positive attitude 

regular year-round beach 
use [19] 

stated attitude to offshore 
infrastructure 

more negative attitude 

living with wind farm [33] range of beliefs on benefits, 
visual qualities, energy security 

more awareness of benefits, 
greater acceptance 
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3. Discussion and Conclusion 

The research methods used in trying to increase our understanding of the many variables 
introduced in the literature include attitude surveys, observational methods, willingness-to-
pay (or be paid) studies, choice experiments and so forth. The entities on which people are 
asked to comment include real wind farms (post construction), hypothetical wind farms, 
visually simulated wind farms and abstract concepts in renewable energy. Nearly all the 
reported results are the outcome of research by professional people and have been peer 
reviewed. 
 
Despite the breadth and depth of our investigations we do not yet know all the answers. We 
cannot yet predict what the response to a particular wind farm proposal will be (although 
many people would be willing to guess), if compensation is a possibility we do not know how 
to quantify it or spatially distribute it. We don't know what distribution of turbines across the 
landscape (to meet specific power needs) will have the least visual impact: should we have 
bigger but fewer turbines? Bigger but fewer farms? 
 
Yet, some points are fairly clear: 

• aesthetic impacts are less the further the viewer is from the turbines (although we have 
no clear idea of the shape of the distance-impact curve) 

• contrast with the surroundings and background should be low 
• farms should not be located in highly valued landscapes 
• the distribution and design of the turbines should have regard for aesthetic factors such 

as complexity and continuity 
• protected sites should be avoided 
• less dissent arises through "involvement of the local population in the siting procedure, 

transparent planning processes, and a high information level" [18].  
• familiarity with existing small scale projects is likely to increase later acceptance of 

further projects  
 
A number of the studies mentioned were multi-factorial and sought to determine the relative 
significance of a range of contributing variables. If we accept the premise that responses to 
wind turbines are of two distinct kinds, one largely independent of culture, education, wealth 
and personal experience (the affective) and one heavily dependent on the circumstances of an 
affected community, then it is probably unwise to be mixing these together in our research 
studies. We need to know more about both, but putting both together into a single study can 
muddy the waters and fail to give a clear answer on either variable type. Once we have deeper 
knowledge about the aesthetics, for example, then we might combine this with other factors in 
a more comprehensive study.   
 
In addition, and briefly mentioned above, there have been important attempts to create 
geographic information system based tools for prediction of visual, and other, impacts [52]. 
These have a significant potential role to play in relation to initial site selection and design 
and should complement systems based on wind potential mapping and other engineering 
factors. Finally, these can be supplemented but interactive collaborative design systems, such 
as [32], which can help to create the knowledge, participation and sense of involvement which 
are just as critical to the outcome as the planning and design itself. 
 

 

4165



References 

[1] G. Higgs, R. Berry, D. Kidner and M. Langford, Using IT approaches to promote public 
participation in renewable energy planning: Prospects and challenges, Land Use Policy, 
25, 2008, pp.596-607. 

[2] A. Simao, P.J. Densham and M. Haklay, Web-based GIS for collaborative planning and 
public participation: An application to the strategic planning of wind farm sites, Journal 
of Environmental Management, 90, 2008, pp.2027-2040. 

[3] M. Portman, Involving the public in the impact assessment of offshore renewable energy 
facilities, Marine Policy, 33, 2009, pp.332. 

[4] G. Munda and G. Gamboa, The problem of windfarm location: A social multi-criteria 
evaluation framework, Energy Policy, 35, 2007, pp.1564-1583. 

[5] D. Robb, Thoughtful planning reaps widespread support for New York wind project, 
Power Engineering, 107, 2003, pp.36-40. 

[6] I.D. Bishop, Determination of thresholds of visual impact: the case of wind turbines, 
Environment and Planning B: Planning and Design, 29, 2002, pp.707-718. 

[7] I.D. Bishop and D.R. Miller, Visual assessment of off-shore wind turbines: The influence 
of distance, contrast, movement and social variables, Renewable Energy, 32, 2007, 
pp.814-831. 

[8] A.D. Torres-Sibille, V.A. Cloquell-Ballester, V.A. Cloquell-Ballester and R. Darton, 
Development and validation of a multicriteria indicator for the assessment of objective 
aesthetic impact of wind farms, Renewable & Sustainable Energy Reviews, 13, 2009, 
pp.40-55. 

[9] N. Daugarrd, Acceptability Study of Wind Power in Denmark, Energy Centre Denmark, 
Copenhagen, 1997. 

[10] T. Tsoutsos, A. Tsouchlaraki, M. Tsiropoulos and M. Serpetsidakis, Visual impact 
evaluation of a wind park in a Greek island, Applied Energy, 86, 2009, pp.546-553. 

[11] T. Tsoutsos, A. Tsouchlaraki, M. Tsiropoulos and J. Kaldellis, Visual impact evaluation 
methods of wind parks: Application for a Greek Island, Wind Engineering, 33, 2009, 
pp.83-92. 

[12] J. Meyerhoff, C. Ohl and V. Hartje, Landscape externalities from onshore wind power, 
Energy Policy, 38, 2010, pp.82-92. 

[13] J. Ladenburg, Stated public preferences for on-land and offshore wind power generation - 
A review, Wind Energy, 12, 2009, pp.171-181. 

[14] A. Lothian, Scenic perceptions of the visual effects of wind farms on South Australian 
landscapes, Geographical Research, 46, 2008, pp.196-207. 

[15] A. Dimitropoulos and A. Kontoleon, Assessing the determinants of local acceptability of 
wind-farm investment: A choice experiment in the Greek Aegean Islands, Energy Policy, 
37, 2009, pp.1842-1854. 

[16] J. Ladenburg, Visual impact assessment of offshore wind farms and prior experience, 
Applied Energy, 86, 2009, pp.380-387. 

[17] J.K. Kaldellis, Social attitude towards wind energy applictions in Greece, Energy Policy, 
2003, pp.8. 

 

4166



[18] S. Krohn and S. Damborg, On Public Attitudes Towards Wind Power, Renewable 
Energy, 16, 1999, pp.954-960. 

[19] J. Ladenburg, Attitudes towards offshore wind farms-The role of beach visits on attitude 
and demographic and attitude relations, Energy Policy, 38, 2010, pp.1297-1304. 

[20] M.B. Lilley, J. Firestone and W. Kempton, The effect of wind power installations on 
coastal tourism, Energies, 3, 2010, pp.1-22. 

[21] S.M.J. Baban and T. Parry, Developing and applying a GIS-assisted approach to locating 
wind farms in the UK, Renewable Energy, 24, 2000, pp.59-71. 

[22] I.J. Ramirez-Rosado, E. Garcia-Garrido, L.A. Fernancez-Jimenez, P.J. Zorzano-
Santamaria, C. Monteiro and V. Miranda, Promotion of new wind farms based on a 
decision support system, Renewable Energy, 33, 2007, pp.558-566. 

[23] P. Lejeune and C. Feltz, Development of a decision support system for setting up a wind 
energy policy across the Walloon Region (southern Belgium), Renewable Energy, In 
Press, Corrected Proof, 2010,  

[24] M. Petri and S. Lombardo, Renewable energy sources: The case of wind farms analysis, 
in O. Gervasi and B. Murgante (ed), Computational Science and Its Applications - Iccsa 
2008, Pt 1, Proceedings, 2008, pp.111-125 

[25] L.I. Tegou, H. Polatidis and D.A. Haralambopoulos, Environmental management 
framework for wind farm siting: Methodology and case study, Journal of Environmental 
Management, 91, 2010, pp.2134-2147. 

[26] B. Alvarez-Farizo and N. Hanley, Using conjoint analysis to quantify public preferences 
over the environmental impacts of wind farms. An example from Spain, Energy Policy, 
30, 2002, pp.107-116. 

[27] J.P. Hurtado, J. Fernandez, J.L. Parrondo and E. Blanco, Spanish method of visual impact 
evaluation in wind farms, Renewable & Sustainable Energy Reviews, 8, 2004, pp.483-
491. 

[28] B. Moller, Changing wind-power landscapes: regional assessment of visual impact on 
land use and population in Northern Jutland, Denmark, Applied Energy, 83, 2006, 
pp.477-494. 

[29] B. Moller, Spatial analyses of emerging and fading wind energy landscapes in Denmark, 
Land Use Policy, 27, 2010, pp.233-241. 

[30] M. Rodrigues, C. Montanes and N. Fueyo, A method for the assessment of the visual 
impact caused by the large-scale deployment of renewable-energy facilities, 
Environmental Impact Assessment Review, 30, 2010, pp.240-246. 

[31] R. Phadke, Steel forests or smoke stacks: The politics of visualisation in the Cape Wind 
controversy, Environmental Politics, 19, 2010, pp.1-20. 

[32] I.D. Bishop and C. Stock, Using collaborative virtual environments to plan wind energy 
installations, Renewable Energy, 35, 2010, pp.2348-2355. 

[33] D.C. Eltham, G.P. Harrison and S.J. Allen, Change in public attitudes towards a Cornish 
wind farm: Implications for planning, Energy Policy, 36, 2008, pp.23-33. 

[34] K. Gee, Offshore wind power development as affected by seascape values on the German 
North Sea coast, Land Use Policy, 27, 2010, pp.185-194. 

 

4167



[35] K. Gee and B. Burkhard, Cultural ecosystem services in the context of offshore wind 
farming: A case study from the west coast of Schleswig-Holstein, Ecological Complexity, 
7, 2010, pp.349-358. 

[36] M.I. Gonzalez and B. Estevez, Participation, communication and negotiation in 
environmental conflicts: Offshore wind energy in the Trafalgar Sea area, Arbor-Ciencia 
Pensamiento Y Cultura, 181, 2005, pp.377-392. 

[37] P.A. Groothuis, J.D. Groothuis and J.C. Whitehead, Green vs. green: Measuring the 
compensation required to site electrical generation windmills in a viewshed, Energy 
Policy, 36, 2008, pp.1545. 

[38] J. Ladenburg and A. Dubgaard, Willingness to pay for reduced visual disamenities from 
offshore wind farms in Denmark, Energy Policy, 35, 2007, pp.4059-4071. 

[39] G. Riddington, D. McArthur, T. Harrison and H. Gibson, Assessing the Economic Impact 
of Wind Farms on Tourism in Scotland: GIS, Surveys and Policy Outcomes, International 
Journal of Tourism Research, 12, 2010, pp.237-252. 

[40] D. Moran and C. Sherrington, An economic assessment of windfarm power generation in 
Scotland including externalities, Energy Policy, 35, 2007, pp.2811-2825. 

[41] J. Munksgaard and A. Larsen, Socio-economic assessment of wind power-lessons from 
Denmark, Energy Policy, 26, 1998, pp.85-93. 

[42] C.R. Jones and J.R. Eiser, Understanding 'local' opposition to wind development in the 
UK: How big is a backyard?, Energy Policy, 38, 2010, pp.3106-3117. 

[43] W. Roper and N. Campeau, Renewable energy production issues with the Cape Cod 
offshore wind energy programme, International Journal of Environmental Technology 
and Management, 6, 2006, pp.405-420. 

[44] M. Wolsink, Wind power and the NIMBY-myth: institutional capacity and the limited 
significance of public support, Renewable Energy, 21, 2000, pp.49-64. 

[45] M. Wolsink, Planning of renewables schemes: Deliberative and fair decision-making on 
landscape issues instead of reproachful accusations of non-cooperation, Energy Policy, 
35, 2007, pp.2692-2704. 

[46] M. Wolsink, Wind power implementation: The nature of public attitudes: Equity and 
fairness instead of 'backyard motives', Renewable & Sustainable Energy Reviews, 11, 
2007, pp.1188-1207. 

[47] S. Kaplan, Aestethics, affect and cognition: Environmental preference from an 
evolutionary perspective, Environment and Behavior, 19, 1987, pp.3 - 32. 

[48] J.D. Wellman and G.J. Buyhoff, Effects of Regional Familiarity on Landscape 
Preferences, Env. and Behav., 1980, pp.105-110. 

[49] J.H. Appleton, The Experience of Landscape, John Wiley, 1975. 

[50] C. Haggett, Understanding public responses to offshore wind power, Energy Policy, 
2011,  

[51] A.M. Freeman, The measurement of environmental and resource values: theory and 
methods, Resources for the Future, 2nd edition, 2003. 

[52] M. Rodrigues, C. Montañés and N. Fueyo, A method for the assessment of the visual 
impact caused by the large-scale deployment of renewable-energy facilities, 
Environmental Impact Assessment Review, 30, 2010, pp.240-246.  

 

4168



Economic assessment of wind power uncertainty 

Viktoria Gass1,*, Franziska Strauss1, Johannes Schmidt1, Erwin Schmid1 

1 Department of Economics and Social Sciences, University of Natural Resources and Life Sciences, 
Feistmantelstrasse 4, A-1180 Vienna, Austria 

* Corresponding author. Tel: +43 1476543594, Fax: +43 1476543692, E-mail: v.gass@students.boku.ac.at 

Abstract: Wind energy has been the fastest growing and most promising renewable energy source in terms of 
profitability in recent years. However, one major drawback of wind energy is the variability in production due to 
the stochastic nature of wind. The article presents statistical simulation methods to incorporate risks from 
stochastic wind speeds into profitability calculations. We apply the Measure-Correlate-Predict Method (MCP) 
within the variance ratio method to generate long-term wind velocity estimates for a potential wind energy site in 
Austria. The bootstrapping method is applied to generate wind velocities for the economic life-time of a wind 
turbine. The internal rate of return is used as profitability indicator. We use the Conditional Value at Risk 
approach (CVaR) to derive probability levels for a certain internal rate of returns, as the CVaR is a reliable risk 
measure even if return distributions are not normal. In contrast to other scientific publications, our methodology 
can be generally applied, because we do not rely on estimated distributions for wind speed predictions, but on 
measured wind speed distributions, which are usually readily available. In addition, the CVaR has not been 
applied as a measure of risk for wind site evaluation before and it does not rely on any specific function 
regarding the profitability distribution. 
 
Keywords: Wind power, Bootstrapping, Measure-Correlate-Predict Method, Conditional Value at Risk, Internal 
Rate of Return 

1. Introduction

Wind energy was the fastest growing renewable energy resource in the European Union (EU) 
in the last decade. The annual installed capacity has risen from 814 MW in 1996 to 10,163 
MW in 2009 [1]. In 2009, approx. € 13 billion, including € 1.5 billion offshore were invested 
in wind energy in the EU [1]. In this respect, the wind power capacity shall reach approx. 80 
GW by 2010 becoming the renewable energy technology after hydro power with the highest 
installed capacity in the EU [1]. In 2009, approx. 5.4% of the electricity consumption was 
produced with wind energy in the EU. It is projected that the contribution of wind energy to 
total electricity consumption within the EU is increasing to approx. 15.5% in 2020 [2]. The 
stochastic nature of wind leads to fluctuations in wind energy production. The literature 
concerning wind speed uncertainty can be divided, for instance, into literature focusing on 
uncertainty in wind energy output and on economic profitability. With respect to uncertainty 
in wind energy output, Kwon [3] has elaborated a numerical procedure for evaluating the 
uncertainty caused by wind variability and power performance using probability models in 
order to assess the risk of power output deviations. He conducted a case study analysis to 
show that the standard deviation of the annual energy output normalized by the average value 
of power output is approx. 11%, which can cause investments to be unprofitable. Tindal et al. 
[4] have compared the predicted annual power production with the actual power production. 
Their dataset included 510 wind farms across Europe and the US. They showed that the actual 
wind power output is 93.3% of predicted wind power output. According to the authors, a 
major reason for this deviation is the rather poor quality of wind speed measurements which 
have been conducted before the installation of wind turbines.  
 
A number of articles have statistically analysed wind speed data by assessing the wind energy 
potential in a certain region (e.g.[5], [6], [7], [8], [9], [10], [11]).The economic potential and 
profitability have been identified by applying traditional methods of financial analysis such as 
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the Net Present Value approach, the Internal Rate of Return approach, or the Life Cycle Cost 
Analysis approach.  
 
Morthorst [12], for example, analysed whether there is a relationship between the expected 
profitability of a wind turbine and the annual increase in installed capacity in Denmark. He 
used the net internal rate of return approach (after tax) as a measure for profitability. Kaldellis 
et al. [13] conducted a sensitivity analysis in order to show the impact of different parameters 
on the economic viability and attractiveness of a wind energy plant. However, Montes and 
Martin [14] argue that statistical simulation methods should be used to account for and assess 
the economic risk resulting from the variability in wind speed. 
Some authors analyze the wind energy potential of a specific site by using either Monte Carlo 
simulations for predicting wind speeds or by using the wind speed measurement data directly 
if sufficient measurement data are available [15], [3], [16], [9], [17]. However, Monte Carlo 
simulations require assumptions with respect to the distribution of the wind speeds. 
Consequently, Carta et al. [18] concluded that not every wind regime can be accurately 
described with known probability distributions. 
 
The following article presents an approach that accounts for the uncertainty of wind speed in 
profitability assessments. The approach can easily be applied for any actual and potential 
wind energy site without specifying the distributions of wind speed. The article is structured 
as follows: Section 2 presents the methodology. Section 3 presents a case study analysis in 
which the methodology has been applied to and section 4 discusses the results and draws 
major conclusions from the methodology and analysis. 
 
2. Methodology 

Our approach consists of generating long-term wind speed data for a potential wind energy 
site (‘target site’) where only short time series of wind measurement data are available using 
the Measure-Correlate-Predict Algorithm (MCP) with wind speed data from a reference site. 
A bootstrapping procedure is applied to compute wind speed data for the economic life-time 
of the wind turbine. The internal rate of return approach is used as profitability index. The 
bootstrapping procedure allows more accurately reflecting the distribution of the wind regime 
in the predicted wind speeds than methods currently applied in the scientific literature on 
wind energy production. Furthermore, the bootstrapping procedure can be applied to any wind 
regime. As a measure of risk we use the Conditional Value at Risk approach (‘CVaR’). The 
CVaR can be uniformly applied and is not only appropriate if returns are normally distributed. 
The CVaR also provides information at which probability level a certain internal rate of return 
can be expected.   

 
2.1. Assessment of the wind energy potential at a specific site 
Wind speed measurement data are usually collected at a specific site (target site) through a 
period of one year or less. Wind speed frequency distributions are computed from the data in 
order to estimate a probability density function. Several probability density functions have 
been used in the literature, but the two-parametric Weibull and the one-parametric Rayleigh 
distribution, which is a special case of the Weibull distribution, are usually used to predict 
wind speeds [3], [13], [16], [15]. The two-paramteric Weibull probability density function is 
given by the following equation [9]: 
 

   (1) 
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where c and k are the scale and shape parameters and V the wind speed. The shape parameter 
k is usually between 1.5 and 3.0. If the value of the shape parameter is 2.0, the distribution is 
called Rayleigh distribution. The probability density function of the Rayleigh distribution is 
shown in Eq. 2 [9]: 
 

    (2) 

 
A review carried out by Carta et al. [18] shows that the two-parametric Weibull distribution 
has several advantages compared to other probability density functions proposed in the 
scientific literature. However, not every wind speed regime can be described by a probability 
distribution. We applied the bootstrapping procedure as it does not require any assumptions 
on the distribution of the wind speed [18] [19]. However, long-term wind measurement data 
are needed for the target site. As already indicated, wind measurement data are usually 
collected through a period of one year or less. We apply the Measure-Correlate-Predict 
(MCP) algorithm to estimate long-term wind speed data for a target site using wind data from 
a reference site. We use long-term wind data from a closely located meteorological station at 
the reference site. According to [21], the MCP algorithm in the form of the Variance Ratio 
Method gives consistent and reliable estimates of wind speeds. The relationship between the 
wind speed data at the reference site and the wind speed at the target site can be expressed by 
the following equation [21]: 
 

  ,    (3) 

 
where  is the predicted long-term wind speed at the target site,  is the long-term wind 
speed at the reference site and , ,  and  are the mean and the standard deviation of 
the target and the reference site, respectively. If wind measurements have not been conducted 
at hub height, the measured wind speeds have to be adjusted to hub height. We apply the 
following equation [10] 
 

    (4) 

 
where  defines the wind speed at hub height,  the wind speed at measurement height, 

 and  are the height of the hub and the measurement facility, and  is the roughness 
length [22]. The respective surface roughness at a specific site strongly depends on the terrain 
conditions.  
 
The actual power output of a wind turbine can be expressed by the following equation 
[9]: 
 

   (5) 

 
where  defines the rated wind speed,  the cut-in wind speed,  the capacity factor,  the 
air mass density,  the wind speed, D the rotor diameter,  the cut-out wind speed and 

the rated power output. A wind turbine starts generating power at the cut-in wind speed 
( ). From the cut-in wind speed to the rated wind speed ( ), the power generated 
continuously increases up to the nominal power of the wind turbine. The turbine produces 
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constantly electricity at its rated power from the rated wind speed to the cut-out wind speed 
( ).  
 
2.2. Profitability Calculations 
The economic evaluation of investment projects is usually based on the Discounted Cash 
Flow (DCF) approach [23]. The approach provides information about the value of a project 
based on the present value of the cash flows that the project can be expected to generate in the 
future (cash in- and outflows). In the case of wind energy, cash inflows result from the 
electricity sold and cash outflows are investment and operating expenses. Operating expenses 
are mainly maintenance costs, personnel expenses, insurance costs, land lease, etc [24]. Cash 
in- and outflows are discounted to reflect the time and risk preferences of the decision maker 
associated with the cash flows. The DCF method comprises the following steps:  
- estimating future cash flow for a certain discrete projection period, and 
- discounting these cash flows to the present value at a rate of return that considers the relative 
risk of achieving the cash flows and the time value of money. 
 
The financial attractiveness of wind energy investment projects is usually measured by the 
NPV and/ or the internal rate of return (IRR) [11], [12], [20], [25]. Investors are usually 
interested in the maximum NPV for a preferred discount rate of future cash flows. The IRR 
provides the discount rate at which NPV is equal to zero such that it can also be defined as the 
return that the project is going to generate considering cash out- and in- flows. A project can 
be stated to be economically viable, if the IRR is at least above the risk free rate or, if the 
NPV is equal or greater than zero. Equation 10 defines the IRR [23]: 
 

 (8) 

 
where  is the cash flow in the corresponding year. 
 
2.3. The Conditional Value at Risk (CVaR) 
We apply the CVaR as a measure of risk. Since the Value at Risk (VaR) as well as the 
variance as risk measures provide only reliable results if the underlying events are normally 
distributed [26], CVaR does not require a normal distribution of events and considers 
especially the tails of the underlying distribution [26]. The CVaR and the VaR are closely 
related, therefore we describe the VaR first. The VaR states that with probability the 
expected value will not be lower than a certain threshold . The CVaR focuses on the tails of 
the distribution and averages the values which fall short of threshold  depending on the 
probability level . Therefore, the CVaR is a more conservative risk measure.  
 
3. Case study analysis 

The wind measurement data from a wind turbine site in Styria, which is in operation since 
2005, have been used in our case study analysis. The data consist of hourly mean wind speeds 
as well as of hourly mean power output for the years 2006 to 2008. The hourly mean wind 
speeds of the year 2007 have been used as target site data. The data from a meteorological 
station (reference station) includes daily mean wind speeds for the years 1990 to 2009. 
Therefore, the calculations are based on daily mean wind speeds using the daily average of 
hourly wind speed measurement data of the target site. We use data from 2007 for the 
application of the MCP method. The different wind velocities are shown in Fig. 1, where Fig. 
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1a shows the daily mean wind velocities at the target site for the year 2007 and Fig. 1b shows 
the daily mean wind velocities at the reference site for the year 2007.  
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Fig. 1. Histogram of daily mean wind velocities: a. daily mean wind velocities at the target site for the 
year 2007; b. daily mean wind velocities at the reference site for the year 2007. 
 
The correlation equation of the hourly mean wind velocity at the target site and the hourly 
mean wind velocity of the reference site derived from Eq. (3) is as follows: 
 

    (9) 
 
The long term wind velocities at the target site are estimated on the basis of the slope and the 
intercept of the Eq. (9). However, before applying the MCP method, the wind speed at the 
reference station has to be extrapolated from the anemometer to hub height using Eq. (4). As 
the target site is located in mountainous area, the correlation between the target and the 
reference site is low (0.2120). According to the utility manager (oral communication), the 
reference station has been used to evaluate the target station before deciding on the 
construction of the wind park. Therefore, we also use the same reference station in our case 
study analysis. The daily wind measurement data at the reference site record a period of 20 
years such that long-term daily mean wind velocities are computed for this period with the 
MCP method.  
 
Currently, the feed-in tariffs are guaranteed for a period of 13 years in Austria. Therefore, we 
assume that a potential investor requires a certain return of investment within the period in 
which he or she receives a guaranteed electricity price. Our calculations concerning the 
profitability assessment are based on a 13 year period of predicted daily mean wind velocities. 
Seasonal differences are reflected in the bootstrapping procedure, which has been repeated 
1000 times. Consequently, several trajectories are obtained both for the wind speeds and the 
power outputs. The trajectories are also used in the statistical evaluations revealing 
information that are relevant for investment decisions.  
 
The energy power output is derived for a 1.3 MW wind turbine with a turbine diameter (D) of 
62 m, a cut-in wind speed ( ) of 4 m/s, a cut-out wind speed ( ) of 25 m/s, and a rated 
wind speed ( ) of 13 m/s, respectively. The capacity factor , which is defined as the ratio 
of the energy generated to nominal energy generation is 0.4. The air mass density 
( corresponds to 1.27 kg/m3. The wind turbine starts producing power at a wind speed of 4 
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m/s and reaches its rated wind speed at 13 m/s. The daily generated electricity production can 
be computed by multiplying the computed power output with 24 (hours of a day). The daily 
generated electricity production is then added up to annual generated electricity production as 
profitability calculations are conducted on annual time steps. 
 
The histogram of the daily and annual generated electricity in kWh is shown in Fig. 2a and 
Fig. 2b, which follows a normal distribution according to the central limit theorem. The 
theorem states that the probabilities of events generated with the sum of independent, 
identical distributed random variables approximate to a normal distribution for a 
sufficiently large number of events. The central limit theorem indicates that the distribution of  

 for an increasing n approaches always the ) distribution. 
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Fig. 2. a. Histogram of the daily generated electricity in kWh; b. Histogram of the annual generated 
electricity in kWh . 
 
The annual Free Cash Flows (FCF) can be derived from the annual generated electricity. The 
cash inflows result from the generated electricity, which is sold at the guaranteed feed-in tariff 
that currently amounts to 0.0753 €/kWh in Austria. The cash outflows are the investment 
costs for the wind turbine, which are € 1.5 mil. per MW installed according to the provider of 
the wind measurement data. The operating costs are amounting to 0.020 €/kWh. Further 
corporate tax payments have to be considered when calculating the FCFs (current corporate 
tax rate is 25% in Austria). It is assumed that demolition costs at the end of the lifetime equal 
the revenue which can be generated out of selling the steel from the wind turbine. The internal 
rate of return has been calculated from the computed annual FCF. A standard criterion for 
investment decisions is the hurdle rate. It reflects a discounting rate at which the investments 
provide a positive cash flow. If a negative NPV results out of discounting the FCF with the 
hurdle rate, the underlying investment will most likely not be approved by the management. 
Consequently, an investment can be approved if the IRR exceeds the hurdle rate. The 
resulting probability density functions are shown for different risk aversion levels in Fig. 3. 
The IRR will be not lower than 7.94% at a probability level of  = 90% according to the 
probability density function of the IRR shown in Fig. 3 a. If the hurdle rate for an investor is 
above 7.94% then an investor shall not decide against the investment. However, the investor 
might realize an IRR above 9.19% with a 10% probability. Fig. 7b shows the resulting IRRs 
for a 95%- probability level. 
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Fig. 3. Probability density functions of the IRR and the CVaR. a. Probability density function of the 
IRR with the threshold levels of 10% and 90%; b. Probability density function of the IRR with the 
threshold levels of 5% and 95%. 
 
4. Concluding Remarks 

We have developed a methodology to better assess the profitability of a wind energy site in 
the presence of wind speed uncertainty. Our approach can be applied to any wind regime. We 
apply statistical simulation methods to close the gap in the scientific literature on wind energy 
production [14]. Neither the bootstrapping method to predict wind speeds nor the conditional 
value at risk approach have been applied for investment assessments in combination with 
wind site evaluations. We have combined and applied these methods for a case study analysis. 
For a 1.5 MW wind turbine with investment costs of € 1.5 mil. per MW and operating 
expenses of 0.020 €/kWh, the IRR with a probability of 95% will not be lower than approx. 
7.61% for the case study wind energy site. With a 5% probability, however, an investor can 
achieve an IRR of 9.28%.  
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Abstract: Using High Voltage Direct Current (HVDC) transmission lines to connect offshore wind parks to the 
onshore power grid has been proven technically advantageous to AC solutions and more cost-effective for 
relatively long transmission distances (>70km).The concept of applying DC technology can be expanded to the 
collection grid. DC collection grid offshore wind parks can be developed only if several key components 
currently nonexistent are available. The technical challenges involved can result in the unpredictability of their 
costs. This paper investigates the effect the uncertainty of the key components' cost can have on the overall 
economic performance of DC collection grid offshore wind parks. Results for a wide cost range are presented 
and corresponding cost boundaries which secure the economic viability of such parks were determined.  
 
Keywords: DC grid, Offshore Wind park, Techno-economics, DC/DC. 

1. Introduction 

In the future the size of offshore wind farms and the distance to shore are expected to 
increase, thereby leading to higher losses in the AC collection grid and AC transmission. DC 
technologies can provide lower losses and use cheaper cables than their AC counterparts, 
thereby compensating for the increased cost of the necessary power electronic devices. HVDC 
transmission systems have already been proven technically advantageous and cost-effective 
over AC transmission for distances longer than 60-70 km according to [1], and applying DC 
technologies not only to the transmission system but also to the collection grid of offshore 
wind parks could prove additionally effective according to [2]. 
 
Key components refer to those components that are not at present available in the market but 
are needed to realize DC collection grids. According to [3], the following components are 
identified as key components: DC Circuit Breaker and DC/DC Converter which includes the 
Medium Frequency Transformer. DC breakers for high power applications have not been 
constructed and DC/DC converters are not currently available for high power rating beyond 1 
or 2 MW [6]. Lundberg in [10] conducts a techno-economic analysis on DC wind parks but 
omits the cost of DC switchgear and underestimates the cost range of the DC/DC converters, 
neglecting their challenging nature. 
 
This paper investigates the effect of cost uncertainties of key components on the economic 
viability of offshore DC wind collection grid. Four different wind park layouts are considered. 
Initial assumptions on the key components' costs are made and using a cost-benefit 
programming tool, cost evaluation scenarios take place by altering the cost of the key 
components. Finally, cost boundaries are defined, beyond which any DC collection grid 
layout is not economically competitive. 
 
2. Key components 

2.1. DC Circuit breaker  
Realising DC collection grid for offshore wind farms requires the existence of switching and 
protection devices specifically designed for DC grids. DC Circuit breakers are a characteristic 
example. Figure 1 (a) presents a typical DC grid. A capacitor is required to stabilize the 
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voltage and reduce the voltage ripple at the DC side of the converter. Due to this capacitor, 
the system can be described by an equivalent constant voltage source VGrid and grid 
impedance LGrid as in Figure 1 (b). When a short-circuit occurs, all of the grid voltage is 
applied across the equivalent resistance. As a result, there is a large and constant voltage 
across the inductance, leading to a constant and steep rate of rise of the current. Therefore, the 
fault current reaches dangerously high values quite quickly. Decreasing the rate of rise of the 
current implies the forced application of voltage across the circuit breaker so that the voltage 
drop across the inductance is decreased. Additionally in contrast to an AC system, a DC 
system by definition does not have current zero crossings, which could aid for the safe 
interruption of the fault current. 

Circuit Breaker Short 
Circuit

AC

DC

Converter

Short 
Circuit

IGrid
RGrid LGrid

VGrid

IGrid

VGrid

Cable
VBreaker

 

 (a)  (b) 

Figure 1. a) Representation of DC grid under short circuit condition b) Equivalent circuit of a DC 
grid under short circuit conditions 
 
Therefore a high-power DC breaker must a) be able to act very rapidly to avoid extremely 
high currents and b) Allow active turn-off. 
 
2.2. DC/DC Converter  
The requirement for transforming voltages in a high-power DC grid is one of the major 
challenges towards the realization of DC power networks including DC collection grid. 
Different topologies for DC/DC converters have been developed using medium or high-
frequency AC link as discussed in [4], based on the general model of Figure 2. A galvanic 
isolated DC/DC converter consists of an inverter at the input side, an AC link consisting of a 
transformer and an inverter at the output side to transform back to DC. The voltage at the 
endpoints of the transformer does not need to be sinusoidal or at 50-60Hz. Hence the 
frequency of the alternating voltage can be equal to the switching frequency and a rectangular 
waveform of such frequency can be applied to the transformer.  The AC link is based on a 
medium/high frequency transformer, resulting in galvanic isolation which is important for 
security reasons in high power applications. 
 

AC

DCAC

DC

 
Figure 2. General topology of a galvanic isolated DC/DC converter   
 
The overall dimensions of such a transformer are significantly reduced due to the higher 
operating frequency, resulting in a compact DC/DC converter. The transformer can be single 
or three phase. The transformer can be single or three phase with the latter being more 
advantageous for high-power applications [5]. 
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2.3. Medium Frequency Transformer 
As mentioned in section 2.2, the fundamental component of a high power DC/DC converter is 
the medium frequency transformer, which is also the most challenging to construct for high 
power applications. The non-sinusoidal excitation of the core and the use of high-frequency 
components require sophisticated approach methods. The material and the design of the core 
of the transformer are of utmost importance.  Traditional low frequency-high voltage-high 
power transformers use laminated cores. However, this concept cannot be applied to medium 
frequency transformers. Increasing the frequency leads to excessive losses and the insulation 
between the core sheets will lead to a reduced thermal conductivity of the core [3]. 
 
3. Methodology 

3.1. Layouts 
For the scope of this paper, four different offshore wind park layouts where investigated: 
“Small DC”, “Large DC”, “Series DC” and “AC/DC”. These designs are thoroughly 
presented in [10] and [7]. All of them have a DC transmission link and DC collection grid 
with the notable exception of the AC/DC which has an AC collection grid. AC is currently the 
only technology used in the collection grid of wind parks and therefore, AC/DC layout is used 
as a benchmark for the rest fully DC wind park designs. It is important to mention that the 
turbines in all DC collection grids, the turbines consist of a Permanent magnet generator 
coupled to a rectifier and then to a DC/DC converter while the turbines of the AC/DC park 
consist of a Doubly Fed Induction Generator (DFIG) connected to a transformer. 
 

PCC

Transmission System Onshore 
DC/AC  
Station

PCC

Offshore 
DC/DC  
Station

Transmission System 

 
(a)    (b) 

Figure 3. a) Small DC offshore wind park b) Large DC offshore wind park 
 
The small DC layout presented in Figure 3 (a) has DC feeders of Medium Voltage (MV) 
which are extended to the onshore inverter, located just before the Point of Common Coupling 
(PCC) to the main grid. Figure 3 (b) presents the Large DC layout which resembles the Small 
DC but uses a large offshore DC/DC converter on a platform, to achieve High Voltage DC 
(HVDC) on the transmission system, resulting in decreased transmission losses. The Series 
DC layout is featured in Figure 4 (a). The turbines have a MV DC output and are connected in 
series, resulting in HVDC along each feeder and also on the transmission line, without the 
need of an additional offshore DC/DC converter. The AC/DC layout is depicted in Figure 4 
(b), having a conventional AC collection grid and an HVDC transmission system. 
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(a)               (b) 

Figure 4. a) Series DC offshore wind park b) AC/DC offshore wind park 
 
3.2. Energy Cost 
The minimum cost of energy production for any desired wind farm project is described by the 
Energy Cost and is given in currency units per kWh delivered to the PCC. Its calculation is 
given by equation (1): 
 

( )
( )
r 1 r

Total capital cost O&M
1 r 1

Energy Cost 
Average power production T

N

N

+
⋅ +

+ −
=

⋅
 (1) 

 
where O&M is the total annual Operation and Maintenance costs, r is the interest rate, N is the 
lifetime of the wind farm in years and T is the average operational hours per year in the form 
of T=24·365 hours·0.95, where the last term expresses a park availability of 95% annually. 
Ideally, a project should have the lowest energy cost possible. 
 
3.3.  Cost-Benefit Tool 
A Cost-Benefit programming tool was developed in order to calculate the Energy Cost. It 
consists of sets of function/script in Matlab environment while the management of input and 
output information is provided by dedicated Microsoft Office Excel files. Every desired 
offshore wind park is represented by a dedicated Excel file, containing all the important 
technical and economical parameters that precisely describe its unique configuration.  The 
tool imports this information and after performing a sequence of calculations, determines the 
Energy Cost according to equation (1). 
 
3.3.1. Energy yield Calculation 
The determination of the Energy Cost requires the calculation of the average power 
production of the wind parks. This is done by considering every wind park as a complex 
model consisting of interconnected elements. The components which have been modeled are 
the wind turbines, transformer, DC/DC converter, HVDC station and cables (AC and DC). 
The modeling details are available in [7]. The power at PCC is calculated for a given 
instantaneous wind speed and to describe the variations in the wind speed over time, a density 
function is used and in particular the Weibull distribution ( )f w  described in [8], were w is 

the wind speed in m/s, as the ideal representation of real measured wind data. Using the 
probability density function, the average power can be generally calculated as: 
 

( ) ( )
0averageP P w f w dw
∞

= ⋅ ⋅∫  (2) 
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where P(w) is the power at PCC for wind speed of w m/s.  
 
3.3.2. Capital and maintenance costs 
Wind park related cost data was obtained from published sources. A lot of information was 
available in [9] and [10]. The gathered data is referred in [7] regarded the following: Wind 
turbine (different for AC and DC grid), foundations, transformer, HVDC stations, cables (AC 
and DC), cable installation, offshore platform, DC/DC converters (according to type of usage) 
and switchgear (for AC). No resource was found on DC switchgear and due to the challenging 
construction, we assumed that setting its cost as double the AC switchgear. Additionally, 
Lundberg in [10] claims that since a DC/DC converter contains approximately the same 
amount of semiconductors as an AC/DC converter of the same rating, it is reasonable to have 
the same cost as the latter, namely 1 SEK/VA. However, regarding the complexities involved 
in the construction of DC/DC converters, such a cost was not considered adequate. A more 
careful and trustworthy approach was adopted. The converters on the turbines of the Series 
DC layout were considered at 3 SEK/VA owing to the high insulation requirements. The high 
power converters used in the offshore platform of the Large DC were considered at 2 
SEK/VA because of the complex construction and the DC/DC converters on the turbines of 
the Small and Large DC schemes cost 1.5 SEK/VA due to the complexities involved. 
 
In order to calculate the O&M costs, the components which require maintenance were 
gathered in three sets of related components: ''Turbine'', ''Collection grid'' and ''Transmission 
system''. According to literature sources, O&M can be taken as a certain percentage of the 
capital cost. Therefore the corresponding “Turbine O&M”, “Collection grid O&M” and 
“Transmission system O&M” were defined as 4%, 2% and 0.5% percentages respectively, of 
the total capital costs of the three initial sets. 
 
3.4. Simulation considerations and assumptions 
For each of the four suggested layouts, three different power capacities were considered: a) 
160 MW, b) 500 MW and c) 1200 MW. Regarding the design considerations, the collection 
grid voltage was set at 30kV DC for DC grids and 30kV AC for the AC grids. Additionally 
the HVDC transmission links were rated at ±150kV for the 160 and 500 MW cases and 
±320kV for the 1200 MW. Finally each feeder of the collection grid consisted of 10 turbines 
in all cases. The design peculiarity of the 1200 MW Series DC requested the need for 32kV 
DC at the exit of the turbines’ DC/DC converters and 20 turbines per feeder. Finally, every 
wind park was simulated for transmission distances in the range of 0-200km. Additionally, 
several assumptions were made as in Table 1. 

Table 1. Simulation assumption 
Parameter Assumption 

Wake effect Neglected 
Cable inventory 

Turbine's power rating 
Turbine power curve 
Weibull shape factor 
Converter loss curve  

Interest rate 
Life cycle 

Average wind speed 

Maximum 4 different cables per model 
2MW 

Same for DFIG (before transformer) and FPCG (before DC/DC 
converter) 

k=2 
Same for HVDC and DC/DC 

7% per annum 
25 years 

10 m/s for all cases and all transmission distances 
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4. Results 

4.1. Cost of DC/DC converters 
In order to determine how sensitive the economic viability of the DC collection grid is with 
respect to the DC/DC converter cost, all costs were kept unchanged and the DC/DC converter 
cost was altered. Assuming that the cost proportion between the 3 different kinds of DC/DC 
converters as described in 3.3.1 remains always fixed, the following concept is followed: all 
of these values are multiplied by a common percentage representing the cost fluctuation i.e. a 
50% percentage means that the new costs are half the original ones. 
 
Figure 5 presents the results in Energy Cost terms for all layouts of the 160 MW power rating, 
for percentages of 50%, 100% and 300%. For a specific power capacity, the energy cost 
curves of the Large DC, Series DC and AC/DC seem to be parallel. This happens because 
these three layouts share the same transmission lines and increasing the distance will only 
increase the length of the cables. As a result, all three layouts will experience the same 
amount of capital and O&M cost increase and therefore energy cost increase. The order of the 
energy cost curves is defined by the costs with no transmission line involved. This is the 
energy cost at 0 km of distance. The Small DC differs in a great degree because it features 
multiple transmission cables and for increasing distance, the huge capital and O&M cost as 
well as excessive transmission system losses, force the energy cost to increase at a steep rate. 
As expected, the energy cost curve of the AC/DC layout remains the same in all three 
scenarios as it contains no DC/DC converters. On the contrary, the energy cost of the Small 
DC, Large DC and Series DC increase for increasing percentage (more expensive converters). 
As observed in the figure and also confirmed in [7], the Small DC rarely has the smallest 
energy cost and when this happens, it is only for distances less than 2-3 km. Additionally, its 
energy cost increases almost exponentially due to the large number of costly transmission 
lines and increased losses. Therefore, Small DC is of no interest for offshore development 
where distances are expected to be in the order of 10s to 100s of km and as a result, it will not 
be depicted again in the following figures. 
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Figure 5. Energy cost curves of 160MW layouts for DC/DC cost percentages of 50%, 100% and 300% 
 
For very small percentages, the Series DC has the smallest energy cost in all distances with 
the AC/DC following. For increasing percentage, AC/DC remains constant with the Series 
DC moving upwards until they coincide for a certain percentage. After this, the AC/DC 
maintains the smallest energy cost for all distances, and effectively all DC collection grid 
layouts have been ruled out of the competition. In every case, the Large DC has always higher 
energy cost than both the Series DC and the AC/DC. Therefore, only AC/DC and Series DC 
are considered as competitive layouts. This break-even percentage is different for each of the 
three power ratings and the findings are presented in Table 1. 
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Table 2. Break-even DC/DC cost percentages for each power rating 
Wind park Power rating Break-even percentage 

160 MW 67% 
500 MW 
1200MW 

94% 
145% 

 
If the results from all layouts and capacities are presented in the same graph as in Figure 6, it 
can be seen that for the basic scenario of 100% percentage, the AC/DC technology has the 
lowest energy cost up to a distance of ~100km, with the Series DC having the lowest energy 
cost for any greater distance. It was observed that by decreasing the DC/DC converter cost, 
the AC/DC technology was the most cost-benefit solution for smaller distances until it was 
eventually not competitive at all, with the Series DC being the cheapest for all distances. 
Reversely, for increasing converter cost the dominance of the Series DC is shifted to higher 
distances until a certain point when AC/DC has the lowest energy cost for all distances within 
the range of 0-200km. 
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Figure 6. Energy Cost curves of Series DC, Large DC and AC/DC for DC/DC cost percentages of 
50%, 100% and 300%. 
 
It was determined that these two percentages are the break-even values for the 160MW and 
1200MW as in Table 2. Therefore, for a percentage lower than 67%, the Series DC is the 
technology with the lowest energy cost for all distances, then AC/DC begins to be the 
cheapest up to certain distances, and when the percentage exceeds 145%, the AC/DC is the 
cheapest overall with no DC collection grid layout being competitive any more. The general 
conclusion is that if DC collection grid is to be regarded as a future solution for offshore wind 
parks for distances up to 200km, Series DC is the most cost-benefit wise interesting approach 
and the cost of the DC/DC converters must not exceed 145% of the originally assumed costs 
described in Table 1. When the cost percentage is less than 67%, Series DC (therefore DC 
collection grid) is the best solution in all distances. 
 
4.2. DC switchgear cost 
The same concept as before was followed in the case of the DC switchgear cost were the 
uncertainties in the DC breaker cost are involved. The original cost was multiplied by a 
percentage and break-even costs were determined as in Table 3. It is interesting to notice that 
no break-even percentage was evaluated for the 160MW case, meaning that AC/DC has 
always the lowest energy cost for all distances, no matter how cheap the DC switchgear gets. 
 
When all the results are compared, the Series DC remains competitive until the percentage 
regarding the cost of the DC switchgear exceeds 378% and the AC/DC technology features 
the lowest energy cost for all 200km. This margin is high due to the smaller contribution of 
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Table 3. Break-even DC switchgear cost percentages for each power rating 
Wind park Power rating Break-even percentage 

160 MW Nonexistent 
500 MW 
1200MW 

54% 
378% 

 
the DC switchgear to the overall capital costs, compared to the DC/DC converters. Even if the 
percentage drops to 0%, AC/DC will still be the most competitive for distances up to 60km. 
 

5. Conclusions 

Under the circumstances where offshore wind farms are growing in the capacity and distance 
from shore, DC wind collection grid along with DC transmission can be the most cost 
effective solution. However, any development of such designs depends on the presence of 
currently unavailable components, namely DC/DC converters and DC circuit breakers, and 
also on their expected costs. Specifically, the cost of DC/DC converters must be quite close to 
the suggested values of this paper while there is a lot more margin for the DC circuit breaker's 
cost. Any future research aiming to materialise the needed key components must be done with 
respect to the indicated cost boundaries and general findings of this paper. 
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Abstract: Distributed generators systems and Microgrid are becoming more important to increase the renewable 
energy penetration in the public utility. This paper presents a mathematical model for connected inverters in 
Microgrid systems with large range variations in operating conditions. No-lineal tools and computer simulations, 
phase-plane trajectory analysis, method of Lyapunov and bifurcations analysis for evaluate the limits of the 
small signal models are used, and conclusion suggested utilizing models that can permit to analysis of the system 
when subjected to a severe transient disturbance such as loss a large load or loss of generation. The study of 
transient stability for Microgrid systems in stand-alone of the utility grid is useful to improve the design of 
Microgrid's architecture. 
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1. Introduction 

Distributed generators systems and Microgrid are becoming more important to increase the 
renewable energy penetration in the public utility [1-2]. Thus, the use of intelligent power 
interfaces between the electrical photovoltaic generation source and the grid is required. 
These interfaces have a final stage consisting of dc/ac inverters, which can be classified in 
current source inverters (CSI) and voltage-source inverters (VSI). In order to inject current to 
the grid, CSI are commonly used, while in island or autonomous operation, VSI are needed to 
maintain the voltage stability [3-5]. 
 
A Microgrid can be operated either in grid connected mode or in stand-alone mode. In grid 
connected mode, most of the system level dynamics are established by the public utility, this 
is due to the relatively small size of local generators. In stand-alone mode, the system 
dynamics are established by micro generators themselves [6]. This paper presents an analysis 
of transient stability of power systems for parallel connected inverter in a Microgrid under 
autonomous operation. 
 
The power inverters do not present the natural relations between frequency and active output 
power, neither between output voltage and reactive output power. Therefore, in order to reach 
stable operation, when the inverters are connected in parallel, these inherent operating 
conditions must be established by the inverter’s control system [7]. 
 
Previous analysis of stability of stand-alone systems have been done by means of small signal 
models [5, 8], either assuming an ideal inverter or considering power inverter with a high 
switching frequency and their closed-loop inner controllers. Simulation and experimental 
result show that the systems work well when there is a small perturbation, but when the 
perturbation is bigger, the system could be in unstable operation. 
 
The small signal analysis works with root locus plots Bode diagrams, Nyquist plots, etc., 
researching the desired dynamic behaviour of the systems. On the contrary, this paper works 
with no-lineal tools for large signal analysis supported by computer simulations. It is used 
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phase-plane trajectory analysis and method of Lyapunov to evaluate the limits of the small 
signal models. It is suggested the utilization of models that allow to analyze the system when 
it is subjected to a s evere transient disturbance such as loss of large loads or loss of 
generation. 
 
2. A Microgrid Study 

Fig 1 shows the circuit diagram of the Microgrid systems in stand-alone considered in this 
paper. This system configuration was studied by Duminda, in [8]. It was considered small 
signal modeling. For simplicity, the system has two inverter connected, but it can be extended 
for n-number of inverters. 
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Fig. 1.  Parallel connected inverters in Microgrid system works in stand-alone. 
 
The Distributed Generator (DG) considered consists of a power DC renewable source, a 
three-leg inverter and an output LC filter. By assuming the renewable energy source as an 
ideal source form, the DC bus dynamics can be neglected. Each DG presents a PWM 
controller with a current and voltage loop and a PQ controller. The PQ controller must 
autonomously respond effectively to system changes without communication, only with local 
variables. Commonly, the PQ controller uses the droop curves (f vs P and V vs Q) and a filter 
with a cut-off frequency of approximately a decade smaller than a grid frequency. The task of 
the PQ controller is to imitate the governor of a synchronous generator. This artificial droop 
control scheme can be expressed as follows 
 

Pk p−= 0ωω           QkVV v−= 0   (1) 
 
Where P and Q are filtered with a low pass filter with cut-off frequency ωf, the equations of 
these filters in the Laplace domain can be expressed as: 
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Pi and Qi are instantaneous power and are calculated from the measured output voltage and 
output current as in 
 
( ) qqddi IVIVsP +=           ( ) dqqdi IVIVsQ −=   (3) 

 
2.1. A mathematical model of the each voltage source inverter 
Considering (1), (2) and working in the time domain,  

ifpf Pk +−−= ωωωω   (4) 
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ifvf QkVV +−−= ωω   (5) 
 
The inverters are modeled in a common reference frame (d-q), fig. 2. Each voltage vector has 
an angle δi with respect to the d-axes.  

d

q

δ2 

dδ2 

2V


1V


dV1


dV2



1Vd


qV1



qV2



δ1 

ω1

ω2

 
Fig. 2. Voltage vectors in reference d-q frame. 
 
The vector V can be represented as qd jVVV +=


 Where 

 

( )δcosVVd =           ( )δsinVVq =           







=

d

q

V
V

arctanδ  (6) 

 
From (4) and fig. 2 i t is shown that ωi changes in response to the real power flow and 
modifies the angle δi. Thus, from (6) it can be expressed 
 

22
qd

qddq

VV
VVVV

+

−
==


δω  Considering 22

qd VVV +=  and the expressions (4), (5) and (6) it can be 

obtained the state equation (7) which describe the behavior of each inverter. 
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  (7) 

 
2.2. Combined model of all the inverters and network model 
In previous section the mathematical model of an individual inverter on a common reference 
d-q frame was discussed. Let us consider a system with two inverters connected to a network, 
as shown in fig. 1. The state equation for two inverters is 
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The network in the fig. 1 is described by the nodal admittance matrix equation 
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Considering the active and reactive power equations (3) and (9),  
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Which the above equation, combined with (8), gives the whole system equations 
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Where 

11217112161111511214112131111211 ;;;;;; fvfvfvfpfpfpf GkBkBkBkGkGk ωαωαωαωαωαωαωα ======−=

21227212262222521224212232222221 ;;;;;; fvfvfvfpfpfpf GkBkBkBkGkGk ωβωβωβωβωβωβωβ ======−=  
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3. Study of Stability for the Microgrid 

In this section it is constructed a Lyapunov function for the Microgrid system and obtained 
the respective eigenvalues for the A matrix of lineal system. 
   
3.1. Lyapunov’s method 
One of the main impediments for the application of Lyapunov's method to physical systems is 
the lack of formal procedures to construct the Lyapunov function for the differential equations 
describing the given physical system [10]. A function V(X) is called a Lyapunov function of 
the system f(X) where f(0)=0 if it fulfills the following properties [11]: 
 

i. 0)0( =V  
ii. 0)( >XV  for all X 

iii. 0)( ≤XV
dt
d along all trajectories of the system 

 
Then the point X=0 is locally stable. 
 
It is proposed to construct the Lyapunov function by using the set of representative variables 
for each generator. By following this principle, firstly it is chosen the square frequency 
variables (X1 and X4) divided into the working frequency to obtain “per unit” values and 
secondly it is used the dq vol tage of each generator divided by the module of voltage; this 
method is repeated for every generator of the Microgrid. Finally, every term of the obtained 
Lyapunov function are multiplied by a different constant. These constants must be chosen to 
fulfill the iii property. 
 

2
6

2
5

2
6

2
5

2
4

2
3

2
2

2
3

2
2

2
1)(

XX
XXDCX

XX
XXBAXXV

kk +

+
++

+

+
+=

ωω
 (12) 

 
The above equation fulfills (i) and (ii) properties as can be seen by inspection. Condition (iii) 
can be shown as 
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Hence, 
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Then the Lyapunov function (12) and the mathematical model (11) are simulated in 
MATLAB/Simulink for reaching the best values of every constant and the region where the 
Lyapunov function is valid and the system is stable. A first study it is  used A=C; B=E and 
C=F. 
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3.2. Eigenvalues of lineal system 
Considering the system of the figure 1 and the nonlineal model in (11) and applying Taylor's 
series around the operating point at this model, it can be obtained the state-space equations of 
the small-signal model. This is acceptable if variations around the operating point are 
assumed to be small; therefore, the small signal lineal model is [ ] [ ][ ]XAX ~~ = .  
 
Finally the systems with parameters presented on Table I,  t he initial active and reactive 
output powers zero, and initial vectors V1 y V2 in phase, the A matrix values are 
 



























−−−
−−−−
−−−−

−−−
−−−

=

15.032.29.154006.0061.00
42.25.3686.9097.0954.00
97.034.07.37956.0097.00

000005.154
157.094.00217.057.360
944.0157.00936.0466.07.37

A  

 
And the respective eigenvalues are ;5.37;7.377.35;9.26;8.10;0 654321 −=−=−=−=−== λλλλλλ  
According to [8] only the nonzero eigenvalues are important for the stability studies. The 
system has five negative real eigenvalues, and then it is a stable point. 
 
Table I. System parameters. 

Variable Value unit 
Line transmission (Z3) 0.5+3i Ω 

Local load (Z1) 13+6i Ω 
Local load (Z2) 25+13i Ω 

Cut-off freq. of measuring filter (ωf) 37.7 rd/s 
Frequency droop coefficient (kp) 0.0005 rd/s/W 
Frequency droop coefficient (kv) 0.0005 V/VAR 

Nominal frequency 377 rd/s 
 

4. Simulation Results 

The methodology used is as follows; firstly of all the Microgrid system is implemented be 
means of the power electronics toolbox of Matlab/SIMULINK, the system parameters for 
simulation are shown in table I. Secondly, the simulated values of every state variable in the 
operating point are used to find the A matrix values and its eigenvalues. This eigenvalues are 
used to determinate the stability of the system. After that, it is utilized the set of equation (11) 
to verified the model and then the values of the state variables and its derivatives are used to 
evaluate the Lyapunov function. Finally it is studied the Lyapunov function and it is 
determined the region of stability of the system. 
 
The fig 3 shows the PQ power simulation by means of the Power electronic toolbox. This was 
repeated with a different line inductor values (from 8mH to 0.5mH with step of 0.5mH). For 
each simulation the values of state variables at the operating point were saved and these were 
used to study the small signal stability. 
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Fig. 3. Simulation results of a DG Microgrid system by means of Power Electronics tools 
 
The fig 4 s hows the PQ power simulation by means of nonlineal model of the Microgrid 
systems obtained in 2.2. It can be seen the same behavior in both transient and steady state 
values. As explained previously, the line inductance was varied for the nonlineal model. The 
values of state variables were used to validate the Lyapunov function. 
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Fig. 4. Simulation results of a DG Microgrid system by means of Nonlineal model. 
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Fig. 5. Study of stability by means of Lyapunov function and root locus plot. 
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Fig 5 s hows the study of stability by using the Lyapunov function and the root locus plot. 
They can be seen how the stability is affected when the line inductance decrease. The 
transient stability analysis by a Lyapunov method evaluate all variations starting in around a 
stable point that converge to it, therefore it can determine the lowest value of V(X) on the 

surface 0)( =XV  and by this way the region of asymptotic stability is determined. The small 
signal stability analysis by a root locus plot shows how the roots are moved when the line 
inductor decreases, but cannot give an “a priori” region of asymptotic stability. 
 
5. Conclusions 

In this paper, a nonlinear state-space model of a Microgrid is presented. The model includes 
the most important dynamics. This modeling method is able to be extended to n-generators. 
The model has been analyzed by means of both stability studies Lyapunov function and root 
locus plot. A general methodology to find a valid Lyapunov function for non linear stability 
analysis has been presented. Using that Lyapunov function the region of asymptotic stability 
can be determined. These tools will allow the design of Microgrid systems with loads, 
generators and storage systems assuring the global stability of the system.  
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Abstract: This paper presents an optimal design procedure for a small permanent magnet wind generator which 
supplies a full-bridge diode rectified load. The aim is to improve the output voltage waveform of the generator. 
An electromagnetic-thermal design algorithm is proposed based on an analytical model of a surface-mounted 
permanent magnet generator. A comprehensive combined model, consisting of design program and simulation of 
the designed generator under rectified load, is utilized. Design variables are optimized over their appropriate 
limits using a genetic algorithm. The results indicate the improvement of the output voltage waveform. 

Keywords: Wind Generator, Permanent Magnet Machine, Optimal Design  

Nomenclature  

U 
Umean 
β 
R 
ωr 
Cp(λ,β) 
ηgen 
Pgen 
ns 

SMLpk 
SELpk 
hsy,hry 

ws 

rated wind velocity……………….m/s 
dominant mean velocity of wind..m/s 
pitch angle……………..…….…...rad.  
blade radius…………………………m 
shaft angular speed……….……rad/s 
turbine aerodynamic efficiency.… % 
efficiency of generator…………….% 
rated output electrical power …....W  
rotation speed……………….……rpm 
peak specific magnetic loading…...T 
specific electric loading…………A/m 
stator and rotor yoke height….......m 
stator slot width (τs-
wt)………...…..m 

D 
Bsat-s, Bsat-r 
P 
Kw1 
Cφ 
Kc 
prl 
Ks 
τs 
THDv 
K 
λ(ωrR/U) 
μr 

air gap diameter…………………..…..m 
stator, rotor saturated flux density...  T  
pole numbers  
winding factor 
flux conical factor 
carter coefficient 
normalized rotor leakage peamability 
stator lamination factor  
stator slot pitch (πD/S) 
voltage time harmonic distortion 
shape parameter 
tip speed ratio 
relative permeability 

 
1. Introduction 

Permanent magnet generator (PMG) is a self-excited system and it can be a proper choice to 
coupling it to wind turbine. The output of the generator can charge the batteries or supply 
inverter or both [1]. There are different techniques to connect a DC bus (with power 
electronics devices) to the PMG [2]. Utilization of rectified loads distorts the output voltage 
waveform of the PMG leading to a low quality power delivered to the load. A proper 
operation of the generator under such conditions requires a precise design optimization of the 
PMG. Such design needs an appropriate modeling and comprehensive design algorithm.  
 
Details of PMG design for direct coupling to a wind turbine has been given in [3] in which 
four configurations including radial-flux, axial-flux, cross-field-flux and claw-pole generators 
have been compared based on the air gap flux density, copper losses, PM weakening and the 
system cost. This comparison indicates that a radial-flux, internal-PM is a proper choice for 
designing a 400 kW  generator. Application of different configurations of PMG for wind 
turbine has been proposed in [4] and 60 c onfigurations has been compared based on t he 
torque density and also cost per developed torque function. It shows a radial-flux PMG using 
surface-mounted Ferrite PMs has a better performance compared with the internal PM 
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version. In [5], the axial-flux and radial-flux PMGs, for direct driven wind turbine, have been 
optimized based on the cost per developed torque objective function. The results indicate that 
the radial-flux machines have lower cost and torque density. In [6], two types of radial-flux 
PMG (internal- and surface-mounted PM) with inner rotor structures for direct coupling to 
wind turbine are analyzed and compared. The electromagnetic behavior of generators and 
optimal shape of the PMs have been estimated by finite element method (FEM). The results 
indicate lower torque ripples in the surface-mounted PMG. Design and performance analysis 
of an ironless axial-flux PMG have been proposed in [7] and [8]. The particular ironless 
machine configuration leads to a longer effective air gap of the machine. Also a multi-variable 
optimization algorithm based on the design parameters for improvement of the PMG 
performance of the machine has been introduced. Finally, a prototype 3.5 kW machine has 
been built and tested in which noise, cogging torque and copper losses have been reduced in 
expense of heavier machine. In [9], a small radial- and axial-flux wind generators have been 
optimally designed using an optimization algorithm based on population growth which tries to 
maximize annual energy gaining from variable speed wind turbine-generator. However, 
thermal analysis of the PMG has been neglected.  
 
In recent years application of power electronics components in variable speed drives and 
controlling output of generators has been increased. Therefore, a reliable, economical design 
and satisfactory operation of these machines are crucial. This paper considers the 
electromechanical conversion of wind energy. Electromagnetic design procedure of a surface-
mounted radial-flux PMG and its thermal model are proposed. A comprehensive combined 
model consisting of the generator design routine and simultaneous simulation of the typical 
design in the presence of a rectified load is introduced and impact of this type of load upon 
the distortion of the output voltage waveform of the generator is studied. Finally, the design 
optimization procedure is proposed to achieve a near sinusoidal output voltage waveform. 
 
2. Electromechanical Conversion of Wind Energy 

Wind speed is modeled as a continuous stochastic variable. The probability of the occurrence 
of a define wind velocity can be expressed by a probability density function. Comparisons of 
the measured wind speeds show that if the time interval is long enough, the Weibull 
distribution function is suitable to describe the wind velocity [10, 11]: 

)1(                                           
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where k=2 and c is the magnification parameter (2URmeanR/√π). A portion of the wind energy transmitted 
to the shaft is converted into mechanical energy by blades of the turbine and its efficiency depends on 
the blades profile, and air density. Wind energy converted into mechanical energy (PRshaftR) is:  
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Nowadays most horizontal three-blade turbines are designed as such that their operating point 
are placed in the range of 5 t o 7 m/s. In this case, turbine operates with maximum CRpR(λ,β) 
between 0.35 and 0.45 [9]. R and ωRrR can be determined as follows: 
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)4(  
Eqns. (3) and (4) can be used as a guide for estimation of R and U in the design process of the 
small wind generator. 
 
3. 2BDesign of PMG 

Low-Carbon soft-steel is used in the rotor and silicon-steel laminations in the stator of PMG. 
The slot has semi-closed shape. The PM (NdFeB) pieces are mounted on the external surface 
of the rotor. The apparent power of the air gap of a radial-flux generator (SRgR) versus the main 
dimensions of the machine is as follows [12]: 
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PL determines the capability of the energy absorbed by the turbine: 
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where ε=ERfR/VRaR. Ratio KRLR=L/D is chosen in the range of 0.14 and 0.50 based on the main 
design and available backgrounds [12-14]. Therefore, diameter and stack length are evaluated 
using this ratio. In choosing D a particular attention must be paid to the required P and a proper 
pole pitch. On the other hand, in order to reduce the overhang copper losses and its additional 
expense, D must be limited as possible. 
 
3.1. 3BMagnetic Design 
The generator pole numbers, PM dimensions, stator and rotor dimensions are determined in 
this stage.  
 
UAir gap Flux DensityU: The air gap flux density is limited by saturation level of the stator 
teeth. An appropriate value for SMLRpkR is 0.9 T. This can hold a relative balance between the 
magnetic circuit saturation and power absorption capability of PMG [15, 16].  
UGenerator Poles Number:U Frequency range of small PMGs is between 10 and 70 Hz or 30 
and 80 Hz [9]. Therefore, the rated frequency of the generator can be chosen in the range of 
45-65 Hz and P is then calculated. Conventional PM machines have normally low P and the 
pole pitch is considerably larger than the PM pitch; therefore, the pole arc to PM arc ratio (α) 
is not so crucial. However, in wind PMG, P is high and pole pitch and PM pitch are 
comparable and suggested range is between 0.67 and 0.77 [14].  
UPM Dimensions:U Operating point of the magnetic circuit can be determined by intersection of 
the PM demagnetization curve and load line of the magnetic circuit. The slope of the load line 
shows the resistance of the PM against demagnetizing. A security margin in a surface-
mounted PMG is guaranteed by choosing PC≥6. The PM length is estimated as follows [13]: 
 

    (7)       gcrrlm lKCpPCl φµ ).( −=  
 

pRrlR is typically between 0.05 and 0.2 [15]. As seen, the required length of PM for providing 
the excitation flux depends on the air gap length. The air gap length in this design is taken to 
be about 0.01D. 
UDimensions of Stator and Rotor:U To prevent the saturation of the PMG yoke, a special 
attention must be paid to the dimensions and cross-section of the yoke. Assume a define stack 
length for PMG; the height of the yoke is evaluated as follows [17]: 
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In order to be ensuring about non-saturated teeth of the stator, the following constraint must 
be held [17]: 
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In most electrical machines ws is taken to be almost equal to the tooth width as such that 
0.5<ws/τs<0.6 [18]. However, if ws=wt=0.5τs, the product of the electric and magnet loading 
approaches its peak value, and this maximizes the power absorption capability of PMG. 
Therefore, in a PMG with equal slot and tooth width, the non-saturation condition is as 
follows: 
 

ssatsg BKB −< ..
2
1                                                                     (11)  

 

3.2.  Electrical Design 
SELpk of a PMG is limited by the slot filling factor, slot height and stator conductors current 
density. The typical range of SELpk for a PMG is 1000 t o 4000 A /m [9]. For low-voltage 
PMGs, the slot filling factor is in the range of 0.3 and 0.5 and current density of the stator 
conductors is between 3 and 8 A/mm2. Of course, for higher current density up to 10 A/mm2, 
class F insulation for windings and a proper cooling system are suggested [16]. For given 
SELpk, filling factor and conductor current density in a radial PMG with elliptic slots, the slot 
height is as follows [9]: 
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3.3. Thermal Modeling of PMG 
Thermal analysis of any electrical machine is a crucial stage of the design process. Different 
models, depending on the required precision and complexity, have been so far proposed for 
thermal analysis of the PM machines. Here, an equivalent thermal-resistance network is used 
[18] to estimate the temperature distribution over 8 di fferent points of PMG. To use the 
model, the corresponding losses of any node are calculated and by applying the losses to the 
resistance network, the temperature rise of the above-mentioned points are evaluated. A 
particular attention must be paid to the temperature rise of the PM and winding in PMG. 
Conducting resistance between any two-node is used to complete the 8 poi nts in the 
equivalent thermal model of the motor as seen in Fig. 1. Computation procedure for the 
resistances is complicated and it is necessary to take into account the precise heat flow, heat 
convection, internal heat generation sources, different materials and dimensions of the PMG.  
To simplify the model, heat transfer between the PMG and cooling environment is considered 
assuming a mean temperature for the cooling material (15 degrees). 
 
Two nodes have been assigned to the stator, one node to the yoke and one node to the tooth. 
In the full-load PMG, windings are the main source of the generated heat. Two nodes are 
considered in the model, one for the conductors in the slots and one for the end windings. 
Prediction of the PMs temperature rise is important in the thermal modeling of the PMG, 
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therefore one node is assigned to the PMs. Estimation of the temperature rise of PMG by n+1 
thermal networks need to solve n related equations. These equations are extracted 
from

dPG 1−=θ  [18],  where Pd is the dissipated losses vector corresponding to any node and θ 
is the temperature rise vector.  Thermal resistances model for forming the thermal conduction 
matrix G is as follows: 
 

 

 
 
 
                                                                  (13) 

 
This model is used in the final stage of the electromagnetic design of PMG temperature 
constraints are maximum permissible temperature of winding=120○C, and PM=100○C. If these 
constraints are satisfied, the design will be completed; otherwise the design process returns to 
the initial stage of the design routine and necessary modifications for the current density and 
magnetic flux density are made in order to decrease the heat and thus losses.  
 

 
Fig. 1. Equivalent circuit of thermal model of PMG [18] 

 
3.4. Cost Estimation for PMG Manufacturing 
The cost of manufacturing a machine in an industrial plant is under influence of many factors 
such as identical built machines every year, technology and automation level used, organizing 
the product process, expense of the skilled labor, and quality of materials used. Since, here it 
is not possible to take into account all the above-mentioned factors in a mathematical model 
for cost estimation, a logical procedure is followed and the active materials of the machine are 
considered to evaluate the cost index and express it as a function of the dimensions of the 
PMG. The active materials of a PMG consist of PM, copper and iron used in the rotor and 
stator. Therefore, the cost index of a PMG is approximated as follows: 
 

fefefecucucuPMPMPMtotal VCVCVCC ...... ρρρ ++=
 

                                                                   (14) 
 
where ρ is the density, V is the volume and C is the unit weight cost of the materials. The cost 
of each material includes: Iron 1.65 €, PM 50 € and Copper 3.1 €.   
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3.5.  Synthetic Simulation Model   
To study the impact of a rectified load upon the PMG operation, a synthetic comprehensive 
system consisting of simultaneous generator design routine and simulation has been proposed 
and applied. In this system, first the design routine calculates characteristics of the generator 
based on t he proposed voltage, power, power factor and frequency; then turbine-generator-
rectifier set included in Simulink receives the required data such as flux-linkage under each 
pole, resistance, inductance and poles number. At the end of simulation process, voltage 
waveform and performance characteristics of generator are determined. In this system, 
generator design algorithm is programmed. At the end of design routine, system model 
consisting of turbine, generator and rectifier system are implemented.  
 
A 3 kW, 220 V, 50 Hz optimally designed PMG based on efficiency [9] is re-designed here in 
the presence of a nominal rectified load. The generator voltage waveform has been presented 
in Fig. 2. The results show that the harmonic distortion index of the voltage waveform is 
15.5% which indicates the low quality output power of the PMG. 
 
3.6. Optimization 
As shown in Fig. 2, rectified load distorts the output voltage waveform and a genetic 
algorithm is implemented to improve the output voltage waveform. For this a fitness function 
based on the THDv reduction is defined as follows: 
 

vTHD
FunctionFitness 1

=   
                                                                                                   (15) 
 

Test designs on t he wind PMG are obtained and the corresponding fitness functions are 
evaluated, then new design is generated by combining the best previous results. The PM 
residual flux density, ratio between the stack length and air gap diameter, PM arc, number of 
slot per pole per phase, magnetic permeance coefficient, specific electrical loading and 
current density are taken as design variables. 
 
Also the range of variables values has been restricted to reasonable limits as shown in Table 1. 
Fig. 3 shows the obtained voltage waveforms based on the objective function of (15). Table 2 
summarizes the design details of two generators. Referring to the obtained results in the design 
with optimal voltage, THD of voltage improves 9%. The induced voltage is Ldi/dt, and THD 
can be reduced by decreasing the number of winding turns.  
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Fig. 2. Non-optimal induced line voltage of a 
generator under rectified load 

Fig. 3. Optimal induced line voltage of generator 
under rectified load 

Also contribution of the PM arc in the pole of PMG rises in order to compensate the back-
emf. Following these improvements, voltage distortion is reduced, but considering the 
increase SEL and SML, the magnetic loading is decreased to provide the required power. 
Consequents of these changes are: rising the iron losses due to the increase of the air gap flux 
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density, increasing the cost due to increase of PM volume, decreasing copper losses due to 
lower number of winding turns and resistance. Since the losses distribution in the optimal 
design of the PMG is subject to the change of the temperature rise of the six above-mentioned  
points, the PMG are in the permissible ranges 
 
Table  1. Constraints of variables in optimization routine. 

Parameter Symbol Value 
PM residual density (T) Br 1-1.4 
PM arc (ºElec) Α 90-170 
Current density (A/mm2) J 3-8 
Specific electrical loading (kA/m) SEL 10-40 
Air gap width to diameter ratio  kL 0.2-1 
Slot No./pole/phase 
Magnetic permeance coefficient 

Q 
PC 

1-2 
5-16 

 

 Table  2. Comparison of design and performance of a 3 kW, 220 V and 60 Hz PMG with optimal 
efficiency and voltage in presence of rectified load (U=12 m/s). 

Parameter Symbol Optimal Efficiency Optimal Voltage 
Shaft speed (rpm) Nm 440/66 440/66 

Generator stack length (m) L 0.1437 0.164 
Air gap diameter (m) D 0.1437 0.232 
PM arc (elec. Deg.) Α 144 157.5 

PM height (m)  
PM residual flux density (T) 
Phase winding no. of turns 

No. of slots/phase/pole 

lm 
Bs 
Nph 
q                           

0.01 
1.2 
Nph 
1                       

0.0183 
1.25 
176 
2 

Air gap length (m) 
Winding diameter (m) 

Copper losses/Iron losses (W) 

lg 
Dcond 

Pcu/Pfe 

0.0011 
0.0011 

95.9/80.8 

0.0012 
0.0013 

56.5/136.6 
Power factor 

Efficiency (%) 
Air gap flux density (T) 

Specific electric loading (kA/m) 
Winding current density (A/mm2) 

THDv (%) 
Materials cost (€) 

Stator winding resistance (Ω) 
Stator winding leakage inductance  (H) 
Stator winding mutual inductance  (H) 

Pf 
η 

Bg 
SEL 

J 
----- 
Cost 
Rs 
Ll 
Lm 

91 
94.18 
0.72 
30 
5 

15.5 
249.9 
2.55 
0.003 
0.005 

93 
93.1 
0.79 
10 

3.64 
5.7 

776.4 
1.27 

0.00064 
0.0011 

 
4. Conclusion 

In this paper a comprehensive electromagnetic-thermal design algorithm for a wind PMG was 
presented. A combined model consisting of simultaneous generator design program and 
simulation in the presence of a rectified load was used to study the impact of this type of load 
upon the induced voltage distortion. Base on the presented model and genetic algorithm 
optimization routine, specifications of an optimal generator for improvement of the induced 
output voltage waveform of the PMG were obtained which leads to 9% decrease of the 
harmonic distortion index. 
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Abstract: With more than 20 GW of installed wind power capacity installed in Northern Germany and more to 
come when offshore wind power expands, there are periods when the available wind power exceeds the grid 
capacity or even the electricity demand in reach. This excess wind power could be utilised for the electrolytic 
production of hydrogen, which can be stored and used as a transportation fuel, feedstock for the chemical 
industry, for re-electrification or for natural gas (NG) pipeline injection. 
Based on the potential availability of excess wind power for hydrogen production and in view of the expected 
build-out, the paper drafts and discusses the economic framework and modalities of hydrogen production. 
Potential usages are discussed in general and specially for Northern Germany, where a hydrogen demand of 
320 mill. Nm3 was identified by 2020 for industry and transportation.  
With some initial incentives, electrolytic hydrogen production can be made competitive by 2020. It is concluded 
that Northern Germany is an ideal region for the production of hydrogen from renewables due to the its high 
wind power density, its geologic conditions allowing for cavern storage, its industrial demand for hydrogen and 
also its pioneering role in hydrogen fuelled road transportation.   
 
Keywords: Hydrogen, Storage, Electrolysis. 

1. Introduction 

With the increasing renewable power capacity, especially wind power, installed in many 
countries, there will be periods when the available power exceeds the capacity of the grid or 
even the demand in reach. This excess electricity may be eliminated by cutting down 
renewable power feed-in or, more advantageously, by adding additional temporal demand 
through electricity storage devices. In countries without excessive potential for pumped hydro 
storage, the storage technology with the highest energetic potential is offered by hydrogen. 
Hydrogen can be produced from electricity by water electrolysis and stored inexpensively in 
underground salt caverns where geologic conditions are suitable, or at higher costs in 
aboveground pressure vessels or liquid dewars. The hydrogen can be used for power 
generation when renewable generation is low, but also as a transportation fuel, as a feedstock 
for the chemical industry or other purposes. Therewith, hydrogen not only makes renewable 
electricity storable over long periods but also creates cross-links to other energy-intensive 
sectors.  
 
This paper presents the main results of a recent study on the potentials of hydrogen production 
from wind power in Northern Germany [1], where more than 20 GW of wind power capacity 
are installed today and there will be tremendous increases in the coming years due to the 
expansion of offshore wind power. It will first review the current framework of the German 
electricity generation. Then, based on the expected electricity generation and demand, the 
amount of excess power available for hydrogen production will be estimated. This will be 
followed by a discussion of operation models for hydrogen electrolysis, rounded off by a 
discussion of required storage demand and possible uses and costs of the hydrogen. 
 
2. General framework of the German electricity generation 

Since 1990, electricity production in Germany has only increased by about 0.8% p.a. on 
average, and almost the entire surplus has been covered by renewable electricity [2]. 
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Due to the age structure of the power plant park and in view of the previously planned nuclear 
phase-out, currently a large number of new fossil power plant projects (especially hard coal) 
are in the planning phase; yet, it needs to be mentioned that the realization of many projects is 
becoming ever more uncertain, partly due to the postponement of the nuclear phase-out but 
also due to decreasing public acceptance for infrastructure projects [3]. 
 
The share of renewables for electricity production in Germany has increased from 10 to 15% 
in only three years (2005-2008), and for 2011 the Transmission System Operators (TSOs) 
expect a total of 112 TWh renewable electricity, representing almost 20% of overall 
production [4]. Highest shares are being achieved in the North (e.g., in Schleswig-Holstein, 
renewable energy generation, mainly wind power, exceeds 40% of the electricity demand). 
Specifically in regions with high intermittent renewable capacities installed, already today 
grid capacity issues occur and wind turbine power need to be cut off temporarily in order not 
to cause grid breakdown (regulated in the renewable energy law as “feed-in management”) 
[5]. Further extensive renewable potentials lie within repowering of onshore wind farms and 
the build-out of offshore wind energy use in the North and Baltic Sea.  
 
By 2020, according to the “Lead scenario 2009” [6], 33 GW from onshore and 9 GW from 
offshore wind power are expected to be fed into the German grid. The offshore feed-in is 
expected to grow to 24 GW by 2030. Since all offshore capacity is landed in Northern 
Germany (mainly in Schleswig-Holstein and Lower Saxony) where also the density of 
onshore generation is high, this will at times cause massive excess power production. This 
implies grid reinforcement and extension to transmit the power to neighboring regions; 
however, even Germany-wide power production may exceed the demand and export 
capacities at times of low load and high wind.  
 
Possible remedies are the temporal shift of loads by demand-side management and battery 
electric vehicles; however, potentials are limited both with respect to quantities and time 
periods over which the loads can be bridged [7]. Therefore, large-scale electricity storage will 
be urgently required in order to more easily integrate the further increase in intermittent 
renewable electricity generation into the grid. 
 
3. Availability of excess power for hydrogen production 

In order to analyse the potentials of hydrogen production from excess renewable electricity, 
the quantities of power surplus have to be estimated. In this sense “excess power/electricity” 
will be defined as the portion of power/electricity which cannot be utilised in times of high 
generation (renewable+fossil+nuclear) and low demand as well as export capacities of a 
region. In such cases the renewable generation will have to be cut off in order to assure grid 
stability. The quantity of excess power production depends mainly on the following four 
factors: 

• Installed capacity of intermittent renewables, especially wind power. The feed-in of 
photovoltaics is less relevant in this context as it provides electricity during daytime 
where demand is comparatively high. 

• Installed capacity of conventional power plants, especially base load plants. In 
particular, lignite and nuclear power plants are operated at high load also in times of 
high winds increasing the excess power. For example, during the night of October 4th, 
2009, high wind volume and low electricity demand resulted in the negative spot 
market price of 0.50 €/kWh. Since at this time German nuclear power plants still 
operated at an average load of 77%, lignite at 65%, hard coal at 12% and natural gas at 
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9% [8] we assume this capacity utilization as the minimum practical part load of 
conventional plants during situations with excess electricity. 

• Electricity demand and demand profile of the region. In general, the excess electricity 
can be reduced either by demand-side management or by an increased demand for a 
given level of power supply. 

• Export capacity to neighbour regions. This is not only limited by the available transfer 
capacities, but also by the fact that adjacent regions are meteorologically linked. In 
this sense, excess wind power generation may occur not only in Northern Germany 
but also in other regions with own wind parks. In consequence, extension of grid 
capacity alone is not always effective to reduce excess power. 

 
For the calculation of the excess power, specific assumptions regarding the capacity of energy 
generation per type and demand curves had to be made. The minimum generation of 
dispatchable power plants was derived from the estimated available capacity and the 
minimum part load numbers mentioned above. Onshore wind power curves were based on 
scaled Germany-wide production curves of the reference year 2008. Wind speed data from 
FINO platforms in the North and Baltic Sea were used in order to calculate the offshore 
power curves based on the characteristics of a 5 MW turbine. To estimate the electricity 
demand, hourly data from 2008 provided by UCTE / ENTSOE [9] were scaled to the 
respective future demand. Due to metrological linkages between adjacent regions, electricity 
export to neighbour countries was not considered as a way to use excess electricity. From the 
comparison of resulting generation and demand, the excess power generation could be 
estimated as shown in Figure 1. 
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Fig. 1.  Methodology to determine excess power (1 week displayed) 
 
With this methodology, the excess electricity was estimated for different scenarios based on 
the generation and demand projections of the “Lead scenario 2009” [6]. Two variations from 
the lead scenario were considered: a scenario where 15 GW nuclear generation capacity 
would remain online (compensated by lower capacities of hard coal and natural gas), and an 
extreme scenario where the 2008 values for fossil and nuclear generation capacity and 
demand were frozen and the onshore and offshore generation capacity ramped up as in the 
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Lead scenario (33 GW onshore + 9 GW offshore by 2020, and 36 GW onshore + 24 GW 
offshore by 2030). Figure 2 shows the resulting excess power generation per year in Germany 
until 2030. In the lead scenario, only up to 9 TWh of excess electricity accrue until 2030 due 
to the consequent phase-out of fossil power plants. Retaining nuclear capacities will strongly 
increase excess electricity, and assuming that the power plant park of 2008 is retained while 
ramping up renewables, huge amounts of excess electricity will accrue until 2030. According 
to this estimation, by 2020 between 1.1 and 13 TWh of electricity (corresponding to 1.1-13% 
of overall wind power generation) cannot be used when they accrue and will therefore be 
available for energy storage in the form of hydrogen. For comparison, other authors with 
similar approaches have concluded that for whole Europe, 16 to 260 TWh excess power 
would accrue by 2020 [10]. Wietschel et al. [11] found that for Germany, 9 TWh excess 
power would accrue with 38.3 GW wind power installed, increasing to 28 TWh with 
48.3 GW wind power installed. 
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Fig. 2.  Resulting excess power generation in Germany through 2030 
 
4. Operation model for hydrogen production  

Northern Germany is generally an ideal location for hydrogen production from renewables 
and large-scale storage due to the high concentration of wind power capacity and the geologic 
conditions facilitating the construction of underground salt caverns suitable for hydrogen 
storage. With the aim to develop a sound operation strategy for hydrogen production based on 
the use of excess electricity while at the same time unstraining the grid in the most economic 
way, the location of electrolysers as well as the economics of purchasing electricity (i.e. the 
connection to the electricity market) are the main criteria to be addressed. 
 
In general there are three major options for the allocation of electrolysers: directly at the 
larger on- and offshore wind farms, at the end user location (e.g., an industrial sites or a 
hydrogen refuelling station) or at grid hubs of the high or ultra-high voltage grid in the areas 
with the highest wind loads and the heaviest loads on the grid (e.g., along the west coast of 
Schleswig-Holstein). Placement directly at the wind farms helps to unstrain the electric grid 
regionally and super-regionally, but hydrogen production is dispersed and the distribution to 
the consumers is comparatively complex, especially from offshore locations. Placement 
directly at the consumer site omits the transportation of hydrogen, but does not unstrain the 
electric grid between the wind farm and the consumer. Furthermore, access to large-scale 
storage caverns for longer-term storage of hydrogen cannot be provided easily in either of the 
distributed placement strategies. Therefore we assume that placing larger electrolysis plants at 
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grid hubs in areas with high wind power capacity is most beneficial, since this concept 
effectively unstrains the electric grid and allows for access to large-scale storage and efficient 
distribution of the produced hydrogen. The maximum electrolysis capacity installed at the 
grid hubs should be limited to a certain share of the upstream wind power. Figure 3 shows the 
scheme of a large-scale hydrogen storage plant (re-electrification by either CCGT or fuel cell 
is optional). 
 

Electroysis

Salt cavern

 
Fig. 3.  Scheme of a hydrogen storage plant with optional re-electrification 
 
As a price basis for the required electricity, either the feed-in tariffs for renewable electricity, 
or the day-ahead spot market hourly price curve of the European Energy Exchange (EEX) are 
reasonable. The latter can be interpreted either as purchasing the power at the EEX or directly 
from the wind farm operators, who otherwise would trade at EEX. Today, most wind power is 
fed in according to the fixed feed-in tariffs regulated by the German Renewable Energy Law. 
However, it can be expected that by 2020 the fixed feed-in tariffs will have been changed into 
market premiums, and most wind power will be directly traded at the spot market. Moreover, 
the spot market price represents the balance between electricity demand and supply: in times 
of low demand and high renewable energy generation the spot market price will be low, and 
vice versa. Hence, taking the spot market price as a base for electricity purchases ensures the 
operation of electrolysers in a way which indirectly unstrains the grid by using the excess 
electricity at low costs. As a simple operation strategy, electrolysers may be operated at full 
load during hours when the price is below a certain threshold, and may be kept in warm stand-
by mode when the price is above the threshold. The number of operation hours per year and 
the average electricity price paid then depend on the price threshold set.  
 
Further revenues for hydrogen producers can result from control reserve, since electrolysers 
represent a controllable load within the power grid. An electrolyser can be turned off or 
switched on upon request in order to provide positive or negative control reserve. The 
provision of the so-called “minute reserve” is tendered jointly by the transmission system 
operators (TSO) in Germany in 4-hour blocks for the following day. It is important to mention 
that the pure provision of control power (without actually being called) is already 
compensated by a per-MW rate. While tendering for control reserve brings additional 
revenues to the hydrogen production, it also increases the administration effort; since the 
control reserve is awarded at 10:00 AM for the next day, and the day-ahead spot market 
auction is at noon, the operator has to rely on a forecast of the spot market price in order to 
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decide whether the electrolyser should be operated during every 4 hour block (i.e. tender 
positive control reserve), or not (i.e. tender negative control reserve). Once control reserve has 
been awarded, the electrolyser must be operated according to the plan, even if electricity 
prices differ from the forecast. Therefore and due to the implication to operate in 4-hour 
blocks, the average electricity price levels will be somewhat higher if control reserve is to be 
provided. 
 
A further benefit for the hydrogen producers can be achieved by directly utilising stranded 
wind power from turbines which otherwise would need to be temporarily cut down due to 
local grid restrictions (so-called “feed-in management”), provided that there are no grid 
restrictions between the wind turbines and the electrolysers. However, the TSOs are obliged 
to reinforce the power grid in order to avoid such events; hence, the potential benefits from 
this strategy are limited and uncertain. 
 
5. Required storage demand, options for usage of the hydrogen, and costs 

A strategy as described above will lead to a variable electrolyser utilisation with a tendency to 
higher production in the winter time with high wind power feed-in. In order to optimally level 
out the seasonal variations in production and facilitate a constant delivery of hydrogen to the 
end customers we found that a hydrogen storage capacity of approximately 700 full load 
hours is needed. If the hydrogen consumption can be adapted to the availability (higher 
consumption in winter than in summer), the storage capacity can be lower; on the other hand, 
if the hydrogen consumption is inflexible and peaks in summer, the storage capacity will need 
to be higher. Generally, the economic optimum of design storage capacity will be a trade-off 
between storage costs and timely flexibility of electrolysis operation (leading to savings in 
electricity costs). In the case of large-scale storage in salt caverns, the storage only contributes 
a minor part to the overall costs; however, if storage in e.g. aboveground pressure vessels or 
liquid hydrogen dewars is chosen, then the costs will be a multiple of the electrolysis costs. 
 
A viable use of the renewable hydrogen is the partial or complete substitution of hydrogen 
generated from natural gas for uses in chemical and process industry. Besides saving fossil 
primary energy for hydrogen production by reforming, this has the potential to reduce the 
greenhouse gas emissions of the industries, improving their carbon footprint and avoiding 
costs of CO2 certificates. Furthermore, hydrogen-powered road transportation will be an 
emerging market in the mid term. Offering renewable hydrogen at the refuelling stations to be 
erected is an interesting option, especially when considering the fact that the consumers might 
prefer “green hydrogen” and could also be forced by legislation (California has already 
implemented a law that 33% of all hydrogen for transportation will need to be renewable).  
 
By screening the hydrogen consuming industry and using estimates on the hydrogen demand 
for road transportation, we have identified a demand potential of about 320 mill. Nm³ 
hydrogen from wind power in the federal states Hamburg and Schleswig-Holstein by 2020 
[1]. Based on lower heating value, this represents an energy of 960 GWh, which equals about 
4.5% of the overall industrial final energy use in this region today. For the production and 
distribution of the hydrogen, about 1.55 TWh of electricity would be needed per year that 
could be predominantly supplied from excess electricity. The use of the this amount of 
renewable hydrogen in industry and transportation in Hamburg and Schleswig-Holstein 
instead of fossil hydrogen would save about 320.000 tons of CO2-equivalent emissions. 
Beyond this, there might be potential to export renewable hydrogen, e.g. as a transportation 
fuel to other regions in Europe.  
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Based on current technology, the specific costs of hydrogen production from wind energy in 
Schleswig-Holstein including distribution will, depending on quantity and location of the 
consumption, amount to 0.42-0.75 €/Nm³ by 2020 (0.14-0.25 €/kWh of lower heating value). 
This is about 0.12-0.32 €/Nm³ more than the cheapest supply from fossil energy sources 
today. However, in the case of an incentive-supported early implementation of electrolytic 
hydrogen production, hydrogen from wind energy can become competitive by 2020, mainly 
through the rise of fossil energy prices and the cost reduction potentials of electrolysis.  
 
A further use of the hydrogen could be used for power generation (so-called re-electrification) 
in combined cycle gas turbines or fuel cells. Re-electrification is a way to stabilise the electric 
grid by not only taking away power in times of excess renewable electricity but also providing 
backup power to compensate lack of renewable generation, e.g. in times of low wind. Co-
firing gas turbines with natural gas at flexible shares is technically feasible. Also, the injection 
of hydrogen into the natural gas grid to substitute a certain part of the natural gas is possible. 
Almost all NG end users can tolerate hydrogen fractions up to 5% by volume (representing 
1.6% by energy) without modifications. From the NG grid perspective, mainly the process gas 
chromatographs will have to be modified in order to detect hydrogen. In a future scenario, 
also up to 20% by volume hydrogen could be admixed to natural gas [12].   
 
6. Conclusion 

The paper showed that due to the ongoing build-out of intermittent renewable generation 
capacity and limited part-load ability of dispatchable power plants, significant amounts of 
excess electricity will accrue in the German electricity system in the future. This excess 
energy may be used to generate hydrogen, which can then be economically stored in large-
scale salt caverns and utilized in industry and transportation sector or for electricity generation 
at times of low feed-in of renewables. An operation model based on central electrolysis plants 
at grid hubs, the spot market as a price basis for electricity purchases and a threshold-price 
strategy can yield minimum overall hydrogen production costs and at the same time facilitate 
effective unstraining of the grid.  
 
Northern Germany is an ideal region for the production of hydrogen from renewables due to 
the its high wind power density, its geologic conditions allowing for cavern storage, its 
industrial demand for hydrogen and also its pioneering role in hydrogen fuelled road 
transportation (Berlin, Hamburg). Hydrogen storage is the only technology that can provide 
sufficient storage potential (multi-TWh) in Germany for a fully renewable electricity system. 
With some initial incentives, electrolytic hydrogen production can be made competitive 
within some years after the start of its deployment.   
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Abstract: The growing interest in diversifying the energy sources used, the major environmental objectives 
established, and the need to reduce the current European energy dependence, have been causing a growing and 
significant increase in betting on renewable energy sources. Thus recent years have witnessed a continuous 
increase of installed power from sources like solar, biomass, photovoltaic, wind, Biofuels, biogas among other.  
The integration of renewable energy is mainly in the production of electrical power, in which has already a 
significant contribution. In the group of renewable energy sources used for the production of electrical power 
wind is the source that has registered further progress, and is also expected, that represents in the future, large 
part of the electric energy produced by renewable energy sources. 
 
Although the wind helps to meet many of the problems, it’s also presents some disadvantages, or constraints. 
Among the best-known disadvantages associated with wind, as noise and visual impact, stands out as the major 
technical problems the flashing of its production. The inability to predict the production of wind, leads to 
problems in securing demand, as well as in network integrity. 
 
In this scenario the Combined Cycle Gas Turbine (CCGT) stands out as a great complement to wind power. 
Their ability to quickly put into operation, as well as the advantages that technology and fuel used presents, 
makes it the optimal solution to integrate with the wind energy. 
 
Keywords: Combined cycle plants, wind power,  

1. Introduction 

In the last decade it has been attended an increasing interest on renewable energy sources. 
This trend is mainly in response to the increased consumption of fossil fuels, to the problem 
of security of supply and still to tackle the environmental problems caused by such 
consumption. Alternative power plants, as the solar, biomass and wind energy are the great 
trends. However in the majority of the cases the alternative energies are incapable to support, 
alone, the existing demand, forcing then, a combination with other fossil fuels like natural 
gas, oil, etc. 
 
Natural gas emerged as the best fuel to be used in partnership with renewable. Its combustion 
gives low emission levels of pollutants, ash free, the content of carbon monoxide (the most 
responsible for acid rain) is practically zero and the levels of NOx formed are well below the 
values of any other fossil fuel. Additional in its combustion, CO2 emissions (responsible for 
the greenhouse effect) are much lower than other fuels, may even make the comparison 
between the products of combustion and respiration of the human (CO2 and H2O). For this 
reasons natural gas is the best option to use in support to renewable energy. 
 
Since 1990 gross electricity generation from renewable energy sources (RES) in Europe grew 
significantly. Among new renewable (excluding large hydropower), wind power has the 
largest addition to renewable energy capacity. One of the main disadvantages of wind power 
is that wind is very unpredictable. Strength can vary from none to storm force. Therefore, 
wind turbines are unable to produce a continuous amount of electricity during the time, 
creating problems with network stability, and uncertainty regarding the availability of energy. 
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The combination of natural gas combined cycle plants and wind power is a good answer to 
grid stability problems and makes the whole system more secure. Gas is used as a back-up to 
overcome the intermittency of wind power. 
 
2. Renewable energy policies in Europe 

In the last decade, the number of countries that exploit renewable energy production has 
increased exponentially, and wind energy has been highlighted as a promising and attractive 
option among the other renewable energy sources. 
 
Renewable have a long history of European policies and associated measures. Since 1986 the 
European Commission has listed among its objectives the promotion of community renewable 
energy [1]. In 1997 set the goal of achieving a target of 12% renewable energy by 2010. Most 
recent measurements, as the document "AN ENERGY POLICY FOR EUROPE" [2], 
published in 2007, amends the targets for 20% integration of renewable energy by 2020 and 
10% integration of renewable energy in the transport. 
 
2.1. European policies for wind power 
The 20% target means that more than one-third of the EU’s electricity will come from 
renewable sources in 2020 – up from 16% in 2006. By 2020, wind energy is expected to have 
overtaken hydropower as the EU’s largest source of renewable electricity (Table 1). 
 
Table 1. Renewable contribute to EU electricity consumption in 2020 [3]. 

Type of energy 
2005 
TWh 

2020 - Targets 
TWh % 

Wind 70,5 477 34,8 
Hydro 346,9 384 28 

Photovoltaic 1,5 180 13,1 
Biomass 80 250 18,3 

Geothermal 5,4 31 2,3 
Solar thermal elect. --- 43 3,1 

Ocean --- 5 0,4 
 
To achieve this objective, the EU adopted a new Renewable Directive in April 2009, which 
set individual targets for each member state. In response to the Directive 2009/28/EC [4] 
member countries in 2010 presented its National Action Plan for Renewable Energy [5]. This 
plan sets national targets for 2020 relating to the share of energy from renewable sources 
consumed in transport, power generation and heating and cooling (Figure 1). 
 

 

4210



 
Fig. 1.  Targets for Renewable Energy inclusion in final energy consumption in 2020. 
 
With few exceptions, the field of electric energy production is the sector which foresees a 
greater share of energy produced by renewable energy sources. Wind energy stands out as a 
renewable energy source with greater participation (figure 2), and on average, excluding 
countries like the Czech Republic and Finland that does not estimates wind power production, 
the average of European countries to integrate wind power in 2020, as estimated targets, is 
approximately 42.3%. 
 

 
Fig. 2.  Targets for Wind Power and others in electricity power production. 
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2.2. European wind energy tariffs 
In most EU member states electricity utilities now buy electricity generated from renewable 
sources produced by individuals and companies. Prices paid for 'self-produced' electricity is 
called a feed-in tariff. 
 
Table 2. Fee-in tariffs on member state in 2010 (€/kWh) [6]. 

Member state 
Windpower 
'On-shore' 

Wind power 
'Off-shore' 

Solar PV Biomass Hydro 

Austria 0.073 0.073 0.29 - 0.46 0.06 -0.16 n/a 
Belgium n/a n/a n/a n/a n/a 
Bulgaria 0.07 - 0.09 0.07 - 0.09 0.34 - 0.38 0.08 - 0.10 0.045 
Cyprus 0.166 0.166 0.34 0.135 n/a 
Czech Republic 0.108 0.108 0.455 0.077 - 0.103 0.081 
Denmark 0.078 0.078 n/a 0.039 n/a 
Estonia 0.051 0.051 0.051 0.051 0.051 
Finland n/a n/a n/a n/a n/a 
France 0.082 0.31 - 0.58 n/a 0.125 0.06 
Germany 0.05 - 0.09 0.13 - 0.15 0.29 - 0.55 0.08 - 0.12 0.04 - 0.13 
Greece 0.073 0.073 0.29 - 0.46 0.06 -0.16 n/a 
Hungary n/a n/a n/a n/a n/a 
Ireland 0.07 - 0.09 0.07 - 0.09 0.34 - 0.38 0.08 - 0.10 0.045 
Italy 0.166 0.166 0.34 0.135 n/a 
Latvia 0.108 0.108 0.455 0.077 - 0.103 0.081 
Lithuania 0.078 0.078 n/a 0.039 n/a 
Luxembourg 0.051 0.051 0.051 0.051 0.051 
Malta n/a n/a n/a n/a n/a 
 
The rates of remuneration for wind energy are generally among the lowest rates of pay for 
electric energy produced by renewable sources in EU countries. The exceptions are Estonia, 
Latvia and Lithuania who practice the same tariffs for electricity produced by renewable 
energy sources, and Denmark, where the remuneration of the energy produced by wind is 
greater than the produced from biomass. 
 
3. Development of installed capacity and production of wind and combined cycle plants 

power 

During 2009, 10,526 MW of wind power was installed across Europe, of which 10,163 MW 
in EU countries. This represents growth in the EU of approximately 15, 5% compared with 
the values of installed power in 2008 (figure 3). 
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Fig. 3.  Wind Power Installed in Europe [7]. 
 
The facilities in Europe are characterized by a continuous development in mature markets like 
Spain and Germany, along with countries like Italy, France and the UK. In 2007, production 
of electrical power through the wind reached a value of 104.3 GWh in the European Union 
[8]. 
 
Spain is the second EU country with the highest installed capacity of wind power. In 2009 it 
had an installed capacity of 18 GW, double the number counted in 2005 (figure 4). 

 
Fig. 4.  CCGT and Wind Power Installed in Spain [10]. 
 
Many of the world`s electric utilities and independent power producers are turning to gas 
turbine combined-cycle power technology for new capacity. The major reasons for the 
predominance of this technology are high efficiency, moderate capital cost, low 
environmental impact, favorable natural gas prices and short construction schedules. Recent 
advances in gas turbine technology allow for a combined-cycle efficiency of almost 60 
percent. The turbines used in Combined Cycle Plants are commonly fuelled with natural gas, 
which is found in abundant reserves in several countries. Natural gas is becoming the fuel of 
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choice for private investors and consumers because it is more versatile than coal or oil and 
can be used in 90% of energy applications. 
 
In the last decade, most countries concentrated their power generation investments in gas-
fired power plants, especially combined-cycle gas turbines (CCGT). The document "European 
Energy and Transport - Trends to 2030" [9], indicates that the CCGT plants accounted for 
about 51% of total investment in power plants combined, between 2005 and 2010. Also 
according to the estimates presented in this document, in 2030 the CCGT plants will reach a 
total installed capacity of 145 GW in Europe. 
 
A country that reflects the growing interest and increasing investment in CCGT plants is 
Spain. In 2005 Spain had a total installed capacity of 12 GW of CCGT, in 2009 reached 23 
GW, which represents an increase of 88% (figure 4). 
 
4. Correlation Analysis 

Although wind energy has many advantages, like being a renewable source of energy, not 
emissions of greenhouse gases, among other well-known advantages, also has considerable 
disadvantages. The disadvantages more marked are the related to visual and noise pollution 
caused by the same; however to technical level the biggest disadvantage of wind power is the 
intermittency of production. That is, wind does not present a continues production, as it is not 
possible to predict in advance with will be its real production. 
 
For this reason, it is necessary to resort to so-called support system. The support system is a 
complementary system to the wind power, than is able to put into operation that is, to produce 
electrical power, in case of failure of electric power generation by wind energy, ensuring 
availability to demand. 
 
The most common support systems used to support wind power plants are Combined Cycle 
Gas Turbine. This choice is justified by the use of a fuel that although is a fossil fuel, has 
great advantages when compared to the other, as well as the highly effective technology 
applied.  
 

 
Fig. 5.  CCGT and Wind evolution of installed power in Spain [10]. 
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As we can see by the analysis of figure 5, the evolution of installed power to CCGT and wind 
power is very similar. Both forms of energy have a significant increase of installed power to 
the scheduled between 2006/07 and 2008/09, and both show a decrease in the growth of 
installed capacity in 2008. 
 
In the year 2007, which corresponded to the years where there was a greater increase of 
installed power, CCGT reached a total installed capacity of 20 GW, corresponding to an 
increase of 5.5 GW compared to the previous period, and the energy wind power grew by 3.2 
GW, reaching a total of 14.8 GW. 

 
Fig. 6.  CCGT and Wind electric power production in Spain [11]. 
 
As we can see by the analysis of the previous figure (Fig. 6) the electricity produce by CCGT 
follows the production of electric power by wind. That is, whenever there is a decrease in 
wind generation, the CCGT start working to remedy this breach. With the increase of 
electricity generation by wind, CCGT production decreases.  
 
Thus the intermittency of electricity generation by wind does not because failures in the 
availability of energy and do not create problems in the network integrity. 
 
5. Development Perspectives 

According to estimates the installed capacity of wind power will tend to continue to increase. 
The figures for Europe are that the production of electricity by wind power to reach 477 TWH 
in 2020. 
 
Assuming that the trends are maintained, the increase in installed capacity of CCGT will also 
maintain its growth trend, and is also expected that due to the development of technology 
associated with CCGT this increase will be even higher than expected. With current 
technology, the CCGT are already the best option to serve to support the production of other 
renewable energy sources, specifically through the production of wind energy.  
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Abstract: Improving the performance of prediction algorithms is one of the priorities in the wind energy 
research agenda of the scientific community. In a very simplistic approach, short-term predictions of wind power 
production at a g iven site could be generated by passing forecasts of meteorological variables (namely wind 
speed) through the so-called wind farm power curve, which links the wind speed to the power that is produced 
by the whole wind farm. However, the estimation of this conversion function is indeed a challenging task, 
because it is nonlinear and bounded, in addition to being non-stationary due for example to changes in the site 
environment and seasonality. Even for a single wind turbine the measured power at different wind speeds is 
generally different to the rated power, since the operating conditions on site are generally different to the 
conditions under which the turbine was calibrated (the wind speed on site is not uniform horizontally across the 
face of the turbine; the vertical wind profile and the air density are different than during the calibration; the wind 
data available on site are not always measured at the height of the turbine’s hub). 
 
The recent developments in data mining and evolutionary computation (EC) offer promising approaches to 
modelling the power curves of turbines. In this paper we use a self-supervised neural network called GMR 
(Generalized Mapping Regressor) to learn the relationship between the wind speed and the generated power in a 
whole wind farm. GMR is an incremental self-supervised neural network which can approximate every 
multidimensional function or relation presenting any kind of discontinuity. The approach used is a data driven 
one, in the sense that the relationship is learned directly from the data, without using any explicit physical or 
mathematical relationship between input and output space. The model is potentially applicable to any site, 
provided that a statistically consistent amount of wind and power data is available. The methodology allows the 
creation of a n on-parametric model of the power curve that can be used as a r eference profile for on-line 
monitoring of the power generation process, as well as for power forecasts. 
 
The results obtained with the proposed approach are compared with another state-of-the-art data mining 
algorithm (namely, a feedforward Multi Layer Perceptron) showing that the algorithm provides fair 
performances if a suitable pre-processing of the input data is accomplished. 
 
Keywords: Wind farm, Power curve, Data-driven, Neural network, Machine learning 

1. Introduction 

An interesting aspect of current research on w ind power generation is the definition and 
implementation of accurate models to predict the energy output of a whole wind farm, rather 
than single wind turbines. In power systems a traditional generator is usually described as 
‘dispatchable’, whereas wind generation is often referred to as ‘non dispatchable’. Even 
though wind power generation has reached maturity in power systems, it is often still 
considered as a negative load because it is less predictable than thermal generation [1; 2]. 
Accurate wind power forecasting and prediction reduces the risk of uncertainty and allows for 
better grid planning and integration of wind into power systems. 
 
There has been much debate and discussion in relation to the costs associated with wind 
power integration. A common conclusion is that as the levels of wind power penetration 
increase additional system balancing is required. Wind power forecasting and prediction tools 
are therefore invaluable because they enable better dispatch, scheduling and unit commitment 
of thermal generators, hydro plant and energy storage plant and more competitive market 
trading as wind power ramps up and down. Overall they reduce the financial and technical 
risk of uncertainty of wind power production for all electricity market participants. 
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Researchers have applied different methodologies in studying wind farms. In [3] the author 
built a model to predict the power produced by a wind farm using the data from the weather 
prediction model (HIRLAM) and the local weather model (WASP). In [4] a regression and a 
neural network (NN) model are compared in order to estimate a turbine’s power curve. A 
novel approach for the analysis and modelling of wind vector fields was introduced by Goh et 
al. [5] and developed by Mandic et al. [6]. In these papers the wind vector is represented as a 
complex-valued quantity and wind speed and direction are modelled simultaneously. In [7] a 
new algorithm based on fuzzy logic was applied to estimate wind turbine power curve. In [8] 
a variety of different approaches have been used to build prediction models and characterize 
power curves of a wind farm by a nonlinear parametric model. In [9] parametric and non-
parametric models have been applied for the same task and results have been compared. An 
extensive review of the existing wind speed and related generated power forecasting 
approaches can be found in [10]. 
 
The key issue addressed in this paper is the estimation of the relationship between the wind 
speed and a wind farm power output. This relationship is expressed as a power curve, which 
has a logistic function shape. However, as discussed in [8], the experimental power curve of a 
wind turbine (and of an entire wind farm as well) is not an ideal logistic function. All regions 
outside of the logistic curve represent either power losses or power gains. The presence of 
outliers and abnormal values might be due to several reasons: the presence of values of wind 
speed close to the cut-in or the cut-out speed of the installed wind turbines; environmental 
issues (blades affected by dirt, bugs and ice); shut-down due to maintenance or energy 
curtailment; control system issues; sensors malfunctions; pitch control malfunctions; 
unsuitable blade pitch angle setting; blade damage [8; 11]. Finally, the measured powers at 
different wind speeds are generally different than the rated power also because the operating 
conditions on s ite are generally different than the conditions under which the turbine was 
calibrated (the wind speed on site is not uniform horizontally across the face of the turbine; 
the vertical wind profile and the air density are different during the operation phase than 
during the calibration; the wind data on s ite are not always measured at the height of the 
turbine’s hub). Moreover, due to the nonlinearity of the wind farm power curve, the 
uncertainty in its estimation dramatically amplifies the uncertainty contained in the wind 
speed forecasts. If the model of a power curve reflecting a normal status was available, the 
abnormal status of a turbine could be monitored and detected by this model.  
 
The main motivation of this paper lies in the detection of the abnormalities of the wind 
turbines (and as a consequence also wind farms as a whole) power curve. The recent 
developments in data mining and evolutionary computation (EC) offer promising approaches 
to modelling turbines power curves. In this paper we use a s elf-supervised neural network 
called GMR (Generalized Mapping Regressor) [12; 13] to learn the relationship between the 
wind speed and the power generated in a wind farm. GMR is an incremental self-supervised 
neural network which can approximate every multidimensional function or relation presenting 
any kind of discontinuity. The approach used is a data driven approach, in the sense that the 
relationship is learned directly from the data, without using any explicit physical or 
mathematical relationship between input and output space. The methodology allows the 
creation of a non-parametric model of the power curve that can be used as a reference profile 
for on-line monitoring of the power generation process, as well as for power forecasts. 
 
2. Methodology 

GMR is an incremental self-organizing neural network with chains (second layer weights) 
among neurons. The basic idea of GMR is to transform the function approximation problem 
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into a pattern recognition problem under an unsupervised framework. Hence, a coarse-to-fine 
covering strategy of the mapping is used. Suppose we want to model the mapping relationship 
between a set of inputs x and a set of outputs y. GMR algorithm works transforming the data 
mapping problem f: x→y into a pattern recognition problem in the augmented space Z 
represented by vectors z = [xT yT]T, which are the inputs of GMR. In this space, the branches 
of the mapping become clusters which have to be identified. 
The algorithm comprises four phases (training, linking, merging, and recalling) which are 
schematized in Fig. 1. 

 
Fig. 1.  The four phases of the GMR algorithm. 
 
The training phase concerns the vector quantization of the Z space. The aim of vector 
quantization is, in practice, the reduction of the original data set to a small representative set 
of prototype vectors that are easier to manage [14]. During training, the augmented space is 
recovered by either creating neurons or adapting their weights according to the novelty of the 
input data. At the presentation of each input belonging to the training data set (TS), there are 
two possibilities: either creation of a new neuron (whose weight vector is equal to the input 
vector) or adaptation of the weight vector of the closest neuron (in input/weight space). Given 
a threshold ρ  (vigilance threshold), a new neuron is created if the hyperspheres of radius 
ρ, centered in the already created weight vectors, do not contain the input. The parameter ρ  is 
very important: it determines the resolution of training. Learning can be divided into two sub-
phases: coarse quantization and fine quantization. The vigilance threshold used in the coarse 
quantization phase (ρ1) is higher than the one used in the fine quantization, ρ2. In general, the 
first epoch (i.e. presentation of the entire TS) defines the number of neurons needed for 
mapping and the others adapt their weights for a better approximation. The neurons thus 
obtained identify the objects, which are compact sets of data in Z. The resulting neurons are 
called object neurons. In the second sub-phase, at first a pre-processing is required for 
labelling each neuron with the list of the input data which had the neuron as winner (i.e. 
whose weight vector is the closest to the input vector); it can be accomplished by presenting 
all data (production phase) to GMR and recording the corresponding winning neurons. At the 
end, for each neuron a list of the inputs for which it won is stored. This list represents the 
domain of the object neuron. Every list is considered as the TS for a subsequent training 
which takes place separately (and in parallel) for each object domain. At the end, the neural 
network is made up of the neurons generated by the secondary learning phases (final 
neurons), labelled as belonging to an object by the corresponding object neuron. 
 
The next phase is the linking phase. Neurons’ linking is accomplished by computing the 
second layer weights, which are discrete and equal to zero in the absence of a link. A link is 
computed at the presentation of each piece of data from the TS. The technique used in this 
paper to perform the linking phase exploits the direction of the principal component of the 
domain data (i.e. the direction corresponding to the highest eigenvalue of the autocorrelation 
matrix of the domain data) [12]. This direction is here referred to as domain principal 
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direction (PD). For each data point, the weights are sorted according to the Euclidean distance 
from it, and the winning neuron is determined. It is then linked to another neuron chosen in a 
subset of neurons (candidate neurons). The subset was here determined by defining in 
advance a number k of nearest neighbours of the input. Then, for each candidate, the absolute 
value of the scalar product between its PD and the winner’s PD is evaluated. The winner is 
linked to the candidate yielding the maximum scalar product (i.e., the candidate whose PD is 
closest in direction to the winner’s PD). This approach is justified by the fact that clusters 
with similar shapes have to be connected. 
 
In the merging phase, GMR checks whether different objects are linked. If they are, the 
objects are merged. The recalling phase replaces the neurons in the reduced manifold with 
Gaussians representing the domain. Their parameters are estimated by the maximum 
likelihood (ML) technique. This phase is essentially a process of Gaussian labelling followed, 
if required, by an interpolation step. A more detailed description of GMR is contained in [12]. 
 
3. Results 

The data used for the case study refer to a wind farm (whose location is not disclosed for 
confidentiality reasons) and the available data set comprises a wind speed time series (one 
whole year) measured by an anemometer located at 50 m above the ground level (a.g.l.), as 
well as the power produced by each of the wind turbines, collected by a SCADA (Supervisory 
Control and Data Acquisition) systems at the wind farm. Since the aim of the study was 
modelling the power curve of the wind farm as a whole, the sum of the power produced by all 
the turbines was used for the application of the proposed algorithm. A training and a test set 
containing respectively 90% and 10% of the entire time series available (randomly selected 
across the whole data set) were created. In order to speed up the training, a sampling of one 
datum out of three was then made on the training set (TS), so to select a smaller subset (that 
was used as the actual TS). Before starting the training phase, the data which had been clearly 
recorded erroneously, due to a malfunctioning of the SCADA system, were filtered out 
(namely, data with an abscissa greater than the cut-in speed of the wind turbines and with a 
null ordinate). The remaining data were normalized in the interval [−1; +1] and denoised 
using the Kernel Principal Component Analysis (KPCA) technique with a bandwidth of the 
Gaussian kernel 𝜎 = 0.4. KPCA is a generically nonlinear signal processing technique; it is 
often used for denoising in image applications [15]. The denoised TS used to train GMR 
contains 2828 observations. A test data set containing 876 observations has been used in the 
recalling phase. Figure 2 shows the data before (a) and after (b) the normalization and 
denoising procedure. The data showed in Fig. 2(a) have been previously rescaled, only for 
visualization purposes, in order to protect data confidentiality. 
 

 
Fig. 2.  Training set data before (a) and after (b) normalization and denoising. 
 

(b)(a)

 

4220



A number of nearest neighbours k=4 was used during the linking phase. In the rough phase 
the vigilance threshold was set to 𝜌1 = 0.5 and in the fine tuning phase 𝜌2 = 0.025 was used. 
The number of final neurons is 101 a nd the number of object neurons is 26. During the 
recalling phase, GMR was used both without interpolation and with Gaussian interpolation. 
Figure 3 shows the results of the linking and merging phases of GMR. A zoom of the part of 
the curve contained in the dashed box is showed in the upper left and lower right corners of 
Fig. 3(b). In the lower right corner different objects are represented with different symbols to 
improve readability. 
 

 
Fig. 3.  Results of the linking (a) and merging (b) phases of GMR. 
 
The same TS used for the GMR model was also used to train a feedforward Multi Layer 
Perceptron (MLP). The learning algorithm used is backpropagation with momentum [16]. The 
network has two layers of neurons, the hidden layer with 10 a nd the output layer with 1 
neuron (since the output is mono-dimensional). A logistic sigmoid function and a linear 
function were respectively used as the activation function of the first and the second layer.  
Figure 4 shows the results of the modelling obtained both on the TS and test set data, with the 
two models, while Table 1 summarizes their prediction accuracy. 
 

 
Fig. 4.  Results of the GMR and MLP predictions on the training set (a) and the test set (b). 
 
Their performances have been assessed computing the mean absolute error (MAE) and the 
symmetric mean absolute percentage error (sMAPE), using the test set data. The respective 
standard deviations (Std dev, in Table 1) have also been computed. 
The sMAPE measure computes the absolute error in percent between the absolute value of the 
actual observation ty  and the absolute value of the forecast ˆty  across all observations t of the 
test set of size n [17]: 
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The MAE of MLP is worse than the one of the two GMR models, because GMR recognizes 
that the “thickness” of the data cloud around the average logistic sigmoid trend actually 
contains some information content and it is not just due to noise (see the links in Fig. 3(a)), 
whereas the MLP follows the average trend of the data, thus finding a smooth curve profile. 
 
Table 1. Prediction accuracy of the models applied (GMR and MLP). 

 MLP GMR gaussian 
interp 

GMR without 
interp 

MAE (kW) 1990.60 436.11 458.63 
Std dev of AE (kW) 2515.40 918.34 906.40 

sMAPE (%) 68.03 64.19 68.35 
Std dev of sMAPE (%) 76.25 73.73 76.40 

minimum AE 71.79 1.02 0.47 
maximum AE 9159.40 8585.10 8585.10 

 
3.1. On-line monitoring by residual approach and control charts 
Once the two non-parametric models mentioned above have been trained, they can be used to 
characterize the wind farm power in normal conditions, and therefore they can serve as an on-
line wind farm power generation profile. The residual control chart techniques (statistical 
quality control) [18] are used to analyze residuals between model predicted power and 
observed power. The control chart approach allows the residuals and their variations to be 
monitored, thus detecting abnormal conditions of a turbine. 
 
The means of the residuals obtained on the TS (𝜇𝑇𝑟𝑎𝑖𝑛) and the test set (𝜇𝑇𝑒𝑠𝑡) , as well as 
their standard deviations (𝜎𝑇𝑟𝑎𝑖𝑛;  𝜎𝑇𝑒𝑠𝑡) were computed. Once 𝜇𝑇𝑟𝑎𝑖𝑛 and 𝜎𝑇𝑟𝑎𝑖𝑛 are known, 
the upper and lower control limits of the control chart can be computed and used to detect the 
anomalies. Control limits for the control chart can then be derived using Eq. (2) [18]: 
 
𝑈𝐶𝐿1 = 𝜇𝑇𝑟𝑎𝑖𝑛 + η 𝜎𝑇𝑟𝑎𝑖𝑛

√𝑁𝑇𝑒𝑠𝑡
;     𝐿𝐶𝐿1 = 𝜇𝑇𝑟𝑎𝑖𝑛 − η 𝜎𝑇𝑟𝑎𝑖𝑛

√𝑁𝑇𝑒𝑠𝑡
 (2) 

 
NTest is the number of points in the test data set, but it can be adjusted to make the control 
chart less sensitive to the data variability and thus reduce the risk of false alarms. The 
parameters in Eq. (2) could be adjusted dynamically, based on ope rations of individual 
turbines. In the application described in this paper, NTest was set equal to 10, while η was set 
to the widely used value η = 3 [9]. If 𝜇𝑇𝑒𝑠𝑡 is above UCL1 or below LCL1, the power 
generation process at the generic sampling time 𝑦𝑇𝑒𝑠𝑡𝑆𝑒𝑡 = [𝑦(𝑖),𝑦�(𝑖)] is considered to be 
deficient (or “out-of-control”), otherwise it is not considered abnormal, i.e. it is considered 
“in-control”. Similarly, the control limits for  σ𝑇𝑒𝑠𝑡

2  can also be calculated to detect out-of-
control points, using control limits defined as a function of the variance of  σ𝑇𝑟𝑎𝑖𝑛

2  [8; 9; 18]. 
Figure 5 shows the out-of-control points detected in the TS by GMR and the MLP on the 
basis of the limits defined by Eq. (2). Out of the 876 points of the test set, GMR detected 183 
out-of-control points, while the MLP network detected 136 of  them. It is possible to notice 
that GMR in this case is more conservative in the part of the curve closer to the cut-off wind 
speed. This is due to the choice of the parameters  and NTest, but also to the fact that the MLP 
model tends to find a smooth solution, passing between the two data clouds in the last part of 
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the curve, whereas GMR remains closer to a constant value of the output power for wind 
speeds equal to or higher than the cut off speed, as it should be in case of ideal functioning of 
the turbines. It is also possible to notice that GMR detects some of the points above the left 
tail of the curve as “in-control” points, while MLP labels them as “out-of-control”. This is due 
to the fact that GMR finds some links and, as a consequence, some branches of the mapping, 
also in this zone of the space (see Fig. 3). This is reasonable and in line with the results found 
in [9] using a parametric model and a non-parametric model based on the k-nearest neighbour 
(k-NN) algorithm. In fact, one of the main advantages of GMR, compared with feedforward 
neural networks, lays into the fact that, while for many functional (i.e. single-valued) 
approximation problems feedforward network can work well by minimizing a sum-of-squares 
error function, they can actually give rise to high imprecision in presence of multi-valued 
mappings, or mappings whose structure varies for different regions of the input space. The 
prominent feature of GMR is its capability to output all the solutions and their corresponding 
mapping branches. 
 

 
Fig. 5.  Data (within the test set) detected as “in-control” and “out-of-control” according to the limits 
defined in Eq. (2), using GMR with Gaussian interpolation (a) and MLP (b). 
 
4. Conclusions 

The paper presents an application of a data-driven technique for mapping the power curve of a 
whole wind farm and shows its utilization for the creation of quality control charts. The 
results obtained with the proposed methodology are compared with those obtained with a 
“traditional” non-parametric method: a MLP neural network. A few other applications have 
already been presented in the literature, dealing with the same topic. The originality of this 
paper is twofold: on one hand, its application to the modelling of the power curve of an entire 
wind farm, instead of a single wind turbine; on the other hand, the utilization of GMR, which 
is an incremental self-organizing competitive neural network with adaptive linking among 
neurons, able to approximate every kind of mapping (function or relation) in both senses, i.e. 
𝑀(𝑥,𝑦): 𝑥 ∈ ℜ𝑚↔ 𝑦 ∈ ℜ𝑛. The models can be used as the reference power curve (on-line 
profile) for monitoring the performances of a w ind farm as a whole. In a real, on-line 
application, the models will be updated using the most current operational data.  
 
The case study here presented demonstrated that the control chart approach produces 
satisfactory results in monitoring power curves. In future research, other data mining 
algorithms will be assessed for enhancing accuracy of non-parametric models. In particular, 
the application of Bayesian networks will be considered to identify links between anomalies 
and the specific reasons causing them, which is not possible simply using control charts. 
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Abstract: The last few years have proved that Vertical Axis Wind Turbines (VAWTs) are more suitable for 
urban areas than Horizontal Axis Wind Turbines (HAWTs). To date, very little has been published in this area to 
assess good performance and lifetime of VAWTs either in open or urban areas. At low tip speed ratios 
(TSRs<5), VAWTs are subjected to a phenomenon called 'dynamic stall'. This can really affect the fatigue life of 
a VAWT if it is not well understood. The purpose of this paper is to investigate how CFD is able to simulate the 
dynamic stall for 2-D flow around VAWT blades. During the numerical simulations different turbulence models 
were used and compared with the data available on the subject. In this numerical analysis the Shear Stress 
Transport (SST) turbulence model seems to predict the dynamic stall better than the other turbulence models 
available. The limitations of the study are that the simulations are based on a 2-D case with constant wind and 
rotational speeds instead of considering a 3-D case with variable wind speeds. This approach was necessary for 
having a numerical analysis at low computational cost and time. Consequently, in the future it is strongly 
suggested to develop a more sophisticated model that is a more realistic simulation of a dynamic stall in a three-
dimensional VAWT. 
 
Keywords: Vertical Axis Wind Turbine (VAWT), Urban Area, Computational Fluid Dynamics (CFD), Dynamic 
Stall, Turbulence Model 

Nomenclature 

N  number of rotor blades ...............................  
c airfoil/blade chord  ................................mm 
t thickness of the blade .............................mm 
s span of the blade ....................................mm 
Rr radius of rotor ........................................mm 
Rm radius of central mast ............................mm 
U∞ undisturbed velocity ............................... m/s 
 

λ  tip speed ratio ............................. (ΩR/ U∞)  
θ  azimuth angle ....................................... deg 
α  angle of attack ...................................... deg 
V  relative wind speed............................... m/s 
ω rotational speed................................... rad/s 
PIV  Particle Image Velocimetry .......................  
Ω  rotation frequency/vorticity ................ rad/s

1. Introduction 

In the last few decades, the production of electricity from wind turbines has seen a rapid 
growth in many countries around the world. The major drivers are the recent need to reduce 
CO2 emissions into the atmosphere and meet the growing demand for electricity [1]. One 
promising alternative for the future generation of electricity is the installation and integration 
of wind turbines in the built environment combined with other alternative sustainable systems 
[2], [3]. The benefits are mainly generation of electricity on the site where it is needed with 
reduction in transmission losses and cable costs [3].  
 
In the late 1970s and early 1980s, very little research was conducted on V AWTs on 
understanding the aerodynamics and flow interaction between blades during the operation of a 
wind turbine [4]. Recently, the progress of small wind turbines in the built environment has 
been mainly focused on Horizontal Axis Wind Turbines (HAWTs) rather than Vertical Axis 
Wind Turbines (VAWTs). But several studies have shown that VAWTs are more suitable for 
urban areas than HAWTs [3], [5], [6], [7]. The advantages are mainly: omni-directional 
without a yaw control, better aesthetics to integrate into buildings, more efficient in turbulent 
environments and lower sound emissions [8]. In addition there is some research speculating 
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that VAWTs are appropriate for large scale of 10 MW or more, as VAWTs can operate 
mechanically better than HAWTs [9], [10]. They can withstand high winds due to their 
aerodynamic stall behaviour [5]. Generally, the aerodynamic analysis of a V AWT is very 
complicated, as the blades are called on to operate in unsteady flow, pitching relative to the 
mean flow and cutting the stream tube twice [5]. One important aspect to consider during the 
operation of a VAWT at low wind speeds is the generation of a phenomenon called dynamic 
stall. The phenomenon is mainly characterised by the development of vortices that will 
interact with the airfoil of the blades and have a substantial impact on the design and power 
generation of the wind turbine [11].  
 
The main purpose of this work is to understand how ANSYS CFX 12.0 is able to approach 
the development of dynamic stall around the blades of a VAWT. Also, the final objective of 
the numerical study is to make a contribution in the field of dynamic stall as many straight-
bladed VAWTs are called to operate. In this paper a number of simulations are explored to 
understand static and dynamic stall around the rotor of a 3 straight-bladed VAWT. To reduce 
time and memory costs a 2 -D case is explored for all numerical simulations. The 
Computational Fluid Dynamics (CFD) Software used was ANSYS CFX 12.0. Here, the three 
turbulence models analysed were the k-ε model, the standard k-ω model and the SST (Shear 
Stress Transport) model. The numerical simulations were studied for different tip speed ratios 
and compared with the small amount of experimental data available in literature.  
 
2. Methodology 

In order to understand the physics involved during dynamic stall of a straight-bladed vertical 
Darrieus wind turbine, a 2-D rotor is proposed and analysed. This 2-D approach is adopted for 
reducing time and computational costs. The airfoil analysed, for the VAWT, is a NACA 0018 
and its characteristics are listed in Table 1. The rotor is composed of 3 blades and a central 
mast. The solid model of the rotor was generated with ProEngineer 4.0 and imported into 
ANSYS CFX 12.0. 
 
Table 1: Properties of the rotor  
NACA0018 

Cord 
c 

(mm) 

Thickness 
t 

(mm) 

Span 
s 

(mm) 

Rotor Radius 
Rr 

(mm) 

Number 
Blades 

N 

Mast Radius 
Rm 

(mm) 
490 88.2 50 3000 3 75 

 
 
The mesh, as shown in Figure 1, i s mainly composed of three sub-domains: one fixed sub-
domain outside the rotor, one dynamic sub-domain around the blades of the rotor and one 
fixed sub-domain for the remaining part of the rotor. The mesh was generated by adopting a 
Sweep Method with one element deep and the total number of elements is 4.58x105, as listed 
in Table 2. 
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Fig. 1. Mesh for the 2-D rotor 
 

Table 2. Sub-domain properties 
Sub-domain Number of elements 

1) Fixed sub-domain outside rotor 20*103 
2) Dynamic sub-domain around blades 42*104 
3) Fixed sub-domain inside rotor 18*103 
Total number of elements 4.58*105 

 
All sub-domains were meshing by using only triangle elements, as they are more appropriate 
for simulations involved fluids [12]. The mesh around the blades of the rotor, which is a wake 
development region, was refined through the use of the facing sizing and inflation options 
available in ANSYS 12.0. In this region, the use of prism elements is able to capture 
boundary layer effects more effectively and efficiently. The three different meshes were 
linked together with the use of domain interfaces. Symmetrical boundaries were used for the 
top and bottom parts of the 2-D model with no-slip boundary conditions at the two sides. An 
opening boundary was chosen for the output and a constant wind speed of 6 m/s, with a 
turbulence intensity of 5%, was defined for the inlet. The two wall sides were placed at 4c 
from the diameter of the blades respectively. The outlet and inlet were placed 4c and 10c 
away respectively. Table 3 gives a summary of the parameters employed in the four different 
cases where different time steps and tip speed ratios (TSRs) were defined. For all transient 
simulations a total time was defined to give enough time for the flow to develop around the 
blades of the rotor. Finally, the residual target, in the convergence criteria, was set to be 10-4. 
 
Table 3. Input data for the four cases analysed 

Simulation 
Case 

Tip speed 
ratio  

Angular 
speed 
(rad/s) 

Time for one 
rotation 

(s) 

Angle of 
attack 
(deg.) 

Time Step 
Simulation 

(s) 
Case 1 λ1=2.3 ω1=4.7  t1=1.33 -30≤α1≤30 0.0037 
Case 2 λ2=3.0 ω2=6.0  t2=1.05 -21≤α1≤21 0.0029 
Case 3 λ3=4.0 ω3=8.0  t3=0.78 -15≤α1≤15 0.0022 
Case 4 λ4=5.0 ω4=10  t4=0.63 -12≤α1≤12 0.0017 
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The effect of different TSRs are presented and discussed in the conclusions section of this 
paper. 
 
2.1. Dynamic Stall 
Although VAWTs have several advantages over HAWTs, the aerodynamics around the 
blades is very complicated [11]. VAWTs, during their operation, are called to work under 
both static and dynamic stall conditions. Consequently, the blades are subjected to cyclic 
forces due to the variation of incidence angle of the blade relative to the wind direction [13]. 
Although the presence of dynamic stall at low TSRs can have a positive impact on the power 
generation of a wind turbine, the formation of vortices can generate other problems such as 
vibrations, noise and reduction of fatigue life of the blades due to unsteady forces [13]. Larsen 
et al. [14] show that dynamic stall is mainly characterised by flow separations at the suction 
side of the airfoil. This can be summarised in four crucial stages: 1) Leading edge separation 
starts, 2) Vortex build-up at the leading edge, 3) Detachment of the vortex from leading edge 
and build-up of trailing edge vortex, 4) Detachment of trailing edge vortex and breakdown of 
leading edge vortex. The sequence of these four flow events will generate unsteady lift, drag 
and pitching moment coefficients with a large range of flow hysteresis dependent on the angle 
of attack [15]. The expression of the angle of attack α adopted for the simulation, without 
induction factor, is given by Eq. (1): 
 









−
=

θλ
θα

cos
sinarctan      (1) 

 
where θ is the azimuth angle and λ the TSR. In this study, as shown in Table 3, four different 
cases are analysed with different parameters that are highly dependent on the TSRs. 
 
2.2. Turbulence Models 
Wang et al. [16] show that the most popular turbulence models, adopted in the CFD 
community, are mainly Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) 
and Reynolds-Averaged Navier-Stokes (RANS). The DNS method today requires a large 
amount of computing resources and time. The LES method is more appropriate for 3-D 
simulations. Therefore, the only method adopted for this 2-D numerical study was the RANS 
method. The three RANS turbulence methods analysed, due to low computational costs, are: 
the standard k-ω model, the standard k-ε model and the SST model. A more detailed 
description about the turbulence methods can be found in the book by Wilcox [17]. 
 
3. Results 

In this section of the paper a number of numerical simulations are analysed for different 
TSRs. The numerical simulations obtained during the present study are mainly compared with 
the study carried out by Wang et al. [16], as this previous numerical study showed a good 
agreement with experimental data. However, it should be point out few differences between 
the two numerical studies. The main differences are summarised and listed in Table 4. 
 
In this numerical study, a number of cycles of the rotor were calculated at different TSRs until 
a periodic solution was achieved. The total time was set to be 4s to give enough time for the 
rotor to reach a period state in all four cases. 
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Table 4. Main differences between the two numerical methods 
            Present Study Wang et al. Study 

ANSYS CFX 
Rotor with 3 blades and central mast 
Free-stream turbulence intensity 5% 
Variable time step with angular velocity 
Triangle elements 
α=arctan(sinθ/λ-cosθ) 
Wake interactions 
No converged steady state 

FLUENT 
Single pitching blade 
Free-stream turbulence intensity 0.25% 
Constant time step 
Quadrilateral elements 
α=100+150sin(ωt) 
No wake interaction 
Initial input from converged steady state 

 
In Fig. 2 a nd Fig. 3, the left side, show graphically the results obtained for this numerical 
analysis, while the right side compare the CFD results of Wang et al. with experimental data 
by Lee and Gerontakos [18]. Furthermore, Fig. 2 and 3 show how the lift and the drag 
coefficients, Cl and Cd, are affected by different angles of attack and TSRs. The curve shapes 
are in good agreement with the experimental data obtained by Lee and Gerontakos. Here, the 
final results are more realistic and less fluctuating than the CFD simulation conducted by 
Wang et al [16]. Also, a strong instability at high angles of attack is observed and is thought 
to be due to the deep dynamic stall that is typical for low TSRs. However, the few exceptions 
are the absence of a second peak on the curves due to the presence of a trailing edge vortex 
and the lack of intersection points between upstroke and downstroke paths that are seen in the 
experimental graphs on the right. 
 

 
Fig. 2. Lift coefficient CL for the two numerical studies and experimental data 

 

 
Fig. 3. Drag coefficient CD for the two numerical studies and experimental data 
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However, the development of several peaks, especially for negative angle of attacks and low 
TSRs can be associated with the development of upstream wakes that will interact with the 
downstream blades. Also the presence of a central mast will generate several wakes that will 
affect the flow downstream. The different hysteresis loops in Fig. 2 and 3, show clearly the 
development of two phenomena called dynamic and static stall. Dynamic stall typically will 
develop at high angle of attacks for λ<4 and is characterised by its fluctuating nature, while 
static stall will take place at low angle of attacks for λ ≥4 with smoother curves and less 
intersection points. One important consideration is that the range of angle of attack is different 
from the experimental data obtained by Lee and Gerontatos. This is mainly due to the use of 
Eq. (1) instead of using α=100+150sin(ωt) that is typically adopted for the case of a pitching 
motion single blade.  
 
Finally, the numerical results are analysed by comparing the evolution of the shed vorticity 
with the experimental data available in the field of dynamic stall. Fig. 4 shows the vorticity 
field at θ=1200 for the three turbulence methods adopted in this numerical study. The SST 
method shows a good agreement with the experimental data obtained by Ferreira et al. [19] 
and Wang et al. [16] than the k-ω and k-ε methods that are more dissipative. This turbulence 
method is able to show the generation of specific vortices at the leading and trailing edges 
respectively. A more detailed explanation will be given in the next section for the SST 
method, as the results best agreeing with experiments 
 

 
Fig. 4. Vorticity field for θ=120o for the three different turbulence methods 

 
3.1. SST Results 
In this section only the SST method is analysed in its several stages during a complete 
revolution of the rotor when a periodic solution is achieved. Fig. 5 clearly shows the several 
stages involved through dynamic stall for a TSR of 2.3 at different azimuth angles θ. This 
specific TSR was chosen because it corresponds to the case with deep stall. Fig.5 shows that 
for an azimuth angle θ between 1800 and 2400 the flow is almost attached to the blade. Then 
at an angle of θ=2600 a leading edge vortex will start to develop and expand until 2800. Also, 
in this stage there is the generation of a trailing edge vortex that will detach at approximately 
3000. Afterwards, there is a progressive reattachment of the flow to the blade with leading and 
trailing edge vortices moving downstream. At θ=3600 there is again the presence of a second 
small leading and trailing edge vortices that will disappear between 200 and 400. Then the 
development of a third leading edge vortex will take place at 600 followed by a trailing edge 
vortex at 800. Finally, the flow will start to become laminar and to reattach to the blade until 
the same dynamics will start again from the beginning stage. From the final results it can be 
stated that the SST model shows a good agreement with the four stages related to dynamic 
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stall mentioned above. Furthermore, this 2-D study has the advantages of showing how the 
two kinds of vortices will move down and eventually affect the physics of the blades that are 
called to work downstream. 
 

 
Fig. 5: Vorticity field at different azimuthal angles θ for the SST model at λ=2.3 

 
4. Conclusions 

A numerical analysis of the physics involved during dynamic stall of a rotor of a straight-
bladed VAWT, composed of 3 bl ades with profile NACA0018, was conducted at four 
different TSRs. In this study three RANS turbulence models have been explored for the four 
cases analysed. The lift and drag coefficients are in good agreement with the study carried by 
Wang et al, but a number of differences have been found between the two studies. The most 
relevant are the absence of a second peak on the curves due to the development of the trailing 
edge vortex and the lack of intersection points at high TSRs. But at low TSRs there is an 
increase in the number of intersection points especially for negative angles of attacks that can 
be related to deep dynamic stall. This instability is mainly associated with the development of 
upstream wakes from upstream blades and mast that interact with the downstream blades. In 
this numerical study, the analysis has proved the presence of two different phenomena called 
dynamic and static stall that are highly depended on the TSRs adopted. In here the SST model 
is examined in terms of vorticity distributions around the blades. In general the method shows 
more reasonable accuracy with some existing wind tunnel experiments than the k-ε and k-ω 
turbulence methods that seem to be more dissipative. Also, the method is able to show the 
main four phases involved during dynamic stall. But one important observation for the SST 
method is the presence of single-vortices instead of having several small vortices that are 
typically found around the airfoil for PIV dynamic stall tests. A better improvement can be 
achieved in the future investigation of a 3-D case where the LES and the DES methods are 
strongly recommended. The two methods will take into consideration the 3-D nature of the 
vortices developed during dynamic stall. In general this paper gives a substantial contribution 
to the aerodynamics involved at different TSRs and angles of attack for a 2-D rotor with 
central mast. This is necessary because the development of dynamic stall in VAWTs can have 
a substantial impact on both the design and power generation of a wind turbine. 
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Abstract: wind as a significant renewable source of energy along with different ways for its optimum utilization 
is attended. At this paper, initially different types of wind turbine power control systems are introduced briefly, 
then advantages and disadvantages of them, are evaluated in practical and theoretical aspects. At the following, 
governing generated power formulation is proved briefly, then the effective parameters on power, e.g. wind 
velocity, wind temperature are studied and simulated in MATLAB software. Then practical data from an actual 
stall control wind turbine entered and related curves are investigated. Based on these data, performance of an 
actual pitch control wind turbine is estimated and related curves are investigated. At the following, using 
Weibull theory, real power-time curve and estimated power-time curve, monthly produced energy of turbines are 
estimated. And finally Specific Power Performance (SPP) is defined and shown that pitch control system 
produced energy more than stall control system at the same rotor swept area. 
 
Keywords: Wind Turbine, Power Control System, Pitch Control, Stall Control 

1. Introduction 

The human progresses in various scientific and industrial fields have increased the need to 
generate energy and to investigate its various resources. Providing this energy from fossil 
sources like oil and gas is not reasonable because of various reasons such as environmental 
pollutions, reduction of reservoir of these resources and the next generation's requirements for 
them. These facts along with economic problems and the increment of fuel cost have 
encouraged the researchers in various countries to pay more attention to renewable energies. 
Therefore, the wind, as one of the renewable energy resources, and its optimal exploitation 
methods, have been noticed so that the predictions indicate that in 2020 the portion of wind in 
generating the energy required for human activities will be more than 375 TWh. The design 
of wind turbines depends on the conditions of the location they are installed, and most of them 
are designed to generate power with the minimum possible cost at low wind speeds. Thus, if 
the wind speed exceeds a specified limit, some of the important parts of turbine may be 
harmed. The designers use various control systems to prevent these harms and also to optimal 
exploitation of turbines. The most important control systems are stall control, pitch control, 
and yaw control, from which the pitch control is the most common system [1 to 3] . 
 
Of course, some researches were also performed to design other control systems. One of them 
is "control of wind turbine using memory based method" by Song [4]. Using this method, the 
turbine chooses the optimal power control method based on the previous experienced 
conditions. Another new method was also presented in the paper titled as "multi variable 
control strategy for variable speed variable pitch" by Bakhezzar et al. [5] . Using the doubly 
fed induction generator to control the voltage induced by rotor in the generator has been 
noticed by the researchers in the recent years. Fernandez and Garcia investigated this subject 
in a paper titled as "comparative study on doubly fed induction generator (DFIG) wind 
turbines operating with power regulation" [6] . Modeling and controlling this type of 
generators were performed by Hee Song Ko [7] . 
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In this paper, the control systems of wind turbines were investigated comprehensively. In 
addition to theoretical facts, technical and empirical points were also involved. Furthermore, 
the power generated by different control systems was compared in this study. The effect of 
local conditions of the place considered for installing the turbine, such as wind blowing 
conditions, on the selection of the appropriate control system was also discussed in this paper. 
 
2. Investigation of generated power 

The one-dimensional BEM theory was used to investigate the power generation of wind 
turbines [3] . Based on this theory, the rotor of wind turbine can be modeled as an ideal 
impenetrable disk. Because there is no friction between air and the rotor, and the wake flow 
speed has no rotational component. The shape of stream lines thorough the rotor will be 
similar to figure (1). This disk decreases the speed from V0 at the upstream to u at the rotor 
plate, and to 1u  at the back of rotor. At normal speeds, the flow can be assumed 

incompressible, and the speed and pressure variations can be assumed as shown in figure (1) . 
 

 
Fig. 1. Demonstration of streamlines, axial speed and pressure up- downstream of rotor. 
 
Using axial momentum equation, it can be proved that: 
 

)(
2

1
20 uVu +=  (1) 

 
Also, the usable power in a cross section area equal to the area swept by rotor (A) is: 
 

3
02

1 AVPavail ρ=                                                                               (2) 

 
The dimensionless power coefficient is obtained by dividing the power by the usable power: 
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And finally, the induction factor is defined as: 
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It can be observed that for 3
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3. Investigation of power control systems 

3.1. Stall control systems 
Blade design of this type of turbines is so that they naturally control the power generated by 
turbine. These rotors with constant pitch are designed to operate near the optimal tip speed in 
moderate winds. In turbines with this type of control system, an asynchronous generator is 
often used by which the rotor rotational speed is kept approximately constant. A rotating tip 
located at the end of the rotor is usually used as the aerodynamic brake. This device which is 
activated by centrifugal force, is subjected against the wind flow with a 90° angle, and limits 
the rotor momentum by applying the opposite torque due to the drag force.  
 
3.2. Pitch control systems 
In a turbine with pitch control system, all blades can rotate about the root, and thus, the attack 
angle changes simultaneously throughout the rotor length. One of the most conventional 
mechanical mechanisms of the rotor pitch control contains a piston inserted inside the turbine 
main shaft. This piston changes the rotor pitch by its reciprocating movement using a 
mechanism installed forward the turbine hub. Obviously, the lift coefficient has a direct 
relation with the attack angle [1] . Therefore, decreasing the attack angle reduces the lift force 
and the power. Thus, pitch control system can control the output power by rotating the rotors. 
Also, referring the power curve of this type of turbines, it is obviously found that since the 
rotors can rotate slowly, the power curve is smoother and the power peaks are reduced [3] . 
To overcome the problem caused by great peaks in power for high speeds in a wind turbine 
with pitch control system, a system named as "OptiSlip" produced by Vestas was used. 
 
From technical point of view, using pitch control mechanisms to control power necessitates 
the use of very strong hydraulic systems to generate and transfer very high pressures (120 Bar 
for medium wind turbines, and even more for greater turbines). Providing this hydraulic 
system affects the turbine total price. In places with high air turbulence, the pitch control 
system should operate harder. This results in overheating the hydraulic oil, and finally, 
lengthy turbine stops by safety system. This reduces the turbine productivity. 
 
3.3. Active stall control systems 
There is another method which uses the combination of pitch and stall control systems. In this 
system, to achieve the maximum efficiency at low wind speeds the rotors are repositioned like 
a wind turbine controlled by pitch. At high speeds, the rotors are rotated slowly against the 
wind to get stall. With this type of control, a smoother limited power is achieved compared 
with pitch control turbines. Combining both systems facilitates the required stops in 
emergency cases and restarting wind turbines compared with stall control. This type of system 
is less common today [2] . 
 
3.4. Yaw control systems 
In this control system, instead of limiting the output power using pitch or stall controls, the 
turbine yaw is controlled. The machines which use pitch and stall control systems usually 
have yaw control. This system receives the data related to wind flow direction from the 
turbine wind gauge and tries to turn the nacelle so that the maximum air flow rate enters the 
rotor disk. In a machine controlled by yaw system, at high wind speeds, the rotor turns against 
the wind direction to reduce the air flow rate in rotor, and thus, the generated power 
decreases.  
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4. Study procedure 

4.1. Weibull distribution method theory and its application in estimating the available 
wind electricity energy generation 

Considering the random nature of wind with long-term measurements in various time periods, 
Weibull Density Function was used to compute the wind energy [8] .  
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Where V is the wind speed, c and k are scale parameter and shape parameter, respectively. 
These parameters can be computed using "Maximum likelihood" method with iteration from 
the following equations:  
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Where iV , is the speed at time period i  and n is the number of the wind non-zero speeds. The 

continuous distribution of wind flow in the studied region is obtained using Weibull curve. 
The generated energy is estimated by combining this curve and the power curve of wind 
turbines. The energy of a wind turbine in a month is investigated by following equations: 
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Where N0 is 744 hours/month, f(u) is Weibull function and P(u) is power curve.  
 
4.2. Location of study 
Location of the present study was Paskulan wind farm in Manjil, a city in Iran. Its pressure 
can be assumed about 1 Atmosphere with a good precision. The average air temperature 

during the test period was 13.67 C . Therefore, the average air density was 1.231 3kg m . 
 
4.3. Wind blow condition 
Since the wind patterns of a region repeat annually, the Weibull curve obtained in March 
2003 [9]  can be used to estimate the wind condition in March 2009 with a good accuracy. 
Based on this curve, weibull shape parameter (k) was 1.68, weibull scale parameter (A) was 
11.7 m/s and average wind velocity was 10.4 m/s. As mentioned before, stall and pitch control 
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systems are more applicable compared with the other control systems. Thus, in the following 
was concentrated on the sample turbines with these two control system types. 
 
First, based on Eq. (3), the effective parameters on the power generated by turbine 
considering the weather conditions of the studied region were simulated in MATLAB 
software for two turbines with different control systems. 
 
The first turbine is of 550 kW type and was made by NEG-MICON Company. It uses stall 
control system. The second turbine is of V47-660 kW type and was made by Vestas 
Company. It uses pitch control system and is equipped with OptiSlip. The power curves of 
above turbines for the ideal case and for the air conditions of the mentioned wind farm were 
shown in figures (2). 
 

 
Fig. 2. Ideal power curve wind turbines. 
 
For 550 kW wind turbine, it's obvious that maximum generated power, is 550 KW occurs at 
18 m/s. Power curve after reaching to maximum point, will be decreased. In the following, 
this curve will be compared with practical curve. For 660 kW wind turbine, it can be 
obviously observed that the power generated by the turbine is uniform compared with the past 
and remains constant after reaching the maximum value. This maximum power value occurs 
at speed of 15 m/s.  
 
In the following, the power generated by 550 kW turbine is investigated in the real mode. The 
values used in this section were recorded by the logger located on these turbines. This system 
measures and records the turbine generated power data, wind speed, wind temperature, and 
some other parameters with 10 minute time intervals, And during the studied time period 
4463 time intervals were recorded that, the turbine was active only during 1501 intervals. 
During the other intervals, the turbine was in stop mode due to maintenance and blowing 
wind with very high speeds (cut-out), or other unforeseen characters. In figure (3), the real 
generated power was shown versus the active times. 
 

 
Fig. 3. Demonstration of Power vs. Time intervals for stall control wind turbine in real mode. 
 
The power curve for active time intervals was shown in figure (4). 
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Fig. 4. Demonstration of Power curve for stall control wind turbine in real mode. 
 
Comparing figures (2) and (4) reveals that there is a marked difference between the power 
generated in real mode and the power computed in ideal mode obtained with constant power 
values presented by the manufacturer and based on the weather conditions of the studied 
location.  
 
The reason of this difference is that the turbine characteristics presented by the manufacturer 
(such as power coefficient and power curve based on standard DIN ISO 2533) are related to 
the generated power of 550 kW, but in fact, the turbine maximum mechanical power is 600 
kW (about 10% more than the nominal power), and it was observed that with turbine 
optimum operation, this maximum value of power is exploitable. 
 
The percentage error curve versus the wind speed was shown in figure (5). 
 

 
Fig. 5. The percentage error curve versus the wind speed for stall control wind turbine. 
 
As shown in this figure, at speeds lower than 2.5 m/s the turbine does not start to operation to 
generate remarkable power, thus, there is no percentage error. At near cut-in speeds, the 
percentage error is very high. The reason is the small value of generated power; therefore, it's 
not noticeable. It can be observed that the percentage error reduces with increasing speed and 
remains lower than 10% after the speed of 10 m/s. 
 
Based on equation (9) and using trapezoidal numerical integrating method for the studied time 
period, 224110 kWh of energy generation was estimated.  
 
By computing the area under the power-real time curve by trapezoidal numerical integrating 
method, the real power generated during this time period reached 68672.9 kWh. Considering 
the fact that turbine was active only in 1/3 of the time period, if assumed the turbine will 
operate in such a way this time interval, estimated energy using this method and Weibull 
function has 9.758 % variations. Now assume the pitch regulated turbine installed in the 
previous location and subjected to the previous wind conditions. Assuming that the turbine 
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stop time, due to periodical repairs or possible malfunctions and not generating power at 
speeds more than cut-in value, is equal to the corresponding value of stall controlled turbine, 
and the turbine operates in ideal conditions, the power-time curve of this turbine was 
estimated by figure (6). 
 

 
Fig. 6. Estimated Power Vs. Time intervals for pitch control wind turbine. 
 
Comparing figures (6) and (3) obviously reveals that the variations of the power generated by 
pitch controlled turbine are very smaller than the corresponding values of stall controlled 
turbine. By numerical integrating in this period, it was found that 90670 kWh of energy is 
exploitable from this turbine. 
 
Based on Weibull theory and using equation (6) and trapezoidal numerical integrating method 
for the studied time period, 299690 kWh of energy generation was estimated.  
 
Considering the fact that the turbine was active during 1/3 of the period, the estimated value 
by Weibull theory has a good consistency with the value estimated using power curve. If 
assumed the turbine will operate in such a way this time interval, estimated energy using this 
method and Weibull function has 11.1634 % variations. 
 
By defining Specific Power Performance (SPP) as follows, the value of this parameter for 
pitch controlled and stall controlled turbines were presented in table (1). 
 

)(

)(
2mAreaSweptRotor

KwhEnergyGeneratedSPP =  (10) 

 
Table 1. Specific Power Performance for various turbines 
Type of Power 
Control system 

Rotor Swept Area SPP based on 
Weibull function 

SPP based on power-
time curve 

Stall Control 1325 m2 169.13 154.1 
Pitch Control 1735 m2 172.73 155.38 
 
As it can be observed, the value of Specific Power Performance for wind turbines using pitch 
control system is about 0.8 - 2.13% greater than the corresponding value of the wind turbines 
using stall control system. 
 
5. Conclusion 

In this study, the governing generated power formulation was first proved. Then, the types of 
power control systems were investigated theoretically and practically. It was found that 
selecting the appropriate power control system for optimum exploitation of turbine depends 
on the conditions of the intended location to install the turbine. It's possible that using pitch 
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control system results in turbine failures due to the numerous times of operation; and thus, it 
reduces the turbine efficiency. Then, Weibull theory for estimating the energy generated by 
turbine was introduced and investigated. Then, power curves of two different wind turbines 
under the wind conditions of the studied region sketched using MATLAB. Then, the practical 
values of energy and power generated by stall controlled turbine were obtained and 
investigated based on the data received from the turbine installed in the region. Then, the 
power and energy generated by pitch controlled turbine were estimated. Finally, by defining 
Specific Power Performance and comparing two different control systems, it was found that 
SPP Value for pitch controlled turbine is about 0.8-2.13% greater than the corresponding 
value of stall controlled turbine. In choosing the appropriate wind turbine for installation in a 
site, this low difference along with more prices also should be considered. 
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